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ABSTRACT 

 
Electrochemical systems are ubiquitous in our modern lives in many forms, including energy 

storage and conversion devices like batteries and fuel cells, which enable our modern consumer 

electronics and underpin our shift away from fossil fuels, and corrosion, which affects many 

metallic structures. However, the physical phenomena that underlie the working of such systems 

often involve several mechanisms spanning multiple length scales. Due to this complexity, the 

research and development (R&D) of electrochemical systems has been challenging. The goal of 

this Ph.D. dissertation is to accelerate the R&D of electrochemical systems by adopting a Materials 

Genome Initiative (MGI)-based approach, which integrates modern computational tools and data-

driven methods with experiments. The approach is employed to achieve four goals. The first is to 

implement modeling and simulation techniques that incorporate the relevant physics and solve the 

resulting mathematical model in complex geometries. This aspect also includes a machine-

learning-based automated parameterization algorithm developed to determine unknown model 

parameters. The second is to generate insights into the behavior of the system, especially into the 

characteristics like the reaction current density distribution that cannot be easily obtained via 

experiments. The third is to optimize the system design for superior performance by exploiting 

these insights. The last goal is to reduce the computational cost associated with the approach by 

developing analytical and semi-analytical frameworks. These goals are achieved to varying extents 

for Li-ion batteries, Mg alloys undergoing microgalvanic corrosion, and solid oxide fuel cells. 

For Li-ion batteries, the tradeoff between the energy density and fast-charging capability 

in conventional electrodes is overcome by employing a novel-electrode architecture and studying 



 xx 

its effect on the fast-charging performance using electrode-level simulations parameterized by 

machine learning. The novel architecture is formed by ablating vertical channels along the 

thickness of the electrodes with laser, and it is referred to as the Highly Ordered Laser-Patterned 

Electrode architecture. Simulations and theoretical analyses resulted in scientific understanding 

and an approach to optimizing such an architecture. For Mg alloys, an open-source software 

application in PRISMS-PF has been developed to simulate the microgalvanic corrosion behavior. 

Using the application, the effect of the electrochemical properties and the spatial distribution of 

second phases on the corrosion behavior is elucidated, and design strategies are devised for the 

alloy microstructure to minimize the corrosion rate. Finally, for solid-oxide fuel cells, the 

impedance behavior of a mixed ion-electron conducting cathode with an experimentally 

determined microstructure is simulated, and the effect of material properties on the impedance 

behavior is studied. Furthermore, the Adler-Lane-Steele model, a widely used analytical model for 

determining the impedance response, is extended to account for the spatial variation of the 

vacancy-concentration amplitude due to the reaction at the pore/solid interface. 
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CHAPTER 1  
Introduction and Motivation 

 

1.1 Motivation 

Electrochemical systems involve conversion of electrical energy into chemical energy or 

vice versa. They play a major role in our modern lives due to their application in critical 

technologies, including energy storage and conversion devices like batteries and fuel cells,1–7 

industrial processes like electrorefining,8 electroplating,9,10 and seawater desalination,11 and 

technological devices such as sensors,12 as schematically shown in Figure 1.1. In addition to these 

applications, the understanding of electrochemistry also enables strategies to protect against the 

corrosion of structural components.13 The importance of electrochemical systems can also be 

judged based on their economic impact on the modern world. For instance, the global market sizes 

for rechargeable batteries and fuel cells in 2020 were around $120 billion and $7 billion, 

respectively,14,15 and are expected to grow at a compound annual growth rate of > 5%.15,16 

Furthermore, the annual loss due to corrosion is estimated to be about 3.4% of the global GDP, or 

$ 3.5 trillion.13 In addition to their economic impact, electrochemical systems have a major role to 

play in the adoption of renewable energy resources because they enable the generation and storage 

of electricity from renewable energy, thereby overcoming the intermittency issues associated with 

such resources. 
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Figure 1.1. A schematic representation of various applications of electrochemistry in the modern world. 

 

Despite the significant impact of electrochemical systems on our modern lives, their 

research and development have been challenging due to a complex interplay among the underlying 

mechanisms that span multiple length scales. For instance, in the last 3 decades, the specific energy 

density of Li-ion batteries (LIBs) has only increased fourfold (300 Wh/Kg vs. 75 Wh/Kg),17,18 

while the transistor count on central processing units increased by a factor of 105 in the same 

duration.19 A key reason limiting the progress is the strong coupling between the three fundamental 

aspects, namely, thermodynamics, reaction kinetics, and transport kinetics, on the performance of 

the system. For instance, changing the active material in a LIB electrode alters all three aspects, 

which makes it challenging to predict the subsequent effect on the battery performance without 
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exhaustive experiments, which are both time and resource consuming. Thus, to accelerate the 

research and development of electrochemical systems, a Materials Genome Initiative (MGI)20-

based approach is needed, which involves the integration of computational tools and data-driven 

methods with experiments and the open sharing of data. Figure 1.2 shows the key aspects of MGI 

schematically.20  

Such an approach not only enables a high-throughput exploration of the vast design space, 

but also facilitates the determination of quantities that are difficult to measure. For instance, 

experimental monitoring of the evolution of the Li concentration distribution in a LIB electrode 

requires sophisticated measurements involving operando X-ray diffraction computed 

tomography.21 Despite the sophistication of these measurements, the spatial and temporal 

resolutions are often limited, especially in 3D. On the other hand, the same information can be 

obtained with much higher resolution via electrode-level modeling,22–24 provided that the 

underlying model is representative of the electrode under consideration. 

 

Figure 1.2. A schematic showing the overview of the Materials Genome Initiative approach, which involves 
the integration of experiments, computation, and data-driven methods. Reproduced with permission from 
Ref. 20. Public domain.  
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In this dissertation, an MGI-based approach is implemented for three electrochemical 

systems: LIBs, Mg alloys undergoing microgalvanic corrosion, and solid oxide fuel cells (SOFCs), 

as shown in Figure 1.3. It details the computational tools and data-driven methods employed to 

study these systems, along with a comprehensive discussion of the results. The data generated here 

is also shared publicly on Materials Commons, an online repository for collaboration and open 

sharing of data.25 The corresponding experiments, wherever required, are carried out by our 

collaborators, and only their summary is provided here. For LIBs, the intrinsic tradeoff between 

the energy density and fast-charging capability in conventional electrodes is overcome by 

employing a novel electrode architecture, called Highly Ordered Laser-Patterned Electrode 

(HOLE),22,24 formed by ablating channels into the electrode. Electrode-level simulations 

parameterized by machine learning are carried out to understand the effect of the HOLE 

architecture on the 15- and 10-minute (4C and 6C) fast-charging performance of energy-dense 

LIBs. Subsequently, the architecture is optimized for the best fast-charging performance, and a 

theoretical framework is developed to reduce the cost of associated computation. 

For Mg alloys, microgalvanic corrosion (a form of localized corrosion) is studied by phase-

field modeling, wherein simulations are conducted to isolate the effect of the corrosion parameters 

and the spatial distribution of second phases in the alloy, as well as the environment, on the 

microgalvanic-corrosion behavior. Based on the simulation results, strategies for corrosion 

mitigation are proposed. Furthermore, an open-source software application26 is developed within 

the PRISMS-PF framework27 to simulate the microgalvanic corrosion, which is shared with the 

materials-science community. Finally, for SOFCs, a continuum-scale model is developed to 

determine the effect of the material properties on the impedance behavior of mixed ion-electron 

conducting SOFC cathodes with an experimentally determined microstructure. In addition, the 
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Adler-Lane-Steele model, a widely used analytical model for determining the impedance response, 

is extended to account for the spatial variation of the vacancy-concentration amplitude caused by 

the reaction at the pore/solid interface. 

 

Figure 1.3. Examples of the three electrochemical systems,namely, Li-ion batteries (LIBs), Mg alloys 
undergoing microgalvanic corrosion, and solid oxide fuel cells (SOFCs), investigated in this dissertation. 

 

1.2 Dissertation overview 

This dissertation consists of eight chapters, and a brief description of each chapter is 

provided in the following text. In Chapter 2, we provide the background on each electrochemical 

system examined here and the mechanisms that underlie its operation. We also describe the 

mathematical equations used to model the basic physical processes, including the ionic transport 

in a binary electrolyte, the electrochemical reaction kinetics, and electronic transport in the 

electrode. Note that these equations are tailored to the physical system under consideration in the 

following chapters. 

In Chapter 3, we describe the numerical methods used to solve the model equations, which 

include the finite difference method, the finite element method, and the smoothed boundary 

method. For each method, we provide an example to illustrate the application of the method. 
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In Chapter 4, we elucidate the effect of laser patterning of the graphite anode on the 4C 

and 6C fast-charging performance of energy-dense LIBs via electrode-level modeling. We present 

the model equations used to simulate the effect of the HOLE architecture formed by laser 

patterning and describe the parameterization process, including machine learning-based 

automation. Using the simulation results, we show the effect of the HOLE architecture on the 

electrolyte concentration and the reaction current density. In addition, we provide a summary of 

the corresponding experimental result to complement the discussion. 

In Chapter 5, we use the parameterized model obtained in Chapter 4 to identify the optimal 

inter-channel spacing for the architecture at a fixed volume retention and explain its characteristics 

using the second Damköhler number. We also develop a semi-analytical framework to reduce the 

computational cost associated with identifying the optimal configuration and demonstrate its utility 

in determining the optimal HOLE design for 6C charging.  

In Chapter 6, we investigate the microgalvanic corrosion behavior observed in Mg alloys 

by phase-field modeling. We provide details on the model equations and parameters and then 

present the results for sensitivity analyses that investigate the effect of the exchange current density 

and the corrosion potential of second phases on the corrosion behavior. In addition, the effect of 

the electrolyte conductivity is also discussed. Finally, we elucidate the influence of the spatial 

distribution of second phases in the microstructure on the corrosion behavior. 

In Chapter 7, we study the impedance behavior of a SOFC cathode using microstructure-

level modeling. Details such as governing equations, nondimensionalization, and numerical 

implementation are presented, along with the simulation results. The simulations elucidate the 

effect of the surface reaction on the spatial variation of the vacancy-concentration amplitude. 

Furthermore, the results elucidate the effect of the material properties and the frequency of the 
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applied load on the effective tortuosity of the cathode. In addition, we extend the well-known 

Adler-Lane-Steele (ALS) model28,29 to account for the spatial variation of the concentration 

amplitude. Finally, in Chapter 8, we summarize the dissertation and discuss the future work that 

can be built upon this dissertation. 

 

1.3 Author contributions 

Chapters 4 and 5 are based on three manuscripts, Chen et al. (Journal of Power Sources 

471 (2020) 228475),22 Goel et al. (Energy Storage Materials 57 (2023) 44),24 and Goel et al. 

(MethodsX 8 (2021) 101425).30 The experimental portion of the work presented in these 

manuscripts were conceived by N. P. Dasgupta and J. Sakamoto, while K. Thornton envisioned 

the computational studies. K.-H. Chen and M. J. Namkoong performed experiments for 

electrochemical characterization under the supervision of N. P. Dasgupta and J. Sakamoto. C. 

Yang carried out the laser ablation under the guidance of J. Mazumder. S. Kazemiabnavi and S.M. 

Mortuza initially implemented the modeling approach. V. Goel further developed the modeling 

approach by introducing the automated parameterization capability and by implementing 

anisotropic ionic transport in the electrolyte and then used the model to conduct simulations and 

analysis under the guidance of K. Thornton. All the respective authors of the manuscripts reviewed 

and edited them. 

Chapter 6 is based on two manuscripts, Goel et al. (MRS Communications (2022) 

12:1050),31 and Goel et al. (submitted to Journal of Electrochemical Society, in revision).26 K. 

Thornton and D. Montiel conceived the study presented in this chapter. V. Goel developed the 

open-source software application26 in PRISMS-PF,27 performed the simulations, and conducted 

the analysis under the supervision of K. Thornton. D. Montiel contributed to the development the 
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application through regular discussions and software troubleshooting. The development effort also 

involved Y. Lyu during the early stage of the project. All the respective authors of the manuscripts 

reviewed and edited them. 

Chapter 7 is based on Goel et al. (Frontiers in Chemistry (2021) 9:627699).32 K. Thornton 

and S.A. Barnett conceived the study. V. Goel performed the simulations and conducted the 

analysis under the supervision of K. Thornton. All the authors reviewed and edited the manuscript. 
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CHAPTER 2  
Background 

 

2.1 Li-ion batteries 

Li-ion batteries (LIBs) are the key rechargeable-battery technology that has ushered in the 

age of consumer electronics, electric vehicles (EVs), and grid-storage systems that enable the 

utilization of renewable energy sources like solar and wind into our energy mix.1–4 LIBs enabled 

these technologies because of their high energy density, high voltage, low self-discharge, moderate 

fast-charging capabilities, and moderate cycle life.1–4 Commercial LIBs are in three main form 

factors, namely, cylindrical, prismatic, and pouch formats, as shown in Figure 2.1,33 and range 

from 1 Ah to 100 Ah in charge capacity. On the other hand, LIBs used in research and development 

are typically limited to the coin-cell (also shown in Figure 2.1) and pouch-cell formats with a 

charge capacity up to 1 Ah. Irrespective of the form factor of a LIB, its building block remains the 

same. A LIB building block typically consists of three components, namely, a cathode, an anode, 

and a separator,1–4 as shown in Figure 2.2.34 By convention, the cathode and anode in rechargeable 

batteries are defined as the electrodes where reduction and oxidation take place during discharging, 

respectively, and the same nomenclature is followed for charging.35 All three components typically 

have porous structures in state-of-the-art LIBs.36 These pores are filled with a liquid electrolyte 

that enables the Li-ion transport. The solid region in the electrode comprises of three constituents: 

an active material, which stores Li; a carbon additive, which enhances the electronic conductivity 

of the electrode; and a polymer binder. which binds the solid constituents together.36 The binder 
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also ensures adhesion of the solid region to the current collector, a metallic foil that collects the 

current produced by electrochemical reactions.36 The solid region in the separator consists of only 

a polymer material, which ensure electronic isolation of the two electrodes and provides the 

required mechanical integrity. 

 

 

Figure 2.1. A schematic showing the following formats of Li-ion batteries: (a) cylindrical cell, (b) prismatic 
cell, (c) coin cell, and (d) pouch cell. Reproduced with permission from Ref. 33. Copyright 2001, Springer 
Nature Limited. 

 

Figure 2.2a shows the operation of a LIB during charging. The application of an external 

power source to the LIB causes an electrochemical reaction at the active material/electrolyte 

interface in the cathode that leads to the generation of Li ions and electrons.1,4 The Li ions and 

electrons travel inside the cell through the electrolyte and externally through the circuit, 

respectively, to reach the anode.1,4 At the anode, another electrochemical reaction occurs at the 

a) b)

d)c)
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active material/electrolyte interface that consumes the incoming Li ions and electrons.1,4 The exact 

opposite process takes place during discharging of a LIB,1,4 as shown in Figure 2.2b. 

 

Figure 2.2. A schematic showing the basic structure of a Li-ion battery, along with the motion of Li ions 
and electrons during (a) charging and (b) discharging. This schematic is adapted from Chen et al.34 

 

The active material is typically an intercalation material that has a relatively open lattice, 

in which Li ions can be reversibly inserted and removed without any significant change in the 

crystal structure of the material.37 The insertion and extraction of Li ions into and from the host 

material is called lithiation and delithiation of the active material (or the electrode), respectively. 

The intercalation materials for the cathode typically include metal chalcogenides like LiTiS2, 

transition metal oxides, like LiCoO2 and LiNi1/3Mn1/3Co1/3O2, and polyanion compounds like 

LiFePO4.37 The candidates for the anode active materials are typically carbon based like graphite 

and hard carbon, along with some transition metal oxides like Li4Ti5O12.37 Note that there exist 

other types of active materials known as the conversion materials, where the crystal structure 

changes significantly upon lithiation or delithiation.37 However, the work carried out in this 

dissertation focuses on intercalation materials for both electrodes. 

Cathode
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A typical reversible electrochemical reaction that takes place at the active 

material/electrolyte interface in the cathode is as follows:36 

where M is a transition metal like Co. The reaction at the active material/electrolyte in the anode 

is as follows:36 

Thus, the full cell reaction can be written as36 

The work carried out in this dissertation focuses on the intrinsic tradeoff between the 

energy density and fast-charging capability of LIBs. To build compact and light batteries, i.e., 

batteries with high energy density, thick electrodes with low porosities are needed. Gallagher et 

al.38 showed this effect of the cathode thickness and porosity on the volumetric energy density of 

a LiNi0.6Mn0.2Co0.2O2 (NMC622)/graphite cell with a fixed anode porosity, as reproduced in Figure 

2.3a.38 However, designing such electrodes severely limits the charging rate, measured in terms of 

C-rate (a rate of xC means that the charging/discharging time is x-1 hrs). As shown in Figure 2.3b 

(from Gallagher et al.38), the C/3 discharge capacity sharply decreases when the galvanostatic 

charge rate is increased from C/3 to 1C for cells with the cathode loading greater than 3.3 

mAh/cm2.38 In these cells, the anode loading is also increased concomitantly to maintain the 

negative-to-positive capacity (N/P) ratio to be greater than 1, which is commonly done in 

commercial cells. Furthermore, on continued 1C charging, the discharge capacity of the cells 

continues to degrade. The same phenomenon is observed for the cell with the cathode loading of 

3.3 mAh/cm2 at the charge rate of 1.5C, as shown in Figure 2.3b.38 Thus, not only the full design 

 LiMO0 ⇋ xLi5 + Li6/7MO0 + xe/, (2.1) 

 xLi5 + C8 + xe- ⇋ Li7C8	. (2.2) 

 LiMO0 + C8 ⇋ Li6-7MO0 + Li7C8	. (2.3) 
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capacity is not accessed, but the observed discharge capacity also decreases with continued 

cycling. The reason behind this degradation in the discharge capacity (commonly referred to as the 

capacity fade) is reported to be severe Li plating on the graphite electrode, as shown in Figure 

2.3c,38 whereby Li ions, instead of intercalating in graphite particles, deposit on the particle surface 

in the form of metallic Li.39 

 

 

Figure 2.3. (a) Volumetric energy density of a LiNi0.6Mn0.2Co0.2O2 (NMC622)/graphite cell calculated as a 
function of cathode thickness and cathode porosity. (b) C/3 Discharge capacity of cells with different 
cathode loadings at various charging rates. (c) Optical images of the graphite electrode extracted out of the 
cells with three different cathode loadings after cycling. The silver deposit on the electrodes is the plated 
Li. Reproduced with permission from Ref. 38. Copyright 2015, the authors. Published by ECS.  

 

To overcome this tradeoff between the energy density and fast charging capability, we 

investigate the effect of employing the HOLE architecture22,24 on the fast-charging performance 

a) b)

c)
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of the graphite anode by employing electrode-level modeling in Chapters 4 and 5. Figure 2.4 shows 

a schematic of the HOLE architecture.  

 

 

Figure 2.4. Schematic of the Highly Ordered Laser-patterned Electrode (HOLE) architecture formed by 
ablating vertical channels in the electrode using laser. Reproduced with permission from Ref. 22. Copyright 
2020, Elsevier B.V. 

 

2.2 Microgalvanic corrosion in Mg alloys 

Corrosion is a natural process that converts metals and alloys into more chemically stable 

species. Galvanic corrosion is a special type of corrosion that occurs when metals or alloys with 

different electrochemical potentials are joined together and placed in contact with an electrolyte.40 

In such a system, a galvanic cell forms, where the metal undergoing corrosion acts as the anode 

due to its lower electrochemical potential, and the other metal acts as the cathode because of its 

higher electrochemical potential.40 The contact between the two metals provides an electronic 

pathway, while the electrolyte provides an ionic pathway to complete the cell, as shown 

schematically in Figure 2.5a. Figure 2.5b shows an example of galvanic corrosion in a screw-nut 

pair, where the nut corrodes due to its galvanic coupling with the screw.41 When this phenomenon 

is observed in the microstructure of an alloy due to the difference in the electrochemical potentials 

of constituent phases, it is called microgalvanic corrosion. 
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Figure 2.5. (a) A schematic representation of the galvanic corrosion of Zn due to its coupling with Fe in an 
aqueous environment. Zn ions dissolve from the anodic region, creating electrons that travel to the cathodic 
region and reduce oxygen to form water at the cathode/electrolyte interface. (b) An example of the galvanic 
corrosion, where the nut corrodes due to its galvanic coupling with the screw. The figure (b) is reproduced 
with permission from Ref. 41. Copyright 2016, National Council of Structural Engineers Associations. 

 

Microgalvanic corrosion is observed in many alloys, including steels,42–44 Al alloys,45 Mg 

alloys,46–50 high-entropy alloys.51,52 It is one of the most common forms of localized corrosion in 

Mg alloys that severely limits their widespread adoption.46 Barring poor corrosion resistance, Mg 

alloys are a leading candidate for the lightweighting of automobiles because they exhibit the 

highest strength-to-weight ratio.46 Figure 2.6 shows the progression of the microgalvanic corrosion 

in the AZ91 alloy.53 Note how the Mg-rich matrix (or the 𝛼 phase) undergoes corrosion, while the 

second phase, also called the 𝛽 phase, remains uncorroded. Thus, the 𝛼 and 𝛽 phases act as the 

anode and the cathode, respectively, in the microgalvanic couple that formed in the microstructure. 

The roles of various phases are decided by their electrochemical potentials, which, in turn, are 

determined by the composition and the structure of the phase. For instance, in Mg-Ca alloys, the 

𝛽 (precipitate) phase acts as the anode and the 𝛼 (matrix) phase acts as the cathode.49 
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Figure 2.6. The SEM image of an AZ91 alloy sample after (a) 1 hr and (b) 18 hrs of immersion in 1N (or 
1M) NaCl solution (at different locations in the same sample). Reproduced with permission from Ref. 53. 
Copyright 2008, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Distinct regions in the 
microstructures are noted in both (a) and (b). The location of corrosion initiation is highlighted in (a) with 
an arrow. 

 

The typical anodic reaction during the microgalvanic corrosion is that of Mg oxidation. 

Thus, at the 𝛼/electrolyte interface, where 𝛼 is the anode, the following occurs.46  

The cathodic reaction at the 𝛽/electrolyte interface in aqueous electrolytes can either be the 

hydrogen evolution reaction (HER) or the oxygen reduction reaction (ORR) depending on the pH 

of the electrolyte. In acidic electrolytes, the HER takes place, which can be expressed as46 

while in alkaline electrolytes, the ORR occurs46: 

Consequently, the full-cell reaction in acidic electrolyte is46 

a) b)

𝜷 𝜶
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Lamella

𝜷

Corroded 𝜶
Corrosion 
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 Mg ⇋ Mg05 + 2e/. (2.4) 

 2H0O + 2e/ ⇋ H0 + 2OH/, (2.5) 

 O0 + 2H0O + 4e/ ⇋ 4OH/. (2.6) 
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while that in alkaline electrolytes is46 

In the absence of any externally applied current, the net current of the microgalvanic couple 

is zero because the anodic and cathodic currents balance each other. Thus, the corrosion rate is 

determined by either of the currents. It is also common to convert current into mass loss per unit 

time or thickness loss per unit time for a fixed cross-sectional area.46 The rate of microgalvanic 

corrosion (or the corrosion current) in Mg alloys is heavily dependent on the alloy microstructure, 

electrochemical properties of various phases in the microstructure, and the surrounding 

environment.27,30,31,34 Due to this dependence, predicting and analyzing the corrosion behavior 

becomes challenging, especially with an experiments-only approach. For instance, heat treating an 

alloy not only alters its microstructure, but also changes the composition of the phases, which can 

affect their electrochemical properties. Thus, to decouple the effect of the above factors on the 

corrosion behavior of Mg alloys, we carry out phase-field simulations in Chapter 6. Specifically, 

we study the effect of the corrosion potential and the exchange current density of the 𝛽 phase, the 

electrolyte conductivity, and the spatial distribution of the 𝛽 phase in the microstructure on the 

corrosion dynamics. 

 

2.3 Solid oxide fuel cells 

Solid oxide fuel cells (SOFCs) are electrochemical devices that convert chemical energy 

stored in O2 and a fuel (like H2 or CH4) into electrical energy with higher efficiency (> 55%) than 

 Mg + 2H0O ⇋ Mg(OH)0 + H0, (2.7) 

 2Mg + O0 + 2H0O ⇋ 2Mg(OH)0. (2.8) 
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conventional heat engines (< 40%).5–7,54 This mode of operation is known as the fuel cell mode. 

SOFCs can also be efficiently operated in the opposite direction to convert electrical energy into 

chemical energy, also known as the electrolysis mode.5–7 Due to this reversible operation 

capability, SOFCs can play a major role in integrating renewable energy sources into our energy 

mix. For instance, they can be operated in the electrolysis mode during daytime, where the solar 

energy is used to produce a fuel like H2, and then in the fuel cell mode at night to generate 

electricity from the produced fuel.5 

A SOFC consists of two porous solid electrodes (cathode and anode) placed on either sides 

of a solid electrolyte.5 During the operation of a SOFC cell in the fuel cell mode, an oxidizing gas 

(e.g., oxygen) is reduced at the cathode by the electrons generated from the oxidation of fuel gas 

(e.g., hydrogen) at the anode and transported via an external circuit. The resultant oxygen ions then 

diffuse through the ion-conducting electrolyte and react with the hydrogen ions at the 

anode/electrolyte interface, thereby generating water and power, as shown in Figure 2.7a. At the 

cathode, the following reaction takes place in the fuel cell mode:6 

while at the anode, fuel oxidation occurs as6 

Therefore, the full cell reaction is as follows.6 In addition, the electrolysis mode is shown in Figure 

2.7b. 

 O0 + 4e/ ⇋ 2O0/, (2.9) 

 2H0 + 2O0/ ⇋ 2H0O + 4e/. (2.10) 

 2H0 + O0 ⇋ 2H0O. (2.11) 
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Figure 2.7. A schematic of a solid oxide fuel cell (SOFC) operating in (a) the fuel cell mode and (b) the 
electrolysis mode. 

 

The conventional SOFC cathodes like (La,Sr)MnO3 (LSM) are purely electronic 

conductors.55 Therefore, an ionically conducting material like yttria-stabilized zirconia (YSZ) is 

added to the cathode to facilitate ionic transport.55 Thus, the oxygen reduction process is limited 

to the triple phase boundaries, where the three phases, namely, the gas phase, the electronically 

conducting phase, and the ionically conducting phase meet.55 Due to this limitation, the operation 

of SOFCs requires temperatures between 800 and1000°C, which delivers the required performance 

by increasing the reaction rate coefficient to compensate for the limited surface area. However, 

such high temperature requirement makes them cost-ineffective.55 One way to mitigate this issue 

is to employ mixed ion and electron conductors (MIEC) as the cathode material. In such cathodes, 

the oxygen reduction reaction can take place anywhere on the cathode/gas interface, leading to 

faster reaction kinetics at a given temperature.55,56 However, the performance of such mixed-
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conducting cathodes is co-limited by the diffusion of oxygen ions in the bulk of the cathode and 

the rate of oxygen reduction at the cathode surface.57 This co-limitation is studied here by 

simulating the electrochemical impedance response of an MIEC cathode with experimentally 

determined microstructure in response to various frequencies of the applied AC load and material 

properties, such as the bulk diffusivity of oxygen ions and the reaction rate constant of the 

reduction reaction. Subsequently, their effect on the effective tortuosity of the microstructure is 

also elucidated. The results are discussed in detail in Chapter 7.  

 

2.4 Governing equations 

In this section, mathematical equations that represent the general physical phenomena 

observed in electrochemical systems, such as the electronic transport in a solid, the ionic transport 

in a binary electrolyte, and the solid-state diffusion of neutral species are discussed. These 

equations are modified according to the system under consideration in the following chapters. 

Furthermore, the equations used to model the electrochemical impedance response of a general 

system are also provided. 

 

2.4.1 Electronic transport 

The electronic current density, 𝒊𝒔, resulting from an electrostatic-potential gradient in the 

solid phase can be written as35 

 𝒊𝒔 = −𝜎<𝛻𝛷<, (2.12) 

where 𝜎< and 𝛷< represent the electronic conductivity and the electrostatic potential of the solid 

phase, respectively. This equation is used with modifications in Chapters 4 and 5.  
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2.4.2 Ionic transport in a binary electrolyte 

An electrolyte that contains only one solvent and one salt is called a binary electrolyte.35 

Thus, in such electrolytes, only one anionic and one cationic species are present. The motion of 

these ions results in ionic current in the electrolyte. There can be three driving forces for the ionic 

current, namely, migration, diffusion, and convection.35 Migration refers to the motion of ions 

under the influence of an electrostatic-potential gradient. Diffusion refers to ionic transport due to 

the concentration gradients in the electrolyte. Convection refers to ionic motion due to the bulk 

movement of the electrolyte. The net current density in the electrolyte, 𝒊𝒆, is a sum of the current 

densities due to these three forces, as shown in Eq. 2.13.35  

 𝒊𝒆 = 𝐹𝛴>𝑧>𝑵>𝑻𝒐𝒕, (2.13) 

where 𝑧> and 𝑵>𝑻𝒐𝒕 are the charge number and the total flux of the jth species, and 𝐹 represents the 

Faraday’s constant. Since there are only two ionic species in the binary electrolytes, the subscript 

𝑗 has two values; 𝑗 = 	+ and – represent the cation and the anion, respectively. As stated above, 

the total flux for each ionic species is a sum of the migration (𝑵>
𝑴𝒊𝒈), diffusive (𝑵>

𝑫𝒊𝒇𝒇), and 

convective fluxes (𝑵>𝑪𝒐𝒏𝒗). Thus,35  

 𝑵>𝑻𝒐𝒕 = 𝑵>
𝑴𝒊𝒈 +𝑵>

𝑫𝒊𝒇𝒇 +𝑵>𝑪𝒐𝒏𝒗. (2.14) 

The three types of fluxes can be written as35 

 𝑵>
𝑴𝒊𝒈 = −𝑧>𝑢>𝑐>𝐹𝛻𝛷% , (2.15) 

 𝑵>
𝑫𝒊𝒇𝒇 = −𝐷>𝛻𝑐> , and (2.16) 

 𝑵>𝑪𝒐𝒏𝒗 = 𝑐>𝒗𝒆, (2.17) 
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where 𝑢>, 𝑐>, and 𝐷> represent the mobility, concentration, and diffusivity of the jth species, 

respectively. Furthermore, 𝛷% and 𝒗𝒆 represent the electrostatic potential and the bulk velocity of 

the electrolyte. Substituting Eqs. 2.14 to 2.17 into Eq. 2.13 results in the following expression for 

𝒊𝒆.35  

 𝒊𝒆 = 𝐹𝛴>e−𝑧>0𝑢>𝑐>𝐹𝛻𝛷% − 𝑧>𝐷>𝛻𝑐> + 𝑧>𝑐>𝒗𝒆f. (2.18) 

It should be noted that the condition of electroneutrality can be applied to such electrolytes, which 

necessitates that35 

 𝛴>𝑧>𝑐> = 0. (2.19) 

Thus, by the virtue of electroneutrality, the last term of Eq. 2.18 becomes zero. Therefore, in an 

electrically neutral electrolyte, the bulk motion does not cause a net current. Thus, Eq. 2.18 

becomes35 

 𝒊𝒆 = −𝛴>𝑧>0𝐹0𝑢>𝑐>𝛻𝛷% − 𝛴>𝑧>𝐹𝐷>𝛻𝑐> . (2.20) 

The coefficient of the first term on the right hand side (RHS) of Eq. 2.20 is defined as the 

electrolyte conductivity, as35 

 𝜅% = 𝛴>𝑧>0𝐹0𝑢>𝑐> . (2.21) 

Next, we consider the mass transport of ions in the electrolyte. The condition of mass 

conservation for each ion necessitates that35 

 𝜕𝑐>
𝜕𝑡 = −𝛻 ⋅ 𝑵>𝑻𝒐𝒕, 

(2.22) 

in the absence of any source or sink of ions in the electrolyte, such as a reaction. Substituting the 

expression for 𝑁>JK$ into Eq. 2.22 gives35 

 
𝜕𝑐>
𝜕𝑡 = −𝛻 ⋅ e−𝑧>𝑢>𝑐>𝐹𝛻𝛷% − 𝐷>𝛻𝑐> + 𝑐>𝒗𝒆f. 

(2.23) 
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It is common in text books to write the mass conservation equation in terms of 𝑖%,35 which requires 

a relationship between 𝛻𝛷% and 𝛻𝑐>. Such a relationship can be obtained by defining the electrolyte 

concentration, 𝑐%, as35 

 𝑐% ≡
𝑐>
𝜇>
, (2.24) 

where 𝜇> is the total number of ions of the jth species formed by the dissociation of 1 molecule of 

the salt. Substituting Eq. 2.24 into Eq. 2.23 and cancelling 𝜇> on both sides give35 

 
𝜕𝑐%
𝜕𝑡 = 𝛻 ⋅ e𝑧>𝑢>𝑐%𝐹𝛻𝛷% + 𝐷>𝛻𝑐% − 𝑐%𝒗𝒆f. 

(2.25) 

Now, Eq. 2.25 can be written entirely in terms of 𝑐% and 𝒊𝒆, i.e., without 𝛷%. However, we first 

need to modify Eq. 2.20 by substituting Eq. 2.24 into it35 

 𝒊𝒆 = e−𝛴>𝑧>0𝑢>𝜇>f𝐹0𝑐%𝛻𝛷% − (𝛴>𝑧>𝐷>𝜇>)𝐹𝛻𝑐% . (2.26) 

By dividing both sides of Eq. 2.26 by 𝑧5𝜇5𝐹, the following relation can be obtained 

 

𝒊𝒆
𝑧5𝜇5𝐹

=
−𝛴>𝑧>0𝑢>𝜇>
𝑧5𝜇5

𝐹𝑐%𝛻𝛷% −
𝛴>𝑧>𝐷>𝜇>
𝑧5𝜇5

𝛻𝑐% 

= −
𝑧50𝑢5𝜇5 + 𝑧/0𝑢/𝜇/

𝑧5𝜇5
𝐹𝑐%𝛻𝛷% −

𝑧5𝐷5𝜇5 + 𝑧/𝐷/𝜇/
𝑧5𝜇5

𝛻𝑐% 

(2.27) 

Furthermore, due to the condition of electroneutrality, there exists a relation between 𝑧> and 𝜇> as 

follows 

 Σ>𝑧>𝜇> = 0. (2.28) 

Using Eq. 2.28 to substitute 𝑧/𝜇/ into Eq. 2.27 and performing algebraic manipulations give 

 
𝒊𝒆

𝑧5𝜇5𝐹
= (𝑧/𝑢/ − 𝑧5𝑢5)𝐹𝑐%𝛻𝛷% + (𝐷/ − 𝐷5)𝛻𝑐% . (2.29) 

Moreover, 𝑢> and 𝐷> are related via the Einstein’s relation,35 
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 𝑢> =
𝐷>
𝑘L𝑇

	, (2.30) 

where 𝑘L is the Boltzmann constant and 𝑇 is the electrolyte temperature. Substituting Eq. 2.30 into 

Eq. 2.29 gives35 

 
𝒊𝒆

𝑧5𝜇5𝐹
= n

𝑧/𝐷/ − 𝑧5𝐷5
𝑘L𝑇

o 𝐹𝑐%𝛻𝛷% + (𝐷/ − 𝐷5)𝛻𝑐% . (2.31) 

Thus, 𝐹𝑐%𝛻𝛷% can be written as35 

 𝐹𝑐%𝛻𝛷% =
𝑘L𝑇

𝑧5𝐷5 − 𝑧/𝐷/
n(𝐷/ − 𝐷5)𝛻𝑐% −

𝒊𝒆
𝑧5𝜇5𝐹

o. (2.32) 

Substituting Eq. 2.32 and the Einstein’s relation (Eq. 2.30) into the mass conservation 

equation (Eq. 2.25) with 𝑗 = + and performing algebraic manipulations result in35 

 
𝜕𝑐%
𝜕𝑡 = 𝛻 ⋅ pn

𝐷5𝐷/(𝑧5 − 𝑧/)
𝑧5𝐷5 − 𝑧/𝐷/

o 𝛻𝑐% − n
𝑧5𝐷5

(𝑧5𝐷5 − 𝑧/𝐷/)
o

𝒊𝒆
𝑧5𝜇5𝐹

− 𝑐%𝒗𝒆q. (2.33) 

The coefficients of the first and second terms inside the divergence on the RHS of Eq. 2.33 (the 

quantities in parentheses) are known as the ambipolar diffusivity (denoted by 𝐷%) and the 

transference number for the cationic species (denoted by 𝑡5), respectively.35 Thus, Eq. 2.33 can 

be written more concisely as35 

 

𝜕𝑐%
𝜕𝑡 = 𝛻 ⋅ n𝐷%𝛻𝑐% −

𝑡5𝒊𝒆
𝑧5𝜇5𝐹

− 𝑐%𝒗𝒆o	

= 𝛻 ⋅ (𝐷%𝛻𝑐%) −
𝑡5𝛻 ⋅ 𝒊𝒆
𝑧5𝜇5𝐹

−
𝒊𝒆 ⋅ 𝛻𝑡5
𝑧5𝜇5𝐹

− 𝑐%𝛻 ⋅ 𝒗𝒆 − 𝒗𝒆 ⋅ 𝛻𝑐% . 

(2.34) 

Further simplifications can be made to Eq. 2.34 based on physical constraints and 

assumptions. The condition for charge conservation requires that35 

 𝛻 ⋅ 𝒊𝒆 = 0. (2.35) 

Furthermore, if the electrolyte is assumed to be incompressible, then35 
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 𝛻 ⋅ 𝒗𝒆 = 0. (2.36) 

Thus, under the constraint of charge conservation and the assumption of incompressibility, the 

mass conservation equation (Eq. 2.34) for the electrolyte can be written as35 

 
𝜕𝑐%
𝜕𝑡 = 𝛻 ⋅ (𝐷%𝛻𝑐%) −

𝒊𝒆 ⋅ 𝛻𝑡5
𝑧5𝜇5𝐹

− 𝒗𝒆 ⋅ 𝛻𝑐% . (2.37) 

Moreover, if 𝐷% and 𝑡5 are assumed to be constant, which is true for dilute electrolytes, then the 

mass conservation equation becomes35 

 
𝜕𝑐%
𝜕𝑡 = 𝐷%𝛻0𝑐% − 𝒗𝒆 ⋅ 𝛻𝑐% . 

(2.38) 

Therefore, for a binary electrolyte with the constant electrolyte properties (𝐷% and 𝑡5), the mass 

conservation equation can be expressed entirely in terms of the electrolyte concentration and 

velocity, even in the presence of an electric field. Finally, if 𝒗𝒆 = 0, which is often observed in 

the electrochemical systems investigated in this dissertation, the mass conservation equation 

reduces to a simple diffusion equation with constant diffusivity, i.e.,35 

 
𝜕𝑐%
𝜕𝑡 = 𝐷%𝛻0𝑐% . 

(2.39) 

Note that the current density equation (Eq. 2.20) is used with modifications in Chapters 4, 5 and 

6, while modified forms of the mass conservation equation (Eq. 2.37) are used in Chapters 4, 5 

and 7. 
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2.4.3 Solid-state transport of neutral species 

The transport of neutral species inside a solid domain is governed by diffusion. Thus, the 

mass conservation equation can be written as35 

 
𝜕𝑐<
𝜕𝑡 = 𝛻 ⋅ (𝐷<𝛻𝑐<), 

(2.40) 

where 𝑐< and 𝐷< represent the concentration and diffusivity of the diffusing species in the solid 

phase. This equation is used in Chapters 4 and 5. 

 

2.4.4 Electrochemical reaction 

An electrochemical reaction involves a redox pair, where a species undergoes oxidation 

(loss of electron), and another species undergoes reduction (gain of electron). Equation 2.41 

provides an example of such a reaction, where 𝑆M and 𝑆2 represent the species undergoing 

oxidation and reduction, respectively.35  

 𝑆M + ne/ ⇋ 𝑆2 (2.41) 

The forward reaction, i.e., the reduction reaction is called the cathodic reaction, while the backward 

reaction, i.e., the oxidation reaction is called the anodic reaction. At equilibrium, the rates of 

forward and backward reactions are the same. However, if such a system is perturbed by the 

application of an external potential or current, the reaction in one direction is favored. 

The rate of an electrochemical reaction at an electrode/electrolyte interface is characterized 

by the current density, 𝑖N-O, at the interface. The current density is typically calculated using the 

Butler-Volmer equation that relates 𝑖N-O to the concentrations and electrostatic potentials of the 

species participating in the electrochemical reaction. A general form of the Butler-Volmer equation 

can be written as35 
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 𝑖N-O = 𝑖4 nexp n
𝛼,𝑛𝐹
𝑅𝑇 𝜂o − exp n−

𝛼P𝑛𝐹
𝑅𝑇 𝜂oo, (2.42) 

where 𝑖4 is the exchange current density, 𝑛 is the number of electrons involved in the reaction, 𝜂 

is the reaction overpotential, and 𝛼, and 𝛼P are the charge transfer coefficients for the reactions in 

the anodic and cathodic directions, respectively. Note that both 𝛼, and 𝛼P can only have values 

between 0 and 1 in this formulation. Furthermore, in general, 𝑖4 is dependent on the concentrations 

of both 𝑆4 and 𝑆2. 

The overpotential, 𝜂, is a difference between the electrode potential, 𝛷, and the equilibrium 

potential of the electrode, 𝛷QR, as shown below.35  

 𝜂 = 𝛷 − 𝛷QR . (2.43) 

The electrode potential is defined as the difference between the electrostatic potentials of the solid 

(𝛷<) and the electrolyte (𝛷%), i.e., 𝛷 = 𝛷< − 𝛷%. A large 𝜂 for a given value of 𝑖N-O implies that 

more energy is required to drive the reaction (if nonspontaneous) or less energy can be extracted 

from the reaction (if spontaneous) than the theoretical maximum based on the thermodynamics.35 

Based on the magnitude of 𝜂, the Butler-Volmer equation (Eq. 2.42) can be further simplified.35 

Namely, if  

 𝜂 ≫ n
𝛼,𝑛𝐹
𝑅𝑇 o

/6

, (2.44) 

then 

 𝑖N-O ≈ 𝑖4 exp n
𝛼,𝑛𝐹
𝑅𝑇 𝜂o, (2.45) 

and if 

 𝜂 ≪ −n
𝛼P𝑛𝐹
𝑅𝑇 o

/6

, (2.46) 

then 
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 𝑖N-O ≈ 𝑖4 exp n−
𝛼P𝑛𝐹
𝑅𝑇 𝜂o. (2.47) 

The relations provided in Eqs. 2.44 and 2.47 are known as the anodic and cathodic Tafel equations, 

respectively.35 The Butler-Volmer equation and the Tafel equations are used with modifications in 

Chapters 4 and 5 and Chapter 6, respectively.  

 

2.4.5 Electrochemical impedance spectroscopy (EIS) 

The impedance, 𝑍, of any electrochemical system is obtained by applying an AC voltage 

with a small amplitude, Δ𝑉, across the system, measuring the amplitude of the resultant current, 

Δ𝐼, and then dividing the two quantities as 

 𝑍 =
Δ𝑉
Δ𝐼 . 

(2.48) 

Note that both Δ𝑉 and Δ𝐼 are functions of position within the system, and Δ𝐼 also depends on the 

phase difference between the applied AC voltage and the resulting current. Furthermore, 𝑍 depends 

on the frequency of the AC voltage, 𝜔. The applied voltage causes a perturbation in the 

concentration of the electrochemically active species in the electrochemical system. Using 

Nernst’s equation,58 Δ𝑉 can be related to the amplitude of the perturbation in the concentration, 

Δ𝐶, as  

 Δ𝑉 =
𝑅𝑇
𝑛𝐹 ln n

𝛥𝐶
𝐶4
o, (2.49) 

where 𝑅 is the universal gas constant, 𝑇 is the temperature, 𝑛 is the number of electrons transferred 

in the electrochemical reaction, 𝐹 is Faraday’s constant, and 𝐶4 is the equilibrium concentration 

of the electrochemically active species.  
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Since Δ𝑉 is small, it is reasonable to assume that Δ𝐶 ≪ 𝐶4. Thus, Eq. 2.49 can be 

approximated as 

 Δ𝑉 ≈
𝑅𝑇
𝑛𝐹

Δ𝐶
𝐶4
. (2.50) 

The current amplitude is related to the flux of the electrochemically active species across the 

loading boundary, as described below: 

 Δ𝐼 = 𝑛𝐹𝐴〈𝐽〉, (2.51) 

where 〈𝐽〉 is the area-averaged flux normal to the loading boundary and 𝐴 is the cross-sectional 

area of the loading boundary. Therefore, using Eq. 2.48, the impedance of the system can be 

calculated as: 

 𝑍 =
𝑅𝑇Δ𝐶
𝑛0𝐹0𝐴𝐶4

1
〈𝐽〉. 

(2.52) 

Furthermore, the DC impedance for the system is defined as 𝑍4 = 𝑅𝑇𝐿/(𝑛0𝐹0𝐴𝐷𝐶4),59 where 𝐿 

and 𝐷 are the thickness of the system and the diffusivity of the electrochemically active species, 

respectively. Thus, the expression for the AC impedance can be simplified as: 

 𝑍
𝑍4
=
𝐷Δ𝐶/𝐿
〈𝐽〉 . (2.53) 

This equation is used to calculate the impedance response of the MIEC cathodes considered in 

Chapter 7.  
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CHAPTER 3  
Methods 

 

In this chapter, the methods used for solving the model equations considered in this 

dissertation are detailed. Three methods are discussed: the finite difference method (FDM), the 

finite element method (FEM), and the smoothed boundary method (SBM). The first two methods 

are numerical techniques for solving differential equations that approximate a continuous field 

problem with infinite degrees of freedom (DOF) by a discretized field with finite DOF and 

subsequently obtain the solutions by solving the resulting linear system. However, they differ in 

how discretization is achieved. The SBM, on the other hand, is a mathematical approach that uses 

a smoothed boundary instead of a sharp boundary where the boundary conditions are defined. It 

enables solutions to differential equations in complex geometries without the need to generate a 

conformal mesh. The SBM form of differential equations can be solved by a variety of numerical 

methods, including FDM and FEM.  

 

3.1 Finite difference method 

3.1.1 Introduction 

The FDM is a numerical technique to solve differential equations. It converts the 

differential equations into a set of difference equations and solving the resulting linear system. It 

approximates derivatives of a function at discrete points, using the values of the function at 
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neighboring points. Its implementation is much simpler and more straightforward than other 

methods like the FEM, and thus, it is widely used in scientific computing. Although the origins of 

the FDM can be traced back to the works of Euler and Lagrange, the seminal paper by Courant, 

Friedrichs, and Lewy (CFL)60 is often cited as the formal beginning.61 In the paper,60 the authors 

derived a five-point approximation of Laplace’s equation and established the convergence of the 

FDM solution when a sufficiently small step size is used. They also formalized the FDM for the 

wave equation and discovered the CFL condition, which must be met to ensure the numerical 

stability of the approximated solution for the wave equation.60 However, their work focused on 

proving the numerical solution's existence, and thus no error estimates were provided. Following 

Thomee,61 the error bounds for the FDM were first provided by Gerschgorin62 in the context of 

elliptic differential equations. Subsequently, Von Neumann,63 Fritz John,64 Crank and Nicolson,65 

Lax,66,67 and Wendroff67 further developed for the parabolic and hyperbolic partial differential 

equations.  

 

3.1.2 Discretization methods and associated error 

In the FDM, a first-order derivative can be discretized in multiple ways. Three common 

methods are discussed in the following text. Consider a 1D domain ranging from 0 to 𝐿 along the 

x-axis and 𝑓(𝑥) to be the function of interest. To numerically approximate ST
S-

, we first need to 

discretize the domain with a finite number of equally spaced points, as shown in Figure 3.1. The 

derivative at any point 𝑥U within the domain (not the boundaries) can be evaluated by using any of 

the following schemes:68 
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Here, 𝑥U is the position of the 𝑖$# point and ℎ is the distance between two adjacent points. Note 

that ≈ is used instead of = to highlight that the RHS approximates the derivative. Furthermore, 

note that the forward and backward schemes are also called the forward Euler method and the 

backward Euler method, respectively.68 

 

Figure 3.1. A schematic showing the finite-difference discretization of a function 𝑓(𝑥). The black dots on 
the x-axis represent the finite number of points used to discretize the domain. 

 

The choice of the scheme determines the accuracy of the numerical approximation. For 

instance, both the forward-difference and backward-difference schemes exhibit first-order 

accuracy, i.e., the error due to the approximation of the derivative with the finite difference, also 

𝑥𝑖 𝑥𝑖+1𝑥𝑖−1

𝑓(𝑥)

ℎ

𝑓(𝑥)

𝑓(𝑥 + ℎ)

𝑓(𝑥 − ℎ)

X-axis

Y-
ax
is

Forward difference 
𝑑𝑓
𝑑𝑥�U

≈
𝑓(𝑥U + ℎ) − 𝑓(𝑥U)

ℎ ,  (3.1) 

Backward difference 
𝑑𝑓
𝑑𝑥�U

≈
𝑓(𝑥U) − 𝑓(𝑥U − ℎ)

ℎ ,  (3.2) 

Center difference 
𝑑𝑓
𝑑𝑥�U

≈
𝑓(𝑥U + ℎ) − 𝑓(𝑥U − ℎ)

2ℎ .  (3.3) 
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called the truncation error, scales linearly with ℎ.68 On the other hand, the center-difference 

scheme exhibits second-order accuracy, i.e., the error scales linearly with ℎ0.68 Therefore, for a 

given value of ℎ, the center-difference scheme is more accurate than the other two schemes, as it 

exhibits a higher order of accuracy.68 However, the center-difference scheme can lead to numerical 

instabilities for certain differential equations.68 Thus, the choice of scheme is also dependent on 

the problem under consideration. Furthermore, the dependence of the error on the step size, ℎ, 

suggests minimizing it, but doing so increases the computational cost. Furthermore, making the 

ratio between ℎ and 𝐿 smaller than the machine precision leads to a significant round-off error.68 

Thus, careful selection of ℎ is needed to achieve sufficient accuracy at acceptable computational 

cost. 

To obtain higher-order derivatives, the schemes listed above can be either used individually 

(in a recursive manner) or as a combination. For instance, it is common to approximate the second-

order derivative, S
!T

S-!
, by first using the backward-difference scheme, followed by the forward-

difference scheme, as shown below. This approximation exhibits second-order accuracy.68 

The time derivatives can also be discretized using FDM in a similar manner as above. Since 

only the first-order time derivates are encountered in this work, we discuss their discretization 

below. Consider the following ordinary differential equation (ODE) 

 

𝑑0𝑓
𝑑𝑥0�

U
≈

𝑑𝑓
𝑑𝑥�U

− 𝑑𝑓𝑑𝑥�U/6
ℎ =

𝑓(𝑥U + ℎ) − 𝑓(𝑥U)
ℎ − 𝑓(𝑥U) − 𝑓(𝑥U − ℎ)ℎ

ℎ  

 

																																	=
𝑓(𝑥U + ℎ) − 2𝑓(𝑥U) + 𝑓(𝑥U − ℎ)

ℎ0 . 

 

(3.4) 
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where 𝑔(𝑡) and 𝑝(𝑡) are function of time, 𝑡. Let the time be distributed in equal parts of duration, 

Δ𝑡, and the superscript 𝑗 represent the time index such that 𝑡>56 = 𝑡> + Δ𝑡. Then the ODE can be 

discretized using following schemes: 

The discussion on the accuracy of these schemes is carried out in the next section (Section 3.1.3) 

 

3.1.3 FDM solution to 1D diffusion equation 

In this section, the process of solving partial differential equations (PDEs) using the FDM 

is demonstrated by considering the 1D diffusion equation as an example. The 1D diffusion 

equation can be written as 

where 𝐶 and 𝐷 are the concentration and diffusivity of the diffusing species, respectively. The 

domain has a length of 𝐿 along the x-axis. The concentration at 𝑡 = 0 is uniform throughout the 

 
𝑑𝑔(𝑡)
𝑑𝑡 = 𝑝(𝑡), (3.5) 

Forward Euler 𝑔e𝑡>56f − 𝑔e𝑡>f
Δ𝑡 ≈ 𝑝e𝑡>f, (3.6) 

Backward Euler 𝑔e𝑡>56f − 𝑔e𝑡>f
Δ𝑡 ≈ 𝑝e𝑡>56f, (3.7) 

Mid-point or Crank 

Nicolson (in the case 

of parabolic PDEs) 

𝑔e𝑡>56f − 𝑔e𝑡>f
Δ𝑡 ≈

1
2 �𝑝e𝑡

>56f + 𝑝e𝑡>f�. (3.8) 

 
𝜕𝐶
𝜕𝑡 =

𝜕
𝜕𝑥 n𝐷

𝜕𝐶
𝜕𝑥o, (3.9) 
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domain and has a value of 𝐶4. At 𝑥 = 0 boundary, we assume the Dirichlet boundary condition 

(BC) as follows:  

where 𝐶⋆ is the concentration value at 𝑥 = 0. At 𝑥 = 𝐿 boundary, we assume the Neumann BC: 

where 𝐽 is the flux at 𝑥 = 𝐿. 

Now, we consider the discretization of the spatial derivatives first. Let the 1D domain be 

discretized using 𝑁 + 1 equally spaced points. Thus, the grid resolution, ℎ = 𝐿/𝑁. Subsequently, 

the RHS of Eq. 3.9 at any position 𝑥U in the domain, where 𝑖 is the spatial discretization index, can 

be approximated as the following. 

where 𝐶� represents the numerical approximation of 𝐶. Note that if the diffusivity is constant, which 

is assumed from hereon for this section, the RHS becomes 

 𝐶(𝑥 = 0) = 𝐶⋆, (3.10) 

 −n𝐷
𝜕𝐶
𝜕𝑥o�-WX

= 𝐽, (3.11) 

 

�𝐷 𝜕𝐶𝜕𝑥��U560
− �𝐷 𝜕𝐶𝜕𝑥��U/60
ℎ  

			=
(𝐷U56 + 𝐷U)

2
e𝐶�U56 − 𝐶�Uf

ℎ − (𝐷U + 𝐷U/6)2
e𝐶�U − 𝐶�U/6f

ℎ
ℎ  

=
(𝐷U56 + 𝐷U)e𝐶�U56 − 𝐶�Uf − (𝐷U + 𝐷U/6)e𝐶�U − 𝐶�U/6f

2ℎ0 , 

(3.12) 

 𝐷
𝐶�U56 − 2𝐶�U + 𝐶�U/6

ℎ0 , (3.13) 
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which is equivalent to the form provided in Eq. 3.4 except for the presence of 𝐷. Equation 3.13 

provides a pointwise expression for the RHS of Eq. 3.9. It can also be written in a matrix-vector 

form for the entire domain (except the boundaries) as68 

 

 

Equation 3.14 can be written more succinctly by defining the global matrix and the vector on its 

RHS as 𝐺 and 𝑪�, respectively. Then, the RHS becomes68  

The concentration value at the boundaries, 𝐶�6 and 𝐶�Y56 are known from the boundary conditions; 

specifically, according to Eqs. 3.10 and 3.11, we have 𝐶�6 = 𝐶⋆, and 𝐶�Y56 = − Z#
3
+ 𝐶�Y.68 

Next, the time derivative is discretized. Since different time-stepping schemes can be 

selected, a parameterized form is used to express them generally. Combining the discretized form 

of the right-hand side of the PDE above with this parameterized form of the time derivative, we 

obtain 

 
𝐷
ℎ0

⎣
⎢
⎢
⎢
⎡
−2 1 0 ⋯ 0
1 −2 1 0 ⋮
0 ⋱ ⋱ ⋱ ⋮
⋮ ⋱ 1 −2 1
0 ⋯ 0 1 −2⎦

⎥
⎥
⎥
⎤

(Y/6)×(Y/6)

[𝐶�0		𝐶�.…		𝐶�Y/6		𝐶�Y]J . (3.14) 

 
𝐷
ℎ0 𝐺	𝑪

�. (3.15) 

 𝑪�>56 − 𝑪�>

Δ𝑡 =
𝐷
ℎ0 𝐺eΘ𝑪

�> + (1 − Θ)𝑪�>56f, (3.16) 
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where the superscript 𝑗 represents the time index and Δ𝑡 is the time-step size. The parameter Θ is 

used to compactly express the time-stepping schemes corresponding to Eqs. 3.6 to 3.8 .68 Table 

3.1 lists the Θ values of Θ that correspond to common schemes. 

 

Table 3.1. A list of the value of Θ for common time-stepping schemes, along with their accuracy and 
stability.68 

𝚯 Scheme name Accuracy of scheme Stability 

1 Forward Euler First order Conditionally stable 

1/2 Crank-Nicolson Second order Unconditionally stable 

0 Backward Euler First order Unconditionally stable 

 

Collecting terms corresponding to the same time index on each side in Eq. 3.16 gives68 

As listed in Table 3.1, Θ = 1 represents the forward Euler time-stepping scheme, where the 

concentration at time index 𝑗 + 1 is known explicitly in terms of that at the time index 𝑗. Thus, 

there is no need to solve a linear system at every time step. Due to this property, such discretization 

is also called an explicit method.68 Some of the benefits of this method include ease of 

implementation and reduced computational cost of each time step due to its explicit nature. 

However, its numerical stability is dependent on the values of Δ𝑡, ℎ, and 𝐷. For the method to 

remain numerically stable, the following condition is required: 

Here, 𝑝 = 2, 4, or 6 for 1D, 2D, or 3D, respectively. Thus, if ℎ is decreased to half its value to 

improve the accuracy of the spatial discretization, as explained above, the time step must be 

 𝑪�>56 − (1 − Θ)
𝐷Δ𝑡
ℎ0 𝐺	𝑪�>56 = 𝑪�> + Θ

𝐷Δ𝑡
ℎ0 𝐺	𝑪�> . (3.17) 

 Δ𝑡 ≤
ℎ0

𝑝𝐷. (3.18) 
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reduced by a factor of 4 to maintain the numerical stability. This requirement limits the size of the 

time step that can be used for the computation, and therefore, it increases the overall computational 

cost. The accuracy of the Forward Euler time-stepping scheme is first order in time, i.e., the error 

in the time discretization is proportional to Δ𝑡.68 

The other two schemes listed in Table 3.1 are known as implicit methods because they 

involve a solution of the linear system at every time step, which increases the associated 

computational cost for each step.68 However, their benefit arises from their unconditional stability, 

i.e., no dependence of Δ𝑡 on ℎ for numerical stability. Therefore, Δ𝑡 can be set independently of ℎ 

if the temporal discretization is accurate enough. The Backward Euler scheme (Θ = 0) exhibits 

first-order accuracy in time, while the Crank-Nicolson scheme (Θ = 0.5) exhibits second-order 

accuracy in time. Thus, out of the three methods, the Crank-Nicolson scheme is the most accurate 

for a given value of Δ𝑡.68  

To ensure that obtained numerical solution is accurate enough, a convergence test needs to 

be carried out. In the test, both ℎ and Δ𝑡 are reduced (either simultaneously or individually, 

depending on the numerical scheme and its stability), and a corresponding change in the solution 

is observed. The solution is deemed converged if the change becomes insignificant compared to 

the solution. Though many metrics can be used to quantify the change in the solution, one of the 

most common metrics used is the ratio between the 𝐿0 norms of the change vector and the solution 

vector. 
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3.2 Finite element method 

3.2.1 Introduction 

FEM is a numerical technique used to approximate solutions to PDEs, which discretizes 

the computational domain into several finite-sized subdomains called finite elements. Each 

element has a simple geometry, e.g., triangular, quadrilateral, and hexahedral. The PDE solution 

is determined at the nodes of each element that exist at the element’s vertices, edge centers, face 

centers, body center, etc., by solving a system of linear equations formed by discretizing the weak 

form of the PDE. The solution in the rest of the space is obtained by interpolating the nodal values 

using polynomial functions.  

The system of linear equations is obtained by applying the weak form of the PDE to each 

element and integrating over the element. The integrals are then approximated using numerical 

quadrature that replaces the integrals with sums over the quadrature points within the element and 

results in the linear system. One of the biggest advantages of the FEM is its ability to handle 

complex geometries and irregular domains. By dividing the domain into smaller elements, the 

FEM can approximate the solution to a high degree of accuracy, even in domains with irregular 

shapes or boundaries. Despite its advantages, the FEM has some limitations. For instance, it can 

be more difficult to implement even for simple problems than other methods like the FDM. 

Furthermore, it requires the use of a conformal mesh to obtain sufficiently accurate results, which 

is challenging to generate in the 3D microstructures observed in some materials science problems. 

 

3.2.1.1 Weak form 

The weak form of a PDE is a mathematical formulation that allows the use of functional 

analysis techniques for solving the PDE.69,70 In the weak form, the PDE is expressed as an integral 
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equation involving a test or weighting function and its derivatives. It is called the weak form 

because it imposes weaker requirements on the smoothness of the solution than the original form 

of the equation. In the standard form of the PDE, also called the strong form, the PDE must hold 

pointwise throughout the equation’s domain, which requires that the solution be sufficiently 

smooth to satisfy the equation at every point. This requirement can be restrictive, especially for 

nonlinear or high-order PDEs, and can make finding solutions difficult. In contrast, the weak form 

only requires the solution to satisfy when integrated over individual elements within the domain 

of the equation. This approach allows for a broader class of functions to be considered as solutions, 

including functions that may not be smooth or even continuous. 

 

3.2.1.2 Element types  

The accuracy of the solution obtained using the FEM is dependent on the element type 

used to discretize the domain, as well as the size of the element and the nature of the solution. The 

elements can be divided into multiple categories based on the spatial dimension, type, and order. 

For instance, elements may be segments in 1D, triangles and quadrilaterals in 2D, and tetrahedra, 

hexahedra, and triangular prisms in 3D. For each element (like segments), the location of the nodes 

and quadrature points of the element can vary, which results in different types of elements. For 

instance, in standard Lagrangian elements, the nodes and quadrature points are different, while 

those for the Gauss-Lobatto elements are collocated. Finally, for each element with a fixed type, 

the element order can vary, which corresponds to the degree of the polynomial basis functions that 

the element uses to approximate the solution. 

The element is selected based on the dimensionality of the problem and, if a conformal 

mesh is required, the geometry of the problem. For selecting other characteristics, the 
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computational cost vs. accuracy tradeoff needs to be considered. Although both the type and order 

can be tuned together to obtain the best performance in terms of cost and accuracy, it is common 

to fix the type of elements and then tune the element order. For instance, COMSOL Multiphysics® 

uses Lagrangian elements by default, while PRISMS-PF27 uses Gauss-Lobatto elements, and both 

software allow users to vary the element order according to their needs. Using higher-order 

elements results in more accurate solutions because higher-degree polynomials can approximate 

complex functions (like the hyperbolic tangent function used in the smoothed boundary method) 

more closely for a given element size. However, increasing the order not only increases the 

computational overhead but can also make the method prone to Runge’s phenomenon, in which 

oscillations at the edges of an interval are observed when interpolation is carried out using high-

degree polynomials over a set of equally spaced points.71 In our experience, quadratic elements 

provide the best performance in terms of cost and accuracy for the systems considered in this 

dissertation. 

 

3.2.2 Derivation of the weak form 

The FEM uses the weak form of a PDE. In this subsection, the process of deriving the weak 

form of an evolution equation used in Chapter 6 is discussed. The strong form of the evolution 

equation is as follows: 

where 𝜓 is an order parameter, 𝑀^ and 𝜇^are the mobility and the chemical potential for the phase 

represented by 𝜓, respectively, and 𝑣 is the normal component of the velocity of the interface 

between the phase represented by 𝜓 and another phase. To derive the weak form, one needs to 

 
𝜕𝜓
𝜕𝑡 = 𝛻 ⋅ e𝑀^𝛻𝜇^f − 𝑣|𝛻𝜓|, (3.19) 
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multiply the strong form with a test or weighting function, 𝑤, and integrate over the entire domain, 

as shown in Eq. 3.20. The weighting function can be any arbitrary function, but for mathematical 

convenience, it is designed to have a value of zero at the domain boundary in this subsection. 

where Ω represents the domain. The key idea in deriving the weak form for the FEM is to transfer 

gradients from the variable of interest, 𝜓 in this case, to 𝑤. To achieve this, the first term on the 

right-hand side (RHS) needs to be simplified first using an identity of the product rule for 

differentiation, as shown below. 

Applying the divergence theorem to the first term on the RHS in Eq. 3.21 gives 

where Γ represents the boundary of the domain and 𝑛¤ represents the unit normal to that boundary. 

Since 𝑤|_ = 0, by design, the first term of the RHS in Eq. 3.22 becomes zero. Thus, 

which is the weak form of Eq. 3.19. 

The implementation in PRISMS-PF27 needs the time derivative to be discretized as well, 

along with a separate collection of the terms containing the weighting function and the terms 

 ¥ 𝑤 n
𝜕𝜓
𝜕𝑡 o 𝑑Ω`

= ¥ 𝑤 �𝛻 ⋅ e𝑀^𝛻𝜇^f� 𝑑Ω
`

−¥𝑤(𝑣|𝛻𝜓|)𝑑Ω
`

, (3.20) 

 ¥ 𝑤 n
𝜕𝜓
𝜕𝑡 o 𝑑Ω`

= ¥ �𝛻 ⋅ e𝑤𝑀^𝛻𝜇^f� 𝑑Ω
`

−¥𝛻𝑤 ⋅ 𝑀^𝛻𝜇^𝑑Ω
`

−¥𝑤(𝑣|𝛻𝜓|)𝑑Ω
`

. (3.21) 

 ¥ 𝑤 n
𝜕𝜓
𝜕𝑡 o 𝑑Ω`

= ¥𝑤𝑀^𝛻𝜇^ ⋅ 𝑛¤𝑑Γ
_

−¥𝛻𝑤 ⋅ 𝑀^𝛻𝜇^𝑑Ω
`

−¥𝑤(𝑣|𝛻𝜓|)𝑑Ω
`

, (3.22) 

 ¥ 𝑤 n
𝜕𝜓
𝜕𝑡 o 𝑑Ω`

= −¥𝛻𝑤 ⋅ 𝑀^𝛻𝜇^𝑑Ω
`

−¥𝑤(𝑣|𝛻𝜓|)𝑑Ω
`

, (3.23) 
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containing the gradient of the weighting function. The time derivative is discretized using the 

Forward Euler scheme, as described in Section 3.1. Thus, Eq. 3.23 becomes 

where the superscript is the index of the time step and Δ𝑡 is the time-step size. By bringing the 

term containing 𝜓> on the RHS of Eq. 3.24, multiplying the equation with Δ𝑡, and collecting terms 

as described above, we obtain 

which is identical to Eq. 36 in the documentation of the microgalvanic application of PRISMS-

PF.26,72 

 

3.2.3 Discretization and assembly 

In this section, the discretization and assembly process involved in the application of the 

FEM is illustrated by using the 1D diffusion equation as an example. The diffusion equation 

(described in Section 3.1) is selected to show the similarities in the linear systems of equations 

derived using the FEM and FDM. The weak form for the 1D diffusion equation is derived 

following the steps discussed above. Let 𝑤 be the weighting function such that 𝑤(𝑥 = 0) = 0. By 

multiplying the 1D diffusion equation with 𝑤 and integrating over the entire domain, we obtain 

Applying the identity from the product rule gives 

 ¥ 𝑤¦
𝜓>56 − 𝜓>

Δ𝑡 §𝑑Ω
`

= −¥𝛻𝑤 ⋅ 𝑀^
>𝛻𝜇^

> 𝑑Ω
`

−¥𝑤e𝑣>¨𝛻𝜓>¨f𝑑Ω
`

, (3.24) 

 ¥𝑤e𝜓>56f𝑑Ω
`

= −¥ 𝛻𝑤 ⋅ �Δ𝑡𝑀^
>𝛻𝜇^

> �𝑑Ω
`

+¥𝑤e𝜓> − Δ𝑡𝑣>¨𝛻𝜓>¨f𝑑Ω
`

, (3.25) 

 ¥𝑤
𝜕𝐶
𝜕𝑡 𝑑𝑥X

= ¥𝑤
𝜕
𝜕𝑥 n𝐷

𝜕𝐶
𝜕𝑥o𝑑𝑥.X

 (3.26) 
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Using the divergence theorem results in the following equation. 

Inputting the BC at 𝑥 = 𝐿 and noting that 𝑤(𝑥 = 0) = 0 by design simplifies Eq. 3.28, as shown 

below. 

So far, 𝑤 is considered as any arbitrary function with only one constraint, i.e., 𝑤(𝑥 = 0) =

0. Thus, Eq. 3.29 is equivalent of Eq. 3.9 (and the associated BCs) without any approximation. To 

obtain a numerical solution, the domain is divided into multiple elements with the same size. 

Figure 3.2 shows the 1D domain discretized into 𝑁 elements of equal size, ℎ%. Thus, the weak 

form can be written as the sum of the weak form for each element as shown below.70  

 

Figure 3.2. A schematic of the discretization of the 1D domain considered in the example here. The filled 
nodes represent the extents of the first, 𝑒!", and the last elements in the domain, while the empty nodes 
represent the intermediate elements. 

 

X-axis
ℎ𝑒

Ω1 Ω𝑒 Ω𝑁

 ¥𝑤
𝜕𝐶
𝜕𝑡 𝑑𝑥X
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𝜕
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𝜕𝐶
𝜕𝑥o𝑑𝑥 −¥

𝜕𝑤
𝜕𝑥X

𝐷
𝜕𝐶
𝜕𝑥 𝑑𝑥.X

 (3.27) 

 ¥𝑤
𝜕𝐶
𝜕𝑡 𝑑𝑥X

= −𝑤𝐷
𝜕𝐶
𝜕𝑥�-W4

+𝑤𝐷
𝜕𝐶
𝜕𝑥�-WX

−¥
𝜕𝑤
𝜕𝑥X

𝐷
𝜕𝐶
𝜕𝑥 𝑑𝑥. (3.28) 

 ¥𝑤
𝜕𝐶
𝜕𝑡 𝑑𝑥X

= −𝐽𝑤|-WX −¥
𝜕𝑤
𝜕𝑥X

𝐷
𝜕𝐶
𝜕𝑥 𝑑𝑥. (3.29) 
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where Ω% represents the eth element. The second approximation is that both 𝑤 and 𝐶 for each 

element can be written as a sum of specified basis functions and arbitrary parameters as70 

where 𝑤# and 𝐶# are approximations to 𝑤 and 𝐶, respectively. The functions 𝜙a(𝑥) and 𝜓L(𝑥) 

are the basis functions, and 𝑎 and 𝑏 represent the arbitrary parameters. The superscripts 𝐴 and 𝐵 

are dummy indices that represent the nodes in an element, and 𝑛 represents the number of nodes 

in the element. Note that when the 𝜙U(𝑥) = 𝜓U(𝑥) for all 𝑖 ∈ [1, 𝑛], the resulting weak form is 

known as the Galerkin form,70 which is shown below.  

Note the use of ≈ instead of = in Eq. 3.33 signifies that the Galerkin form approximates the 

original weak form (Eq. 3.29) in a similar manner as the finite difference form (discussed in 

Section 3.1) approximates the strong form.  

Next, we use linear polynomials as the basis functions for the weighting function and the 

solution. Thus, 𝑤# and 𝐶# in the eth element can be written as70 

 𝑤 ≈ 𝑤# =© 𝑎a𝜙a(𝑥)
O

aW6
, (3.31) 

 𝐶 ≈ 𝐶# =© 𝑏L𝜓L(𝑥)
O

LW6
, (3.32) 
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#

𝜕𝑡 𝑑𝑥`"
§
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%W6
≈ −𝐽𝑤#|-WX −© ¦¥

𝜕𝑤#

𝜕𝑥 𝐷
𝜕𝐶#

𝜕𝑥 𝑑𝑥
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§
Y
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, (3.33) 

 𝑤# = ΣaW6O 𝛤a(𝑥)𝑎%a = 𝛤6(𝑥)𝑎%6 + 𝛤0(𝑥)𝑎%0, (3.34) 

 𝐶# = ΣLW6O 𝛤L(𝑥)𝑏%L = 𝛤6(𝑥)𝑏%6 + 𝛤0(𝑥)𝑏%0, (3.35) 
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where 𝛤6 and 𝛤0 are the linear basis functions, and 𝑎%a and 𝑏%L are the values of 𝑤# and 𝐶# at the 

element nodes. The superscripts 𝐴 and 𝐵 are dummy indices used to represent the nodes in an 

element. Since linear basis functions (or linear elements) are used here, both 𝐴 and 𝐵 take values 

of 1 and 2. The functions 𝛤6 and 𝛤0 are obtained using the mapping between the physical element 

and a bi-unit domain, parameterized by a variable 𝜉 that spans between -1 and 1. The basis 

functions are written as70 

Furthermore, the spatial derivatives of 𝛤6 and 𝛤0 can be written as the following.70 Note that the 

parentheses with the basis functions are dropped from hereon for brevity.  

To determine b"
b-

, the isoparametric form is used, where the same basis functions are used 

to map the physical element from a bi-unit domain as those for the solution. Thus, 70 

where 𝑥%6 and 𝑥%0 are the node locations of the eth element. Therefore,70 

 𝛤6(𝑥(𝜉)) =
1 − 𝜉
2 , (3.36) 

 𝛤0(𝑥(𝜉)) =
1 + 𝜉
2 , (3.37) 

 
𝜕𝛤6

𝜕𝑥 =
𝜕𝛤6

𝜕𝜉
𝜕𝜉
𝜕𝑥 = −

1
2
𝜕𝜉
𝜕𝑥	, (3.38) 

 
𝜕𝛤0

𝜕𝑥 =
𝜕𝛤0

𝜕𝜉
𝜕𝜉
𝜕𝑥 =

1
2
𝜕𝜉
𝜕𝑥. (3.39) 

 𝑥 = 𝛤6𝑥%6 + 𝛤0𝑥%0 =
𝑥%6 + 𝑥%0

2 +
𝜉(𝑥%0 − 𝑥%6)

2 , (3.40) 
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Since the isoparametric form is invertible70 

Substituting Eq. 3.34 and Eq. 3.35 into Eq. 3.33 and assuming the diffusivity to be a constant result 

in the following equation. 

To make the notation more compact, the time derivative is denoted using (	)̇ only for this section. 

Furthermore, since only the nodal values are assumed to change with time (elements do not change 

with time in this illustration), the (	)̇ symbol is used only for the nodal values corresponding to the 

solution on the LHS (𝑏%L). Since 𝑎%a, 𝑏%L̇, and 𝑏%L do not depend on 𝑥 within an element, they can 

be taken out of the integrals. Thus, by incorporating these changes and insights and substituting 

Eqs. 3.36 to 3.42 into Eq. 3.43, the following equation is obtained.73,74 

 
𝜕𝑥
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(𝑥%0 − 𝑥%6)
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ℎ%
2 . (3.41) 

 𝜕𝜉
𝜕𝑥 = n
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/6

=
2
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. (3.42) 

 

© ¦¥ ΣaW60 𝛤a𝑎%a
𝜕ΣLW60 𝛤L𝑏%L

𝜕𝑡 𝑑𝑥
`"

§
Y

%W6

= −𝐽𝛤0𝑎Y0 − 𝐷© ¦¥
𝜕ΣaW60 𝛤a𝑎%a

𝜕𝑥
𝜕ΣLW60 𝛤L𝑏%L

𝜕𝑥 𝑑𝑥
`"

§
Y

%W6
. 

(3.43) 

 

© 𝑎%a ¦¥ ΣaW60 𝛤aΣLW60 𝛤L
ℎ%
2 𝑑𝜉

6

/6
§𝑏%L̇

Y

%W6

= −𝐽𝛤0𝑎Y0

− 𝐷© 𝑎%a ¦¥ © ¦
𝜕𝛤a

𝜕𝑥 §
0

aW6
© ¦

𝜕𝛤L

𝜕𝑥 §
0

LW6

ℎ%
2 𝑑𝜉

6

/6
§𝑏%L

Y

%W6
. 

(3.44) 



 48 

Now, using the matrix-product notation to write the product of sums that exists on both 

sides of Eq. 3.44, the equation can be expressed as73,74 

The components of matrices in Eq. 3.45 are obtained by using the relations for the basis functions 

and their derivatives with respect to 𝜉, which is followed by the analytical solution of the integrals 

to obtain the following equation.73,74 

By performing the global assembly, i.e., writing the sum over all the elements into a matrix-vector 

product form, the final linear system can be obtained, as shown below. Note that the following 

mapping is used to convert the local nodal indices to the global index: 𝑎%a = 𝑎%5a/6.73,74 
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Note that the value of 𝑏6 = 𝐶⋆ according to the BC. By defining the vector containing 𝑎U, 𝑏U, and 

𝐽 as 𝑨, 𝑩	and 𝑭, respectively, and the matrices on the LHS and RHS as 𝑀⃖¾⃗  and 𝐾, respectively, Eq. 

3.47 can be written as73,74 

Note that the matrix 𝐾 also has the tridiagonal structure as the global matrix, 𝐺, assembled in 

Section 3.1 for the FDM. In fact, the internal matrix within 𝐾 that ranges from the row numbers 2 

to 𝑁 the column numbers 2 to 𝑁 is the same as 𝐺. Since Eq. 3.48 needs to hold for any 𝑨,73,74 

Next, the time derivative is discretized using the Forward Euler scheme, as discussed in 

Section 3.1 (see Table 3.1 and the associated text). Thus,73,74  
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where the subscript 𝑗 represent the time index. By collecting all the terms containing 𝑗 on the RHS, 

we can get the final expression for the FEM solution at 𝑗 + 173,74 

Note that the stability condition and accuracy implications remain the same as those discussed in 

Section 3.1. 

 

3.2.4 PRISMS-PF and deal.II 

The FEM library, deal.II, is a general-purpose collection of codes written in C++ that 

enables the development of custom tools for solving PDEs.71 It is actively developed and supported 

by a large international group of researchers. It is used for both commercial and academic projects 

as it provides access to prebuilt and extensively tested codes that can manage grid refinement, 

DOF handling, mesh inputs, result outputs, parallel computing, etc. The development of such 

codes is a highly time-consuming and nontrivial task. In addition to these general capabilities, the 

PRISMS-PF framework is based on the deal.II library for the following reasons.27 First, the library 

offers inbuilt capabilities like adaptive meshing with quadtrees and octrees; templated classes and 

functions to enable dimension and element-order independent programming; multi-level 

parallelization (vectorization, threading, and MPI); advanced solvers like Krylov solvers; and 

matrix-free approach with partial assembly that enables efficient explicit time stepping.27 In 

addition, deal.II also offers capabilities to input meshes from other software like Dream3D. 

 𝑀⃖¾⃗
e𝑩>56 − 𝑩>f

Δ𝑡 = 6𝐾𝑩> 𝐷
ℎ%0
−
6
ℎ%
𝑭> , (3.50) 

 𝑩>56 = 𝑀⃖¾⃗ /6 n6𝐾
𝐷Δ𝑡
ℎ%0

+ 𝑀⃖¾⃗ o𝑩> − 𝑀⃖¾⃗ /6
6Δ𝑡
ℎ%

𝑭> . (3.51) 



 51 

Finally, the presence of a large and supportive user community enables a quick resolution of 

queries. 

However, the use of deal.II has some disadvantages as well. In addition to the limitations 

of the FEM itself, such as the more complex implementation and steeper learning curve than the 

FDM, deal.II also suffers from the following issues. First, due to the vast size of the library, 

expanding it to generate a new capability is challenging, as one needs to be aware of the 

subcomponents of the library that are involved in the capability building. Second, its 

implementation for GPU-based computation is different from that of CPU-based computation. 

Thus, the modification of legacy codes to benefit from GPU acceleration is not trivial. Finally, at 

time of this dissertation writing, the library does not provide support for GPUs from leading 

vendors like Intel and AMD; it only supports NVIDIA’s GPUs. 

 

3.3 Smoothed boundary method 

3.3.1 Introduction 

Smoothed boundary method (SBM)75 is an approach for solving PDEs with general 

boundary conditions imposed on arbitrarily shaped boundaries. It employs a smooth function 

called the domain parameter that has a value of 1 within the region of interest and 0 outside it, and 

at the interface, the domain parameter varies smoothly over a finite length. Thus, in the SBM, the 

interface has a finite thickness, as opposed to the sharp-interface approach, where the boundaries 

have zero thickness. The domain parameter is used to modify the PDE under consideration, as 

illustrated below, using the diffusion equation as an example. The SBM offers a variety of benefits 

over the sharp-interface approach. First, it enables us to solve PDEs in complex geometries without 

the need to build a conformal mesh, which is both time consuming and challenging to obtain in 



 52 

the complex microstructures observed in materials science problems.75 Thus, with the application 

of the SBM, complex geometries can be discretized using regular grids.75 Second, it allows for 

easy handling of the boundary conditions, especially at arbitrarily shaped or evolving boundaries, 

both internal and external.75 

 

3.3.2 Derivation of the SBM form 

Let 𝜓 be the domain parameter corresponding to a solid region where diffusion is 

occurring, and at the boundary of the region, there is a flux of the diffusing species. Thus, in the 

solid region75 

where 𝐶 and 𝐷 are the concentration and diffusivity of the diffusing species in the solid region. At 

the boundary,75 

where 𝑛¤ is the unit normal to the boundary. To obtain the SBM form, Eq. 3.52 is multiplied by 𝜓. 

Thus,75 

Using the identity of the product rule for differentiation, we obtain75 

 
𝜕𝐶
𝜕𝑡 = 𝛻 ⋅ (𝐷𝛻𝐶), (3.52) 

 𝐽 = −𝐷𝛻𝐶 ⋅ 𝑛¤, (3.53) 

 𝜓
𝜕𝐶
𝜕𝑡 = 𝜓𝛻 ⋅ (𝐷𝛻𝐶). (3.54) 
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Note that 𝛻𝜓 represents the boundary of the solid region and, it is related to the unit normal as 

𝛻𝜓 = |𝛻𝜓|𝑛¤. Thus, substituting this relation for 𝛻𝜓 into Eq. 3.55 gives75 

Finally, the SBM form is obtained by dividing Eq. 3.56 by 𝜓75 

The same process as above can be repeated in the case of Dirichlet boundary conditions with a 

small modification: the PDE is multiplied by 𝜓0 instead of 𝜓, as shown by Yu et al.75 

The SBM form of the PDE can be discretized, by either FDM or FEM, to obtain a numerical 

solution, as discussed above. The error implications discussed above for these methods are also 

applicable to the SBM form. However, the use of a smoothed interface instead of a sharp interface 

introduces an additional error. This error is dependent on the ratio between the interfacial thickness 

and the smallest feature size of interest in the domain, and the number of grid points within the 

interface.75 A thinner interface with more grid points result in a lower error but at an increased 

computational cost. As a rule of thumb, a ratio between the interfacial thickness and the smallest 

feature size of less than 0.1 and four grid points within the interface (0.1 ≤ 𝜓 ≤ 0.9) is a good 

setup to obtain a preliminary numerical solution. However, further analysis is needed to ensure 

that the error is not significant. This can be done by first increasing the number of grid points in 

the interface and then by decreasing the interfacial thickness and analyzing the change in the 

 𝜓
𝜕𝐶
𝜕𝑡 = 𝛻 ⋅ (𝜓𝐷𝛻𝐶) − 𝛻𝜓 ⋅ (𝐷𝛻𝐶). (3.55) 

 
𝜓
𝜕𝐶
𝜕𝑡 = 𝛻 ⋅ (𝜓𝐷𝛻𝐶) − |𝛻𝜓|𝑛¤ ⋅ (𝐷𝛻𝐶) 

= 𝛻 ⋅ (𝜓𝐷𝛻𝐶) + |𝛻𝜓|𝐽. 
(3.56) 

 
𝜕𝐶
𝜕𝑡 =

1
𝜓𝛻 ⋅

(𝜓𝐷𝛻𝐶) +
|𝛻𝜓|
𝜓 𝐽. (3.57) 
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obtained value of the field of interest (like the concentration in the example provided here).75 The 

thickness and the resolution are deemed sufficient in terms of numerical accuracy when the 

solution does not change significantly upon further refinement.75 We refer the readers to Section 

7.8 (see Figure 7.10, Table 7.3, and the associated text) for an example of this error analysis. 
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CHAPTER 4  
Effect of Laser Patterning on the Fast-Charging Performance of Energy-Dense Li-ion 

Batteries* 

 

4.1 Introduction: Fast charging of energy-dense Li-ion batteries 

In this chapter, we employ the Materials Genome Initiative-based approach to enable high-

energy-density lithium-ion batteries (LIBs) that can be charged in less than 10 minutes. Such 

batteries are necessary to accelerate the public acceptance of electric vehicles. Conventionally, 

LIBs utilize porous electrodes consisting of a solid phase containing the Li-storage active material 

and a pore phase filled with an electrolyte that conducts Li ions. This conventional design can be 

tailored to achieve high energy density by increasing the volume fraction of the active material 

and the electrode thickness. However, the transport of Li ions becomes severely limited in such 

electrodes, especially during high C-rate operations.76,77 Consequently, significant concentration 

gradients develop through the electrode thickness, which results in large cell polarization and 

significantly reduces the accessible capacity of the electrodes under fast-charging conditions.38,78–

81 Moreover, due to concentration polarization during fast charging, regions of the anode can reach 

electrochemical potential values lower than the potential of Li metal (0 V vs. Li/Li+). 

Consequently, Li plating on the anodes becomes thermodynamically favorable. The formation of 

metallic Li dendrites on the anode surface is highly irreversible because the exposure of fresh Li 

 
* This chapter is adapted from V. Goel et al., Energy Storage Materials, 57 (2023), 4424; K.-H. Chen et al., Journal of 
Power Sources, 471 (2020), 22847522; and V. Goel et al., MethodsX, 8 (2021), 101425.30 
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to the electrolyte results in solid electrolyte interface (SEI) growth and electrolyte decomposition.82 

In addition, during charging/discharging, the plated Li dendrites can become electrically or 

electrochemically disconnected from the anode surface, resulting in the formation of inactive or 

“dead Li.”82 Therefore, the irreversible dead Li formation and SEI growth on plated Li cause 

permanent loss of Li inventory and low Coulombic efficiency, leading to significant capacity fade 

and the eventual cell failure.39,83–85 On the other hand, thin electrodes with high porosities have 

been shown to exhibit high power density.76,77 Unfortunately, the energy density of a battery 

decreases as the mass fraction of electrochemically inactive components (separators, current 

collectors, binders, etc.) increases. To overcome this tradeoff, laser-patterning is employed to 

create the highly ordered laser-patterned electrode (HOLE) architecture, as shown in Figure 4.1, 

for graphite anodes with >3 mAh/cm2 loading.  

 

Figure 4.1. Schematic illustration of the Highly Order Laser-Patterned Electrode (HOLE) architecture. The 
black outline in the HOLE pattern represents the hexagonal symmetry of the channels (highlighted in blue) 
in the electrode. Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by 
Elsevier B.V. 

 

Recently, several experimental and modeling-based studies have shown that the generation 

of vertical channels in thick electrodes via laser patterning is an effective way of overcoming these 

Laser Patterning

Conventional Design HOLE Design
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tradeoffs.22,86–98 For instance, our experimental results (conducted by Kuan-Hung Chen and Min 

Ji Namkoong under the guidance of Prof. Neil Dasgupta and Prof. Jeff Sakamoto, respectively) 

demonstrate that industrially relevant pouch cells (> 2 Ah) based on the HOLE architecture 

retained > 97% and > 93% capacity after 100 cycles of 4C and 6C fast-charge cycling, respectively. 

While the corresponding retention in cells with the unpatterned electrodes was only 69% and 59%. 

After 600 fast-charge cycles, the capacity retention of the HOLE cells was 91% at 4C and 86% at 

6C charge rates. However, despite the growing volume of work on the effects of electrode 

architectures on the fast-charging performance of LIBs, there is a lack of mechanistic 

understanding of the effect of the HOLE architecture on the fast-charging performance. Without 

such an understanding, it is challenging to modify the HOLE architecture per the fast-charging 

performance requirements. 

In this chapter, we overcome this challenge by developing an understanding of the effect 

of the HOLE architecture on the fast-charging performance of thick graphite electrodes with 

electrode-level simulations. We begin by summarizing our experimental results. Subsequently, we 

describe the model formulation, along with a workflow for model parameterization to ensure that 

the identified parameter set is representative of the electrodes under investigation. The workflow 

also includes an automated parameterization procedure based on the particle swarm optimization 

algorithm.99,100 We then use the parameterized model to simulate the fast-charging performance of 

the graphite electrodes. Our results show that the HOLE architecture improves the Li-ion transport 

in the anode volume and the homogeneity of the reaction current density distribution and thus 

enables fast charging. 
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4.2 Summary of experimental results for laser-patterned electrodes 

In this section, a summary of the experimental results is provided, which are obtained by 

Kuan-Hung Chen and Min Ji Namkoong under the guidance of Prof. Neil Dasgupta and Prof. Jeff 

Sakamoto, respectively. Pouch cells (with ~ 2.2 Ah capacity) based on the control and HOLE 

graphite anodes were assembled and cycled at 4C and 6C separately. Further details on the 

construction of the pouch cells and the design specifications of the HOLE architecture can be 

found elsewhere.22 The protocol used for cycling the cells is shown in Figure 4.2e for 6C. In short, 

each cell was charged using a CCCV protocol, where the constant current charging was maintained 

until the cell voltage of 4.15 V was achieved, which was followed by a constant voltage hold until 

the total charging time (including the CC portion) of 10 minutes was reached. For 4C, this time 

was set at 15 minutes. The discharge was carried out at 0.5C with a standard CCCV protocol, 

where the CC portion was maintained until a voltage of 3.0 V was achieved, followed by a CV 

hold until the current dropped below 0.1C. 

Figure 4.2a shows the discharge capacity of the control (black curve) and HOLE cells (red 

curve) that were charged at 4C. The cells were first charged/discharged at a 0.5C rate for 3 cycles 

to measure the total cell capacity (≈ 2.2 Ah), followed by 100 cycles of 4C charge/0.5C discharge. 

In addition, 3 cycles of 0.5C charge/discharge were repeated after every 50 fast-charge cycles to 

quantify the capacity fade of the cells. The y-axis shows the cell capacity (normalized to the initial 

cell capacity) to facilitate a direct comparison. Both the control and HOLE cells exhibit stable 

cycling at a 0.5C charge rate. However, upon fast charging at 4C, the control cell exhibits a 

significant capacity fade within the first 40 cycles with a concomitant decrease in the Coulombic 

efficiency (CE) to 95.9%, as shown in Figure 4.2b. This sharp drop in the capacity is attributed to 

severe Li plating at the anode/separator interface, as discussed elsewhere.22 From cycle 40 to 100, 
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the capacity reaches a plateau; correspondingly, the CE increases back to >99.5%. By comparing 

the charge/discharge capacities at 0.5C, it is shown that the capacity retention is 69.1% after 100 

fast-charge cycles (capacity fade of 30.9%).  

 

Figure 4.2. Summary of 4C and 6C experimental results (normalized discharge capacity and columbic 
efficiency as functions of cycle number) for the pouch cells based on control (unmodified) and HOLE 
(laser-modified) anodes. Normalized discharge capacity and (b) Coulombic efficiency vs. cycle number 
under 4C conditions. (c) Normalized discharge capacity and (d) Coulombic efficiency vs. cycle number 
under 6C conditions. (e) Cycling protocol for evaluating fast-charge capability at 6C charge rate. (f) 
Comparison of the normalized discharge capacity vs. cycle number of the control, HOLE, and new control 
cells showing the capacity fade during 6C charging. Reproduced with permission from Ref. 22. Copyright 
2020, Elsevier B.V. 
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The HOLE cell, on the other hand, shows a significantly improved capacity retention and 

CE during 4C charging, as shown in Figure 4.2a and Figure 4.2b. More specifically, the HOLE 

cell retained 97.2% of its initial cell capacity with no rapid decrease in its CE throughout cycling. 

Correspondingly, no visible Li plating is observed on the patterned anode post cycling, as 

described elsewhere.22 Similar improvements are observed at 6C, where the HOLE cell retained 

>93% of its initial capacity after 100 fast-charge cycles, while the control cell only retained 59% 

of its initial capacity, as shown in Figure 4.2c. The behavior of the CE for both cells for 6C cycling 

is analogous to that for 4C cycling, as shown in Figure 4.2d. Furthermore, to show that the 

improvement observed due to the HOLE architecture cannot be simply replicated by increasing 

the porosity and decreasing the loading of the anode (to match the specifications of the patterned 

anode) in the control cell, a separate control cell was assembled. This separate control cell had an 

anode with lower loading and higher porosity than the original anode in the control cell, and it is 

referred to as the new control anode hereafter. Figure 4.2f shows the capacity fade of the three cell 

configurations (control, HOLE, new control) during 6C charging. As shown in the figure, a similar 

trend in capacity fade is observed between the control and new control cells despite the lower 

electrode loading and higher porosity. Thus, the improvement enabled by the HOLE architecture 

cannot be simply attributed to its higher overall porosity and lower loading. 

To develop a mechanistic understanding of the improved performance enabled by the 

HOLE architecture, 3D continuum scale modeling is employed. The model details, such as the 

underlying equations, parameterization, and the generated simulation results, are presented in the 

following sections.  
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4.3 Governing equations to model the fast-charging performance of Li-ion battery electrodes  

As described in Chapter 2 (Section 2.1), a Li-ion cell contains three primary domains: the 

cathode, the anode, and the separator. A schematic of a cell composed of these domains is shown 

in Figure 4.3. The porous electrode theory treats each of these domains as an effective medium 

with averaged properties.101,102 It also describes the mass and the charge transport inside each of 

these domains along with the electrochemical reaction that occurs within the electrochemically 

active regions of the cell (the cathode and the anode). We apply the model described by Newman 

and coworkers,103–106 which is summarized below. A list of the symbols used in the model 

equations is provided in Table 4.1 along with their description. 

 

Figure 4.3. A schematic of a Li-ion cell. The thickness of the cell is oriented along the Z axis. Reproduced 
with permission from Ref. 22. Copyright 2020, Elsevier B.V. 

 

Let subscript 𝜓 = 𝑐, 𝑠, and	𝑎	denote the domains of cathode, separator, the anode, 

respectively. Then, the mass transport of Li-ions in the electrolyte within each domain is governed 

by diffusion and electrochemical reaction as103–106: 

 
𝜀^
𝜕𝑐%,^
𝜕𝑡 = 𝛻 ⋅ e𝐷%TT,^𝛻𝑐%,^f + e1 − 𝑡5,^4 f

𝜉^
𝐹   −  

𝒊𝒆,𝝍
𝐹 ⋅ 𝛻𝑡5,^4 , (4.1) 

where 𝜀^ is the volume fraction of the electrolyte,	𝑐%,^ is the Li-ion concentration in the electrolyte, 

𝐷%TT,^	is the effective diffusion coefficient of the electrolyte in the porous medium. The 
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electrochemical reaction current density (RCD), the ionic current density in the electrolyte, and 

the transference number of Li-ions in the electrolyte are denoted by 𝜉^, 𝒊𝒆,𝝍, and 𝑡5,𝜓4 , respectively, 

and 𝐹 is Faraday’s constant. Note that when anisotropy is present, 𝐷%TT,^	is a tensor, but we use 

the scalar notation for simplicity. Also note that the RCD is zero inside the separator since it is 

electrochemically inactive. The following boundary conditions are imposed on the mass transport 

equation: 

 −𝐷%TT,,∇𝑐%,,¨dW4 = 0, (4.2) 

 −𝐷%TT,P∇𝑐%,P¨dWX#5X$5X% = 0, (4.3) 

 −𝐷%TT,,∇𝑐%,,¨dWX#& = −𝐷%TT,<∇𝑐%,<¨dWX#' , 
(4.4) 

 −𝐷%TT,<∇𝑐%,<¨dW(X#5X$)& = −𝐷%TT,P∇𝑐%,P¨dW(X#5X$)' , 
(4.5) 

where 𝐿,, 𝐿<, and 𝐿P are the thicknesses of the anode, the separator, and the cathode, respectively 

(see Figure 4.3). The no-flux boundary conditions (Eqs. 4.2 and 4.3) represent the current 

collectors that do not allow Li-ion penetration, while the boundary conditions described by Eqs. 

4.4 and 4.5 represent absence of accumulation of ions at each electrode/separator interface. 

Within each electrode (𝜓 = 𝑎 or 𝑐) the mass transport of lithium inside the active material 

particles is controlled by diffusion. The assumption that these particles are spheres of radius 𝑅e,^ 

enables the diffusion equation to be written in spherical coordinates as103–106: 

 𝜕𝑐e,^
𝜕𝑡 =

1
𝑟0

𝜕
𝜕𝑟 ¦𝐷e,^	𝑟

0 𝜕𝑐e,^
𝜕𝑟 §, (4.6) 

where 𝑐e,^ represents the lithium concentration in the active material, 𝐷e, ^ is diffusion coefficient 

of lithium inside the active material, and 𝑟 is the radial coordinate defined within a spherical 

particle. The boundary conditions for the mass transport of lithium inside the active material are: 
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−𝐷e,^
𝜕𝑐e,^
𝜕𝑟

|NW4 = 0, (4.7) 

−𝐷e,^
𝜕𝑐e,^
𝜕𝑟

|NW2(,* = −𝜉^/�𝑎^
e𝐹�. (4.8) 

The current density in the electrolyte phase within each domain (𝜓 = 	𝑎	, 𝑠,	or 𝑐) due to the 

electrostatic potential and chemical gradients is calculated by103–106 

 
𝑖%,^ = −	𝜅%TT,^𝛻𝜙%,^ +

2𝑅𝑇
𝐹 𝜅%TT,^ ¦1 +

𝜕 lne𝑓±,^f
𝜕 lne𝑐%,	^f

§ e1 − 𝑡5,^4 f𝛻 ln(𝑐%,^), (4.9) 

where 𝜅%TT,^ is the effective ionic conductivity of the electrolyte in the domain, 0 1234±,#5
0 1236$,	#5

 accounts 

for the salt activity coefficient dependence on the electrolyte concentration, 𝑅 is the universal gas 

constant, and 𝑇 is the cell temperature. Note that when anisotropy is present, 𝜅%TT,^	is a tensor, but 

we use the scalar notation for simplicity. Since the ionic current density is zero at the 

electrode/current collector interfaces,  

 𝒊𝒆,𝒂¨dW4 = 0 (4.10) 

 𝒊𝒆,𝒄¨dWX#5X$5X% = 0		 (4.11) 

Furthermore, the condition for charge conservation and charge neutrality in the electrolyte phase 

necessitates that103–106 

 𝛻 ⋅ 𝒊𝒆,𝝍 = 𝜉^. (4.12) 

The electrostatic potential of the solid phase inside each electrode (𝜙<e,^, 𝜓 = 𝑎 or 𝑐) is 

determined from charge conservation, along with the (generalized) Ohm’s law, as103–106: 

 𝛻 ⋅ e𝜎%TT,^𝛻𝜙<e,^f = 𝜉^, (4.13) 
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Where 𝜎%TT,^ is the effective electrical conductivity of the electrode.	Note that, although 𝜎%TT,^ is 

a tensor when anisotropy is present, we use the scalar notation for simplicity. The electronic charge 

flux at the cathode/current collector interface is set by the applied current density 𝒊𝒂𝒑𝒑 as  

 −𝜎%TT,P𝛻𝜙<e,P¨dWX#5X$5X% = 𝒊𝒂𝒑𝒑	. (4.14) 

The electronic charge flux at the electrode/separator interfaces is zero, which results in the 

following boundary conditions: 

 −𝜎%TT,,𝛻𝜙<e,,¨dWX# = 0 (4.15) 

 −𝜎%TT,P𝛻𝜙<e,P¨dWX#5X$ = 0. (4.16) 

Furthermore, the electrostatic potential at the anode/current collector interface is set to zero, 

𝜙<e,,¨dW4 = 0. The electrochemical reaction at the active material/electrolyte interface is modeled 

using the Butler-Volmer equation103–106 

 𝜉^ = 𝑎^
e 𝑖4,^ nexp n

0.5𝐹
𝑅𝑇 𝜂^o − exp n

−0.5𝐹
𝑅𝑇 𝜂^oo, (4.17) 

where 𝜂^ is the overpotential, 𝑎^
e  is the active surface area per unit electrode volume, and 𝑖4,^ is 

the exchange current density, which is assumed to have the following dependence on the Li-ion 

concentration in the electrolyte and Li concentration in the active material103–106: 

 
𝑖4,^ = 𝐹𝑘^ �𝑐e,^+,- − 𝑐e,^

<kNT�
6/0
�𝑐e,^

<kNT�
6/0

¦
𝑐%,^
𝑐%,N%T

§
6/0

, (4.18) 

where 𝑐e,^
<kNT and 𝑐e,^+,- represent the surface and the maximum lithium concentration inside the 

active material particles, respectively, and 𝑘^	denotes the reaction rate constant. The quantity 

𝑐%,N%T has a value of 1 mol/m3. Finally the overpotential, in the presence of a resistive film (SEI), 

is calculated by103–106 
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 𝜂^ = 𝜙<e,^ − 𝜙%,^ − 𝑈^ − 𝜉^𝜌^/𝑎^
e , (4.19) 

where 𝑈^ is the open circuit voltage of the active material and 𝜌^ is the area specific resistance of 

the SEI layer.  

 

Table 4.1. The list of symbols and description for the variables in the model equations. Reproduced with 
permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

Symbol Description 
𝜓 Subscript indicating the domain (𝑎 for anode, 𝑠 for separator, and 𝑐 for cathode) 
𝑝 Subscript indicating the active material  
𝑧 Coordinate for the cell thickness, m 
𝑐*,7 Electrolyte concentration, mol/m3  
𝜀7 Electrolyte volume fraction (porosity) 

𝐷8 Intrinsic diffusivity of the electrolyte, m2/s 

𝐷*44,7 Effective electrolyte diffusivity, m2/s; 𝐷*44,7 = 𝜒7𝐷8 

𝜒7 
Ratio between the effective and intrinsic values of the electrolyte diffusivity and 
conductivity; 𝜒7 =

9$&&,#
9'

= :$&&,#
:'

. 

𝑡&,7;  Transference number for the Li ions in the electrolyte 

𝑎<,7 
Surface area of the active material per unit volume of the electrode. For spherical 
particles, it is equal to 3 =(,#

>(,#
, m2/m3 

𝒊𝒆,𝝍 Electrolyte current density, A/m2 

𝐹 Faraday’s constant, C/mol 

𝜉 Reaction current per unit electrode volume, or reaction current density, A/m3 

𝑅<,7 Radius of the active material particles, m 

𝜀<,7 Volume fraction of the active material particles in the electrode 

𝐿7 Thickness of the domain, m 

𝑐<,7 Li concentration in the active material, mol/m3 

𝑟 Radial coordinate defined within the spherical active material particles, m  

𝐷<,7 Diffusion coefficient of Li inside the active material particles, m2/s 

𝜅*44,7 Effective electrolyte conductivity in the domain, S/m; 𝜅*44,7 = 𝜒7𝜅8 

𝜅8 Intrinsic conductivity of the electrolyte, S/m  
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𝜙*,7 Electrostatic potential of the electrolyte, V 

𝑅 Universal gas constant, J/(mol K) 

𝑇 Cell temperature, K 

U1 +
𝜕 lnZ𝑓±,7[
𝜕 lnZ𝑐*,	7[

\ 
Thermodynamic factor, which represents the dependence of the electrolyte 
activity coefficient on the electrolyte concentration 

𝜎*44,7 
Effective electronic conductivity of the electrode, S/m; 𝜎*44,7 	= 	

A(,#
B#
) 𝜎7. We 

assume that the tortuosity for the electronic transport is same as the ionic transport 
𝜎7 Electronic conductivity of the active material mixed with carbon additive, S/m 

𝑠𝑝 
Subscript indicating the solid phase, which includes the active material, the 
carbon additive, and the binder, inside an electrode 

𝜙C<,7 Electrostatic potential of the solid phase, V 

𝑖D<< Applied current density on the cathode, A/m2 

𝑖;,7 Exchange current density used in the Butler-Volmer equation, A/m2 

𝑘7 Reaction rate constant, m/s 

𝜂7 Local overpotential in the electrode that drives the electrochemical reaction, V 

𝑈7 Open circuit voltage (OCV), V 

𝜌7 Area specific resistance of the SEI layer on the active material particles, Ωm2 

𝑐<,7
CEF4 Local Li concentration on the surface of the active material particles, mol/m3 

𝑐<,7GDH Maximum Li concentration inside the active material particles, mol/m3 

 

4.4 Model parameterization for Li-ion battery electrodes 

As can be observed from the model equations described in Section 4.3, the model has many 

input parameters, which can be divided into two categories, those associated with the electrodes 

and others associated with the separator, as shown in Figure 4.4. Ideally, each parameter value 

would be determined by performing relevant experiments to fully reflect the battery system under 

consideration. However, the experimental measurements of many parameters, including but not 

limited to effective and intrinsic ionic diffusivity and conductivity in the electrolyte, Li diffusivity 

in the active material, transference number, and reaction rate constant, are both time- and resource-
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consuming. Therefore, values of the parameters that cannot be easily determined experimentally 

are instead obtained by a combination of literature data and by matching the model prediction and 

experimental data. In this section, we first describe each parameter for the electrodes and the 

separator and discuss its effect on fast-charging performance of the battery. We then explain our 

approaches for determining the values of parameters, which include an automated ML-based 

parameterization procedure for matching the model prediction with experimental results. The 

details of this procedure are provided in Section 4.4.3. 

 

Figure 4.4. Categorization of the model parameters. The superscript next to each parameter, †, ‡, or §, 
indicates the sources of the parameter values, which corresponds to experiments, automated 
parameterization procedure, and literature, respectively. Reproduced with permission from Ref. 24. 
Copyright 2023, the authors. Published by Elsevier B.V. 

 

4.4.1 Electrode parameters 

The electrode parameters can be further subdivided into two subcategories: structural and 

material, which are discussed in detail below. 

 

Model 
Parameters

Separator

Material

Thermodynamic

• 𝜕 ln 𝑓±,𝜓 §

𝜕 ln 𝑐𝑒,𝜓

Kinetic
• 𝐷𝐿§

• 𝜅𝐿§

• 𝑡+0§

Electrodes

Structural
• 𝜀𝜓 †
• 𝜀𝑝,𝜓 †
• 𝐿𝜓 †
• 𝜒𝜓 ‡
• 𝑅𝑝,𝜓 †

Material

Kinetic
• 𝑈𝜓 †
• 𝑐𝑝,𝜓𝑚𝑎𝑥 ‡

• 𝜕 ln 𝑓±,𝜓 §

𝜕 ln 𝑐𝑒,𝜓

Thermodynamic

Structural
• 𝜀𝜓 †
• 𝐿𝜓 †
• 𝜒𝜓 ‡• 𝐷𝑝,𝜓 ‡

• 𝑘𝜓 ‡
• 𝜌𝜓 ‡
• 𝜎𝜓 §

• 𝐷𝐿§

• 𝜅𝐿§

• 𝑡+,𝜓0 §
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4.4.1.1 Structural 

The structural parameters constitute the quantities that account for the cell structure and 

the electrode microstructure, such as the electrode thickness, 𝐿^; the radius of the active material 

particles, 𝑅e,^; the volume fraction of the electrolyte, 𝜀^; and the volume fraction of the active 

material, 𝜀e,^. We note that 𝜀^ and 𝜀e,^ are related as 𝜀^  +  𝜀e,^  =  1  −  𝜀T, ^, where 𝜀T, ^ is the 

volume fraction of the filler phases, including carbon additives and binder in the electrode. Thus, 

if 𝜀T, ^ is fixed, 𝜀^ and 𝜀e,^ become linearly dependent on each other. The structural parameters 

also include 𝜒^, which represents the ratio between the effective and intrinsic values of the 

diffusivity and conductivity for the electrolyte phase, i.e., 𝜒^ =
3"++,*
3,

= m"++,*
m-

. The value of 𝜒^ 

can be related to 𝜀^ and the electrode tortuosity, 𝜏^, which signifies the length of the microscopic 

path of the ions within the electrode via 𝜒^ =
n*
o*
! .107  

These structural parameters affect the battery characteristics in a variety of manners. For 

instance, 𝜀^, 𝜀e,^, and 𝐿^ determine the loading of the active material in the electrode and thus the 

maximum capacity. Increasing 𝜀e,^ and/or 𝐿^ (with other parameters fixed) raises the maximum 

capacity of the electrode. In addition, the structural parameters also influence fast-charging 

performance; for example, 𝜒^ and 𝐿^ affect the ionic diffusion and migration dynamics in the 

electrode. To enhance Li-ion transport, it is necessary to increase 𝜒^ and/or reduce 𝐿^. However, 

these changes decrease the maximum capacity due to the reduced loading of the active material. 

Similarly, 𝑅e,^ affects the solid-state diffusion dynamics, and it is desirable to decrease 𝑅e,^ to 

enhance Li transport within active material particles.108–110 Furthermore, 𝑅e,^, along with 𝜀e,^, 

also influence the value of the specific surface area of the active material, 𝑎e,^. Since 𝑎e,^ is 

directly proportional to 𝜀e,^ and inversely proportional to 𝑅e,^, increasing 𝜀e,^ and/or reducing 
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𝑅e,^108–110 generally leads to more electrochemically active area, which consequently improves 

fast-charging performance of the electrode. However, such a design strategy often leads to high 

first-cycle losses, because the increased SEI formation.108,111 Thus, one needs to consider the 

tradeoff between enhanced fast-charging performance and increased first-cycle losses when 

choosing the values of 𝑅e,^ and 𝜀e,^.  

All structural parameters are set during the design and construction of the electrode except 

for 𝜒^, which depends on the microstructure after the calendaring process. The R50 value (i.e., 

half of the particles are smaller in radius than this value) of the active-material powder is used for 

𝑅e,^. An automated parameterization process (described later in Section 4.4.3) was chosen to 

determine 𝜒^ for the following reasons. First, the experimental techniques such as electrochemical 

impedance spectroscopy (EIS)112–117 and X-ray tomography imaging,114,118–122 combined with 

calculations,32,59,119,121,123–125 that are used for determining 𝜏^ (and hence 𝜒^ using the relation 

𝜒^ =
n*
o*
! ) are resource intensive, and the results obtained from different techniques may not agree 

with each other,114,115 Second, the literature values for 𝜏^ (and hence 𝜒^) cannot necessarily be 

used for a particular battery system, because they are highly sensitive to the electrode composition 

and processing. Third, through this method, we account for any discrepancy between the input 

value and the actual value of the intrinsic transport properties of the electrolyte that arises from 

experimental uncertainties. It should be noted that 𝜒^ is treated as a second-rank tensor in 3D 

space for the HOLE anode to account for the anisotropy of the Li-ion transport, as discussed in 

previous publications.22,30 
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4.4.1.2 Material 

The model parameters that are determined by material properties fall under this second 

category. Such parameters can be further divided into three subcategories, as shown in Figure 4.4. 

The first subcategory is that of the kinetic parameters, which include the transport parameters and 

reaction-rate parameters. For the active material, the kinetic parameters are the solid-state 

diffusivity, 𝐷e,^; the electronic conductivity, 𝜎^; the area specific resistance of the SEI layer, 𝜌^; 

and the reaction rate constant, 𝑘^. For the electrolyte, the parameters are the ionic diffusivity, 𝐷X; 

the ionic conductivity, 𝜅X; and the transference number, 𝑡5,^4 . For achieving high-rate performance, 

a high 𝐷e,^ is desired to ensure fast diffusion of Li within the active material particles, as well as 

a large 𝑘^, which results in low activation overpotential. Additionally, a small 𝜌^ and high 𝜎^ are 

desired as they result in low overpotential at particle-electrolyte interface and small Ohmic 

overpotential, respectively. Similarly, large values of 𝐷X, 𝜅X, and 𝑡5,^4  would result in fast Li-ion 

transport in the electrolyte, and thereby reduce the large concentration gradient that typically 

develops in the electrode during a high C-rate operation. 

The kinetic parameters for the active material can potentially be determined using the 

galvanostatic intermittent titration technique (GITT) and the EIS techniques. However, these 

measurements tend to have significant uncertainties due to the difficulty in determining the active 

surface area.126 Moreover, the measurements obtained using GITT and EIS often do not agree with 

each other.127,128 Owing to these challenges, the values reported in the literature can span multiple 

orders of magnitude; for instance, the range of the solid-state diffusivity of Li within graphite 

particles has been reported to be as wide as seven orders of magnitude.129 Thus, we chose to obtain 

these parameters using the automated parameterization procedure (explained later in Section 

4.4.3). We assumed each of 𝑘^, 𝜌^, and 𝐷e,P to be a constant value (independent of concentration, 



 71 

etc.); however, since the Li diffusivity in the graphite anode, 𝐷e,,, is known to have a strong 

dependence on the Li concentration in graphite, we obtained a functional form of 𝐷e,,	vs. Li 

concentration from the literature130 and scaled that function by a pre-factor, which is determined 

by the automated parameterization procedure. On the other hand, the kinetic parameters for the 

electrolyte are well studied and documented, and therefore we adopted their values directly from 

the literature.131  

The next subcategory is of thermodynamic parameters, which includes parameters such as 

the equilibrium potential or the OCV, 𝑈^, and the maximum concentration, 𝑐e,^+,-, for the active 

material, as well as the thermodynamic factor, n1 + bpqrT±,*s
bpqrP", *s

o, for the electrolyte. Although the 

thermodynamic parameters do not directly determine the fast-charging performance of the 

electrode, they can exacerbate the existing kinetic limitations in the system. For instance, if 𝑈^ 

has one or more plateaus where it is nearly constant with respect to the state of charge (SOC), it 

can lead to highly inhomogeneous distribution of the reaction current density, which can severely 

reduce the accessible capacity under high C-rate conditions.23,104,132,133 However, this effect is only 

observed when transport limitations are present in the electrolyte and active material. In their 

absence, the plateaus in 𝑈^ do not affect the accessible capacity (see Figure 4.14 and the associated 

text in the Section 4.7).  

We experimentally obtained 𝑈^ for both electrodes by performing slow (C/33) charging 

of a three-electrode cell. Furthermore, we obtained 𝑐e,^+,- through the automated parameterization 

procedure (explained later in Section 4.4.3) because of two reasons. First, the density of the active 

materials used in this study were not accurately known (only the tap density of the powder was 

provided by the supplier). Second, a wide range of values for 𝑐e,^+,- is reported in the literature. For 
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instance, the reported maximum Li concentration in a carbon electrode ranges from 16,100 mol/m3 

134,135 to ~31,000 mol/m3 136,137 in the literature. The discrepancy originates from the fact that two 

different specific capacities (theoretical and practical) are used to convert the voltage vs. capacity 

data for 𝑈^ to the voltage vs. Li-site fraction data, which is required for the Newman model. 

However, the information regarding which specific capacity was used in the analysis is often not 

provided. This shows the importance of reporting all the information about the materials, 

processing, and testing conditions used in such studies. Finally, the thermodynamic factor for the 

electrolyte was obtained from the literature.131 

 

4.4.2 Separator parameters 

The parameter categorization for the separator is the same as that for the electrodes, except 

for the fact that the separator is electronically insulating and has no active material. For high fast-

charging-performance, a separator with high	𝜀<, low 𝜏<	(and therefore, high 𝐷%TT,< and 𝜅%TT,<), and 

low 𝐿< is required while ensuring the mechanical strength against Li dendrite penetration and high 

electronic insulation.138 Such a design would also enhance the energy density of the battery 

because it reduces the weight of the electrochemically inactive components. The structural 

parameters were measured experimentally, except for 𝜒<, which was obtained using the automated 

parameterization procedure (described in Section 4.4.3) due to the reasons discussed above for the 

electrodes. Since the material parameters for the separator are only related to the electrolyte, they 

are obtained from the literature.131 Note that the electrolyte parameters are individually defined in 

different domains to ensure the model’s applicability to a wide variety of Li-ion battery designs, 

including, for example, solid-state batteries, in which the separator and electrodes could have 

different electrolytes. 
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4.4.3 Automated parameterization procedure 

To determine the remaining model parameters, we employed an ML algorithm based on 

particle swarm optimization (PSO).99,100 We selected PSO because of two reasons. First, the 

runtime of PSO is independent of the number of unknown parameters, and there are many in this 

case. Second, since PSO tracks both local and global optimum at every iteration, the probability 

of its convergence to a local optimum can be reduced if a sufficiently large swarm size is used. 

We note that other optimization algorithms such as genetic algorithms139–141 or the algorithm 

proposed by Huang et al.142 can also be used to implement the automated parameterization 

procedure. However, a comparative analysis of these algorithms is beyond the scope of this study. 

We also note that our implementation of the algorithm is similar to the work of Arunachalam et 

al.143 As in that work, we implemented PSO in MATLAB and used COMSOL to solve the 

Newman model. The interface between the two software was managed using COMSOL LiveLink 

for MATLAB. For an individual C-rate, the error used in the objective function for PSO is defined 

as the integral of the square of voltage difference between the experimental result, 𝑉+
%-e., and the 

simulated result, 𝑉+<U+., with respect to the normalized accessible capacity, 𝑄Ë+. The objective 

function, 𝑒̂J, is then obtained as the sum of errors for all C-rates, which are indexed using 𝑚: 

 
𝑒̂J =©¥ e𝑉+

%-e. − 𝑉+<U+.f
0𝑑𝑄Ë+.

6

4+

 (4.20) 

Next, we discuss our implementation of PSO. Figure 4.5 shows the flowchart for the PSO 

algorithm used in this work. Our implementation is based on the work of Clerc et al.,99 which is a 

modified version of the original algorithm developed by Kennedy et al.100 Clerc et al.99 suggested 

the use of a constriction coefficient, ℵ, for calculating the personal (𝑐6) and social (𝑐0) acceleration 
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coefficients instead of the choice of 𝑐6 =	𝑐0 = 2 in Ref. 100. The relations between the 

acceleration and constriction coefficients are listed in Table 4.2, along with their values.  

 

Figure 4.5. Flow chart showing the PSO algorithm. Reproduced with permission from Ref. 24. Copyright 
2023, the authors. Published by Elsevier B.V.  
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Update the position and
velocity of all particles
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Table 4.2. PSO hyperparameters and their values.99 Reproduced with permission from Ref. 24. Copyright 
2023, the authors. Published by Elsevier B.V. 

Parameter Value 

𝜘 1 

𝜑# 2.05 

𝜑$ 2.05 

𝜑 𝜑# + 𝜑$ 	= 	4.1 

ℵ 
2𝜘

f2 − 𝜑 − g(𝜑$ − 4𝜑)f
	= 	0.7298 

𝑤 ℵ	 = 	0.7298 

𝑐# ℵ𝜑# 	= 	1.4962 

𝑐$ ℵ𝜑$ 	= 	1.4962 

 

The position coordinates for each particle are initialized using random numbers obtained from a 

uniform distribution between minimum and maximum values of the model parameters (using the 

function unifrnd in MATLAB®), while the velocity is set to zero. These values are provided for 

each parameter in Table 4.3. Subsequently, in every iteration, the velocity and position of each 

particle is updated as follows. 

𝑣>U56 = 𝑤𝑣>U + 𝑐6 × 𝑌 ∘ e𝑝>u%<$ − 𝑝>Uf +	𝑐0 	× 𝑌 ∘ e𝑝vu%<$ − 𝑝>Uf, (4.21) 

𝑝>U56 	= 	 𝑝>U 	+ 	𝑣>U56, (4.22) 

where 𝑌 is a vector of random numbers between 0 and 1 with size equal to the number of unknown 

parameters, 𝑣 and 𝑝 are vectors (having a length equal to the number of unknown parameters) that 

represent the particle velocity and position, respectively. The symbol ∘ represents the Hadamard 

product (elements wise multiplication) between the vectors. The subscript 𝑗 represents the particle 

number and the superscript 𝑖 represents the iteration number; and the variables 𝑝>u%<$ and 𝑝vu%<$ 
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represent the personal best position for the 𝑗$# particle and global best position for the swarm (i.e., 

with minimum value of the objective function), respectively. Note that these positions may not 

change in every iteration. We also note that both the velocity and position for each particle are 

restricted to a predetermined range, which is individually set for each parameter. This is done to 

avoid unphysical values for the parameters like negative reaction rate constants or diffusion 

coefficients (for Fickian diffusion). The lower and upper bounds for each parameter, denoted by 

𝑋w and 𝑋k, respectively, are listed in Table 4.3. Note that the range for each parameter is set such 

that it encompasses the literature-reported values, as listed in Table 4.3. Note that 𝐷e,,
PK%TTis a 

prefactor, which is used to scale the literature reported function of Li diffusivity in graphite shown 

in Figure 4.12 in Section 4.7, i.e., 𝐷e,, = 𝐷e,,
PK%TT × 𝐷<. The minimum and maximum velocity are 

set equal to -0.5(𝑋k −	𝑋w) and 0.5(𝑋k −	𝑋w), respectively.  

 

Table 4.3. The minimum and maximum values set for each parameter obtained using the PSO algorithm. 
Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

Parameter Lower Bound (𝑿𝒍) Upper Bound (𝑿𝒖) 

𝐷<,D
6K*44 1 × 10LM 1 

𝑐<,DGDH 2 × 10N 3.5 × 10N 

𝜒D 1 × 10LM 3 × 10L# 

𝑘D (m/s) 1 × 10L#M 1 × 10LO 

𝜌D (Ωm2) 1 × 10LP 1 × 10LN 

𝐷<,6 (m2/s) 1 × 10L#Q 1 × 10L#$ 

𝑐<,6GDH 4 × 10N 6 × 10N 

𝜒6  1 × 10LM 3 × 10L# 

𝑘6  (m/s) 1 × 10L#N 1 × 10L#; 

𝜌6  (Ωm2) 1 × 10LM 1 

𝜒C 1 × 10LM 6 × 10L# 
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To train the ML model, we needed experimental data. Dr. Kuan-Hung Chen and Prof. Neil 

Dasgupta provided this data in the form of voltage vs. capacity curves for galvanostatic charging 

of the control anode (the unmodified anode design) at six C-rates (0.1C, 0.5C, 1C, 2C, 4C, and 

6C). Thus, this data for the control anode was used as the training dataset. The simulated results 

obtained using the automatically identified parameters are compared with the experimental results 

for the anode in the control cell in Figure 4.6a. As can be seen, the two datasets match closely with 

each other. The corresponding evolution of the objective function is provided in Figure 4.7 (blue 

curve with the left y-axis). Next, we performed simulations for galvanostatic charging of the 

HOLE anode to validate the identified parameters. Therefore, the data for the HOLE anode served 

as the test dataset. We note that the ratios between the in-plane and through-plane values of 𝐷%TT,, 

and 𝜅%TT,, were obtained manually for the HOLE anode because the performance of the control 

cell is insensitive to the anisotropy in the electrode tortuosity. The simulated and experimental 

results are compared in Figure 4.6b for the HOLE anode. The close match between the two datasets 

validates the trained ML model and highlights the prediction accuracy of the trained model when 

accounting for a change in the electrode design. Moreover, it shows that only the 1D form of the 

Newman model is sufficient for the parameterization purpose (except for the in-plane value of the 

effective transport properties), which is much faster to solve than the 3D form. 
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Figure 4.6. Comparison between the experimental and simulated voltage traces for the anode in the (a) 
control cell and (b) HOLE cell (with the HOLE patterned anode). The experimental data are shown in solid 
curves, while the simulation data are shown with dashed curves. The data show six rates from 0.1C (black) 
to 6C (cyan). Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier 
B.V. 

 

 
Figure 4.7. The evolution of the objective function obtained for the anode and the cathode in the control 
cell (with unmodified electrodes). The error for the anode is on the left y-axis, and that for the cathode is 
on the right y-axis. Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by 
Elsevier B.V. 

 

To further demonstrate the efficacy of the ML algorithm, we applied it to the cathodes in 
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function for the cathode in the control cell is provided in Figure 4.7 (magenta plot with the right 

y-axis). Following the same approach as the anodes, the measurements for the cathode in the 

control and HOLE cells were used as the training and test datasets, respectively. As can be seen, 

the simulated curves match well with the experimental measurements for both the cells. The final 

set of parameters identified for both the anode and the cathode in this section are listed in Table 

4.4 and Table 4.5, respectively, along with their sources and a comparison with the literature 

reported values (where available). The values of the remaining model parameters are listed in 

Table 4.6. In Section 4.5, we use the model to investigate the effect of the HOLE architecture on 

the fast-charging performance of the graphite. Subsequently, we discuss the simulations-based 

optimization of HOLE design for fast-charging performance in the next chapter. 

 

Figure 4.8. Comparison between the experimental and simulated voltage traces for the cathode in the (a) 
control cell and (b) HOLE cell (with the HOLE patterned anode). The experimental data are shown in solid 
curves, while the simulation data are shown with dashed curves. The data show six rates from 0.1C (black) 
to 6C (cyan). Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier 
B.V. 
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Table 4.4. Anode parameter values identified and used in this work, along with their sources and 
comparison with the ranges of values surveyed from the literature. Reproduced with permission from Ref. 
24. Copyright 2023, the authors. Published by Elsevier B.V. 

Parameters Values Units Sources 
Range of values 
in literature (if 
available) 

Thickness (𝐿D) 6.8´10-5 m Experiment -- 
Particle radius (𝑅<,D) 4.06´10-6 m Experiment -- 
Electrolyte volume 
fraction (𝜀D) 

3.132´10-1 -- Experiment -- 

Active material volume 
fraction (𝜀<,D) 

6.456´10-1 -- Experiment -- 

Reaction rate constant 
(𝑘D) 

1.824´10-10 m/s Automated 
parameterization 

1.7´10-11 – 
1.5´10-10 
m/s137,144–147 

Max Li concentration in 
graphite (𝑐<,DGDH) 

2.95´104 mol/m3 
Automated 
parameterization 

3.054´104 – 
3.192´104 
mol/m3 137,144–146 

Initial Li concentration in 
graphite (𝑐<,Do!R;) 

1.77´101 mol/m3 Assumed -- 

Li diffusion coefficient in 
graphite (𝐷<, D) 

0.4252´𝐷C   m2/s 
Automated 
parameterization -- 

Effective Li-ion diffusion 
coefficient (𝐷*44,D) 

2.15´10-2´ 

p
1.2𝐷8 0 0
0 1.2𝐷8 0
0 0 𝐷8

q  
m2/s 

Automated 
parameterization 
(except for the ratio 
between the in-
plane and through-
plane values) 

-- 

Effective electrical 
conductivity (𝜎*44,D) 

4.43´10-2´𝜎C,TDFUKV S/m Automated 
parameterization 

1´101 – 2.2´102 
S/m134,137,144 

Effective Li-ion 
conductivity (𝜅*44,D) 

2.15´10-2´ 

p
1.2𝜅8 0 0
0 1.2𝜅8 0
0 0 𝜅8

q  
S/m 

Automated 
parameterization 
(except for the in-
plane to through-
plane ratio) 

-- 

Initial Li-ion 
concentration in the 
electrolyte (𝑐*,Do!R;) 

1´103 mol/m3 Experiment -- 

Area specific resistance of 
the SEI layer, (𝜌D) 

3.3´10-7 Ωm2 
Automated 
parameterization -- 
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Table 4.5. Cathode parameter values identified and used in this work, along with their sources and 
comparison with the ranges of values surveyed from the literature. Reproduced with permission from Ref. 
24. Copyright 2023, the authors. Published by Elsevier B.V. 

Parameters Values Units Sources 
Range of values 
in literature (if 
available) 

Thickness (𝐿6) 6´10-5 m Experiment -- 
Particle radius (𝑅<,6) 4.65´10-6 m Experiment -- 
Electrolyte volume 
fraction (𝜀6) 

3.411´10-1 -- Experiment -- 

Active material volume 
fraction (𝜀<,6) 

6.062´10-1 -- Experiment -- 

Reaction rate constant 
(𝑘6) 

1.545´10-11 m/s 
Automated 
parameterizat
ion  

1´10-11 – 9.2´10-

11 m/s 137,144,145 

Max Li concentration in 
NMC-532 (𝑐<,6GDH) 

5.018´104 mol/m3 
Automated 
parameterizat
ion 

4.7408´104 – 
4.858´104 
mol/m3 137,144,145 

Initial Li concentration in 
NMC-532 (𝑐<,6o!R;) 

4.9176´104 mol/m3 Assumed -- 

Li diffusion coefficient in 
NMC-532 (𝐷<, 6) 

1.0825´10-14 m2/s 
Automated 
parameterizat
ion 

2´10-16 – 3´10-14 
m2/s137,144,148–150 

Effective Li-ion diffusion 
coefficient (𝐷*44,6) 

3.47´10-2´𝐷8   m2/s 
Automated 
parameterizat
ion 

-- 

Effective electrical 
conductivity (𝜎*44,6) 

6.17´10-2´σC,%WT  S/m 
Automated 
parameterizat
ion 

1´101 – 7´101 
S/m137,144,145 

Effective Li-ion 
conductivity (𝜅*44,6) 

3.47´10-2´𝜅8  S/m 
Automated 
parameterizat
ion 

-- 

Initial Li-ion 
concentration in the 
electrolyte(𝑐*,6o!R;) 

1´103 mol/m3 Experiment -- 

Area specific resistance of 
the SEI layer, (𝜌6) 

1.65´10-2 Ωm2 
Automated 
parameterizat
ion 

-- 
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Table 4.6. Values of the remaining model parameters identified and used in this work, along with their 
sources and comparison with the ranges of values surveyed from the literature. Reproduced with permission 
from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

Parameters Values Units Sources 
Range of values 
in literature (if 
available) 

Intrinsic material properties 
Diffusion coefficient of the 
electrolyte, 𝐷8 

(2.2´10-10 – 4.24´10-10) 
(Figure 4.13a) m2/s Literature151 -- 

Ionic conductivity of the 
electrolyte, 𝜅8 

(1´10-6 – 9.5´10-1) 
(Figure 4.13b) 

S/m Literature151 -- 

Transference number in the 
electrolyte, 𝑡&;  

1.1´10-1 – 3.7´10-1 

(Figure 4.13c) 
-- Literature151 -- 

Activity coefficient of the 

electrolyte, 0 1234±5
0 12(6')

 
0 – 2.5 (Figure 4.13d) -- Literature151 -- 

Li-ion diffusion coefficient 
in graphite, 𝐷C 

(6.6´10-16 – 4.2´10-13) 
(Figure 4.12) m2/s Literature130 1´10-15 – 1´10-9 

m2/s129 
Electronic conductivity of 
NMC, 𝜎C,%WT  6.8´101 S/m  

Literature136 
-- 

Electronic conductivity of 
graphite, σC,TDFUKV 1´102 S/m Literature147 -- 

Separator 
Thickness (𝐿C) – three-
electrode cell 2.2´10-4 m Experiment -- 

Thickness (𝐿C) – pouch 
cell 1.2´10-5 m Experiment -- 

Volume fraction of 
electrolyte (𝜀C)  

7.1´10-1 -- Experiment -- 

Effective Li-ion diffusion 
coefficient (𝐷*44,C) 

5.5´10-1´𝐷8   m2/s Automated 
parameterization -- 

Effective Li-ion 
conductivity (𝜅*44,C) 

5.5´10-1´𝜅8 S/m Automated 
parameterization -- 

Initial Li-ion concentration 
in the electrolyte (𝑐*,Co!R;) 

1´103 mol/m3 Experiment -- 

Other 
Temperature 2.98´102 K Experiment -- 
1C current density 
(determined based on the 
cathode loading) 

2.326´101 A/m2 Experiment -- 

Volume retention after 
laser patterning (Ω>) 

0.895 -- Experiment -- 
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Inter-channel spacing (𝑑") 8.5´10-5 m Experiment -- 
Top radius of the channel 
(at the anode/separator 
interface) 

2.15´10-5 m Experiment -- 

Bottom radius of the 
channel (at the 
anode/separator interface) 

6´10-6 m Experiment -- 

 

4.5 Simulation results for the effect of laser patterning on the fast-charging performance of 

graphite electrodes  

Figure 4.9c compares the simulated voltage (vs. a Li reference) vs. time curves for the 

control and HOLE anodes during 4C charging. The simulation for each cell was terminated when 

the anode voltage reached 0 V. As expected, the HOLE anode was able to maintain a voltage above 

0 V for a longer period of charging time than the control anode (364 s vs. 125 s), which shows that 

the polarization at the HOLE anode is lower than that in the control anode. This decrease in the 

polarization is facilitated by improved access of Li-ions to graphite particles in the bulk of the 

HOLE anode through the channel design. Figure 4.9a and Figure 4.9b compare the Li-ion 

concentration evolution in the electrolyte phase of the control and HOLE anodes. As shown in the 

figures, Li-ion concentration far from the anode/separator interface in the HOLE anode (Figure 

4.9b) is higher than that in the control anode (Figure 4.9a) at all times. Due to the improved Li-ion 

transport, a reduction in the local Li-ion concentration near the anode/separator interface can be 

seen in the HOLE anode compared to the control anode. 
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Figure 4.9. Evolution of Li-ion concentration in the electrolyte phase of the (a) control graphite anode at t 
= 20, 40, 80, and 125 s, (b) HOLE graphite anode at time t = 20, 40, 80, 125, 245, and 364 s during 4C 
charging. The color indicates the Li-ion concentration according to the color bar on the right. The 
anode/separator interface is at the top of the anodes shown in (a) and (b). (c) Simulated voltage response of 
the anode in the control cell (dashed, black line), and in the HOLE cell (solid, red line). Reproduced with 
permission from Ref. 22. Copyright 2020, Elsevier B.V. 

 

Due to the ionic transport limitation in the control anode, electrochemical reaction is 

concentrated near the anode/separator interface, as shown in Figure 4.10a. This intensification of 

the reaction near the anode/separator interface causes the corresponding anode volume to lithiate 

faster than the entire bulk. Since the diffusion of Li-ions into the control anode is limiting, and the 

surface of the graphite particles near the anode/separator interface is fully lithiated, if the charging 

is continued, the incoming Li-ions will be highly likely to plate on the anode/separator interface. 

Therefore, the control anode has a high propensity for Li plating. The HOLE anode, on the other 

hand, experiences a much more homogenous distribution of the reaction in its bulk, as shown in 

Figure 4.10b. Thus, lithiation occurs more uniformly in the HOLE anode instead of being limited 
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to the volume near the anode/separator interface. If the charging is continued below 0 V, the 

incoming Li-ions will have direct pathways through the channels to penetrate deeper into the 

thickness of the anode and react with the unreacted active material even when the surface of the 

graphite particles near the anode/separator is fully lithiated. Thus, the introduction of channels 

facilitates a reduction in the propensity for Li plating in the HOLE anode as compared to the 

control anode during fast charging, as well as maintaining the anode voltage above 0 V for a longer 

period.  

The ripples in the reaction rate in the anode bulk arise due to the form of the open circuit 

potential of graphite (specifically, plateaus and the transitions between the plateaus; see Figure 

4.11 and the associated text in Section 4.7), along with the electrostatic potential and the 

concentration gradients in the electrolyte phase. The small noise in the reaction rate magnitude at 

the anode/separator interface for the HOLE anode is a numerical artifact that disappears when an 

extremely fine mesh is used and does not alter the evolution of the physical quantities presented 

here (as confirmed by direct testing). We note that results provided in Figure 4.9 and Figure 4.10 

correspond to the parameter values set before the automated parameterization was implemented.22 

Nonetheless, the inference made here is still valid even for the latest parameter set, as noted in the 

next chapter. 
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Figure 4.10. Evolution of the magnitude of reaction rate in the (a) control graphite anode at t = 20, 40, 80, 
and 125 s, (b) HOLE graphite anode at time t = 20, 40, 80, 125, 245, and 364 s during 4C charging. The 
color indicates the magnitude of the reaction rate in A/cm3 according to the color bar on the right. The 
anode/separator interface is at the top of the anodes shown in (a) and (b). Reproduced with permission from 
Ref. 22. Copyright 2020, Elsevier B.V. 

 

4.6 Chapter 4 Summary 

In this chapter, we employed continuum-scale modeling to develop mechanistic 

understanding of the effect of the HOLE architecture on the fast-charging performance of thick 

graphite anodes. First, we summarized the experimental results (obtained by Kuan-Hung Chen 

(Dasgupta Group) and Min Ji Namkoong (Sakamoto Group)), which showed that industrially 

relevant pouch cells (> 2 Ah) based on the HOLE architecture retained > 97% and > 93% capacity 

after 100 cycles of 4C and 6C fast-charge cycling, respectively. While the corresponding retention 

in cells with the unpatterned electrodes was only 69% and 59%. We then described model 

a) Control

b) HOLE
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equations and the associated parameters in detail, along with a workflow to identify those 

parameters. The workflow includes a categorization of the model parameters, identification of the 

source(s) for each parameter, and development of an automated parameterization procedure based 

on the particle swarm optimization (PSO) algorithm. We used the three-electrode voltage vs. 

capacity measurements obtained at six different C-rates for the control and HOLE cells to calibrate 

and validate the parameter set, respectively. Subsequently, based on the simulation results, we 

established that the HOLE architecture enables fast charging in thick graphite anode by enhancing 

the Li-ion transport and the homogeneity of the reaction distribution within the anode volume. 

Consequently, it reduces the intensification of the electrochemical reaction near the 

anode/separator interface, which mitigates Li plating. In the next chapter, we extend this work by 

examining the effect of the HOLE design parameters using the parameterized model and identify 

the optimal HOLE geometry for superior fast-charging performance. Furthermore, we reduce the 

computational cost associated with the optimization by developing a semi-analytical framework 

based on the second Damköhler number. 

 

4.7 Chapter 4 Appendix 

 

Composition-dependent material properties 

All the composition-dependent material properties used in the model are shown in Figure 

4.11 to Figure 4.14. Kuan-Hung Chen provided the open circuit voltage (OCV) measurements for 

the graphite and NMC electrodes by galvanostatically lithiating them at C/33.  
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Figure 4.11. The experimentally obtained open-circuit voltage as a function of the lithium site fraction for 
(a) graphite and (b) LiN0.5M0.3C0.2O2 (NMC-532). Reproduced with permission from Ref. 24. Copyright 
2023, the authors. Published by Elsevier B.V. 

 

 
Figure 4.12. Diffusion coefficient of lithium in graphite as a function of the lithium site fraction.130 
Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 
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Figure 4.13. The intrinsic properties of the electrolyte as a function of Li-ion concentration. Diffusion 
coefficient, (b) ionic conductivity, (c) transference number of Li-ion, and (d) the dependence of the salt 
activity coefficient on the electrolyte concentration.151 Reproduced with permission from Ref. 24. 
Copyright 2023, the authors. Published by Elsevier B.V. 

 

Results with no mass-transport limitation 

To show that the presence of peaks in the reaction current density (RCD) distribution do 

not affect the accessible capacity during fast charging in the absence of any mass transport 

limitation, we performed a 4C simulation for the control anode without such limitations. We 

artificially set high values of the effective electrolyte diffusivity (and conductivity) and the Li 

diffusion in graphite in the control anode; the electrolyte properties were set 14.5 times higher, and 

the solid diffusivity was set 1000 times higher than the values used in Section 4.5. The simulated 

results are compared with those for the control anode (same as Section 4.5) in Figure 4.14a. Two 
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insights are obtained from the comparison. First, despite the presence of inhomogeneity in RCD, 

the control anode with no mass transport limitations achieves the fully charged state (an SOC value 

of 1) at 4C, with the final voltage of ≈ 0.091 V, which is well above the point where Li plating is 

possible. As a reference, the baseline control anode reached an SOC of 0.167. Second, having mass 

transport limitations make the peaks in RCD taller (as noted by the increased value) and narrower 

(as noted by the decrease in penetration depth of the peak). 

 
Figure 4.14. (a) Comparison of the voltage vs. SOC plot for the control anode and the control anode with 
no mass transport limitations during 4C charging. (b) The evolution of RCD along the anode thickness for 
the two control anodes. The values of RCD can be found on the color bar on the right. Note that the max 
value on the color bar is set to 6 A/cm3 for the same reason provided in the main text. Reproduced with 
permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 
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CHAPTER 5  
Optimization of the Highly Ordered Laser-Patterned Electrode Architecture Using 

Continuum-Level Simulations*  

 

5.1 Introduction: Optimal design of the laser-patterned electrode for fast charging  

As explained in Chapter 4, the Highly Ordered Laser-Patterned Electrode (HOLE) 

architecture improves the fast-charging performance of thick graphite electrode by enhancing the 

Li-ion transport and the homogeneity of the reaction distribution within the electrode volume. 

However, there is a lack of understanding of the effect of HOLE design parameters on the fast-

charging performance. Until now, only a limited number of studies have carried out such an 

investigation. In the report by Lauri et al.,94 the authors simulated the effect of the cone angle of 

the HOLE channel and the misalignment of the channels in the cathode and anode on the fast-

charging performance (up to 4C) of NMC-111/Graphite cells. In the report by Schweighofer et 

al.,96 the effect of inter-channel spacing for various patterned electrode geometries (line, grid, and 

cylindrical channels) on the fast-discharging performance (up to 3C) of NMC-811/Graphite cells 

was simulated. Additionally, all the reported studies so far use the computationally expensive 3D 

simulations to study HOLE architectures. Thus, a theoretical framework for predicting the effect 

of various HOLE design parameters on the high C-rate performance of the thick electrodes is also 

missing. 

 
* This chapter is adapted from V. Goel et al., Energy Storage Materials, 57 (2023), 4424; and V. Goel et al., MethodsX, 
8 (2021), 101425.30 
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In this chapter, we bridge the aforementioned knowledge gaps by investigating the effect 

of the HOLE architecture parameters like the inter-channel spacing at a fixed volume retention on 

the fast-charging performance with continuum-level simulations. Note that the parameterized 

model obtained in Chapter 4 is used for this work. Our results reveal that while closer (and smaller) 

channels improved fast-charging performance compared to those with larger spacings and 

diameters, there exists an optimal spacing below which the marginal gain in the performance falls 

rapidly. We also define the second Damköhler number, 𝐷𝑎xx, as a metric to quantify the effect of 

the channel size/spacing on the electrode performance and to provide a metric for optimizing the 

HOLE design. Our results show that the optimal configuration has 𝐷𝑎xx ≈ 1 throughout charging. 

Based on this finding, we develop a semi-analytical method to obtain a time-averaged value of 

𝐷𝑎xx, which can be used for high-throughput screening of various candidate electrode 

architectures, thereby reducing the computational cost of the overall optimization process.  

 

5.2 Optimization of the HOLE architecture 

As discussed in Chapter 4, HOLE architecture enhances fast-charging performance of thick 

graphite anodes by improving the homogeneity of the electrolyte concentration and reaction 

current density distribution within the anode. We now optimize the HOLE geometry. The 

geometric optimization aims to maximize the accessible capacity during 4C and 6C galvanostatic 

charging, with a fixed amount of electrode volume that is removed in the HOLE pattern. The 

results for 4C charging are presented first followed by that for 6C (Section 5.2.3). Moreover, to 

reduce the computational cost of the 3D simulations required for the optimization, we only 

consider half cells of a graphite electrode with a Li metal electrode. The details of the half-cell 

configuration are provided in the in Figure 5.8 and the associated text in Section 5.4. 
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For this study, we considered the shape of the channels to be cylindrical (instead of conical, 

which was considered in the results discussed in Chapter 4). This change was made to facilitate 

the theoretical work that will be described in Section 5.2.2. The geometry of a HOLE anode with 

cylindrical channels can be characterized in terms of three parameters – the inter-channel spacing, 

𝑑#; the channel radius, 𝜇#; and the electrode volume fraction retained, 𝛺2. For a hexagonal 

arrangement of the channels, these parameters are related by 

 𝛺2 = 1 −  
2𝜋
√3

n
𝜇#
𝑑#
o
0
. (5.1) 

Therefore, only two independent parameters govern the geometry of a HOLE anode. For our study, 

we chose 𝑑# and 𝛺2 as the independent parameters. We then set 𝛺2 ≈ 0.895, as mentioned in 

Table 4.6. By fixing the value of 𝛺2, we maintain a value of the N:P ratio for the full cell to be 

greater than 1, which is typical of commercial Li-ion batteries. Therefore, as in commercial LIBs, 

the battery capacity remains limited by the cathode, and not the anode. As a result, the HOLE 

architecture enables improved power density without sacrificing energy density of the battery, 

since the accessible cell capacity remains lower than the theoretical capacity of the anode, and thus 

the energy density does not change after HOLE patterning. Under these conditions, 𝜇# and 𝑑# are 

related as 

      𝜇#   = ÓÔ
√3
2𝜋

(1  −  0.895)Õ𝑑# . 
(5.2) 

Thus, the channel radius is directly proportional to the inter-channel spacing for a fixed 𝛺2. 

Furthermore, 𝑑# also determines the maximum distance, 𝛿#, to the nearest channel wall 

within the electrode. This distance is of interest because it sets the time it takes for Li-ion transport 

from the channel wall to reach the entire electrode volume. For the hexagonal symmetry of the 
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channels, the furthest point from the channel walls lies at the centroid of the triangle formed by 

the three adjacent channel centers, as shown in Figure 5.1a. Thus,  

      𝛿#   =
√3
3 𝑑# − 𝜇# = 0.407𝑑# . 

(5.3) 

As seen above, the relevant design parameters for a hexagonal arrangement of the channels can be 

directly obtained from 𝑑#. Therefore, to find the optimal HOLE architecture for 4C charging, we 

considered 10 values of 𝑑# ranging from 15 to 235 𝜇𝑚. Table 5.1 lists the values of 𝑑# examined 

along with corresponding values of 𝜇# and 𝛿#. Here, we focus on the performance quantified by 

the accessible capacity, which is defined as the SOC achieved when the anode voltage reaches 0 

V vs. Li/Li+, below which there is a risk of Li plating. We also considered a loading-adjusted 

control anode, which has the same loading as the HOLE anodes, and discuss its fast-charging 

performance in Section 5.4 (see Figure 5.9 and associated text). Note that the loading-adjusted 

anode is the same as the new control anode in Chapter 4 (Figure 4.2f and the associated text). Since 

we have previously shown (Figure 4.2f and the associated text ) that simply adjusting the loading 

of the control electrode to match that of the HOLE electrode does not result in a significant 

improvement in its performance, it does not merit further investigation. 
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Table 5.1. List of values of 𝑑" used in the 4C optimization study along with corresponding values of 𝜇" 
and 𝛿". Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V.  

𝒅𝒉	(𝝁𝒎) 𝝁𝒉	(𝝁𝒎) 𝜹𝒉	(𝝁𝒎) 
15 2.55 6.11 
25 4.25 10.18 
40 6.81 16.28 
55 9.36 22.39 
85 14.46 34.60 
115 19.57 46.81 
145 24.67 59.02 
175 29.77 71.23 
205 34.88 83.44 
235 39.98 95.65 

 

 

Figure 5.1. Schematic of a triangle formed by three adjacent channels, simulated voltage vs. SOC plots and 
the accessible capacity as a function of 𝑑" at 4C for all HOLE configurations considered here.Schematic 
of a single triangle from the hexagonal arrangement of channels in the HOLE architecture. (b) Voltage vs. 
SOC plots for the control anode and the HOLE anodes considered in this optimization study at 4C charging. 
(c) Accessible capacity vs. 𝑑" curve for the HOLE configurations (magenta diamonds, left y-axis), and the 
magnitude of its discrete derivate (black circles connected with a dashed line, right y-axis); the accessible 
capacity observed for the control anode is provided as a reference, using the magenta dashed line. The 
optimal configuration among the simulations conducted, 𝑑" = 55	𝜇𝑚, is noted in (c). Reproduced with 
permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 
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Figure 5.1b and c show the anode voltage vs. SOC and the accessible capacity vs. 𝑑#, 

respectively, for all 𝑑# values (including the control anode). We also provide the magnitude of the 

discrete derivate of the accessible capacity vs. 𝑑# curve on the right y-axis in Figure 5.1c, which 

signifies the marginal gain in the accessible capacity. As can be seen, all the HOLE configurations 

perform better, i.e., access a higher SOC under fast-charge conditions, than the control anode 

(magenta diamonds vs. magenta dashed line in Figure 5.1c). In addition, the performance of the 

HOLE configuration improves with decreasing 𝑑#; closer spaced (and smaller diameter) channels 

deliver better fast-charging performance than the larger-spaced (and larger diameter) channels, 

under the constraint of retaining a fixed volume fraction. This finding is consistent with a previous 

study that examined a smaller range of parameters in another system (an NCA cathode with a hard 

carbon anode).152  

We observe that the derivative of the accessible capacity vs. 𝑑# curve is nonmonotonic, as 

shown by the black curve in Figure 5.1c. The magnitude of the derivative increases up to 𝑑# =

55	𝜇𝑚, below which it rapidly decreases. Therefore, 𝑑# = 55	𝜇𝑚 acts as the point of diminishing 

return, i.e., any progressive decrease in 𝑑# leads to an increasingly smaller improvement in the 

accessible capacity. Mechanistically, this diminishing improvement is observed because at a 

sufficiently small 𝑑# value, the transport in the electrolyte is no longer the limiting mechanism and 

other phenomena such as Li diffusion in graphite particles limit the charging process. We provide 

more insights into this diminishing return in the following sections (Sections 5.2.1). We define the 

𝑑# value corresponding to the point of diminishing return as the optimal configuration, as noted in 

Figure 5.1c. Thus, 𝑑# = 55	𝜇𝑚 is identified as the optimal configuration for 4C charging for 𝛺2 ≈

0.895 among the simulations conducted. Quantitatively, this configuration provides a 3.4 times 

larger value in the accessible SOC than the control anode.  
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We now offer additional insights into the enhancement of fast-charging performance 

observed above in the HOLE anodes by examining the distribution of the reaction current density 

(RCD), 𝜉 (A/m3), at separate times during charging. Figure 5.2 shows the evolution of the RCD 

distribution in the control anode during 4C charging. The RCD is highly concentrated near the 

anode-separator interface throughout charging, which is associated with a large overpotential at 

the interface. Owing to this large overpotential, the anode reaches the cut-off voltage (0 V vs. 

Li/Li+) well before a full charge is completed (149.5 s vs. 900 s). On the other hand, the RCD 

distribution is much more uniform in the HOLE anode (𝑑# 	= 	85	𝜇𝑚), as shown in Figure 5.2. 

Note that the effect of the HOLE architecture on the homogeneity on the RCD and the voltage vs. 

SOC plot is consistent with the results presented in Figure 4.10 and the associated text. 
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Figure 5.2. Time series of the simulated reaction current density distribution (RCD) for the control and 
HOLE anode (𝑑" 	=  85	𝜇𝑚) during 4C charging. The times for the images were selected when the anode 
voltage is 0.3V, 0.2V, 0.1V, 0.05V, and 0V, as noted at the bottom of the figure.The color indicates the 
RCD value according to the color bar on the right. The maximum magnitude of the RCD observed in the 
control anode is ~10.7 A/cm3; however, the maximum value of color bar is set to 6 A/cm3 to enable a better 
visual comparison with the HOLE anodes. Dashed arrows indicate the additional regions activated in the 
HOLE anode near the channel wall. Reproduced with permission from Ref. 24. Copyright 2023, the authors. 
Published by Elsevier B.V. 

 

This improvement in homogeneity arises because the HOLE architecture increases the 

electrochemically active fraction of the anode volume in two ways. First, it activates the volume 

near the channel walls, as highlighted in Figure 5.2. Second, to a lesser degree, it activates the 

volume away from the wall by decreasing the distance over which Li ions must be transported to 

reach the active particles that are located far from the separator. Consequently, a more uniform 

distribution of the current density is achieved in the HOLE anode, allowing it to sustain 4C 

charging for a longer time and to reach a higher SOC than the control anode. We note that the 
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presence of local regions with a high RCD in the anodes studied here, such as the red bands in the 

control anode at t = 94.9s and the green bands in the HOLE anode at t = 284.5s and t = 408.9s in 

Figure 5.2, is caused by a complex interplay between thermodynamics and kinetics.22,23,133The 

bands originate because of the plateaus in the graphite OCV (which is the function of Li 

concentration in graphite; see Figure 4.11 and the associated text ), and transport limitations in the 

electrolyte render them to be more pronounced104,132,133 (further details are found in Section 4.7; 

see Figure 4.14 and the associated text). Hereafter, we refer to these bands as peaks because they 

are analogous to the RCD peaks observed in pseudo-1D simulations in a previous study23 and later 

in Figure 5.5a. We discuss the effect of these peaks in detail in Section 5.2.1. 

Figure 5.3 compares the RCD distribution for 𝑑# =	55, 145, and 235 𝜇𝑚 at separate times 

during charging. Note that the anode voltages corresponding to these times are the same as in 

Figure 5.2. As can be seen, the reaction distribution is much more homogeneous for 𝑑# 	= 	55	𝜇𝑚 

than 𝑑# 	= 	235	𝜇𝑚, which underlies the superior performance of 𝑑# 	= 	55	𝜇𝑚. The details on 

the mesh required to sufficiently resolve the spatial distribution of the reaction current density are 

provided in Figure 5.10 and the associated text in Section 5.4. In the next section, we propose a 

metric for homogeneity of the RCD to quantify the effect of 𝑑# on the current homogeneity and 

the resulting electrode performance.  
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Figure 5.3. Time series of the simulated RCD distribution in three HOLE anodes with 𝑑" = 55, 145, and 
235	𝜇𝑚 during 4C charging. The times for the images were selected when the anode voltage is 0.3V, 0.2V, 
0.1V, 0.05V, and 0V, as noted at the bottom of the figure. Note that the times corresponding to these 
voltages vary significantly among the anodes. The range of the color bar is the same as Figure 5. Note that, 
while the thickness is the same for the three HOLE configurations, the lateral size is different since the 
channel spacings are different. Reproduced with permission from Ref. 24. Copyright 2023, the authors. 
Published by Elsevier B.V. 

 

5.2.1 Quantification of the current homogeneity and 𝑫𝒂𝑰𝑰 

As discussed above, the HOLE configuration with a smaller 𝑑# value exhibits a more 
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peaks in the RCD distribution to the applied current and the corresponding volume occupied by 

them in the anode. In addition, we defined the second Damköhler number, 𝐷𝑎xx, for the anodes to 

provide insights into the effect of 𝑑# on the HOLE performance, and to identify the distinct features 

of the optimal HOLE configuration. We selected 𝐷𝑎xx because it captures the effects of both the 

reaction rate and the diffusion dynamics, and thus serves as a suitable metric to identify the optimal 

HOLE configuration. 

In general, the Damköhler number, 𝐷𝑎xx, for any system is defined as the ratio between the 

characteristic diffusion time and the characteristic reaction time. It is then analytically expressed 

by using the known properties of the system such as its geometry, the diffusivity of the mobile 

species, and the rate constant for the underlying reaction. Such an analytical method has been used 

previously to obtain 𝐷𝑎xx for Li-ion-battery electrodes153–155 and Li-metal electrodes,156 where the 

value of the exchange current density, 𝑖4,^, or the reaction-rate constant, 𝑘^, was used to calculate 

the characteristic reaction time. However, this method does not account for the effects of the 

applied current and the inhomogeneity in the RCD distribution. Since significant inhomogeneity 

is observed in the RCD distribution for the anodes studied here (see Figure 5.2 and Figure 5.3), it 

cannot be used to obtain a relevant 𝐷𝑎xx value. Furthermore, obtaining a fully analytical expression 

for 𝐷𝑎xx that accounts for the inhomogeneity is challenging because of the 3D nature of the RCD 

distribution in the HOLE anodes. Thus, we first obtained the 𝐷𝑎xx value using the simulation 

results as described below. Then, using the insights generated from the simulation-based 𝐷𝑎xx, we 

developed a semi-analytical method for obtaining the time-averaged value of 𝐷𝑎xx that only 

requires 1D simulations. Details are provided below, along with the definition of 𝐷𝑎xx. All the 

symbols used in the analysis below are provided in Table 5.2.  
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Table 5.2. The list of symbols used in Section 5.2 along with their description. Reproduced with permission 
from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

Symbol Description 
𝑑" Inter-channel spacing, m 
𝜇" Channel radius, m 

𝛿" Distance between the centroid of the triangle, formed by three adjacent channel 
centers, and one of the channel walls, m 

𝛺> Fraction of the electrode volume retained after laser patterning 

𝐷𝑎XX 
Second Damköhler number, which is the ratio between the characteristic 
diffusion time and the characteristic reaction time for Li ions in an electrode 

𝑙9 Characteristic diffusion length for Li ions in an electrode, m 
𝑐*,D;  Initial concentration of Li ions in the electrolyte, mol/m3 
𝜉<*DY Reaction current density (RCD) contributed by the peaks, A/m3  

𝐴T  
Nominal cross-sectional area, i.e., the in-plane cross-section area of the anodes, 
including the channel area, m2 
 

𝐴Z 
In-plane cross-section area of the HOLE anodes excluding the channel area, m2. 
It is related to 𝐴T  via 𝐴Z =	𝛺>𝐴T . 

𝑓[  

For the control anode – Fraction of the anode volume occupied by the peaks in 
the RCD 
For the HOLE anodes – Fraction of the anode volume contributing to a current 
value of ~𝛾[,T�!𝑖D<<𝐴T  

𝛾[  Fractional contribution of the RCD peaks to the applied current in the control 
anode 

𝑉\ Volume of an electrode, m3; subscript 𝐸 = 𝐶,𝐻 represents the control and HOLE 
anodes, respectively. 

𝑙[  Characteristic reaction length for Li ions in an electrode, m 
𝜆	 Width of a peak in the RCD, m	

𝛥𝑈7 Potential drop across an OCV plateau, V 
𝑉# Volume of the active region that is close to the anode-separator interface in the 

HOLE anode, m3 
𝑉$ Volume of the active region in the shape of an annular cylinder near the channel 

wall, m3 
⟨⋅⟩! Represents the time-averaged value of the quantity inside the angular brackets 

~𝑓[�!
]V! Intermediate form of 〈𝑓[〉! obtained during the semi-analytical estimation of 〈𝑓[〉! 

 

For the anodes studied here, we define the characteristic diffusion time for Li ions as 

𝑙30/𝐷%TT,,4 , and the characteristic reaction time for Li ion as e𝐹𝑐%,,4 f/𝜉e%,{, where 𝜉e%,{ is the 
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characteristic RCD within the peaks, 𝑐%,,4 	= 	1𝑀 is the initial concentration of Li ions in the 

electrolyte,	𝐹 is Faraday’s constant, 𝑙3 is the characteristic diffusion length, and 𝐷%TT,,4  is the 

effective electrolyte diffusivity corresponding to 𝑐%,,4 . Thus, 𝐷𝑎xx becomes 

𝐷𝑎xx = ¦
 𝑙30

 𝐷%TT,,4 §	¦
𝐹𝑐%,,4

𝜉e%,{§
/6

. (5.4) 

A large value of 𝐷𝑎xx (≫ 	1) signifies a diffusion-limited condition, i.e., the reaction current is 

limited by the rate of diffusive transport of Li ions in the electrolyte rather than reaction kinetics. 

Thus, an anode with a high 𝐷𝑎xx value will exhibit poor fast-charging performance. On the other 

hand, a 𝐷𝑎xx value of much less than 1 signifies a reaction-limited condition, in which the reaction 

current is set by the reaction kinetics that is unhindered by ionic transport. Finally, a 𝐷𝑎xx ≈ 1 

signifies a mixed-control condition.  

As can be seen from Eq. 5.4, we have two unknowns in the calculation of 𝐷𝑎!!, namely, 

the reaction current density contributed by the peaks, 𝜉e%,{, and the characteristic diffusion length, 

𝑙3. The length 𝑙3 can be obtained straightforwardly as the lesser value of 𝐿, and 𝛿# for the HOLE 

anode and as 𝐿, for the control anode. However, the calculation of 𝜉e%,{ 	is more complex, 

especially for the HOLE anode due to the 3D nature of reaction distribution observed in the 

simulations. In general, 𝜉e%,{ can be defined as 

𝜉e%,{ ≡
(current	contributed	by	the	peaks)
(volume	occupied	by	the	peaks) = 	

𝛾"𝑖,ee𝐴|
𝑓"𝑉Q

, (5.5) 

where 𝛾"  represents the fraction of the applied current contributed by the peaks and 𝑓"  denotes the 

fraction of the anode volume occupied by the peaks. Note that the subscript 𝜉 indicates that the 

corresponding quantity is characteristic of the electrochemical reaction occurring within the peaks. 

The variable 𝐴|  represents the nominal cross-sectional area, i.e., the in-plane cross-section area of 
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the anodes, including the channel area. Additionally, 𝑉Q represents the volume of the electrode, 

and the subscript 𝐸 = 𝐶,𝐻 refers to the control anode and the HOLE anode, respectively. Since 

𝑖,ee represents the applied current density, 𝑖,ee𝐴|  represents the total applied current. Note that 

both the control and HOLE anodes have the same total applied current. 

Below, we describe our methodology for determining 𝛾"  and 𝑓"  for both the control and 

HOLE anodes. In brief, we first determine 𝑓"  for the control anode by using the work of Wang et 

al.,132 and then we obtain 𝛾"  using the simulation results. Subsequently, the time-average 𝛾"  for 

the control anode is set equal to the fractional contribution of the peaks in the HOLE anode and 

the corresponding volume of the peaks is determined.  

 

Calculation of 𝝃𝒑𝒆𝒂𝒌 for the Control Anode 

Using Eq. 5.5, the expression for 𝜉e%,{ for the control anode can be written as 

𝜉e%,{ =
𝛾"𝑖,ee𝐴|
𝑓"𝑉|

=	
𝛾"𝑖,ee𝐴|
𝑓"𝐴|𝐿,

, (5.6) 

where 𝐿, is the anode thickness. Since there are no in-plane variations in the RCD distribution in 

the control anode, the volume occupied by the peaks can also be written as 𝑙"𝐴| , where 𝑙"  is the 

sum of the width of peaks in the RCD distribution. Therefore, the expression for 𝜉e%,{ becomes 

𝜉e%,{ =
𝛾"𝑖,ee𝐴|
𝑙"𝐴|

=	
𝛾"𝑖,ee
𝑙"

. (5.7) 

We note that Eq. 5.7 is only valid when the peaks in the RCD distribution are nonoverlapping, 

which is true for the anodes studied here (see Figure 5.5a and Figure 5.3). To obtain the width of 

each peak, we employ the expression derived by Wang et al.,132 who showed that the width of a 

peak in the RCD distribution, 𝜆, in a conventional electrode is related to its effective ionic and 
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electronic conductivities (𝜅%TT,^ and 𝜎%TT,^, respectively) and the potential drop across the 

corresponding OCV plateau, Δ𝑈^, via 132 

𝜆 =
2𝛥𝑈^

𝑖,ee¨𝜅%TT,^/6 − 𝜎%TT,^/6 ¨
. (5.8) 

Using Eq. 5.8, Wang et al. showed that the uniformity of reaction distribution can be achieved 

through increasing	𝜆, i.e., by reducing 𝑖,ee, by selecting a material with a large 𝛥𝑈^ (sloping OCV 

profile or absence of plateaus), and/or by reducing the difference between 𝜅%TT,^ and 𝜎%TT,^. Next, 

we extend the work of Wang et al.132 by applying Eq. 5.8 to graphite, which has three plateau-like 

regions (where the slope is shallow) in its OCV (see Figure 4.11 and the associated text). We 

hereafter refer to these plateau-like regions as plateaus. Figure 5.5a shows the three peaks in the 

RCD that originate due to the presence of three plateaus in the graphite OCV.  

To determine the size of drop in OCV across a plateau-like region, Δ𝑈,, for each plateau, 

we first calculated the derivative of the OCV with respect to Li-site fraction within and near the 

plateau. We then determined the difference in OCV over a symmetric range of the derivative 

around the average value of the derivative. Mathematically, the range of each plateau were selected 

such that within the plateau, � S~#
Sr𝑐𝑝,𝑎

𝑠𝑢𝑟𝑓 𝑐𝑝,𝑎𝑚𝑎𝑥� s
−mean n S~#

Sr𝑐𝑝,𝑎
𝑠𝑢𝑟𝑓 𝑐𝑝,𝑎𝑚𝑎𝑥� s

o� ≤ 0.105	V. The derivative range of 

~±0.105 V was chosen because it yielded a good agreement with visual inspection of the plateaus. 

Figure 5.4 shows the graphite OCV vs. Li-site fraction (with its y-axis on the left) and its derivative 

(with y-axis on the right). As described in Section 4.7 (Figure 4.11a and the associated text), the 

OCV was obtained experimentally. The red, purple, and blue shaded areas represent the regions 

corresponding to the first, second, and third plateau, respectively. The corresponding Li-site 

fractions for the plateaus are provided in Table 5.3. The 𝛥𝑈, value for the three plateaus is 

determined to be ~ 6, 15, and 14	𝑚𝑉. Thus, the corresponding values of 𝜆 from Eq. 5.8 are ~ 
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2.6	𝜇𝑚, 6.6	𝜇𝑚, and 6.1	𝜇𝑚, which result in the total peak width, 𝑙" 	= 	15.4	𝜇𝑚. We note that, 

in this calculation, a constant value of 𝜅%TT,, 	= 	0.0204	𝑆/𝑚 was assumed, which corresponds to 

its value at Li-ion concentration of	𝑐%,,4 	= 	1𝑀.  

 

Figure 5.4. The OCV vs. Li-site fraction plot (black, left y-axis) and its derivative (blue, right y-axis). The 
red, purple, and blue shaded areas represent the regions corresponding to the first, second, and third plateau, 
respectively. Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier 
B.V. 

 

Table 5.3. List of Li-site fraction ranges corresponding to graphite OCV plateaus. Reproduced with 
permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

Plateau Min Li-site fraction Max Li-site fraction 

I 0.056 0.087 
II 0.210 0.427 
III 0.492 0.815 

 

Next, we determined 𝛾" 	by integrating the current contributed by the most active regions 

in the simulation until a threshold thickness of 15.4 𝜇𝑚 is reached. Figure 5.5b shows the plot of 

𝛾"  vs. SOC for the control anode during 4C charging. The RCD distribution is highly 

inhomogeneous in the control anode, as ~23% of the volume (15.4	𝜇𝑚 out of 68	𝜇𝑚 thickness) 

I

II
III
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contributes to ~55% of the applied current density (on average) throughout charging. The 

decreasing behavior of 𝛾"  in the beginning can be attributed to the fact that only migration can 

facilitate transport of ions, because the initial ionic concentration is constant, but 𝜅%TT,, is not 

sufficiently large to keep pace with the reaction. When a sufficiently large concentration gradient 

develops and diffusion starts to complement the migration current, 𝛾"  drops, before rising again 

when the first RCD peak emerges. With 𝛾"  and 𝑙"  obtained, we used Eqs. 5.4 and 5.7 to calculate 

𝐷𝑎xx as a function of SOC for the control anode during 4C charging, as shown in Figure 5.5b. The 

results are discussed later, along with the results for the HOLE anodes. 
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Figure 5.5. Simulated reaction current density (RCD), fractional contribution to current from the peak and 
the corresponding volume, and the Damköhler number.A snapshot of the reaction current density (RCD) 
distribution in the control anode; the arrows indicate the location of peaks. (b) Fractional contribution of 
the peaks in the RCD to the applied current, 𝛾[ , vs. SOC plot for the control anode. (c) Fractional volume 
that contributes to a current value of ~𝛾[,T�!𝑖D<<𝐴T , 𝑓[ , vs. SOC plot for the HOLE configurations; the 
control data (black line) is added for reference. (d) 𝐷𝑎XX vs. SOC plot for the control anode and the HOLE 
anodes considered in this work; the section highlighted using the dashed box is magnified in the adjacent 
subfigure. Each curve in (c) and (d) corresponds to a different inter-channel spacing, 𝑑", ranging from 
15	𝜇𝑚 to 235	𝜇𝑚, as noted in the legend in (c). The optimal configuration among the simulations 
conducted, 𝑑" = 55	𝜇𝑚, is noted in the subfigure of (d). Reproduced with permission from Ref. 24. 
Copyright 2023, the authors. Published by Elsevier B.V.  

Peaks

0 0.2 0.4 0.6
SOC

0

5

10

15

20

Da
II

0 0.2 0.4 0.6
0

0.5

1

1.5

2

In
cr

ea
si

ng
𝑑 ℎ

In
cr

ea
si

ng
 

𝑑 ℎ

d)c)

b)a)

Optimal



 109 

Calculation of 𝝃𝒑𝒆𝒂𝒌 for the HOLE Anodes 

Using Eq. 5.5, the expression of 𝜉e%,{ for the HOLE anodes can be written as 

𝜉e%,{ =
𝛾"𝑖,ee𝐴|
𝑓"𝑉�

. (5.9) 

However, owing to the three-dimensional nature of the reaction distribution, the definition of 𝑓"  is 

not as straightforward as for the control anode. For the HOLE anodes, we define 𝑓"  as the volume 

fraction that contributes to a specific amount of the applied current, and to enable a direct 

comparison with the control anode, we set that specific quantity to be equal to the time-averaged 

contribution of the peaks in the applied current of the control anode. Therefore, the current amount 

is set equal to ï𝛾",|ð$𝑖,ee𝐴| , where ï𝛾",|ð$ is the time-averaged value of 𝛾"  in the control anode. 

Moreover, 𝑉� can be written as 𝐴�𝐿,, where 𝐴� is the in-plane cross-sectional area of the HOLE 

anodes, i.e., not including the channel area. As mentioned above for the control anode, ï𝛾",|ð$ =

0.55. Furthermore, due to the cylindrical morphology of the channels, 𝐴� is related to 𝐴|  via 𝐴� =

	𝛺2𝐴| . Thus, 𝜉e%,{ for the HOLE anodes can be written as  

𝜉e%,{ =
ï𝛾",|ð$𝑖,ee𝐴|
𝑓"𝐴�𝐿,

	≈
0.55𝑖,ee𝐴|
𝑓"𝛺2𝐴|𝐿,

	= 	
0.55𝑖,ee
𝑓"𝛺2𝐿,

. (5.10) 

Figure 5.5c shows the 𝑓"  vs. SOC plot for the HOLE configurations (with different 𝑑# at a 

constant 𝛺2) studied in this work. As can be seen, 𝑓"  for HOLE anodes increases with decreasing 

channel spacing, with a concomitant decrease of the channel size. Therefore, reducing the inter-

channel spacing with a constant volume retention increases the homogeneity of the RCD 

distribution, which was also qualitatively observed in Figure 5.3. Moreover, all the HOLE 

configurations have a higher value of 𝑓"  than the control anode, which is consistent with the 

superior performance of every HOLE anode over the control anode discussed in the text associated 



 110 

with Figure 5.2 and Figure 5.3. We note that the dips in the 𝑓"  vs. SOC plot in Figure 5.5c occur 

with the change in the inhomogeneity in the RCD distribution, which can be observed in Figure 

5.3. 𝐷𝑎xx is obtained by substituting the value of 𝜉e%,{ into Eq. 5.4. Figure 5.5d shows the 𝐷𝑎xx 

vs. SOC plot for HOLE anodes with different 𝑑# values; the result for the control anode (black 

curve) is also provided for comparison. Two key trends can be observed in the figure. First, the 

control anode has the highest value of 𝐷𝑎xx throughout charging, and thus, it exhibits the lowest 

accessible capacity among the anodes examined. In fact, 𝐷𝑎xx for the control anode is greater than 

13 throughout the 4C charging. This means that the characteristic diffusion time is over 13 times 

higher than the characteristic reaction time for the control anode during 4C charging, which results 

in severe depletion of Li ions within the control anode during charging. 

Second, 𝐷𝑎xx for the HOLE anodes monotonically decreases with a reduction in 𝑑# (see 

non-black curves in Figure 5.5d), which is consistent with our finding in Figure 5.1c that the 

performance of HOLE configurations improves with closer (and smaller) channels. However, the 

marginal decrease in 𝐷𝑎xx with respect to the reduction in the inter-channel distance (𝑑#) is not 

constant. As can be seen in Figure 5.5d, 𝐷𝑎xx for the HOLE anodes with 𝑑#   ≥ 	175	𝜇𝑚 (green, 

blue, and magenta curves) does not vary significantly with a change in 𝑑# and is similar to the 

control anode’s (the black curve), whereas it decreases significantly with a reduction in 𝑑# for the 

HOLE anodes when 𝑑#   ≤ 145	𝜇𝑚 (below the green curve). This behavior can be explained based 

on the characteristic diffusion length, 𝑙3. For the HOLE anodes with 𝑑#   ≥ 	175	𝜇𝑚,	the channels 

are too far apart to affect the ionic concentration in most of the anode volume, and thus, 𝑙3 is set 

by the anode thickness, 𝐿,. Furthermore, varying 𝑑# does not strongly affect the RCD or the 𝐷𝑎xx 

value for such anodes, and only a minor increase in 𝑓"  with decreasing 𝑑# was observed in Figure 

5.5c (indicating a minor reduction in RCD peaks). On the other hand, 𝑙3 is equal to the maximum 
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distance to the nearest channel wall, 𝛿#, for the HOLE anodes with 𝑑#   ≤ 145	𝜇𝑚, and thus a 

decrease in 𝑑# (and consequently 𝛿# following Eq. 5.3) leads to a significant decrease in the 𝐷𝑎xx 

value. This is the greatest advantage of applying the HOLE architecture, because doing so makes 

𝑙3 independent of 𝐿,. Thus, the HOLE architecture offers a method to decouple the energy density 

and power density of an electrode, and consequently, to overcome the inherent tradeoff that exists 

in the conventional electrode design.  

Figure 5.5 also shows that 𝐷𝑎xx for the HOLE configuration with 𝑑#   = 	55	𝜇𝑚 is ≈ 1 (see 

Figure 5.5d inset, light-blue curve). This indicates that the value of the characteristic diffusion time 

for Li ions is similar to that of the characteristic reaction time. Therefore, the diffusion in the 

electrolyte phase is no longer the limiting mechanism during 4C charging, and thus any further 

reduction in the 𝑑# value does not yield any substantial gains in the accessible capacity of the 

HOLE anode. This is the reason behind the decreasing behavior of the magnitude of the slope as 

𝑑# is decreased below 55	𝜇𝑚, as seen in Figure 5.1c. Thus, it can be inferred that the optimal 

configuration has the 𝐷𝑎xx value ≈ 1. 

In summary, we showed that the inter-channel spacing at a constant volume retention has 

a direct effect on fast-charging performance of a HOLE anode. This effect can be quantified using 

𝐷𝑎xx, which is the ratio between the characteristic diffusion and reaction times for Li ions. We also 

showed that 𝐷𝑎xx serves as a suitable quantitative metric for comparing different configurations of 

the HOLE architecture and the optimal configuration has the 𝐷𝑎xx value ≈ 1. However, we note 

that the calculation of 𝐷𝑎xx so far has been based on the simulation results, which are costly to 

obtain, especially for the HOLE anodes. To reduce this cost, we developed a semi-analytical 

method for estimating the time-averaged value of 𝐷𝑎xx, ⟨𝐷𝑎xx⟩$, which is discussed in the following 
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section (Section 5.2.2). Furthermore, we demonstrate the utility of this method and ⟨𝐷𝑎xx⟩$ to 

screen the HOLE candidates for optimal performance during 6C charging in Section 5.2.3 

 

5.2.2 Semi-analytical estimation of the time-averaged 𝒇𝝃	and 𝑫𝒂𝑰𝑰 

As mentioned earlier, our calculations of 𝐷𝑎xx for the HOLE anodes are based on the results 

from the 3D simulations, which are computationally expensive. However, it can be seen using Eqs. 

5.4 and 5.10 that only 𝑓"  needs to be obtained from the 3D simulations; all other quantities are 

either known analytically or can be obtained from 1D simulations for the control anode, which are 

computationally inexpensive. Therefore, the computational cost of the optimization process can 

be significantly reduced if 𝑓"  is analytically estimated. Such an estimation would enable an 

exploration of a much larger parametric space for the HOLE design, which includes volume 

retention (𝛺2), pattern, channel depth, C-rate, and the electrode material properties as independent 

parameters. With the initial screening processes enabled by such a method, 3D simulations would 

only be required to examine a small range of the parameters for refinement. To achieve such an 

estimation, we propose a semi-analytical method for obtaining the time-averaged 𝑓" , 〈𝑓"〉$, for a 

given HOLE configuration. As shown in Figure 5.6a, the volume of active region in a HOLE anode 

can be treated as the sum of two volumes, 𝑉6 and 𝑉0. The volume 𝑉6 is the portion of the active 

region that is close to the anode-separator interface and can be obtained as  

𝑉6 =
√3
4 𝑑#0𝑙� −

1
2𝜋𝜇#

0𝑙" , 
(5.11) 

where the first term on the right-hand side represents the active volume region for the 

corresponding control anode and the second term represents the anode volume removed by laser 

patterning through the depth of 𝑙�.  
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Figure 5.6. Comparison of the simulated and semi-analytically obtained time-averaged active volume 
fraction (𝑓[) and Damköhler number. (a) Illustration of the division of the active volume into 𝑉#, the volume 
enclosed within the dashed lines, and 𝑉$, the volume enclosed within the dotted lines. The comparison of 
(b) 〈𝑓[〉! and (c) 〈𝐷𝑎^^〉! obtained from the simulations (squares) and analytically (circles) as functions of 
𝑑". The subfigure on the right side of (c) shows the magnified view of the region highlighted by the dashed 
box in (c). The star in the subfigure corresponds to 𝑑" = 55	𝜇𝑚, where 〈𝐷𝑎^^〉! ≈ 1. Note that the apparent 
match between the 〈𝐷𝑎^^〉! values at small 𝑑" values is due to the large range of the y-axis. Reproduced 
with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

 

The volume 𝑉0 is the additional volume activated by the HOLE architecture in the shape of quarter 

annular cylinders next to the channels, as shown in Figure 5.6a. Since both the anode/channel 

interface and the anode/separator interface act as unrestricted sources of Li ions, the penetration 

depth of the electrochemical reaction (or the characteristic reaction length) when measured radially 

from the anode-channel interface is also assumed to be equal to 𝑙" . Thus, the difference between 

the inner and outer radii of the annular cylinders shown in Figure 5.6a can be approximated as 𝑙" . 

We note that by making this assumption, we ignore the variation in 𝜙%,, along the anode thickness, 
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which affects the characteristic reaction length in the radial direction. Next, by setting the length 

of the annular cylinders equal to 𝐿, − 𝑙" , we can compute 𝑉0 as 

𝑉0 =
1
2𝜋 �e𝜇# + 𝑙"f

0 − 𝜇#0� e𝐿, − 𝑙"f. 
(5.12) 

With the volume of the active region obtained, we can express an intermediate form of 〈𝑓"〉$,	

ï𝑓"ð$
UO$, as 

ï𝑓"ð$
UO$ 	=

𝑉6 + 𝑉0
𝑉�

=
p√34 𝑑#0𝑙" −

1
2𝜋𝜇#

0𝑙" +
1
2𝜋 �e𝜇# + 𝑙"f

0 − 𝜇#0� e𝐿, − 𝑙"fq

¦√34 𝛺2𝑑#0𝐿,§
, (5.13) 

where 𝑉� is the total volume of the HOLE anode. We note that 〈𝑓"〉$ is physically bounded by an 

upper limit. This limit corresponds to the case when the RCD distribution is uniform, in which 

case the volume fraction 〈𝑓"〉$ becomes equal to the current fraction 〈𝛾",|〉$. Thus, 〈𝑓"〉$ has an 

upper threshold of 0.55 in this analysis. Therefore, we define 〈𝑓"〉$ as 

ï𝑓"ð$ = min �ï𝑓"ð$
UO$ , 0.55�.	 (5.14) 

 

Figure 5.6b shows the comparison of 〈𝑓"〉$ obtained from the analytical estimation and 

simulations as a function of 𝑑# for 𝛺2 	= 	0.895 during 4C charging. Both plots exhibit the same 

dependence on 𝑑#, i.e., 〈𝑓"〉$ monotonically increases with decreasing 𝑑#. Quantitatively, there 

exists up to a ≈ 38% difference between the simulation and analytical results (the analytical 

method overestimates the value of 〈𝑓"〉$). We note that this error is caused by the simplifying 

assumption that the anode volume corresponding to 〈𝑓"〉$ can be considered as the sum of two 

regular volumes, 𝑉6 and 𝑉0, as shown in Figure 5.6a. However, in a physical system, the shape of 

the electrochemically active volume is more complex due to, for example, the variation of the 
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electrolyte potential and concentration along the anode thickness. The analytical estimate of 〈𝑓"〉$ 

might be further improved by an explicit consideration of the variation of the electrolyte potential 

and concentration along the anode thickness, which may be of interest for future work. 

Nonetheless, given the analytical estimates are used as a first step for determining the optimal 𝑑# 

range, and that a significant reduction in the required computation is achieved, this error is 

acceptable. For instance, every 𝑑# value that can be rejected based on the analytical estimate 

eliminates ≈ 36 hrs of computation carried out using 16 cores of a 3.0 GHz Intel Xeon Gold 6154 

processor.  

With the estimates for 〈𝑓"〉$, Eqs. 5.4 and 5.10 can be used to determine the time-averaged 

value of 𝐷𝑎xx, defined as 〈𝐷𝑎xx〉$, for various HOLE configurations. Figure 5.6c, shows 〈𝐷𝑎xx〉$ 

vs. 𝑑# obtained both from the simulations and analytical estimation. The value of 〈𝐷𝑎xx〉$ for the 

control anode is also plotted for reference. Both the curves exhibit the same qualitative dependence 

on 𝑑#, i.e., 〈𝐷𝑎xx〉$ increases monotonically with 𝑑#. The change in the slope of the curve for 𝑑# 	≥

175	𝜇𝑚 is caused by the change in the characteristic diffusion length, 𝑙3, as discussed above. The 

quantitative difference between the two plots is caused by the difference in the estimation of 〈𝑓"〉$. 

The apparent match between the 〈𝐷𝑎xx〉$ values obtained at small 𝑑# values is caused by the large 

range of the y-axis compared to those values; the percentage error is still around 38%. Due to the 

acceptable qualitative and quantitative agreement between the analytical estimate and the 

simulation results, we conclude that our proposed method can be used for the preliminary 

screening of various HOLE configurations to reduce the computational cost. In the next section 

(Section 5.2.3), we demonstrate the application of the semi-analytical method to identify the 

optimal HOLE configuration for 6C charging.   
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5.2.3 Optimal HOLE configuration for 6C charging 

To demonstrate the utility of the semi-analytical method, we employ it to screen HOLE 

configurations for 6C charging and verify the results using simulations. The method can be broadly 

summarized as a two-step process. In the first step, 𝑙"  is calculated in the same manner as the 4C 

case by calculating the sum of 𝜆 values; 𝑙" ≈ 	10.3	𝜇𝑚 for 6C. Subsequently, ï𝛾",|ð$ 

(corresponding to 𝑙") is determined to be 0.47 from the 1D simulation of the control anode at 6C. 

In the second step, 〈𝑓"〉$ (and subsequently 〈𝐷𝑎xx〉$) are obtained as a function of 𝑑# using Eqs. 5.4 

and 5.10. Figure 5.7a shows the analytically determined 〈𝐷𝑎xx〉$ vs. 𝑑#, for 𝑑# values ranging from 

15 to 75 𝜇𝑚. We note that this semi-analytical estimate of 〈𝐷𝑎xx〉$ took ~180 s (including the 1D 

simulation) on the same processor as described in Section 5.2.2, while each 3D simulation for 6C 

charging current took ≈ 24 hrs. Thus, the semi-analytical method offers at least two orders of 

magnitude reduction in the computational cost. 
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Figure 5.7. 6C results for semi-analytically obtained time-averaged Damköhler number, simulated voltage 
vs. SOC plot for six HOLE anodes, and the simulated accessible capacity. (a) The analytically obtained 
dependence of 〈𝐷𝑎^^〉! on 𝑑" for 6C charging. The star corresponds to 𝑑" = 47	𝜇𝑚, where 〈𝐷𝑎^^〉!	~	1. (b) 
The simulated voltage vs. SOC plot for six HOLE anodes (different 𝑑") at 6C charging; the dashed black 
curve represents the result for the control anode. The six values of 𝑑", range from 20	𝜇𝑚 (light blue) to 
70	𝜇𝑚 (magenta). (c) The accessible capacity vs. 𝑑" plot (magenta diamonds, left y-axis) and the magnitude 
of its discrete derivate vs. 𝑑" plot (black circles connected with a black dashed line, right y-axis) obtained 
from simulations for 6C charging. The accessible capacity for the control anode is included for reference 
(magenta dashed line). The optimal configuration among the simulations conducted, 𝑑" = 40	𝜇𝑚, is noted 
in (c). Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

 

Based on our discussion in the Section 5.2.2, the optimal HOLE configuration has a 〈𝐷𝑎xx〉$ 

value ≈ 	1, which corresponds to 𝑑# 	≈ 	47	𝜇𝑚 for 6C charging (predicted using the semi-

analytical method). To validate this prediction, we conducted six 3D simulations for the HOLE 

anode corresponding to the six equally spaced 𝑑# values, ranging from 20 to 70 𝜇𝑚. The voltage 

vs. SOC curves for the six configurations, along with that of the control anode, are shown in Figure 

5.7b. Figure 5.7c summarizes the results by plotting accessible capacity vs. 𝑑#	(magenta diamonds, 

left y axis) and the magnitude of its discrete derivative (black dashed curve, right y axis). As can 

be seen, a reduction in 𝑑# improves the accessible capacity in this case also. However, the point 

of diminishing return (based on the magnitude of the derivative) falls at 𝑑# = 40	𝜇𝑚, below which 

the magnitude of the derivative decreases (see the black dashed curve in Figure 5.7c). Hence, we 

conclude that 𝑑# = 40	𝜇𝑚 is the optimal configuration (as noted in Figure 5.7c) among the 

a) b) c)

Control

Optimal



 118 

candidates investigated (for 𝛺2 ≈ 0.895), which is close to the value estimated by the analytical 

method (~ 47 𝜇𝑚). Furthermore, we note that the optimal 𝑑# value for 6C charging is smaller than 

that for 4C charging (40 𝜇𝑚 vs. 55 𝜇𝑚). Such a trend is expected as the rate of Li-ion consumption 

increases with an increase in the C-rate, and therefore, the rate of ionic transport must be increased 

(by the means of decreasing 𝑑#) to sustain the charging process.  

The demonstration above illustrates the strength of the analytical method to screen the 

HOLE candidates in the search for an optimal configuration at a given C-rate with a computational 

cost smaller by two orders of magnitude compared if only 3D simulations were used. We note that, 

in practice, a narrower range of 𝑑# values needs to be examined to validate the result obtained 

from the analytical method. We deliberately chose such a wide range to show that the optimal 

configuration does not lie far from the estimate obtained using the analytical method. Finally, we 

also note that the method is not just limited to account for the effect of the C-rate but can also be 

used to perform initial screening for other design parameters by changing the corresponding 

variable in different equations used above. The design parameters include 𝛺2, pattern symmetry, 

channel depth, electrode loading, active material, and electrolyte properties.  

 

5.2.4 Effect of materials properties and electrode design on 𝑫𝒂𝑰𝑰 and the optimal configuration 

In the sections above, our discussion has been focused on the graphite anodes. However, 

the semi-analytical approach employed here can be used for any porous electrode for Li-ion 

batteries when the active material has at least one plateau-like region in its OCV. To further 

demonstrate the effect of the material properties and electrode design on 𝐷𝑎xx (for an unmodified 

electrode), and thus fast charging performance we rearrange Eqs. 5.4, 5.7, and 5.8, as follows. The 

length 𝑙"  is the sum of the peak widths in the RCD distribution. Thus, 
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𝑙" =©𝜆>
>

=©
2e𝛥𝑈^f>

𝑖,ee¨𝜅%TT,^/6 − 𝜎%TT,^/6 ¨
>

, (5.15) 

where the subscript 𝑗 represents the number of the plateau. For instance, for the graphite electrodes, 

𝑗 goes from 1 to 3. Furthermore, e𝛥𝑈^f> can be written as the product of the slope, ¦ S~*
SP(,*

$01+§
>

, and 

the width, �𝛥𝑐e,^
<kNT�

>
, of the 𝑗th plateau. Thus, by combining this form of e𝛥𝑈^f>with Eqs. 5.7 and 

5.15, we can write 𝜉e%,{ as 

𝜉e%,{ = 𝛾"𝑖,ee0 e¨𝜅%TT,^/6 − 𝜎%TT,^/6 ¨f Ó©2p
𝑑𝑈^
𝑑𝑐e,^

<kNTq
>

�Δ𝑐e,^
<kNT�

>
>

Õ

/6

. (5.16) 

Now, using Eqs. 5.4 and 5.16, 𝐷𝑎!! can be written as 

𝐷𝑎xx =
  𝑙30

 𝐷%TT,^
	

⎝

⎜
⎜
⎜
⎛𝛾"𝑖,ee0 e¨𝜅%TT,^/6 − 𝜎%TT,^/6 ¨f Ó∑ 2p

𝑑𝑈^
𝑑𝑐e,^

<kNTq
>

�Δ𝑐e,^
<kNT�

>
> Õ

/6

𝐹𝑐%,^4

⎠

⎟
⎟
⎟
⎞

. (5.17) 

Note that 𝑙3 = 𝐿^ (the electrode thickness) for an unmodified electrode. Additionally, if 𝜅%TT,^ ≪

	𝜎%TT,^, which is observed for many Li-ion battery electrodes, the expression for 𝐷𝑎xx becomes 

𝐷𝑎xx =
 𝐿^0

 𝐷%TT,^
	

⎝

⎜
⎜
⎜
⎛𝛾"𝑖,ee0 Ó∑ 2p

𝑑𝑈^
𝑑𝑐e,^

<kNTq
>

�Δ𝑐e,^
<kNT�

>
> Õ

/6

𝐹𝑐%,^4 𝜅%TT,^

⎠

⎟
⎟
⎟
⎞

. (5.18) 

By substituting the effective transport properties in terms of intrinsic values and the electrode 

porosity and tortuosity, 𝐷𝑎!! can be written as 
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𝐷𝑎xx =
𝜏^�  𝐿^0 𝛾"𝑖,ee0

 𝜀^0𝐷X𝜅X𝐹𝑐%,^4
	Ó©2p

𝑑𝑈^
𝑑𝑐e,^

<kNTq
>

�Δ𝑐e,^
<kNT�

>
>

Õ

/6

. (5.19) 

Eq. 5.19 provides some interesting insights on the effect of material properties, electrode 

design, and operating conditions on 𝐷𝑎xx for an unmodified electrode and its corresponding 

optimal HOLE configuration. As can be seen, 𝐷𝑎xx is directly proportional to 𝐿^0 , 𝜏^� , and 𝑖,ee0 . 

Therefore, increasing the electrode thickness, or tortuosity, or the applied current density 

nonlinearly increases 𝐷𝑎xx. Such nonlinear dependence explains the rapid decrease in accessible 

capacity that is observed experimentally when either the electrode thickness is increased at a fixed 

C-rate, or the C-rate is increased for a fixed electrode thickness.77 Thus, for such an electrode 

design or operating condition, the optimal inter-channel spacing for the corresponding HOLE 

configuration is expected to decrease from the values determined in previous sections.  

On the other hand, 𝐷𝑎xx is inversely proportional to 𝜀^0 , 𝐷X, 𝜅X, and 𝑐%,^4 , as well as the sum 

of the OCV drop across the plateaus. Therefore, increasing the electrode porosity or the intrinsic 

electrolyte diffusivity and conductivity or the initial electrolyte concentration nonlinearly 

decreases 𝐷𝑎xx. Furthermore, selecting an active material with a sloping OCV, i.e., larger 

¦ S~*
SP(,*

$01+§
>

, will decrease 𝐷𝑎xx. Note that in the absence of such plateaus, the reaction distribution 

will be more homogeneous, and the width of the electrochemically active region becomes 

comparable to the thickness of the electrode. This inverse relationship between 𝐷𝑎xx and the 

aforementioned quantities explains the improvement observed in the fast-charging performance 

when any of following strategies is employed in previous studies: electrolyte with high intrinsic 

diffusivity and conductivity157; electrolyte with high initial concentration158; active material with 

a sloping OCV23; and electrode with high porosity.157 In addition to the improvement of fast-
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charging performance of unmodified electrodes, the optimal inter-channel spacing of the 

corresponding HOLE configuration is expected to decrease from the values determined in previous 

section. 

 

5.3 Chapter 5 Summary  

In this chapter, we employed continuum-scale modeling to determine the optimal inter-

channel spacing for a hexagonal HOLE pattern. The key findings are summarized below: 

1. In general, a decrease in the inter-channel spacing, 𝑑#, improves fast-charging performance 

of the HOLE architecture for a constant volume retention, 𝛺2. However, there exists an 

optimal value of 𝑑#, below which there is no significant marginal increase in the 

performance. This is because at this optimal 𝑑#, the Li-ion transport is no longer the 

limiting factor, and other factors such as solid-state diffusion limit the performance. We 

found the optimal spacing at 𝛺2 ≈ 0.895 for 4C and 6C charging is 55	𝜇𝑚 and 40	𝜇𝑚, 

respectively.  

2. The effect of 𝑑# on the performance of the HOLE anode can be quantified in terms of the 

second Damköhler number, 𝐷𝑎!!, which is defined as the ratio between the characteristic 

diffusion time and characteristic reaction time. 𝐷𝑎!! decreases monotonically with 𝑑#, and 

the optimal HOLE configuration has 𝐷𝑎!!~	1 throughout charging. 

3. A semi-analytical method is also developed to estimate the time-averaged value of 𝐷𝑎!!, 

〈𝐷𝑎xx〉$, for a given combination of active material, electrolyte, electrode loading, pattern 

design, 𝛺2, channel depth, and C-rate. This method allows an initial screening of the HOLE 

candidates during the optimization process, and thereby significantly reduces the 
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computational cost of the overall process. The optimization of the HOLE architecture for 

6C charging is provided as an example of the method application. 

In summary, this modeling and analytical study provides a detailed mechanistic understanding of 

the influence of the HOLE design parameters on fast-charging performance of energy-dense 

electrodes. Through this understanding, the architectures that achieve optimal performance at 4C 

and 6C have been identified. Although only graphite anodes were considered in this work, the 

simulation approach employed here can be applied to any porous electrodes for Li-ion batteries. 

The implications of changes in material properties, electrode design, and operating conditions on 

the optimal configuration are also discussed. Moreover, the method used here to estimate the 

second Damköhler number, 𝐷𝑎xx, both using the simulation data and the semi-analytical method, 

can be used for any other active material with at least one plateau in its OCV curve. Further 

extension that considers local conditions, rather than the cutoff voltage, will enable more a precise 

determination of optimal architecture and material properties, as well as charging protocols, to 

achieve fast charging while avoiding Li plating. 

 

5.4 Chapter 5 Appendix 

 

Half-cell configuration 

The half-cell configuration used for the optimization study is shown in Figure 5.8. The 

details about the Li-metal electrode can be found elsewhere.159 The thickness of the Li-metal 

electrode used here in 10 𝜇𝑚.  
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Figure 5.8. The half-cell configuration used in the 3D simulations for the optimization study. The view in 
(a) shows Li electrode on the top, and (b) shows the graphite electrode on top. The channels are highlighted 
in blue. Reproduced with permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V. 

 
Results for loading-adjusted (LA) control anode 

Figure 5.9 supplements the results provided in Figure 5.1 with the results for the LA control 

anode, which has the same active material loading as the HOLE anodes. The loading is adjusted 

by reducing the volume fraction of the active material (at the fixed volume fraction of fillers), 

which resulted in an increase in the porosity (≈	39% vs. ≈	31.3% of the control anode). 

Correspondingly, 𝜒, for the LA control anode was adjusted according to the relationship n#
o#!

 and 

the dependence of 𝜏, on 𝜀, was obtained from the work of Malifarge et al.,160 who used the 

impedance data to obtain this dependence. We note that the authors provided a range of 

relationships between 𝜏, and 𝜀,, and we selected the one that resulted in the smallest value of 𝜏, 

to obtain the upper bound on the performance of the LA control anode, i.e., 𝜏, ∝ 𝜀,/4.0�. Note that 

Malifarge et al.160 used 𝜏 to represent the tortuosity factor instead of the tortuosity, which is a 

square root of the tortuosity factor. Therefore, 𝜒, ∝ 𝜀,6.�, and thus we estimated 𝜒, to increase by 

≈ 40% upon a ≈	25% increase in the porosity. The voltage vs. SOC plot for the LA control anode 

is provided in Figure 5.9 along with the results for other anodes considered in this work. As can 

a) b)

Graphite electrode

Separator
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be seen, the LA anode performs better than the control anode (SOC at the cutoff voltage of 0.215 

vs. 0.167) because of the increase in 𝜒,. However, it still performs worse than the HOLE anode 

with 𝑑# = 235	𝜇𝑚 (the worst performing HOLE anode among the ones studied here). Thus, we 

conclude that the benefits of the HOLE architecture cannot be realized by increasing the anode 

porosity to match the overall loading of the HOLE anode.  

 

 
Figure 5.9. Comparison of the 4C results (voltage vs. SOC and the accessible capacity) for the loading-
adjusted anode with other anodes considered here. (a) Voltage vs. SOC plot for the two control anodes and 
HOLE anodes considered in the optimization study at 4C charging. (b) Accessible capacity vs. 𝑑" for the 
HOLE anodes; the accessible capacities observed for the control anode and LA control anode are provided 
for reference using the black dashed and dotted lines, respectively. Reproduced with permission from Ref. 
24. Copyright 2023, the authors. Published by Elsevier B.V. 

 
FEM mesh  

A combination of triangular prism and tetrahedral elements was used to discretize the half-

cell geometry. To sufficiently resolve the spatial distribution of the RCD, the regions in the 

graphite electrode near the electrode/separator interface and the channel wall were discretized 

using a “very fine mesh” setting, as shown in Figure 5.10. If these regions are not sufficiently 

resolved, the peaks in the RCD exhibit discontinuous and sharply changing behavior. The 

maximum element size in the region near channel wall and elsewhere was set to ≈ 2 𝜇𝑚 and ≈ 9	

Control

LA ControlDecreasing 𝑑ℎ

a) b)
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𝜇𝑚,	respectively. A total of 35 elements in the direction of the thickness of the electrode were used 

to discretize the graphite electrode, and the element sizes were obtained using an exponential 

relation (termed as geometric sequence in COMSOL) with an element ratio of 20. Similarly, a total 

of 8 elements along the thickness of the separator with an element ratio of 14 were used. Finally, 

the Li metal domain was discretized using tetrahedral elements to avoid the unnecessary 

refinement of the corresponding regions in it, which would have resulted if the triangular prism 

elements were used.  

 

 

Figure 5.10. The custom mesh used in the 3D simulations for the optimization study. The view in (a) shows 
Li electrode on the top, and (b) shows the graphite electrode on top. Note that the regions near the anode-
separator interface and the channel wall are discretized using a “very fine mesh” setting. Reproduced with 
permission from Ref. 24. Copyright 2023, the authors. Published by Elsevier B.V.  

 

Data availability 

The shared data for this chapter can be found at the following link: 

https://doi.org/10.13011/m3–3agy-7y28. 
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CHAPTER 6  
Effect of Material Properties and Microstructure on the Microgalvanic Corrosion Behavior 

of Mg Alloys* 

 

6.1 Introduction: Microgalvanic corrosion of Mg alloys 

In this chapter, we apply a phase-field model to study the effect of electrochemical 

properties of the materials and their environment and the spatial distribution of second phases in a 

magnesium alloy. To this end, we perform sensitivity analyses in which we separately vary the 

exchange current density and corrosion potential of the second phase, as well as the electrolyte 

conductivity. We describe the effects of these parameters on the corrosion current and the resulting 

corrosion-front morphology. We also confirm that the ratio between the Wagner length, calculated 

for the anodic phase, and the initial width of the anodic domain is a good predictor of the 

morphological characteristic of the corroding surface. In addition, we examine the effect of the 

microstructure on the corrosion behavior in both 2D and 3D systems by varying the shape, size, 

and distribution of the second-phase regions. Our findings provide insights into the influence of 

the two-phase microstructure on the corrosion behavior in a magnesium alloy. 

As described in Chapter 2 (Section 2.2), Mg alloys are of great technological interest for 

lightweight structural applications, especially in the automotive industry, for several reasons. First, 

they exhibit one of the highest strength-to-weight ratios among structural alloys.46,161 Second, they 

 
* This chapter is adapted from V. Goel et al., 2023, submitted to Journal of the Electrochemical Society, in revision,31 
and V. Goel et al., MRS Communications, 12, (2022), 1050.26  
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exhibit relative ease of machining (milling and turning) compared to other lightweight structural 

materials like Al.46,161 Third, they offer other desirable properties such as high thermal 

conductivity, high recyclability, and nontoxicity.46 Despite these remarkable properties, structural 

applications of Mg alloys remain limited. One of the key reasons behind this limited use is the 

poor corrosion resistance of Mg alloys,46,162,163 primarily due to the low standard reduction 

potential (-2.37 V) of Mg compared to most metals.46 Even the corrosion behavior of pure Mg is 

quite complex due to anomalous hydrogen evolution during its anodic polarization (also known as 

the negative difference effect).164–166 The corrosion behavior of Mg alloys are further complicated 

by different mechanisms that could lead to localized corrosion.46,167,168 One of the leading 

mechanisms that cause localized corrosion is the microgalvanic coupling between the various 

phases in the alloy microstructure that have different electrochemical potentials.46,50,53,169–172 

Microgalvanic corrosion is highly dependent not only on the alloying elements, which influence 

the electrochemical properties of various phases, but also on the alloy processing, which 

determines the alloy microstructure, as well as on the surrounding environment. Thus, due to its 

dependence on multiple factors, understanding and mitigating microgalvanic corrosion is 

challenging. 

Several experimental and modeling studies have examined the roles of the aforementioned 

factors on the corrosion behavior of Mg alloys, including the effect of alloying elements162,163,173,174 

and the microstructure.26,46,49,50,53,167,169–172,175–177 Many alloys form a two-phase system: one is the 

solute-rich 𝛽 phase (which is the minority/second phase), and the other is the solute-depleted 𝛼 

phase. In most Mg alloys, a microgalvanic couple is formed between the 𝛽 phase that acts as a 

cathode and the 𝛼 phase that acts as an anode.46,53,163,170–175 An exception of this behavior occurs 
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for Mg-Ca alloys,46,49 where the opposite is observed. Owing to such microgalvanic coupling 

between the 𝛼 and 𝛽 phases, Mg alloys often exhibit a higher corrosion rate than pure Mg.46 

Predicting the location and extent of the microgalvanic corrosion is not straightforward due 

to the strong dependence of the microgalvanic coupling on the microstructure. For instance, Song 

et al.50 reported that the microgalvanic coupling in the AZ91 alloy is strong when large 𝛼 domains 

exist in the microstructure between 𝛽 precipitates. However, they observed a significantly lower 

corrosion rate when the 𝛽 phase forms a continuous network in the microstructure, acting as a 

barrier along the alloy surface. Deshpande further explained these results in their modeling 

study,177 which showed that although the continuous network of 𝛽 reduced the corrosion rate at 

later times, this reduction only happened once the 𝛼 phase present on the alloy surface corroded 

fully. These studies show that the effect of the microstructure on microgalvanic corrosion is quite 

complex and changes as corrosion progresses. Therefore, to understand the mechanisms involved, 

one needs to examine the effect of each underlying variable that affects corrosion separately. 

However, such examinations are challenging to conduct via experiments alone because of the 

difficulty in decoupling the effects of different variables. For instance, any heat treatment of alloys 

not only alters the microstructure but also changes the distribution of the alloying elements in 

various phases, which can affect their electrochemical properties. 

To overcome the aforementioned challenge, we perform a series of phase-field simulations 

and study the effect of the exchange current density and corrosion potential of the 𝛽 phase, as well 

as the electrolyte conductivity, on the microgalvanic corrosion behavior. Furthermore, we also 

investigate the effect of the microstructure on the corrosion behavior by varying the size/shape and 

spatial distribution of the 𝛽 phase in both 2D and 3D systems; specifically, we provide insights 
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into the influence of the presence of an alternating arrangement of the 𝛼 and 𝛽 domains (lamellar 

region) on the corrosion behavior. 

 

6.2 Governing equations for microgalvanic corrosion 

We employ the phase-field model26 that describes the evolution of the anodic 

phase/electrolyte interface due to microgalvanic corrosion with a cathodic phase under the 

assumption that the electrolyte is well-stirred and under the condition of free immersion. We 

describe all model equations in the following text and provide a list of symbols used in the 

equations in Table 6.1, along with their description. The phase-field method is employed as a 

computational tool to track the evolution of microstructures formed by various phases present in 

the system. In this approach, the region occupied by each phase is described by a field variable 

known as the order parameter or phase field. The phase field takes a value of 1 within the 

corresponding phase and 0 outside. At the interface between the phase and another phase, its phase 

field smoothly transitions from 1 to 0.  

Given {𝜑>}, which are the phase fields for the metallic phases, and	𝜓, which is the phase 

field for the electrolyte, the free energy functional for a system can be written as178 

where 𝜖̃ is the gradient energy coefficient and 𝛺 represents the system volume. Note that the 

quantities ℱþ  and 𝜖̃0 are normalized by the height of the double well that has units of J/m3. The 

bulk free energy 𝑓4 is given by178 

 ℱþ = ¥ ÿ𝑓4e{𝜑>}, 𝜓f +
𝜖̃0
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which is constructed to enforce that the value of phase fields in equilibrium states be either 0 or 1. 

The evolution of the phase fields corresponding to the anodic phase and the electrolyte are modeled 

using the Cahn-Hilliard equation with a source term as179,180 

and 

where 𝑀�2 and 𝑀^ are the mobilities for phases 𝜑6 and 𝜓, respectively, and 𝑣 is the normal 

component of the velocity of the anodic phase/electrolyte interface. 

The velocity is related to the anodic reaction current density (RCD), 𝑖N-O,6, and an 

interpolation function for the anodic phase, 𝜉6, which is equal to 0 in the cathodic phase and 1 in 

the anodic phase, via181 

where 𝑉+ is the molar volume of the corroding metal, 𝑧+ is the charge number of the corresponding 

metallic cation in the electrolyte, and 𝐹 is Faraday’s constant. The equations used to calculate 

𝑖N-O,6 and 𝜉6 are described below. It is important to note that the terms proportional to 𝑣 on the 

right-hand side Eqs. 6.3 and 6.4 are not due to the bulk motion. Rather, these terms are added as 

source terms to model the motion of the electrolyte/anodic phase interface due to the corrosion 
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, (6.5) 
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reaction at the interface. Note that multiplication by the magnitude of the gradient of 𝜓 confines 

the region where these terms are nonzero. In Eq. 6.3, the Cahn-Hilliard dynamics, rather than the 

Allen-Cahn dynamics, was chosen to describe the evolution of 𝜑6 to ensure that the change in 

mass of anodic phase is due only to the corrosion reaction. We use the same approach for the 

electrolyte phase (Eq. 6.4) but with the opposite sign of the source term to ensure the direction of 

the interfacial displacement is correct.181 We do not consider any deposition on the cathodic phase, 

and thus the evolution of 𝜑0 is given by the Cahn-Hilliard equation180 as 

where 𝑀�! is the mobility for the phase 𝜑0. While corrosion does not affect the cathodic phase, it 

is important to evolve this equation so that the order parameters adjust accordingly to the free 

energy functional in Eq. 6.2 as other order parameters evolve; without doing so can lead to 

undesired numerical artifacts and instability. 

Following the approach proposed by Chadwick et al.,181 we assume the mobilities for all 

phases to be the same and dependent on the anodic reaction current density such that the Peclet 

number, 𝑣𝛿/𝑀, associated with the interfacial width, 𝛿 = 2√2𝜖̃0, to be unity. This condition 

ensures that the moving interface maintains the profile required by the free energy functional: 

We assume that the electrolyte remains electrically neutral, which ensures that the bulk motion of 

the electrolyte does not contribute to the electrolyte current density.35 We also assume that the 

electrolyte concentration remains constant and uniform, which corresponds to a well-stirred 

system.35 These assumptions are in line with previous modeling studies.26,176,177 Under these 
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assumptions, where diffusive and convective contributions are absent, the ionic flux arises solely 

from the migration current, i.e., 𝒊𝒆 = −𝜅%𝛻𝛷%. The governing equation for ionic transport is 

derived by combining this with the condition of charge conservation and charge neutrality in the 

electrolyte, i.e., 𝛻 ⋅ 𝒊𝒆 = 0. Finally, the resulting equation is formulated using the Smoothed 

Boundary Method (SBM)75 to incorporate the flux boundary conditions at the metal/electrolyte 

interface arising from the electrochemical reaction and the zero-normal-flux boundary conditions 

at domain boundaries, as derived in a previous work26:  

where 

where 𝜉> is an interpolation function that varies from 0 to 1, which indicates the region of the 

corresponding phase. The interpolation functions, 𝜉6 and 𝜉0, are used to combine the anodic and 

cathodic RCDs into a single spatially dependent field, are calculated by  

where 𝜁 is a small number added to the denominator to avoid division by zero. Note that even 

though 𝑖N-O is calculated throughout the system, its value is only meaningful in the interfacial 

 ∇ ⋅ (𝜓𝜅%𝛻𝛷%) = −|∇𝜓|𝑖N-O, (6.8) 
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regions and affects the electrolyte potential only where |𝛻𝜓| is nonzero, i.e., at the 

metal/electrolyte interface.  

The anodic reaction current density (RCD) is obtained by a modified Tafel relation that 

restricts the value as it approaches the limiting current182: 

where 𝑖PKNN,6 is the corrosion current density for the anodic phase, 𝜂6 is the anodic overpotential 

given by 𝛷+ − 𝛷% − 𝐸PKNN,6; 𝛷+ and 𝐸PKNN,6 represent the applied electrostatic potential of the 

metal and the corrosion potential of the anodic phase, respectively; and 𝐴6 is the corresponding 

Tafel slope. In Eq. 6.12, the current density smoothly approaches 𝑖+,- as 𝑖4,6𝑒�2/a2 becomes large, 

and thus 𝑖+,- sets the maximum current density. This constraint is added to account for any kinetic 

limitations such as limiting ionic transport in the electrolyte or charge transfer current density that 

may exist in the system due to surface passivation or the deposition of the corrosion product.182 

We assume no such limitation on the cathode, and thus the cathodic RCD is obtained using the 

standard Tafel relation as182 

where 𝜂0 = 𝛷+ − 𝛷% − 𝐸PKNN,0, and the cathodic corrosion current density, the corrosion potential, 

and the Tafel slope for the cathodic phase are denoted by 𝑖PKNN,0, 𝐸PKNN,0, and 𝐴0, respectively. 

Note that we assume that the metallic conductivity is large enough to ensure that 𝛷+ is constant 

throughout the metal. Additionally, we assume corrosion to advance under an unbiased condition, 

i.e., free immersion, and thus we set  𝛷+ = 0. Furthermore, the use of natural (zero-normal-

derivative) boundary conditions for 𝛷% on the borders of the system in contact with the electrolyte 

 𝑖N-O,6 =
𝑖PKNN,6𝑒�2/a2

1	 +	
𝑖PKNN,6𝑒�2/a2

𝑖+,-

, 
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ensures that the net current along the metal/electrolyte interfaces is zero. This can be shown by 

applying the divergence theorem on the volume (area in 2D) occupied by the electrolyte along 

with the equation for charge conservation in the electrolyte, ∇ ⋅ 𝒊𝒆 = 0. 

 

Table 6.1 List and description of the variables and symbols used in the model equations.31  

Symbol Description 
ℱ�  Free energy functional of the system normalized by the double well height; m3 
𝛺 Volume of the computational domain; m3 

𝜖̃ Energy penalty coefficient for the gradient in phase fields, which is normalized by the 
double well height; m 

𝑓; Nondimensionalized bulk free energy density function; unitless 

𝜓 Domain parameter and phase field for the electrolyte phase; unitless 

𝜑_ Phase field for the jth phase within the metal domain; unitless 

𝑗 Subscript for denoting the phase in metal; 𝑗 = 1 represents the anodic phase, and 𝑗 =
2 represents the cathodic phase 

𝑀 Mobility coefficients in the Cahn-Hilliard equations; m2/s 

𝑣 Normal velocity of the 𝜑#/𝜓 interface; m/s 

𝑖FHV Reaction current density; A/m2 

𝑉G Molar volume of the corroding metal; m3/mol 

𝑧G Charge number of the corroding-metal ion in the electrolyte 

𝐹 Faraday’s constant; C/mol 

𝜅* Electrolyte conductivity; S/m 

𝛷* Electrostatic potential of the electrolyte; V 

𝒊𝒆 Ionic current density in the electrolyte; A/m2 

𝜉_ Interpolation factor for the reaction current density; unitless 

𝑖FHV,_ Reaction current density for the jth phase; A/m2 

𝑖6KFF,_ Exchange current density for the jth phase; A/m2 

𝜂_ Overpotential for the jth phase; V 

𝐸6KFF,_ Equilibrium corrosion potential for the jth phase; V 

𝐴_ Tafel slope for the jth phase; V 
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𝑖GDH Maximum reaction current density; A/m2 

𝜙G Electrostatic potential of the metal; V 

𝜁 
A small number that is added to the denominator of the expression for 𝜉$ (Eq. 6.10) to 
avoid division by zero; unitless 

 

In this study, the subscripts 1 and 2 are replaced by 𝛼 and 𝛽, respectively, to make it easier 

for the reader to follow which phase a quantity belongs to. For example,	 𝑖&'((,* 	 represents the 

exchange current density of the 𝛽 phase. The values of the model parameters are obtained from 

literature and are listed in Table 6.2. All simulations in this study are conducted for unbiased 

conditions, i.e., corrosion occurs only because of the microgalvanic coupling between the anodic 

and cathodic phases, and the net current in the system is zero. Furthermore, natural (zero-normal-

derivative) boundary conditions are applied for all fields at every boundary of the computational 

domain. Finally, the model equations were implemented in the PRISMS-PF framework,27 an open-

source phase-field solver, as described elsewhere.26  
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Table 6.2. Parameter values used in the simulations presented here, unless specified otherwise, along with 
their sources.31  

Parameter Value Units Source 

𝑉G 1.37 × 10L` m3/mol Literature183 

𝑧G 2 -- -- 

𝜅* 5 × 10LM S/m Literature184 

𝑖abcc,d 8.1 × 10L$ A/m2 Literature176 

𝑖abcc,e 1.7 × 10L$ A/m2 Literature176 

𝑖GDH 100 A/m2 -- 

𝐴d 3.474 × 10LM V Literature176 

𝐴e −3.626 × 10L$ V Literature176 

𝐸abcc,d −1.424 V (SCE) Literature176 

𝐸abcc,e −1.151 V (SCE) Literature176 

𝜁 1 × 10LM -- -- 

 

6.3 Simulation results for the effect of the material properties of the 𝜷 phase, the electrolyte, 

and the alloy microstructure on corrosion behavior 

 

6.3.1 Sensitivity analyses 

Sensitivity analyses were performed to understand the effect of model input parameters on 

the predicted microgalvanic-corrosion behavior in Mg alloys, where we considered three 

parameters: 𝑖&'((,*, 𝐸&'((,*, and 𝜅%. Values of 𝑖&'((,* and/or 𝐸&'((,* depends on the material 

composition of the alloy and/or the electrolyte surrounding the alloy. On the other hand, 𝜅% is a 

property of the surrounding electrolyte. To ensure that the change in 𝑖&'((,* and 𝐸&'((,* is only due 

to the change in the material composition, we chose these values from the experiments performed 

using the same electrolyte, 0.1 M NaCl aqueous solution.46,163,183 We chose this electrolyte because 
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of the abundance of studies46,163,183 carried out using this solution. We performed the sensitivity 

analyses in a 2D system containing a 𝛽 precipitate embedded in an 𝛼 matrix, as described 

elsewhere,26 in order to reduce the computational cost. The computational details, such as the 

element size, the element order, and the time step size, used for the sensitivity analyses are 

provided in Section 6.5 (see Table 6.5 and the associated text). 

To perform the sensitivity analysis, we only altered the value of one model parameter (out 

of 𝑖&'((,*, 𝐸&'((,*, and 𝜅%) and kept all other model parameters fixed. The values for each of the 

parameters studied are obtained from the ranges reported in the literature – Ref. 46,163,183 are 

used for 𝑖&'((,*, 𝐸&'((,*, and Ref. 184 is used for 𝜅% The effect of each physical parameter is then 

studied in terms of corrosion current, as defined by the integration of the corrosion current density 

over the 𝛼/electrolyte interface in the computational domain, which varies with time. Additionally, 

the morphology and position of the 𝛼/electrolyte interface are qualitatively examined. Finally, we 

use the ratio between the Wagner length for the 𝛼 phase and the initial width of the 𝛼 phase as a 

metric to study the uniformity of corrosion along the 𝛼/electrolyte interface, as explained in the 

following section. 

 

6.3.1.1 Sensitivity analysis with respect to 𝒊𝒄𝒐𝒓𝒓,𝜷 

In this section, we examine the effect of 𝑖&'((,*, which is the exchange current density for 

the 𝛽 phase. As can be seen in Eq. 6.13 (with subscript 2 being 𝛽), the corrosion current density 

on the 𝛽 phase is directly proportional to 𝑖&'((,*. Thus, the corrosion current is also expected to be 

proportional to 𝑖&'((,* if the electrolyte potential is assumed to remain constant. It is reported in 

the literature that 𝑖&'((,* ranges between 10/. to 1 A/m2 for most second phases of Mg alloys 
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immersed in 0.1 M NaCl aqueous solution.46,163,183 Therefore, we chose five values of 𝑖&'((,* in 

this range: 5 × 10/., 1.7 × 10/0, 5 × 10/0, 1 × 10/6, and 1 A/m2. The value of 1.7 × 10/0 A/m2 

represents the baseline value, which was used in a previous study26 and corresponds to the AM30 

alloy.176,177 The remaining model parameters were kept the same, which are listed in Table 6.2. 

The results of the sensitivity analysis are summarized in Figure 6.1.  

 

Figure 6.1. Results for the corrosion current, morphology of the corroded surface, and the Wagner length 
from the sensitivity analysis with respect to the exchange current density of the 𝛽 phase. (a) The log-linear 
plot of the corrosion current vs. time. (b) The metal/electrolyte interface at 𝑡	 = 	390 s. (c) The log-linear 
plot of 𝑊d∗/𝐿d vs. time. The values of 𝑖abcc,e varies from 0.005 A/m2 to 1 A/m2, as presented in the legend 
provided in (a), which applies to all subfigures.31  

 
Figure 6.1a shows the plot of the corrosion current vs. time for the values of 𝑖&'((,* 

examined. Two trends can be observed. First, for a fixed 𝑖&'((,* value, the corrosion current 

increases with time. This occurs because, for the given system and condition (e.g., the 𝛽 fraction), 

the corrosion reaction is limited by the cathode. Hence, when more 𝛽 is exposed to the electrolyte 

upon the corrosion of the 𝛼 phase, the corrosion current increases. Second, increasing 𝑖&'((,* 

monotonically increases the corrosion current. In fact, when 𝑖&'((,* is increased from 1.7 × 10/0 

to 1 × 10/6 (by a factor of ~5.9), the initial corrosion current (at 𝑡 = 0	s) increases by a factor of 
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~3.7. Similarly, when 𝑖&'((,* is reduced from 1.7 × 10/0 to 5 × 10/. (a reduction by a factor of 

~3.4), the initial corrosion current (at 𝑡 = 0 s) decreases by ~2.7 times. This result shows that 

although the corrosion current monotonically increases with 𝑖&'((,*, it does not depend linearly on 

𝑖&'((,*; rather, it scales sublinearly with 𝑖&'((,*, i.e., the corrosion current ∝ e𝑖&'((,*f
e, where 𝑝 <

1. The observed sublinearity arises because of the spatial distribution of the electrolyte potential 

changes when 𝑖&'((,* is altered, as shown in Figure 6.2, which is nonlinearly related to the reaction 

current density through the exponential term in the Tafel relations (see Eqs. 6.8, 6.9, and 6.12).  

Figure 6.1b shows the metal/electrolyte interface for all cases at 𝑡	 = 	390 s, which is the 

time when the 𝛼 domain near 𝛼/𝛽 interface is almost fully corroded within the simulation domain 

for 𝑖&'((,* = 1 A/m2. Three distinct features emerge from the plot. First, as expected from the 

above discussion of the observed increase in the corrosion current with 𝑖&'((,*, the depth of 

corrosion increases as 𝑖&'((,* is increased. Second, the morphology of the interface for 𝑖&'((,* = 1 

A/m2 is distinct from the other cases. This occurs because, for this case, the corrosion current 

density near the 𝛼/𝛽 interface calculated by the standard Tafel relationship would exceed the 

maximum corrosion current density, 𝑖+,-. Therefore, the corrosion current density in the region 

becomes relatively uniform with the limiting value of 𝑖+,- per the modified Tafel relationship 

(Eq. 6.12). Figure 6.3a shows that the morphology of the corroding surface for 𝑖&'((,* = 1 A/m2 

reverts to one that resembles those of smaller 𝑖&'((,* values when a sufficiently large 𝑖+,- is used. 

Lastly, all cases with 𝑖&'((,* > 5 × 10/. A/m2 exhibit nonuniform corrosion, where a greater 

extent of corrosion is observed near the 𝛼/𝛽 interface than elsewhere. Note that for 𝑖&'((,* = 

5 × 10/. A/m2 relatively uniform corrosion is observed even at later times, as shown in Figure 

6.3b.  
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Figure 6.2. The plot of the electrolyte potential, 𝛷*, along the metal/electrolyte interface at 𝑡 = 0 s for 
different values of 𝑖abcc,e considered in the sensitivity analysis. The grey dashed line represents the 𝛼/𝛽 
interface; the 𝛽 domain lies on the right side of the line.31 

 

 
Figure 6.3. The simulated morphology of the metal/electrolyte interface for (a) 𝑖abcc,e = 1 A/m2 and 𝑖GDH =
1 × 10M A/m2 at 𝑡 = 72s and (b) 𝑖abcc,e = 5 × 10LM A/m2 and 𝑖GDH = 1 × 10$ A/m2 at 𝑡 = 4000 s. The 
red, green, and blue regions correspond to the 𝛼, 𝛽, and electrolyte phases, respectively.31 
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To explain the differences in the uniformity of corrosion along the 𝛼/electrolyte interface 

observed for different 𝑖&'((,* values, we examined the Wagner length corresponding to the 𝛼 phase. 

The Wagner length, 𝑊, for any electrode is defined as185 

where 𝜂 and 𝑖N-O are the electrode overpotential and reaction current density, respectively. 

Wagner185 showed that the ratio between the Wagner length and the characteristic length of the 

electrode determines the uniformity of the current density distribution over the electrode. 

Specifically, when the ratio is significantly larger than 1 (i.e., large 𝑊 compared to the 

characteristic length), the current density distribution is expected to be uniform over the 

electrode.185 Conversely, when the ratio is significantly smaller than 1, the current density 

distribution is expected to be nonuniform.185 Furthermore, Wagner185 also showed for a planar 

electrode, the characteristic length is the width of the electrode.  

Following Wagner’s formulation, we obtained the Wagner length for the 𝛼 phase, 𝑊1, 

using Eq. 6.14. Note that b�
bU134

 for the	𝛼 phase was calculated using the numerical solution obtained 

from the simulations. Moreover, we set the characteristic length equal to the initial width of the 𝛼 

phase, 𝐿1, and thus the ratio 𝑊1/𝐿1 was used to examine the effect of 𝑖&'((,* on the uniformity of 

corrosion along the 𝛼/electrolyte interface. We note that the Wagner length for only the 𝛼 phase 

was calculated since it is the corroding phase.  

The calculated value of 𝑊1 for 𝑖&'((,* = 1.7 × 10/0 A/m2 is provided at 𝑡 = 1110	s in 

Figure 6.4. As can be seen, the value of 𝑊1 varies along the 𝛼/electrolyte interface, with the 

smallest value occurring near the 𝛼/𝛽 interface where the corrosion current density is largest. 

 𝑊 = 𝜅%
𝜕𝜂
𝜕𝑖N-O

, (6.14) 
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Thus, the most stringent condition, given by taking the minimum value of 𝑊1 (or the minimum 

value of the ratio, as 𝐿1 is a constant) over the 𝛼/electrolyte interface, is used to determine the 

expected degree of uniformity in the corrosion current density distribution. We denote the 

minimum of 𝑊1 as 𝑊1∗ hereafter. Figure 6.1c shows the plot of 𝑊1∗/𝐿1 vs. time for all cases, except 

for 𝑖&'((,* = 1 A/m2, where the current density is limited by 𝑖+,-, as discussed above. The 𝑊1∗/𝐿1 

value for all cases, except 𝑖&'((,* = 5 × 10/. A/m2, is much smaller than 1 throughout corrosion. 

Correspondingly, nonuniform corrosion is observed along the 𝛼/electrolyte interface for these 

values of 𝑖&'((,* in Figure 6.1b. Conversely, the 𝑊1∗/𝐿1 value for 𝑖&'((,* = 5 × 10/. is larger than 

1, and the simulation shows a relatively uniform corrosion along the 𝛼/electrolyte interface in this 

case, as compared to the larger values of 𝑖&'((,*. Finally, the monotonic decrease in 𝑊1∗/𝐿1 with 

time suggests an increase in the nonuniformity of the current density distribution over the 

𝛼/electrolyte interface with time according to the Wagner theory.  

 

 

Figure 6.4. The plot of 𝑊	d along the 𝛼/electrolyte interface for 𝑖abcc,e = 1.7 × 10L$ A/m2 at 𝑡 = 1110 s. 
The color indicates the value of 𝑊	d according to the color bar on the right.31 
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In summary, this sensitivity analysis shows that 𝑖&'((,* strongly affects the microgalvanic 

corrosion behavior and that decreasing it reduces localized corrosion, both by reducing the overall 

rate and enhancing the uniformity. However, the change in the corrosion current is sublinearly 

dependent on 𝑖&'((,*. Thus, a significantly larger reduction in 𝑖&'((,* is required to achieve the 

reduction in the corrosion current. This result could potentially have a direct consequence on 

passivation techniques186 that aim at reducing 𝑖&'((,* to mitigate localized corrosion.  

 

6.3.1.2 Sensitivity analysis with respect to 𝑬𝒄𝒐𝒓𝒓,𝜷 

The parameter 𝐸&'((,* represents the equilibrium corrosion potential for the 𝛽 phase, which 

is the cathodic phase in this study. In a galvanic couple, increasing the difference between the 

equilibrium potentials of the anode and the cathode amplifies the strength of the coupling, which 

increases the corrosion current. Therefore, given that we limit our studies to cases where 𝐸&'((,* >

𝐸&'((,1, raising 𝐸&'((,* increases the difference between 𝐸&'(( of the two phases and is thus 

expected to increase the corrosion current. As reported in the literature,46,163,183 the value of 𝐸&'((,* 

ranges from -1.6 V to -1 V vs. the standard calomel electrode (SCE) for most second phases in Mg 

alloys immersed in 0.1 M NaCl aqueous solution. Since we restrict the cases to 𝐸&'((,* > 𝐸&'((,1 

and 𝐸&'((,1 = −1.424	V vs. SCE in this study (see Table 6.2), we chose five values of 𝐸&'((,*, 

namely, -1.3, -1.25, -1.2, -1.151, and -1.1 V. We did not examine values above -1.1 V because the 

resulting reaction current density would be limited by 𝑖+,-, which leads to a similar result seen 

for 𝑖&'((,* = 1 A/m2 in Section 6.3.1.1. Note that the value of -1.151 V represents the baseline 

case, which was used in a previous work26 and corresponds to the AM30 alloy.176,177 The remaining 
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model parameters were kept the same as listed in Table 6.2. The results are summarized in Figure 

6.5. 

 

Figure 6.5. Results for the corrosion current, morphology of the corroded surface, and the Wagner length 
from the sensitivity analysis with respect to the corrosion potential of the 𝛽 phase. (a) The log-linear plot 
of the corrosion current vs. time. (b) The metal/electrolyte interface at 𝑡	 = 	755 s. The inset shows an 
expanded view of (b) near the 𝛼/𝛽interface to enable visual delineation of cases in which corrosion is 
limited. (c) The log-linear plot of 𝑊d∗/𝐿d vs. time. The values of 𝐸abcc,e varies from -1.3 V to -1.1 V, as 
presented in the legend provided in (a), which applies to all subfigures.31  

 

The plot of the corrosion current vs. time for different values of 𝐸&'((,* is presented in 

Figure 6.5a. Two trends can be observed in the figure. First, for a fixed 𝐸&'((,* > −1.25 V (vs. 

SCE), the corrosion current increases with time. For 𝐸&'((,* ≤ −1.25 V (vs. SCE), the corrosion 

current remains almost constant in time because the amount of the 𝛽 phase exposed to the 

electrolyte does not change significantly. Second, increasing 𝐸&'((,* increases the corrosion 

current. In fact, increasing 𝐸&'((,* 	from -1.151 V to -1.1 V (i.e., the change in 𝐸&'((,* 	with respect 

to the baseline case,	Δ𝐸&'((,* =	~	0.05 V) causes the corrosion current (at 𝑡	 = 	0 s) to increase 

by a factor of ~2.9. Similarly, decreasing the 𝐸PKNN,* from -1.151 V to -1.2 V (i.e., Δ𝐸&'((,*~ −

0.05 V) reduces the corrosion current (at 𝑡	 = 	0 s) by a factor of ~3.1. While these factors are 
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similar (~3), they differ from exp n��Q5677,8
a8

�o	~	4, obtained theoretically by assuming that the 

electrolyte potential at 𝑡 = 0 s remains the same for different 𝐸&'((,* cases. This result exemplifies 

the need for simulations when more precise predictions are required because the assumption of the 

invariant electrolyte potential is not applicable for the system under consideration (see Figure 6.12 

in Section 6.5 for additional data). Nevertheless, the theoretical value is still useful as it provides 

an approximate change expected in the corrosion current at 𝑡 = 0 s for consecutive values of 

𝐸&'((,*. 

Finally, the effects of 𝐸&'((,* on the interface position and morphology (shown in Figure 

6.5b) and the uniformity of corrosion along the 𝛼/electrolyte interface (in terms of 𝑊1∗/𝐿1, shown 

in Figure 6.5c) are analogous to the effects of 𝑖&'((,* discussed above. In short, increasing 𝐸&'((,* 

increases the corrosion current, which results in more corrosion (e.g., magenta vs. black curves in 

Figure 6.5b) and decreases the 𝑊1∗/𝐿1 value (e.g., blue vs. green curves in Figure 6.5c), which 

explains the corresponding corrosion morphologies found in Figure 6.5b. Thus, this sensitivity 

analysis shows that 𝐸&'((,* significantly affect the microgalvanic corrosion behavior and should 

be considered as a parameter in the alloy design. Furthermore, the analysis shows that keeping the 

difference between 𝐸&'((,* and 𝐸&'((,1 below ~0.22 V significantly reduces localized corrosion in 

the AM30 alloy for the assumed model parameters, both by decreasing the overall rate and 

enhancing the uniformity.  

 

6.3.1.3 Sensitivity analysis with respect to 𝜿𝒆 

The parameter 𝜅% is the ionic conductivity of the electrolyte. Thus, changing 𝜅% in the 

model represents a change in the corrosion environment. Facile ionic transport in the electrolyte 
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(i.e., larger 𝜅%) is expected to increase the corrosion current; below, we will quantify this effect. 

We note that changing the electrolyte can potentially alter the 𝑖&'((,* and 𝐸&'((,* values in a 

physical system; however, here we isolate the effect of 𝜅% on the corrosion behavior. The 𝜅% value 

for various aqueous electrolytes can vary from 1 × 10/. S/m (for distilled water) to 1 S/m (sea 

water).184 Thus, we chose five values of 𝜅% within this range, namely 5 × 10/., 1 × 10/0, 

2 × 10/0, 1 × 10/6, and 1 S/m, for the sensitivity analysis. Again, the remaining model 

parameters were kept the same as listed in Table 6.2. The results are summarized in Figure 6.6.  

The plot of corrosion current vs. time for all cases is shown in Figure 6.6a. As can be seen, 

for a fixed 𝜅% value, the corrosion current increases with time, which occurs due to an increase in 

the amount of the 𝛽 phase exposed to the electrolyte. However, the effect of 𝜅% on the corrosion 

current is not as straightforward. An increase in the corrosion current is observed during early 

times (𝑡 < 600 s) as 𝜅% is increased, which is in line with our expectation. However, the increase 

is minor considering the large change in 𝜅%; for example, the corrosion current at 𝑡 = 0 s increased 

by ~15% when 𝜅% is raised from 5	 × 10/. to 0.1 S/m, at which point no significant change in the 

corrosion current is observed with a further increase in 𝜅%. This result indicates that the ionic 

transport is not a limiting factor for 𝜅% > 0.1 S/m even when the reaction current density is large 

for this system. Furthermore, we note that it is challenging to theoretically predict the nonlinear 

effect of 𝜅% on the corrosion current observed here even at 𝑡 = 0 s. The challenge arises because 

changing 𝜅% alters 𝛷% through the current continuity equation with corrosion current density 

boundary condition (see its SBM formulation, Eq. 6.8), which in turn changes the corrosion current 

density (Eqs. 6.9 to 6.13), making it difficult to solve them analytically.  
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Figure 6.6. Results for the corrosion current, morphology of the corroded surface, and the Wagner length 
from the sensitivity analysis with respect to the electrolyte conductivity. (a) The log-linear plot of the 
corrosion current vs. time. (b) The metal/electrolyte interface at 𝑡	 = 	2825 s. (c) The log-linear plot of 
𝑊d∗/𝐿d vs. time. The values of 𝜅* varies from 0.005 S/m to 1 S/m, as presented in the legend provided in 
(a), which applies to all subfigures.31  

 

At later times (𝑡 > 600 s), the trend observed above reverses: the smallest 𝜅% value exhibits 

the highest corrosion current. To understand this reversal, we need to examine the morphology of 

the corroding interface (𝛼/electrolyte), which is shown in Figure 6.6b for all cases at 𝑡 = 2825 s 

(the final time for the case with 𝜅% = 5	 × 10/. S/m when the corroding interface reaches the 

bottom end of the domain). As can be seen, the interface is almost flat for the cases of 𝜅% = 0.1	and 

1 S/m, but the interface becomes increasingly curved as the conductivity is decreased, with more 

corrosion near the 𝛼/𝛽 interface than elsewhere. This rapid corrosion near the 𝛼/𝛽 interface 

exposes a larger amount of the 𝛽 phase to the electrolyte than in the case of a higher 𝜅%, and thus 

leads to a higher corrosion current. These results show that although the corrosion current is not 

as sensitive to 𝜅% as it is to 𝑖&'((,* and 𝐸&'((,*, 𝜅% has an impact on the morphology of corroding 

interface.  
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We further analyze the results based on the Wagner length. Figure 6.6c shows the plot of 

𝑊1∗/𝐿1 vs. time for all cases. As can be seen, 𝑊1∗/𝐿1 ≫ 1 for 𝜅% = 0.1 and 1 S/m throughout the 

simulation, and, correspondingly, uniform corrosion is observed in these cases. Additionally, two 

more trends are observed: first, a monotonic decrease in 𝑊1∗/𝐿1 is observed as 𝜅% is decreased, 

which is consistent with an increase in the nonuniformity of corrosion along the 𝛼/electrolyte 

interface. Second, 𝑊1∗/𝐿1 decreases with time, and the Wagner theory suggests an increase in the 

nonuniformity of the current density distribution over the 𝛼/electrolyte interface with time. Thus, 

in summary, this sensitivity analysis showed that although 𝜅% does not strongly influence the 

overall rate of corrosion, especially during the early times, it significantly affects the uniformity 

of corrosion. These results have a direct implication for the strategies to mitigate localized 

corrosion, as they show that it is beneficial to have the ionic conductivity of the electrolyte to be 

greater than 0.1 S/m to maintain the uniformity of corrosion and reduce the corrosion current at 

later times. 
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6.3.2 Effect of microstructure on corrosion behavior 

Next, we examine the influence of the microstructure on the corrosion behavior of Mg 

alloys by studying the effect of geometric features of second phase particles and lamellar regions, 

i.e., an alternate arrangement of 𝛼 and 𝛽 domains. We note that the presence of such a region and 

its characteristic features are dependent on the alloy processing and is usually observed in various 

alloys during eutectic solidification or eutectoid (solid-state) phase transformation. We conducted 

this investigation in both 2D and 3D systems, which we discuss separately below. Note that the 

initial widths of the 𝛼 and 𝛽 domains for one in both 2D and 3D systems are extracted from the 

literature.171 The widths for the remainder of the cases are calculated based on the number of 

lamellar pairs under the constraint of fixed 𝛽 volume fraction (at 𝑡 = 0 s), as explained in the 

following subsections. We also note that the use of natural boundary conditions (zero-normal-

derivative) for all fields, as described in Section 6.2, corresponds to mirroring of the computational 

domain across each boundary. Other computational details, such as the time step size and the 

element size and order, are provided in Section 6.5 (see Table 6.5 and the associated text). 

 

6.3.2.1 2D systems 

In this section, we describe the simulation results the microgalvanic corrosion in 2D 

systems that physically represent 3D systems, which have uniform microstructure along the 

direction perpendicular to the simulation plane. We considered four microstructures of the same 

dimensions but different distribution of the 𝛽 phase for this investigation. The key distinguishing 

features among the four microstructures (referred to as Case 1 through Case 4) are summarized in 

Table 6.3, along with figures of the microstructures, and are discussed further below. Note that the 
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red, green, and blue regions in each figure correspond to the 𝛼, 𝛽, and the electrolyte domains, 

respectively. 

Case 1, Case 2, and Case 3 represent a microstructure with only a lamellar region in the 

same cross-sectional area (2.810 𝜇𝑚 by 1.405 𝜇𝑚), but they differ from each other in terms of 

number of lamellar pairs present in them, as listed in Table 6.3. Case 4, on the other hand, 

represents a microstructure with a lamellar region with 3 lamellar pairs along with a larger 𝛼 

domain (hereafter referred to as the bulk 𝛼 domain for short), similar to what may be expected 

when primary 𝛼 forms before the lamellar region. The initial widths of the 𝛼 and 𝛽 domains in the 

lamellar region in Case 4 are extracted from the microstructures reported in the literature.171 Note 

that two values for the width of the 𝛼 domain in Case 4 are provided in Table 6.3; the values 0.40 

𝜇𝑚 and 1.21 𝜇𝑚 correspond to the 𝛼 domain within the lamellar region and the bulk 𝛼 domain, 

respectively. The initial widths of the 𝛼 and 𝛽 domains in all other cases are determined based on 

the number of lamellar pairs under the constraint of fixed 𝛽 volume fraction (at 𝑡 = 0 s), which 

was set to ~21% in all cases (like the value used in the sensitivity analyses above and a previous 

study26). Note that in the microstructures studied here, the 𝛽 volume fraction is the same as the 𝛽 

area fraction at any given time due to the assumed uniformity of the microstructures along the 

direction perpendicular to the simulation plane. The remaining model parameters were kept the 

same as listed in Table 6.2.  
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Table 6.3. A comparison of the four microstructures used for the 2D system. In all cases, the area fraction 
of the 𝛽 phase is set to 21%.31 

Case Figure Description No. of 
lamellar 
pairs per 
domain 

Width of 𝜶 
regions 
(𝝁m) 

Width of 𝜷 
regions 
(𝝁m) 

1 

 

Wide lamellar  1 2.210 0.600 

2 

 

Medium 
lamellar  2 1.105 0.300 

3 

 

Narrow 
lamellar  3 0.737 0.200 

4 

 

Lamellar 
region next to 
a larger 𝛼 
region 

3 

0.400 
(lamella)  
1.210 
(bulk) 

0.200 

 

𝛼 𝛽

𝜇𝑚

𝜇𝑚

𝜇𝑚

𝜇𝑚

𝛼 𝛽

𝜇𝑚

𝜇𝑚

𝛼 𝛽

𝜇𝑚

𝜇𝑚

𝛼𝛽
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The plot of the corrosion current vs. time for all cases is provided in Figure 6.7a. Three 

distinct features can be observed in the figure: first, the corrosion currents for all cases are the 

same at 𝑡 = 0 s; second, for each case, the corrosion current increases with time; and third, at 𝑡 >

0 s, the corrosion current is influenced by the microstructure. Specifically, we observe that 

increasing the number of lamellar pairs with a fixed initial 𝛽 fraction (which decreases the lamellar 

width) increases the corrosion current at 𝑡 > 0 s. Furthermore, by comparing Case 3 and Case 4, 

we find that, for a fixed number of lamellar pairs at a fixed initial 𝛽 fraction, decreasing the spacing 

between the 𝛽 domains (i.e., the width of the 𝛼 domains in the lamellar region) increases the 

corrosion current at 𝑡 > 0 s.  

 

Figure 6.7. Corrosion current as a function of time and cathode surface area per unit length for the 2D 
microstructures. (a) The plot of the corrosion current vs. time for the 2D microstructures studied here. (b) 
The relation between the corrosion current and 𝑆e (the cathode surface area per unit length perpendicular 
to the simulation plane) for the microstructures. In both plots, the same color corresponds to the same case, 
namely, black for Case 1; red for Case 2; blue for Case 3; and green for Case 4. The best fit to the linear 
portion of the data is also shown in (b) by a grey dash line.31 

 

The underlying reason behind the three features discussed above for Figure 6.7a is the 

amount of the 𝛽 phase exposed to the electrolyte at any given time because the corrosion current 

is limited by the cathodic phase. When the area of the exposed 𝛽 phase is the same, the same 
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corrosion current is obtained. This is why all cases have the same corrosion current at 𝑡 = 0 s. It 

also explains why the current increases with time as more 𝛽 surface area becomes exposed to the 

electrolyte and why the cases with more (and finer) lamellas (e.g., Case 3) have a higher corrosion 

current over those with fewer (and coarser) lamellas (e.g., Case 1) at a given time. The amount of 

the exposed 𝛽 phase can be quantified in terms of the surface area of the 𝛽 phase exposed to the 

electrolyte. Given the 2D nature of the microstructures studied here, we use the cathode surface 

area per unit length perpendicular to the simulation plane, or 𝑆*, as the quantifying metric instead 

of the surface area. Figure 6.8 shows the plot of 𝑆* vs. time for all cases. The evolution of 𝑆* is 

similar to that observed in the plot of corrosion current vs. time (Figure 6.7a) in three ways. First, 

𝑆* is the same for all cases at 𝑡 = 0 s because the initial 𝛽 fraction is the same in all the cases. 

Second, 𝑆* increases with time in all cases. Third, 𝑆*(Case 4) > 𝑆*(Case 3) > 𝑆*(Case 2) > 𝑆*(Case 

1) at 𝑡 > 0 s. This dependence of the corrosion current on the surface area of the cathode is also 

reported by Raman167 based on potentiodynamic and weight loss measurements of AZ91 alloy 

samples that underwent a heat treatment for different durations. 
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Figure 6.8. The plot of 𝑆e (the cathode surface area per unit length perpendicular to the simulation plane) 
vs. time for the 2D microstructures studied in this work. Note that different curves correspond to various 
microstructures, namely, black for Case 1; red for Case 2; blue for Case 3; and green for Case 4.31 

 

To further highlight the relationship between the corrosion current and 𝑆*, we plot the 

corrosion current vs. 𝑆* in Figure 6.7b. As can be seen, the corrosion current increases with 𝑆* for 

all cases. More interestingly, all plots in Figure 6.7b approximately overlap onto a single curve for 

the duration of the simulations performed. Note that the agreement is excellent up to 𝑆* ~3 𝜇𝑚, 

where a linear relationship is observed, as shown by the grey dashed line in Figure 6.7b. This result 

illustrates that 𝑆* is the rate-defining quantity in the microstructures studied here. The deviation 

observed between the linear relationship and the simulated result at larger 𝑆* is caused by the 

ionic-transport limitation (due to a small 𝜅% value) and the current-density limitation on the 𝛼 

phase (due to a small 𝑖+,- value). When sufficiently large 𝜅% and 𝑖+,- values are used, the 

simulated result matches well with the linear relationship, as shown in Figure 6.13 and discussed 

in the associated text in Section 6.5.  
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The evolution of the metal/electrolyte interface is consistent with the corrosion behavior 

discussed above, which shows that the corrosion current is strongly correlated to 𝑆*. Figure 6.9 

shows the metal/electrolyte interface for each case (in each row) at three times (in different 

columns) during corrosion. As can be seen, the largest amount of corrosion at any given time is 

observed in Case 4, followed by Case 3, Case 2, and Case 1 in this order. In addition to the extent 

of corrosion, the uniformity of corrosion is also highly dependent on the microstructure. For Case 

1, we observe nonuniform corrosion along the 𝛼/electrolyte interface, with more corrosion near 

the 𝛼/𝛽 interface than elsewhere. This nonuniform corrosion behavior is consistent with that 

described in the Sensitivity Analyses section and in a previous work.26 Specifically, the observed 

nonuniformity suggests there exist two length scales for corrosion: one associated with a high 

corrosion current density that decays rapidly from the 𝛼/𝛽/electrolyte triple junction, and another, 

associated with a low corrosion current density that persists for a length scale comparable or longer 

than the domain size.26 The length scale of the first type determines the extent of the field of 

influence of the 𝛽 domain on the surrounding 𝛼 region. 

For Case 2 and Case 3, we still observe some nonuniform corrosion in each 𝛼 domain, i.e., 

more corrosion near the 𝛼/𝛽 interface. However, the depth of corrosion in the middle of each 𝛼 

domain is not much behind that near the 𝛼/𝛽 interfaces at all times. This happens because the 

spacing between two adjacent 𝛽 domains, i.e., the width of each 𝛼 domain, is small enough such 

that the fields of influence of the two 𝛽 domains overlap and act together on the 𝛼 domain in 

between. Furthermore, the overlap of the fields of influence becomes stronger as 𝛽 domains are 

brought closer. This is the reason behind the faster corrosion observed in Case 3 than in Case 2. 

Finally, due to the symmetry of the microstructure, we observe the same corrosion extent in each 

𝛼 domain for both Case 2 and Case 3. In Case 4, we observe a combination of behaviors observed 
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in the cases discussed above. A behavior like that of Case 1 can be seen for the bulk 𝛼 domain 

(right-most domain), where the two distinct length scale discussed for Case 1 are apparent. Within 

the lamellar region, we observe an overlap of the fields of influence of multiple 𝛽 domains, like 

Case 2 and Case 3, which leads to a relatively uniform but faster corrosion within the lamellar 

region than the bulk 𝛼 phase. However, unlike Case 2 and Case 3, the extent of corrosion in Case 

4 is not uniform among the 𝛼 domains within the lamellar region. In fact, the innermost 𝛼 domain 

(i.e., the left-most 𝛼 domain) exhibits the greatest extent of corrosion because of the asymmetry 

of the microstructure.  

The results presented here show that when the corrosion current is limited by the cathodic 

phase, the presence of the lamellar region, in addition to the bulk 𝛼 phase, not only increases the 

corrosion current, but also increases the difference in the extent of corrosion among 𝛼 domains. A 

larger extent of corrosion is observed in the 𝛼 domain that lies in the center of the lamellar region, 

and the extent decreases monotonically as one moves to the domains that are away from the center. 

These results agree well with the experimental results reported by Song et al.50 for the AZ91 alloy, 

where a greater extent of corrosion was observed within the lamellar region than the bulk 𝛼 phase. 

Although Song et al.50 attributed this behavior to the difference in the electrochemical properties 

of the 𝛼 phase present within the lamellar region and in bulk (due to the difference in the solute 

concentration), our results here show that the same effect can be observed even in the absence of 

such differences. Moreover, the phenomenon of accelerated corrosion of the anodic phase within 

the lamellar region is also observed in other alloys.49,187 In the next section (Section 6.3.2.2), we 

study the corrosion behavior in 3D microstructures, where the 𝛽 phase is either present as a 

precipitate or within a lamellar region. 
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Figure 6.9. Time series of the corrosion evolution in the four 2D microstructures investigated here, which 
are presented in different rows. Times selected are 200s (the first column), 400s (the second column), and 
600s (the third column). Axes labels are omitted for the latter two since they are identical to the first set. 
As noted in the main text, the red, green, and blue regions represent the 𝛼, 𝛽, and electrolyte domains, 
respectively.31   
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6.3.2.2 3D systems 

We simulated the corrosion behavior in four 3D microstructures, which are listed in Table 

6.4, along with their description and distinguishing features. The microstructures in Cases A to C 

differ in terms of the size and shape of the 𝛽 precipitate, and none of them have any lamellar region 

in them. Case D, on the other hand, places approximately the same amount of the 𝛽 phase as Cases 

A and B in lamellar region that surrounds a cylindrically shaped 𝛼 domain. The initial widths of 

the 𝛼 and 𝛽 domains in the lamellar region of Case D are exactly the same as in Case 4 in the 2D 

system and are obtained from the literature.171 The initial volume fractions (at 𝑡 = 0 s) of the 𝛽 

phase in Case A, Case B, and Case D are set to be the same at ~15%. Note that due to the uniformity 

of the microstructures along the thickness in Cases A and D, the initial surface fraction of the 𝛽 

phase is also the same as the initial volume fraction (at ~15%). Since corrosion is a surface 

phenomenon, we included Case C to study corrosion for the same initial surface 𝛽 fraction as cases 

A and D, but with a hemispherical 𝛽 precipitate. Finally, we note that the symmetry of the setup 

in all four microstructures allowed us to perform simulations for only a quarter of the system; 

however, the simulation results are reflected to provide the full view of the microstructure. 
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Table 6.4. A comparison of the four microstructures used for the 3D system. Note that the red and green 
regions in the figures represent the 𝛼 and 𝛽 domains, respectively.31 

Case Figure Description Dimensions 
of the 
𝜶	domain 
(𝝁m) 

Dimensions 
of the 𝜷 
domain (𝝁m) 

Initial 
volume 
(surface) 
fraction of 
𝜷 
 

A 

 

Cylindrical 𝛽 
precipitate in an 
𝛼 matrix 

Length = 6.0, 
Width = 6.0, 
Depth = 1.5 

Radius = 
1.32, 
Depth = 1.50 

15.2% 
(15.2%) 

B 

 

Hemispherical 
𝛽 precipitate in 
an 𝛼 matrix 

Length = 6.0, 
Width = 6.0, 
Depth = 1.5 

Radius = 1.57 
15.0% 
(21.5%) 

C 

 

Hemispherical 
𝛽 precipitate in 
an 𝛼 matrix 

Length = 6.0, 
Width = 6.0, 
Depth = 1.5 

Radius = 1.32 8.9% 
(15.2%) 

D 

 

Cylindrical 𝛼 
precipitate in 
lamellar region 

Width in the 
lamellae = 
0.4, 
Precipitate 
radius = 2.5, 
Depth = 1.5 

Width = 0.2, 
Depth = 1.5 

15.2% 
(15.2%) 

6 𝜇𝑚

6 𝜇𝑚

3
𝜇𝑚

6 𝜇𝑚

6 𝜇𝑚

3 
𝜇𝑚

6 𝜇𝑚

6 𝜇𝑚

3 
𝜇𝑚

6 𝜇𝑚

6 𝜇𝑚

3 
𝜇𝑚
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The plot of the corrosion current vs. time for all four microstructures is shown in Figure 

6.10a; supplementary results are provided in Figure 6.14 in Section 6.5. As in the 2D systems, the 

corrosion behavior observed in the 3D microstructures can be explained based on the amount of 

the 𝛽 surface exposed to the electrolyte, referred to as cathode area hereafter, as shown in Figure 

6.10b. For instance, at 𝑡 = 0 s, the corrosion current is the same for Case A, Case C, and Case D 

because in all three cases, the cathode areas are nearly equal. The small difference between the 

cathode area of Case D and that of Cases A and C at 𝑡 = 0 s is caused by the difference in the 

geometry. The larger cathode area in Case B (at 𝑡 = 0 s) than other microstructures also explains 

the larger corrosion current observed in that case. 

The evolution of the corrosion current can also be explained based on the cathode area. 

The close match between the corrosion currents for Cases A and C, especially during the early the 

times, can be traced to the fact that the cathode areas of these two cases evolve very similarly (see 

black and red curves in Figure 6.10a and Figure 6.10b). The match between the cathode areas for 

Cases A and C, despite the difference in the geometry and the volume of the 𝛽 precipitate, is 

observed because the initial area of the 𝛽 surface is set to be the same and the geometry effect is 

negligible when corrosion has not advanced significantly. At later times, Case C exhibits lower 

cathode area (and thus corrosion current) than Case A, due to the tapering profile of the 

hemispherical precipitate, as shown in the inset of Figure 6.10b. The corrosion current in Case B 

remains higher than Cases A and C because of the larger cathode area in Case B throughout the 

simulation. Similarly, the corrosion current in Case D exhibits rapid increase and becomes the 

largest after 240 s of corrosion among the simulations conducted, which is caused by the faster 

increase in the cathode area, as shown in Figure 6.10b. Thus, as observed in the 2D systems, the 
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simulations show that the presence of the lamellar region in addition to a larger (e.g., primary) 𝛼 

region accelerates corrosion in 3D systems.  

 

 

Figure 6.10. Corrosion current as a function of time and cathode surface for the 3D microstructures. The 
plot of (a) the corrosion current vs. time and (b) the cathode area vs. time for the 3D microstructures studied 
in this work. The inset of (b) shows the plot of the cathode vs. time for Case A and Case C for a longer 
duration than (b), which is added to highlight the difference in the cathode area for the two cases. The 
legends are provided in (a) for both plots (black, Case A; blue, Case B; red, Case C; and green, Case D). 
Note that the black curve (Case A) mostly overlaps the red curve (Case C) in the main subfigure (b); see 
the inset for a magnified view.31 

 

Figure 6.11 shows the evolution of the metal/electrolyte interface for each case (in different 

rows) at three times (250 s, 500 s, and 750 s in different columns). For Case A, Case B, and Case 

C, we observe faster corrosion near the 𝛼/𝛽 interface and slower corrosion far from the interface, 

which leads to the formation of a circular trench around the 𝛽 precipitate (see the last column in 

Figure 6.11). Thus, we again observe the presence of the two length scales that were discussed for 

Case 1 of the 2D system: one over which the current density decays from the 𝛼/𝛽/electrolyte triple 

junction and another over which the current density is smaller but persists for a length scale 

comparable or longer than the domain size. The evolution of the interface in Case D is also 

a) b)

0 500 1000
1.4
1.6
1.8
2.0
2.2
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analogous to that of Case 4 for the 2D system. In the cylindrical 𝛼 region, we observe the presence 

of the two length scales for the corrosion: one associated with faster corrosion near the 

𝛼/𝛽/electrolyte triple junction and the other associated with slower corrosion near the center of the 

region, which causes the initially flat surface to evolve into a dome shape (see the last row in 

Figure 6.11). Furthermore, corrosion in each 𝛼 domain within the lamellar region is more uniform 

than in the cylindrical region due to the overlap of the fields of the influence of multiple 𝛽 domains, 

as discussed above for the 2D systems. However, the extent of corrosion among𝛼 domains in the 

lamellar region varies. Faster corrosion is observed in the 𝛼 domains surrounded by the 𝛽 domains 

that run through the entire length of the microstructure (i.e., the 𝛼 domains at the edges of the 

microstructure; an example is noted by a black arrow in Figure 6.11). The extent of corrosion 

decreases towards the centerline of the domain in the lamellar region. This behavior is analogous 

to Case 4 for the 2D system, where the greatest extent of corrosion was observed in the left-most 

𝛼 domain. In summary, the 3D simulations show that the trends observed in the 2D systems are 

also valid in 3D systems. 
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Figure 6.11. Time series of the corrosion evolution in the four 3D microstructures investigated, which are 
presented in different rows. Times selected are 250 s (the first column), 500 s (the second column), and 750 
s (the third column). In Case D, the regions with slower and faster corrosion are noted in the third column. 
As noted in the main text, the red and green regions represent the 𝛼 and 𝛽 domains, respectively. Note that 
the symmetry of the setup in all four microstructures allowed us to perform simulations in only a quarter of 
the system.31  
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6.4 Chapter 6 Summary 

In this work, we performed phase-field simulations to individually study the effect of the 

electrochemical properties of the 𝛽 phase and electrolyte, as well as that of the alloy microstructure 

on the microgalvanic-corrosion behavior of Mg alloys. These simulations enable the decoupling 

of the effect of the aforementioned factors on the microgalvanic corrosion, which is challenging 

to achieve solely by experiment. Based on the results from the sensitivity analyses, we showed 

that decreasing either 𝑖&'((,* or 𝐸&'((,* reduces the corrosion current and promotes more uniform 

corrosion. We also confirmed that the ratio between the minimum Wagner length for the 𝛼 phase 

(corroding phase), 𝑊1∗, and the initial width of that phase, 𝐿1, is an excellent metric for determining 

the uniformity of corrosion along the corroding interface. In short, when the ratio is significantly 

larger than 1, the corrosion is found to be uniform, and the opposite behavior is observed when the 

ratio is significantly smaller than 1. Furthermore, the sensitivity analyses also revealed that 

increasing 𝜅% improves the corrosion resistance at longer times due to the improved uniformity of 

corrosion. However, the corrosion current is not as sensitive to 𝜅% as it is to 𝑖&'((,* and 𝐸&'((,* for 

the range of parameter values and the system sizes studied here. 

Additionally, we showed that the microstructure has a strong effect on corrosion behavior. 

Specifically, the presence of a lamellar region in addition to a bulk 𝛼 domain in the microstructure 

proves to be detrimental to the corrosion resistance in both 2D and 3D microstructures, which 

qualitatively agrees with experimental studies.49,50,187 Furthermore, increasing the number of 

lamellar pairs in the microstructure for a fixed initial volume and surface fraction of the 𝛽 phase 

increases the corrosion current. Thus, finer microstructure is detrimental to corrosion resistance. 

In the case where a lamellar region is present next to a bulk 𝛼 domain, we observed differences in 

the extent of corrosion among 𝛼 domains present in the system. We note that some experimental 
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studies about the influence of the lamellar region on the corrosion current contradict our simulation 

results. For example, Zhao et al.171 and Zhao et al.46 reported that for AZ91, the presence of the 

lamellar region is beneficial to the corrosion resistance of the alloy. This discrepancy may be due 

to the difference in the composition (and resulting difference in the electrochemical properties) of 

the 𝛼 phase in the lamellar region as compared to the bulk 𝛼 phase. To further investigate this 

discrepancy, the properties of the 𝛼 phase should also be examined systematically, which will be 

left for future work. Moreover, the deposition of the corrosion product on the metal/electrolyte 

interface can play a significant role in reducing the corrosion rate. The present model does not 

account for the deposition of the product phase, and thus the model needs to be extended to study 

corrosion involving product deposition. Nevertheless, this systematic investigation provides 

guidance to the design of alloys and processing approaches to mitigate localized corrosion. 

 

6.5 Chapter 6 Appendix 

Computational details for the sensitivity analyses 

The numerical parameters used for performing the sensitivity analyses are listed in Table 

6.5. In addition, the tolerance for the nonlinear solver was kept at 1 × 10/64 for the simulations 

pertaining to the sensitivity analyses. The mesh was refined where the order parameters were 

between 𝜖 and 1 − 𝜖, where 𝜖 = 1 × 10/0 and 1 × 10/. for quadratic and linear elements, 

respectively, to ensure sufficient refinement of the interface. The wider range was used for linear 

elements due to their lower accuracy than quadratic elements. Finally, the interfacial thickness was 

set at approximately 5% of the thickness of the 𝛽 phase to ensure the error introduced by the 

diffused interface approach is sufficiently small. 
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Table 6.5. Numerical parameters used in the sensitivity analyses.31 

Sensitivity analysis with respect to 𝒊𝐜𝐨𝐫𝐫,𝜷 
𝒊𝐜𝐨𝐫𝐫,𝜷 
(A/m2) 

Time step (s) Element 
Order 

Sub-
divisions in 

each 
direction 

Max 
Refinement 

Level 

Min 
Refinement 

Level 

Tolerance 
of the 
linear 
solver 

5 × 10LM 2.5 × 10LM 1 3 8 4 1 × 10LP 
1.7 × 10L$ 2.5 × 10LM 1 3 8 4 1 × 10LP 
5 × 10L$ 1 × 10LM 1 3 8 4 1 × 10LP 
1 × 10L# 1 × 10LN 1 3 8 4 1 × 10LP 

1 1 × 10LN 1 3 8 4 1 × 10LP 
Sensitivity analysis with respect to 𝑬𝐜𝐨𝐫𝐫,𝜷 
𝑬𝐜𝐨𝐫𝐫,𝜷 vs. 
SCE (V) 

Time step (s) Element 
Order 

Sub-
divisions in 

each 
direction 

Max 
Refinement 

Level 

Min 
Refinement 

Level 

Tolerance 
of the 
linear 
solver 

−1.3 2.5 × 10LM 2 3 6 1 1 × 10L#; 
−1.25 2.5 × 10LM 2 3 6 1 1 × 10L#; 
−1.2 2.5 × 10LM 2 3 6 1 1 × 10LP 
−1.151 2.5 × 10LM 2 3 6 1 1 × 10LP 
−1.1 2.5 × 10LM 2 3 6 1 1 × 10LP 

Sensitivity analysis with respect to 𝜿𝒆 
𝜿𝒆 (S/m) Time step (s) Element 

Order 
Sub-

divisions in 
each 

direction 

Max 
Refinement 

Level 

Min 
Refinement 

Level 

Tolerance 
of the 
linear 
solver 

5 × 10LM 2.5 × 10LM 1 3 8 4 1 × 10LP 
1 × 10L$ 2.5 × 10LM 1 3 8 4 1 × 10LP 
2 × 10L$ 2.5 × 10LM 1 3 8 4 1 × 10LP 
1 × 10L# 2.5 × 10LM 1 3 8 4 1 × 10LP 

1 2.5 × 10LM 1 3 8 4 1 × 10LP 
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Computational details for the microstructure studies  

The numerical parameters used in the simulations pertaining to the microstructure-based 

study for both 2D and 3D systems are listed in Table 6.6. All these simulations used quadratic 

elements with 3 subdivisions in each dimension, except for cases A to C in the 3D microstructures, 

where 4 subdivisions were used. Furthermore, the tolerance for the nonlinear solver was set as 

1 × 10/64 for these simulations. Finally, the mesh was refined where the order parameters were 

between 𝜖 and 1 − 𝜖, where 𝜖 = 1 × 10/. and 1 × 10/0 for 2D and 3D microstructures, 

respectively. 

 

Table 6.6. Numerical parameters used in the simulations performed to study the effect of the 
microstructure.31 

2D Systems 
Case Time step (s) Interfacial 

thickness (m) 
Max 

Refinement 
Level 

Min 
Refinement 

Level 

Tolerance of the 
linear solver 

1 1 × 10LM 3.67 × 10LP 6 1 1 × 10LP 
2 1 × 10LM 3.14 × 10LP 6 1 1 × 10LP 
3 1 × 10LM 2.09 × 10LP 6 1 1 × 10LP 
4 1 × 10LM 2.09 × 10LP 6 1 1 × 10LP 

3D Systems 
Case Time step (s) Interfacial 

thickness (m) 
Max 

Refinement 
Level 

Min 
Refinement 

Level 

Tolerance of the 
linear solver 

A 5 × 10LN 3.16 × 10LP 6 1 1 × 10L#N 
B 5 × 10LN 3.16 × 10LP 6 1 1 × 10L#N 
C 5 × 10LN 3.16 × 10LP 6 1 1 × 10L#N 
D 5 × 10LN 3.14 × 10LP 6 1 1 × 10L#N 
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Figure 6.12. The plot of the electrolyte potential, 𝛷*, along the metal/electrolyte interface at 𝑡 = 0 s for 
different values of 𝐸abcc,e considered in the sensitivity analysis. The grey dashed line represents the 𝛼/𝛽 
interface; the 𝛽 domain lies on the right side of the line.31 

 

To show that the deviation from the linear relationship observed for the Corrosion Current 

vs. 𝑆* plot (Figure 6.7b) is caused by the spatial variation in the electrolyte potential along the 

𝛽/electrolyte interface and 𝑖+,-, we performed two additional simulations for Case 4, as follows. 

In the first simulation, 𝜅% was increased to 1S/m (from the baseline value of 5 × 10/. S/m) to 

significantly reduce the spatial variation of the electrolyte potential. In the second simulation, 𝑖+,- 

was increased to 1 × 10. A/m2 (from the baseline value of 1 × 100 A/m2) to reduce the limiting 

effect of 𝑖+,-, along with an increase of 𝜅% to 1S/m. The resulting corrosion current vs. 𝑆* 

relationships are summarized in Figure 6.13, along with the result reported for Case 4 in Section 

6.3.2.1. As can be seen, only increasing 𝜅% brings the relationship between corrosion current and 

𝑆* closer to the grey dashed line (compare the blue and green curves in Figure 6.13). Furthermore, 

upon a simultaneous increase in 𝜅% and 𝑖+,-, the resulting relationship resembles the grey dashed 

line (see the purple curve in Figure 6.13). Thus, these results suggest that the linear relationship 
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between the corrosion current and 𝑆* would be retained if sufficiently large values of 𝜅% and 𝑖+,- 

are used to avoid any significant spatial variation in the electrolyte potential and severe limiting 

effect caused by 𝑖+,-.  

 
Figure 6.13. The relation between the corrosion current and 𝑆e (the cathode surface area per unit length 
perpendicular to the simulation plane) for Case 4 with different values of 𝜅* and 𝑖GDH. The green curve 
represents the result reported in the main text; the blue curve represents the result with increased 𝜅*; the 
purple curve represents the result with both increased 𝜅* and 𝑖GDH.31 

 

 

Figure 6.14. The plot of (a) the corrosion current vs. time and (b) the cathode area vs. time for the 3D 
microstructures studied here. The legends are provided in (a) for both plots (black, Case A; blue, Case B; 
red, Case C; and green, Case D). Note that the black curve (Case A) mostly overlaps the red curve (Case 
C).31  

a) b)
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Data availability 

The shared data for this chapter can be found at the following link: 

https://doi.org/10.13011/m3-ffgq-d561. 
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CHAPTER 7  
Effect of Material Properties on the Impedance Behavior and Tortuosity of SOFC 

Cathodes* 

 

7.1 Introduction: Application of electrochemical impedance spectroscopy to characterize 

SOFC cathodes 

Electrochemical impedance spectroscopy (EIS) is a powerful technique for material 

characterization and diagnosis of the solid oxide fuel cells (SOFC) as it enables the separation of 

different phenomena, such as bulk diffusion and surface reaction, that occur simultaneously in the 

SOFC. In this chapter, the electrochemical impedance in an experimentally determined, three-

dimensional (3D) microstructure of a mixed ion-electron conducting (MIEC) SOFC cathode is 

simulated. The impedance response is determined by solving the mass conservation equation in 

the cathode under the conditions of an AC load across the cathode’s thickness and surface reaction 

at the pore/solid interface. The simulation results reveal a need for modifying the Adler-Lane-

Steele model, which is widely used for fitting the impedance behavior of an MIEC cathode, to 

account for the difference in the oscillation amplitudes of the oxygen vacancy concentration at the 

pore/solid interface and within the solid bulk. Moreover, the results demonstrate that the effective 

tortuosity is dependent on the frequency of the applied AC load as well as the material properties, 

and thus the prevalent practice of treating tortuosity as a constant for a given cathode should be 

 
*This chapter is adapted from V. Goel et al., Frontiers in Chemistry, 9 (2021), 627699.32 
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revised. Finally, a method of determining the dependence of tortuosity on material properties and 

frequency by using the EIS data is proposed. 

As described in Chapter 2 (Section 2.3), SOFCs are an important technology in enabling 

the rapid integration of renewable energy sources into the energy mix of the modern world. Their 

importance stems from their versatility because they can be used to produce electricity or, when 

used in reverse (as a solid oxide electrolyzer cell), to produce fuel, depending upon their applied 

polarization. Specifically, anodically polarized cells act as low-emission fuel-flexible 

electrochemical engines, and cathodically polarized cells store energy in the form of stable 

chemical bonds in H2, CO, or CH4 through electrolysis.6,7 However, conventional high-temperature 

SOFCs run at 800–1000 °C, which makes their operation and maintenance highly cost-

ineffective.55 The operating temperature has been reduced using electrocatalytically active mixed 

ion-electron conducting (MIEC) cathodes such as (La,Sr)(Co,Fe)O3-δ (LSCF)188–190 and 

Sr(Ti,Fe)O3-δ (STF),191–193 wherein the oxygen evolution reactions (OERs) and oxygen reduction 

reactions (ORRs) occur over the entire surface. To take advantage of this behavior, SOFC cathodes 

are designed to have complex and porous microstructures with a large specific surface area; 

however, such designs result in a high degree of tortuosity for ion transport, which limits the 

performance of SOFCs. Thus, it is important to accurately determine the tortuosity of a cathode 

microstructure and optimize it to enable high performance at low operating temperatures.  

Several methods have been reported in the literature for determining the tortuosity of a 

porous electrode. These methods include: porosity-tortuosity relations, such as Bruggeman’s 

relations194; calculations of the tortuous path length either through the distance propagation 

method118 or the shortest path search method195; and calculations of tortuosity based on the 

effective diffusivity.196 Bruggeman’s relations are known to be less suitable for a domain with 
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connected solid phases and complex porous networks (as in an MIEC cathode).197 The methods 

involving the calculations of tortuous path length, or the effective diffusivity require three-

dimensional microstructural data as input, which is obtained through tomography.123,196 

Unfortunately, the availability of the necessary equipment to obtain tomographic data is not 

ubiquitous, sample preparation is time consuming, and the calculations are computationally 

expensive. Furthermore, these approaches provide tortuosity values associated with steady-state 

diffusion, yielding a single value, and do not describe the tortuosity relevant to the oscillating load 

or when the surface reaction is present. Therefore, there is a need for alternate methods for 

determining the tortuosity of a given SOFC electrode. Yu et al.59 showed that in systems limited 

by only bulk diffusion, the diffusional impedance data can be used to characterize a given 

microstructure in terms of tortuosity and the area of the loading boundary. They also showed that 

tortuosity is a function of the AC load frequency, which they define as effective tortuosity. Such 

use of impedance data to characterize the microstructure of a SOFC cathode is valuable to SOFC 

researchers since they widely use electrochemical impedance spectroscopy (EIS) to test SOFC 

performance.  

In this chapter, it is shown that the EIS data of a SOFC MIEC cathode can be used to 

determine the tortuosity of the solid phase within the cathode. For this purpose, we use a 

statistically representative198 portion of an experimentally determined complex three-dimensional 

microstructure of an unbiased SOFC cathode. The microstructure is reconstructed by Yu et al.59 

from the focused-ion-beam (FIB) SEM images obtained by the Barnett group at Northwestern 

University. In the microstructure, the amplitude of the concentration response to an applied AC 

load under the influence of surface reaction and bulk diffusion is numerically obtained, and 

subsequently, the solution is used to determine the impedance behavior. Furthermore, the effect of 
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different material properties (bulk diffusion coefficient and reaction rate constant) on the 

impedance behavior and the effective tortuosity of the microstructure is investigated. From the 

simulations, it is found that due to the presence of surface reaction, the amplitude of oscillations 

in the oxygen vacancy concentration at the pore/solid interface of the cathode is lower than the 

amplitude within the bulk of the solid phase. Moreover, the difference between the two 

concentration amplitudes increases with an increase in the ratio between the reaction rate constant 

and the bulk diffusion coefficient. Such a difference is not considered by the widely used Adler-

Lane-Steele (ALS) model, a macrohomogeneous model developed by Adler, Lane, and Steele to 

predict the impedance data of a SOFC MIEC cathode.28,29 Thus, an extension to the ALS model to 

account for the aforementioned difference is proposed.  

Furthermore, a method of extracting the effective tortuosity from the impedance data is 

developed, which involves a comparison between the macrohomogeneous (modified ALS) and 1D 

Finite Length Gerischer relations for the impedance. The calculations for tortuosity determination 

reveal that the effective tortuosity is a function of the microstructure, frequency of the applied AC 

load, and the material properties such as the reaction rate constant and bulk diffusion constant. 

Additionally, the effective tortuosity of a microstructure in the low-frequency regime (where the 

tortuosity approaches the DC value) decreases with an increase in the ratio between the reaction 

rate constant and the bulk diffusion coefficient due to a decreased penetration depth of the 

electrode reactions. This finding suggests that the prevalent practice of using a single tortuosity 

value for a given electrode for extracting the material properties by employing the ALS 

model29,199,200 should be reviewed and revised. Additionally, the finding suggests that both the 

intrinsic material properties and the microstructure should be considered concurrently in designing 
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a cathode with enhanced performance. These findings open a new array of applications for the EIS 

technique in characterizing and optimization of the microstructure of a SOFC cathode.  

All the previous reports primarily consider artificially generated microstructures,201–203 

which are designed to match given macrohomogeneous properties and thus may not be 

representative of the local microstructural morphologies and topologies. Only a few three-

dimensional impedance calculations have been reported with consideration of experimentally 

determined microstructures that are statistically representative of the cathode.204,205 The report by 

Kreller et al.205 only explicitly considered the three-dimensional microstructure near the 

electrode/electrolyte interface and assumed a one-dimensional macrohomogeneous domain 

beyond a certain distance from the interface. On the other hand, the investigation by Lynch et al.204 

focused on the method of calculating impedance in a microstructure where the ORR occurs either 

through bulk or surface pathways. However, it did not propose the utilization of the computed 

impedance data for characterizing the microstructure, nor did it consider the difference between 

the concentration amplitudes at the pore/solid interface and within the bulk of the solid, which are 

the two focuses of this chapter.  

 

7.2 Model equations for impedance calculation 

 
Figure 7.1. A schematic of oxygen transport withing the solid phase (grey region) of a MIEC SOFC cathode. 
The schematic is based on Kreller et al.206 Reproduced with permission from Ref. 32. Copyright 2021, the 
authors. Published by Frontiers Media SA.   

Cathode

Electrolyte
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MIEC cathodes are known to have much higher electronic conductivity as compared to the 

ionic conductivity207; thus, we ignore any impedance contribution due to electronic resistance. 

Moreover, due to the high electronic conductivity, it is reasonable to assume that the electrostatic 

potential of the solid phase is spatially invariant. Thus, in the absence of any gas phase transport 

limitation, the cathode impedance can be entirely attributed to the reduction of oxygen at the 

pore/solid interface and the transport of the resulting oxygen ions through the solid in the cathode, 

which is shown in Figure 7.1. The oxygen ions diffuse inside the solid phase of the cathode through 

a vacancy mechanism. Hence, the ionic current can be calculated from the flux of the oxygen 

vacancies. The mass transport equation for the oxygen vacancies inside the cathode can be written 

as 

 
𝜕𝐶�
𝜕𝑡 = ∇ ⋅ (𝐴𝐷�∇𝐶�) ∈ 𝛺, (7.1) 

where 𝐶�  represents the concentration of oxygen vacancies, 𝐴 represents the thermodynamic factor, 

which is defined by Adler, Lane, and Steele28 as a factor relating the oxygen vacancy concentration 

to the partial pressure of oxygen gas in the pore phase, 𝐴 = (1/2) ∂lne𝑃M!f/ ∂ln(𝐶�). The 

diffusivity of the vacancies inside the cathode is denoted by 𝐷�, whereas 𝑡 represents time, and 𝛺 

represents the solid phase region within the cathode where the vacancy transport takes place. The 

reaction at the pore/solid interface within the cathode can be modeled as a first-order chemical 

reaction as 

 −𝐴𝐷�∇𝐶� = 𝜅.3(𝐶� − 𝐶�4) ∈ 𝛿𝛺, (7.2) 

where 𝜅.3is the reaction rate constant, 𝐶�4 is the equilibrium vacancy concentration and 𝛿𝛺 

represents the pore/solid interface.  
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We employ the smoothed boundary method (SBM)75 to solve Eq. 7.1 within an 

experimentally determined, complex microstructure of the MIEC cathode, along with the boundary 

condition set in Eq. 7.2. Using SBM, these equations can be reformulated as 

 𝜓
∂𝐶�
∂𝑡 = ∇ ⋅ (𝜓𝐴𝐷�∇𝐶�) − |∇𝜓|𝜅.3(𝐶� − 𝐶�4), (7.3) 

where 𝜓 is a domain parameter that represents the geometry of the complex microstructure. Within 

the pores, 𝜓 has a value of zero, and within the solid phase, it has a value of one. At the pore/solid 

interface, it smoothly transitions between zero and one. Further details about the process of 

obtaining 𝜓 for a complex microstructure can be found in a previous work.59 The application of 

an AC load causes the vacancy concentration, 𝐶�, to oscillate about 𝐶�4. The oscillating 

perturbation is denoted by Δ𝐶, and thus, the relation between 𝐶� , 𝐶�4	, and Δ𝐶 can be written as 

 𝐶� = 𝐶�4 + Δ𝐶. (7.4) 

Since 𝐶�4 is constant throughout space at a given temperature, the spatial variation of 𝐶�  can be 

described entirely in terms of Δ𝐶 as  

 𝜓
∂Δ𝐶
∂𝑡 = ∇ ⋅ e𝜓𝐴𝐷�∇(Δ𝐶)f − |∇𝜓|𝜅.3Δ𝐶. (7.5) 

Furthermore, 𝐴𝐷�	can be assumed to be a constant for a MIEC cathode at a given temperature and 

for a small value of Δ𝐶.208 Therefore, Eq. 7.5 can be written as  

 𝜓
∂Δ𝐶
∂𝑡 = 𝐴𝐷�∇ ⋅ e𝜓∇(Δ𝐶)f − |∇𝜓|𝜅.3Δ𝐶. (7.6) 

Eq. 7.6 can be further simplified by expressing the time dependent part of the oscillations 

as complex exponential functions, i.e., 

 𝛥𝐶 =
𝐶�𝑒U�$ + 𝐶�∗𝑒/U�$

2 , (7.7) 
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where 𝐶� is a complex quantity that varies in space with 𝐶�∗ as its complex conjugate, 𝜔 is the 

frequency of the AC load, and 𝑖 is the imaginary unit. Let 𝐶2 and 𝐶! be the real and imaginary 

components of 𝐶�. Upon the substitution of Eq. 7.7 into Eq. 7.6, the subsequent collection of real 

and imaginary terms, and the cancellation of the exponential functions, we obtain 

 𝐴𝐷�∇ ⋅ (𝜓∇𝐶2) − |∇𝜓|𝜅.3𝐶2 = −𝜓𝜔𝐶! , (7.8) 

 𝐴𝐷�∇ ⋅ (𝜓∇𝐶!) − |∇𝜓|𝜅.3𝐶! = 𝜓𝜔𝐶2 . (7.9) 

The above pair of equations is then solved to determine the 𝐶2 and 𝐶! as functions of space and 𝜔. 

Once 𝐶2 and 𝐶! are known, the impedance, 𝑍(𝜔), of the cathode can be calculated as57,209 

 𝑍(𝜔) =
𝑅𝑇𝐿

(−𝑛0𝐹0𝐷�𝐶�4) 
𝐶�|-W4/𝐿

〈𝜕𝐶�/ ∂𝑥|-W4〉 
, (7.10) 

where 𝑅	is the universal gas constant, 𝑇 is temperature, 𝑛 is the number of moles of electrons 

consumed in the reaction, 𝐹 is Faraday’s constant, 𝐿 is the thickness of the cathode, and 

〈𝜕𝐶�/ ∂𝑥|-W4〉 is the gradient of the concentration amplitude in the primary diffusion direction, 𝑥, 

averaged over the loading boundary located at 𝑥	 = 0, which represents the electrolyte/cathode 

interface. Furthermore, the first term on the right-hand side of Eq. 7.10 is the product of the 

material resistivity and thickness of the cathode, and it can be defined as 𝑍4. Therefore, Eq. 7.10 

becomes 

 𝑍(𝜔) = 𝑍4
𝐶�|-W4/𝐿

〈𝜕𝐶�/ ∂𝑥|-W4〉 
. (7.11) 

For numerically solving Eq. 7.8 and Eq. 7.9, we chose to make them nondimensional by 

defining a length scale, 𝑙; then, ∇-= 𝑙∇. Hereafter, the circumflex (	.̂ ) symbol denotes that the 

associated operator or quantity is nondimensional. Substituting ∇-/𝑙 in place of ∇, and multiplying 

both sides with (𝑙0/(𝐴𝐷�)) gives 
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 ∇- ⋅ e𝜓∇-𝐶2f − ¨∇-𝜓¨𝜅.3
𝑙

𝐴𝐷�
𝐶2 = −𝜓𝜔

𝑙0

𝐴𝐷�
𝐶! , (7.12) 

 ∇- ⋅ e𝜓∇-𝐶!f − ¨∇-𝜓¨𝜅.3
𝑙

𝐴𝐷�
𝐶! = 𝜓𝜔

𝑙0

𝐴𝐷�
𝐶2 . (7.13) 

By defining 𝜅̂.3 = 𝜅.3𝑙/(𝐴𝐷�) and 𝜔I = 𝜔𝑙0/(𝐴𝐷�) we obtain 

 ∇- ⋅ e𝜓 ∇-𝐶2f − ¨∇-𝜓¨𝜅̂.3𝐶2 = −𝜓𝜔I𝐶! , (7.14) 

 ∇- ⋅ e𝜓 ∇-𝐶!f − ¨∇-𝜓¨𝜅̂.3𝐶! = 𝜓𝜔I𝐶2 , (7.15) 

which are solved for two different sets of boundary conditions (BCs) as listed in Table 7.1. 

 

Table 7.1. Sets of boundary conditions applied to the system of equations, Eqs. 7.14 and. 7.15. Reproduced 
with permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA. 

Set of BCs\Location 𝒙¡ = 𝟎  𝒙¡ = 𝑳¤  

Blocking current collector 
(BCC) BC 𝐶> 	= 	1, 𝐶X 	= 	0 𝜕𝐶>/𝜕𝑥¥ 	= 	0, 𝜕𝐶X/𝜕𝑥¥ 	= 	0 

Transmissive current collector 
(TCC) BC 𝐶> 	= 	1, 𝐶X 	= 	0 𝐶> 	= 0	, 𝐶X 	= 	0 

 

The two sets of the BCs differ only in those at the cathode/current collector interface 

e𝑥¤ = 𝐿Ëf, as shown in Table 7.1. The blocking current collector (BCC) BC represents the case of a 

foil-like current collector, which blocks the ionic current at the cathode/current collector interface. 

This condition is more representative of the SOFC cathodes and is also used by the ALS model.28 

However, in some reports210–212 the impedance behavior of MIEC oxides has also been fit with the 

relation that is applicable to the transmissive boundary condition. Under this boundary condition, 

the vacancy concentration is set to be zero at the cathode/current collector interface, and it is 

referred to as transmissive current collector (TCC) BC, which may correspond to a porous or mixed 

conducting current collector. We simulate the impedance behavior for both sets of boundary 
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conditions to cover the scenarios reported in the literature. The results for TCC BC are provided 

in the Section 7.8 (Figure 7.11 to Figure 7.15 and the associated text). Moreover, a list of the 

variables and symbols used in this chapter is provided in Table 7.2. 

 

Table 7.2. List and description of the variables and symbols used in this chapter. Reproduced with 
permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA. 

Symbol Description 
𝐶k Concentration of oxygen vacancies 

𝐴 
The thermodynamic factor relating the oxygen vacancy concentration to the partial 
pressure of oxygen gas in the pore phase, 𝐴 = (1/2)𝜕lnZ𝑃l)[/𝜕ln(𝐶k) 

𝐷k  Diffusivity of the oxygen vacancies within the solid bulk 
𝛺 Solid phase region within the cathode 
𝛿𝛺 Pore/solid interface 
𝜅M9 Reaction rate constant 

𝜓 Domain parameter that represents the geometry of the complex microstructure. Within 
the pores, 𝜓 has a value of zero, and within the solid phase, it has a value of one 

𝛥𝐶 Perturbation in the oxygen vacancy concentration caused by the applied AC load 

𝐶§ Complex quantity that varies in space 

𝐶§∗ Complex conjugate of 𝐶§ 

𝜔 Frequency of the AC load 

𝑖 Imaginary unit 

𝐶> Real Component of 𝐶§ 

𝐶X Imaginary Component of 𝐶§ 

𝑍(𝜔) Impedance 

𝑅 Universal gas constant 

𝑇 Temperature 

𝑛 Number of moles of electrons consumed in the electrochemical reaction 

𝐹 Faraday’s constant 

𝐿 Thickness of the cathode 

𝑍; Product of the material resistivity and thickness of the cathode 

(	. ̂ ) The circumflex symbol denotes that the associated operator or quantity is 
nondimensional 
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𝑍M9 Impedance of a finitely thick MIEC SOFC cathode 

𝑅6"*G Characteristic resistance describing the chemical contributions to the cathode 
impedance, as defined in the ALS model 

𝑡6"*G Relaxation time related to the chemical processes of solid-state diffusion and oxygen 
surface exchange, as defined in the ALS model 

𝛿 Characteristic distance related to the chemical processes of solid-state diffusion and 
oxygen surface exchange, as defined in the ALS model 

𝜖 The microstructure porosity 

𝜏 The microstructure tortuosity 

𝜅 Surface exchange coefficient, as defined in the ALS model 

𝑎 Interfacial surface area per unit cathode volume 

𝐶G6 The oxygen site concentration in the mixed conductor (mc). 

𝜅#9 Macrohomogeneous reaction rate constant 

𝑍m8n  The FLG impedance 

𝐶kC Oxygen vacancy concentration at the pore/solid interface 

𝛥𝐶C  The concentration oscillation at the pore/solid interface 

𝛼 The ratio between the interface and the bulk concentration oscillations 

〈𝛼〉 Volume averaged 𝛼 

〈𝛼;〉 DC value of 〈𝛼〉 
 

7.3 Numerical implementation of the impedance model  

The choice of SBM enabled the use of a standard Cartesian grid and the finite difference 

method to solve the above pair of equations (Eqs. 7.14 and 7.15). We used the center difference 

scheme to discretize the domain, which consists of 352 × 642 × 594 grid points. A uniform grid 

spacing (ℎ	 = 	0.0272, nondimensional) was selected to ensure the presence of at least 4 grid 

points across the pore/solid interface (𝜆 = 	0.0817). The selection of the numerical parameters is 

discussed in the Section 7.8 (see Figure 7.10, Table 7.3, and the associated text) in detail. The 

Alternating-Direction Line-Relaxation (ADLR) method213 was employed to solve the equations. 

The ADLR method utilizes a tridiagonal matrix solve to obtain the values of the solutions 
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individually along the x, y, and z directions. To simultaneously solve Eqs. 7.14 and 7.15, an 

iterative scheme was developed, in which the ADLR method was first used to calculate 𝐶2 for a 

given RHS of Eq. 7.14, and the resulting values were then used to update the RHS of Eq. 7.15. 

Subsequently, 𝐶! was obtained using the Eq. 7.15 with the updated value of 𝐶2. This procedure 

was repeated until both 𝐶2 and 𝐶! numerically converged. The convergence metric was defined as 

the ratio between the absolute value of the sum of all elements of the change matrix (obtained by 

taking the difference between the updated concentration and previous concentration) and the sum 

of all elements of the old concentration matrix. The solution was deemed converged when the 

metric became less than a specified threshold value. The threshold value was deduced by 

progressively reducing it and observing the change in the resulting solution. It was found that 

solution did not change appreciably between the threshold values of 10/64 and 10/66. Thus, a 

value of 10/64 was selected as the criterion for the numerical convergence of the solution. 

The length scale for the nondimensionalization was chosen as 𝑙	 = 	0.46	𝜇𝑚. The reader is 

referred to a previous work59 for more details on the selection of 𝑙. Finally, a wide range of values 

for 𝐴𝐷� and 𝜅.3 are reported in the literature199 because of the use of different cathode materials 

and operating temperatures (600-800 °C). Thus, three values of 𝜅̂.3 were selected for the study to 

cover this wide range and simulated the impedance behavior for the frequency values, 𝜔I, between 

0 and 2.672. It should be noted that the value of 𝜅̂.3 is affected by the values of both 𝐴𝐷� and 𝜅.3.  

 

7.4 Derivation for impedance expressions and transcendental equation for tortuosity  

Adler, Lane, and Steele proposed a macrohomogeneous model to predict the impedance, 

𝑍.3, of a finitely thick MIEC SOFC cathode, which is commonly known as the ALS model.28,29 

The model gives the impedance response for a symmetric cell with two identical cathodes. Since 



 183 

only a half cell with a single cathode is considered in this investigation, the ALS impedance 

expression is divided by 2. Thus,  

 𝑍.3 =
𝑅P#%+

$(1 + 𝑖𝜔𝑡P#%+)
coth n

𝐿
𝛿
$(1 + 𝑖𝜔𝑡P#%+)o, (7.16) 

 𝑅P#%+ =
𝑅𝑇
4𝐹0

Ô¦
𝜏0

(1 − 𝜖)𝐶�4𝐷�𝑎𝜅𝐶+P
§ , (7.17) 

 𝑡P#%+ =
𝐶�4(1 − 𝜖)
𝐴𝑎𝜅𝐶+P

, (7.18) 

 𝛿 = Ô¦
𝐶�4𝐷�(1 − 𝜖)
𝑎𝜏0𝜅𝐶+P

§ , (7.19) 

where 𝜏 is the microstructure tortuosity, 𝜖 is the microstructure porosity, 𝜅 is the surface exchange 

coefficient, 𝑎 is interfacial surface area per unit cathode volume,	𝐶+P is the oxygen site 

concentration (in the unit of mol/m3) in the mixed conductor (mc). The ALS model defines the 

reaction rate as 𝐴𝜅𝐶+P𝛥𝐶/𝐶�4, whereas it is defined as 𝜅.3𝛥𝐶 (Eq. 7.2) in this chapter. Therefore, 

𝜅 and 𝜅.3are related as 

 𝜅.3 	= 	
𝐴𝜅𝐶+P
𝐶�4

.	 (7.20) 

It should be noted that in the original ALS expression, 𝜏 is used for denoting tortuosity factor, 

whereas in this chapter, 𝜏 is used for denoting tortuosity. These two quantities are related; the 

tortuosity factor is the square of the tortuosity.  

The substitution of Eqs. 7.17, 7.18, and 7.19 into 7.16 gives 
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 𝑍.3 =
𝑅𝑇𝐿

4𝐹0𝐶�4𝐷�
𝜏0

1 − 𝜖

cothÿ𝜏𝐿Ô
𝑎𝜅.3
1 − 𝜖 + 𝑖𝜔

𝐴𝐷�
!

𝜏𝐿Ô
𝑎𝜅.3
1 − 𝜖 + 𝑖𝜔

𝐴𝐷�

. (7.21) 

Defining	𝜅63 = 𝜅.3𝑎/(1 − 𝜖)	as the macrohomogeneous reaction rate constant and using the 

definition for 𝑍4 gives 

 𝑍.3 = 𝑍4
𝜏0

1 − 𝜖

coth ¦𝜏𝐿.𝜅
63 + 𝑖ω
𝐴𝐷�

§

𝜏𝐿.𝜅
63 + 𝑖ω
𝐴𝐷�

. (7.22) 

Finally, by following the same methodology as described in the model equation section, Eq. 7.22 

can be made nondimensional as 

 𝑍.3

𝑍4
=

𝜏0

1 − 𝜖
cothe𝜏𝐿Ë√𝜅̂63 + 𝑖𝜔If

𝜏𝐿Ë√𝜅̂63 + 𝑖𝜔I
, (7.23) 

where the nondimensional quantities are defined as 𝐿Ë  =  𝐿/𝑙, 𝜅̂63 	= 	 𝜅63𝑙0/(𝐴𝐷�)	, and 𝜔I 	=

	𝜔𝑙0/(𝐴𝐷�). The conversion of Eq. 7.16 into Eq. 7.23 enables a direct comparison of the 

impedance expression of a complex 3D microstructure with that of the standard expression for 1D 

Finite Length Gerischer (FLG) impedance. The 1D FLG element represents the impedance of a 

1D MIEC domain, where no microstructural effects are present, and the kinetics is co-limited by 

both surface reaction and bulk diffusion. The FLG impedance, 𝑍�X� , for a 1D domain with the 

same macrohomogeneous reaction rate constant, 𝜅̂63, and thickness, 𝐿Ë, as the SOFC cathode under 

consideration can be written as 

 𝑍�X�

𝑍4
=
cothe𝐿Ë√𝜅̂63 + 𝑖𝜔If

𝐿Ë√𝜅̂63 + 𝑖𝜔I
, (7.24) 
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It is evident from a comparison between Eq. 7.23 and Eq. 7.24 that the microstructure affects the 

impedance response of a SOFC cathode in two ways. First, the microstructure increases the 

cathode impedance by a factor of 𝜏0/(1 − 𝜖). Second, the effective thickness of the cathode is 

increased by a factor of 𝜏. These effects can be exploited in the following way to determine the 

value of 𝜏 using the value of 𝑍.3, which is experimentally known. 

A ratio between Eq. 7.23 and Eq. 7.24 gives 

 
𝑍.3

𝑍�X� =
𝜏

1 − 𝜖
cothe𝜏𝐿Ë√𝜅̂63 + 𝑖𝜔If
cothe𝐿Ë√𝜅̂63 + 𝑖𝜔If

. (7.25) 

By taking the modulus (which is analytically unnecessary but numerically required) and after some 

rearrangement, Eq. 7.25 can be written as 

 0𝜏	coth �𝜏𝐿Ë$𝜅̂63 + 𝑖𝜔I�0 	= 	 �
𝑍.3

𝑍�X� n
(1 − 𝜖)coth �𝐿Ë$𝜅̂63 + 𝑖𝜔I�o�, (7.26) 

where terms containing 𝜏 are collected on the left-hand side of the equation, yielding a 

transcendental equation for 𝜏. The nondimensional macrohomogeneous reaction rate constant, 

𝜅̂63	  =  	𝜅63𝑙0/(𝐴𝐷�) = 𝑎𝑙0𝜅.3/((1 − 𝜖)𝐴𝐷�), is dependent on material properties, namely 

𝜅.3and 𝐴𝐷�, which can be determined from the literature for standard materials, as well as on 

microstructural characteristics, namely 𝑎 and 𝜖, both of which can be determined experimentally 

(e.g., using mercury intrusion porosimeter214). Therefore, with both 𝜅̂63 and 𝑍.3 known, Eq. 7.26 

can be solved to determine the effective tortuosity. However, before implementing this method, 

the ALS model is needed to be extended, as explained in the next section (Section 7.5). 
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7.5 Extension to the ALS model 

The ALS model28,29 is derived using the volume averaged form of the mass conservation 

equation (Eq. 7.1 and Eq. 7.2), which can be written as 

 (1 − 𝜖)
𝜕𝐶�
𝜕𝑡 =  

𝐴𝐷�(1 − 𝜖)
𝜏0

𝜕0𝐶�
𝜕𝑥0 − 𝑎𝜅

.3(𝐶�<	–	𝐶�4),    (7.27) 

where 𝐶�<  is the oxygen vacancy concentration at the pore/solid interface. Equation 7.27 can be 

written in terms of Δ𝐶 by using the relation described by Eq. 7.4 as 

 (1 − 𝜖)
𝜕Δ𝐶
𝜕𝑡 =  

𝐴𝐷�(1 − 𝜖)
𝜏0

𝜕0Δ𝐶
𝜕𝑥0 − 𝑎𝜅.3Δ𝐶<.    (7.28) 

The ALS model assumes the concentration oscillations at the pore/solid interface, Δ𝐶<, and within 

the bulk of the solid, Δ𝐶, to be equal. However, in a physical system, the amplitude of the 

concentration oscillation, 𝐶�, is smaller at the interface than the amplitude within the bulk because 

of the surface reaction. This phenomenon is demonstrated by considering a model microstructure 

with solid cylindrical domain surrounded by the pore phase, as shown in Figure 7.2a. The 

dimensions of the microstructure are also shown in the figure, and the primary diffusion direction 

of the model microstructure is along the 𝑥¤-axis. The reaction occurs at the pore/solid interface, i.e., 

at the surface of the cylinder. Using this model geometry, we determine 𝐶2 and 𝐶! within the 

cylinder for 𝜔I 	= 0.5 and for two values of 𝜅̂.3 by solving Eqs. 7.8 and 7.9, which are subject to 

the BBC BC at 𝑥¤ = 1. Figure 7.2b and Figure 7.2c show the distribution of 𝐶2 and 𝐶! along the 

radial direction of the cylinder at three positions along the 𝑥¤-axis for 𝜅̂.3 	= 	0.02 and 𝜅̂.3 	= 	0.2, 

respectively. The solution values outside the cylinder (|𝑦¤| 	> 1) have no physical meaning as the 

domain parameter, 𝜓, is zero there, and therefore are not included in the plots.  
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Figure 7.2. Simulated results for the spatial variation in 𝐶> and 𝐶X in a model cylindrical microstructure for 
two values of 𝜅̂M9.The model microstructure, which contains a cylindrical solid domain with unit radius 
and length surrounded by pore phase. The distribution of 𝐶> and 𝐶X along the radial axis of the cylinder at 
different 𝑥¥ positions for 𝜔¡ = 0.5 for (b) 𝜅̂M9 = 0.02 and (c)	0.2. The solution values outside the cylinder 
(|𝑦¥| 	> 1) have no physical meaning as the domain parameter, 𝜓, is zero there, and therefore are not 
included in the plots. Due to the radial symmetry of the cylinder, results are only shown for 𝑦¥ between zero 
and one. Reproduced with permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers 
Media SA.  

a)

b)

c)
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As can be seen, for a small value of 𝜅̂.3, 0.02, the magnitude of 𝐶2 at 𝑦¤ = 0 and 𝑦¤ = 1 

are similar (Figure 7.2b), whereas for a larger value of 𝜅̂.3, 0.2, the magnitude of 𝐶2 is significantly 

smaller at 𝑦¤ = 1 than at 𝑦¤ = 0, as shown in Figure 7.2c. This occurs because for a large 𝜅.3, the 

reaction consumes the ions at the interface, which is not readily replenished via diffusion, and thus 

𝐶2 is smaller in magnitude at the interface than within the bulk. This spatial variation is observed 

throughout the cylinder, and a similar trend is seen for 𝐶! as well. 

It is evident from the above model case that the difference between the amplitude of the 

oscillations at the interface and within the bulk cannot be neglected. Thus, we now extend the ALS 

model. Let 𝛼 be the ratio between the interface and the bulk concentration oscillations, i.e., 𝛼	 =

	Δ𝐶</Δ𝐶. Therefore, Eq. 7.28 becomes 

 (1 − 𝜖)
𝜕Δ𝐶
𝜕𝑡 =  

𝐴𝐷�(1 − 𝜖)
𝜏0

𝜕0Δ𝐶
𝜕𝑥0 − 𝑎𝜅.3(𝛼Δ𝐶).      (7.29) 

Eq. 7.29 suggests that the effect of 𝛼 can be incorporated into the ALS model by appropriately 

modifying 𝜅.3. However, this cannot be done as straightforwardly because 𝛼 varies in space. 

Nonetheless, the complexity can be reduced by considering the volume averaged 𝛼, or 〈𝛼〉, to 

modify the value of 𝜅.3. The quantity 〈𝛼〉 is defined as the ratio between average interface and 

average bulk concentration amplitudes, i.e., 

 〈𝛼〉 =
∫𝐶�¨∇-𝜓¨𝑑𝑉Ë

∫¨∇-𝜓¨	𝑑𝑉Ë
⋅ ¦
∫𝐶�𝜓	𝑑𝑉Ë

∫𝜓𝑑𝑉Ë
§
/6

, (7.30) 

where the integral is over the entire volume of the cathode microstructure.  

To characterize 〈𝛼〉, we first determined its dependence on 𝜔I for the three values of 𝜅̂.3. 

The results are summarized in Figure 7.3. Note that examination of the numerical accuracy is 

presented in Section 7.8 (see Figure 7.10, Table 7.3, and the associated text), and it has been shown 

that the error in the results is within 2%. As can be seen, for a particular value of 𝜅̂.3, 〈𝛼〉 has 
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much higher real component than the imaginary component at all 𝜔I values. Moreover, the real 

component remains constant with increasing 𝜔I before transitioning into a regime where it 

decreases with increasing 𝜔I. The 𝜔I value where this transition occurs increases with the value of 

𝜅̂.3. Furthermore, since 〈𝛼〉 remains constant for a wide range of frequency values, we made a 

further simplifying assumption by approximating 〈𝛼〉 by its DC value, 〈𝛼4〉. We calculated 〈𝛼4〉 

for 19 values of 𝜅̂.3 ranging from 5 × 10/. to 6 × 10/6	and summarized the results in Figure 7.4. 

The value of 〈𝛼4〉 	≈ 	1 for small values of 𝜅̂.3, and it monotonically decreases with increasing 

𝜅̂.3. Both characteristics are expected because small values of 𝜅̂.3suggest that the reaction rate is 

lower than the diffusion rate, and thus there is little difference between the interface and bulk 

concentration amplitudes. However, for large values of 𝜅̂.3, the reaction rate is much larger than 

the diffusion rate, which causes the concentration amplitude at the pore/solid interface to be lower 

than the bulk.  

Using 〈𝛼4〉	as a function of 𝜅̂.3 to capture the difference between the surface and bulk 

concentration amplitudes, we propose a modified macrohomogeneous reaction rate constant, 𝜅̂63 , 

in the ALS expression as 

 
𝑍.3

𝑍4
=

𝜏0

1 − 𝜖
cothe𝜏𝐿Ë$〈𝛼4〉𝜅̂63 + 𝑖𝜔If

𝜏𝐿Ë$〈𝛼4〉𝜅̂63 + 𝑖𝜔I
. (7.31) 

Thus, the expression for calculating the effective tortuosity can be modified as 

 0𝜏	coth �𝜏𝐿Ë$〈𝛼4〉𝜅̂63 + 𝑖𝜔I�0 	= 	 �
𝑍.3

𝑍�X� n
(1 − 𝜖)coth �𝐿Ë$〈𝛼4〉𝜅̂63 + 𝑖𝜔I�o�. (7.32) 
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Figure 7.3. Calculated 〈𝛼〉 vs. 𝜔¡ (BCC BC) at (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. The real component 
(black solid curve) and the imaginary component (blue dashed curve) of 〈𝛼〉 are plotted on the left and right 
y-axes, respectively. The circles indicate the calculated data point. The DC values of 〈𝛼〉 are shown with 
horizontal magenta dotted lines as a reference. Reproduced with permission from Ref. 32. Copyright 2021, 
the authors. Published by Frontiers Media SA. 

 

 

Figure 7.4. DC value of	〈𝛼〉, 〈𝛼;〉, as a function of 𝜅̂M9. Reproduced with permission from Ref. 32. 
Copyright 2021, the authors. Published by Frontiers Media SA. 
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7.6 Simulated impedance and tortuosity calculation 

Figure 7.5 shows the impedance spectra of the experimentally obtained microstructure for 

three values of 𝜅̂.3, along with the impedance spectra obtained from the analytical expression for 

the 1D FLG impedance in Eq. 7.24. As expected, the two curves for the same value of 𝜅̂.3 deviate 

significantly, with the FLG curve underestimating the impedance value. To enable a better 

visualization of the difference a few iso-frequency points, on both the curves, are marked with 

magenta triangles. We note that the discussion below is for a fixed cathode thickness provided in 

the numerical implementation section. The effect of cathode thickness on the impedance and 

tortuosity is discussed qualitatively in Section 7.8. 

By solving Eq. 7.32, we calculated 𝜏 for the three values of 𝜅̂.3 over the entire frequency 

range examined. The results are shown in Figure 7.6. From this comparison, three trends can be 

observed in the tortuosity data. First, for a given value of 𝜅̂.3,	𝜏 remains almost a constant before 

it begins to decrease with an increase in 𝜔I. The relation between 𝜏 and log(𝜔I) at high frequencies 

can be represented by a linear function with a slope of −0.1033, as shown by black dashed line in 

Figure 7.6. Second, the low frequency value of 𝜏 decreases with an increase in 𝜅̂.3. Finally, the 

three 𝜏 vs. 𝜔I curves coincide at high frequencies.  
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Figure 7.5. Nyquist plots obtained from 3D calculations for the BCC BC (black curve) and 1D FLG model 
(blue curve) for (a) 𝜅̂M9 = 0.0231, (b)	0.05, and (c)	0.1. The iso-frequency points are marked with upright 
magenta triangles on the black curves and inverted magenta triangles on the blue curves. Three iso-
frequency points are noted using arrows in (a). Reproduced with permission from Ref. 32. Copyright 2021, 
the authors. Published by Frontiers Media SA. 

  

b)

c)
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Figure 7.6. Calculated 𝜏 vs. 𝜔¡ relations (BCC BC) for 𝜅̂M9 	= 	0.0231 (blue circles), 0.05 (magenta 
squares), and 0.1 (green diamonds). The black dashed line represents the fit with a linear function at high 
frequencies. Reproduced with permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers 
Media SA. 

 

To provide further insights, Figure 7.7 shows the distribution of 𝐶2 and 𝐶! in the complex 

microstructure at a low value of 𝜔I, 0.018, which is close to the DC case, for three 𝜅̂.3 values. For 

the low value of 𝜅̂.3, 0.0231, the gradient in the concentration amplitude is nonzero in much of 

the microstructure thickness, as shown in Figure 7.7a. However, with an increase in the value of 

𝜅̂.3, the gradient spans lesser and lesser of the microstructure at the same frequency, as 

qualitatively shown in Figure 7.7b-c. Thus, it is evident that the penetration depth of the diffusing 

species (oxygen vacancies) at the same frequency of the AC load decreases with an increase in 

𝜅̂.3. Furthermore, Figure 7.8 shows the distribution of 𝐶2 and 𝐶! in the microstructure for three 

values of 𝜅̂.3at a higher frequency value, 𝜔I 	= 	1.038. As can be seen, the gradient in the 

concentration amplitude is mostly confined to a small region near the electrolyte/cathode interface 

for all values of 𝜅̂.3 at the high frequency regime. Therefore, the penetration depth for each case 

at the high frequency value is much smaller than at the low frequency value. Moreover, at 𝜔I 	=
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	1.038 the penetration depth is similar for all three values of 𝜅̂.3. This shows that the penetration 

depth is a function of both 𝜅̂.3 and 𝜔I. Since the effective tortuosity of a microstructure is directly 

influenced by the penetration depth,59 it is evident that the effective tortuosity is also a function of 

both 𝜅̂.3 and 𝜔I. Therefore, it can be inferred that, for a porous medium, where the rate kinetics is 

co-limited by both the bulk diffusion and surface reaction, the tortuosity is a function not only of 

the microstructural characteristics but also of 𝜅̂.3, which is a combination of material property. In 

addition, it also depends on the frequency, as was found in the case for diffusional impedance 

case.59 The observed behavior of the effective tortuosity could also be seen from the distribution 

of reaction-diffusion streamlines,215 which is a 3D visualization of the flux. As the penetration 

depth decreases, the streamlines or the trajectories of the oxygen vacancies begin to straighten. 

The resulting decrease in the deviation from a straight path causes the effective tortuosity to 

decrease.  

We note that there exists an error of up to 9% in the calculated impedance value at high 

frequencies, as described in Section 7.8 (see Figure 7.10, Table 7.3 and the associated text). The 

error arises because the accuracy of numerical approximations of the gradients in the concentration 

amplitudes decreases at high frequencies, as our numerical implementation employs fixed grid 

resolution throughout the simulation domain. Although this error can be reduced by doubling the 

grid resolution, such calculations become computationally expensive (as discussed in Section 7.8; 

see Figure 7.10, Table 7.3 and the associated text) without providing additional insights. In fact, 

the error does not affect the observed qualitative behavior of the effective tortuosity, which is the 

one of the two main focuses of this work. Thus, the numerical results presented here are sufficiently 

accurate for demonstrating the dependence of the effective tortuosity on 𝜅̂.3 and 𝜔I. In the future, 

we plan to implement the model into a finite element framework with adaptive-mesh capability 
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such as PRISMS-PF framework,27 in which SBM is already implemented, to increase the 

computational efficiency of the calculations at high frequencies. 

Finally, to further evaluate the accuracy of approximating 〈𝛼〉 with 〈𝛼4〉	in the extended 

ALS model, we compared the tortuosity results with and without this approximation, latter of 

which include the frequency dependence of 〈𝛼〉. A comparison between the two sets of 𝜏 value 

obtained for the three values of 𝜅̂.3is provided in Figure 7.9, which show good agreement. Hence 

the use of 〈𝛼4〉 as the correction factor is sufficiently accurate for calculating the effective 

tortuosity of a MIEC SOFC cathode using the EIS data.  
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Figure 7.7. The distribution of the real and imaginary components of the concentration amplitude calculated 
for the BCC BC, 𝜔¡ 	= 	0.018 and (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. Reproduced with permission 
from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA.   

a)

b)

c)
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Figure 7.8. The distribution of the real and imaginary components of the concentration amplitude calculated 
for the BCC BC, 𝜔¡ 	= 	1.038 and (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. Reproduced with permission 
from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA.  

a)

b)

c)
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Figure 7.9. Comparisons of the calculated 𝜏 vs. 𝜔¡ relations (BCC BC) by using 〈𝛼;〉	(blue curve) and 〈𝛼〉 
(black curve) for (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c)	0.1. Reproduced with permission from Ref. 32. 
Copyright 2021, the authors. Published by Frontiers Media SA. 

 

7.7 Chapter 7 Summary 

In this chapter, we simulated the impedance behavior of a statistically representative 

portion of an experimentally determined complex three-dimensional microstructure of an unbiased 

MIEC SOFC cathode under two different boundary conditions. Our investigation generated two 

key insights. First, due to the presence of surface reaction, the amplitude of oscillations in the 

vacancy concentration is lower at the pore/solid interface than within the solid bulk of the cathode. 

This difference between the interface and bulk amplitude increases with an increase in the ratio 

between the reaction rate constant and the bulk diffusion coefficient. Therefore, to account for this 

difference, we extended the ALS model in terms of the ratio of the surface and bulk concentration 

amplitudes at zero frequency, 〈𝛼4〉,	and provided numerically evaluated 〈𝛼4〉 as a function of the 

reaction rate coefficient, 𝜅̂.3. Second, through the examination of the three-dimensional 

distribution of the vacancy concentration amplitude, we showed that the penetration depth of the 

a) b) c)
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oxygen vacancies is a function of 𝜅̂.3 and the frequency of the applied AC load, 𝜔I. Due to the 

direct dependence of the effective tortuosity on the penetration depth, the effective tortuosity also 

becomes a function of 𝜅̂.3 and 𝜔I in addition to the microstructure. Furthermore, we developed a 

method, which utilizes the EIS data, for determining 𝜏 as a function of 𝜅̂.3 and 𝜔I for a cathode 

with known material properties (such as the reaction rate constant and bulk diffusion constant), 

pore surface area, and porosity. 

 

7.8 Chapter 7 Appendix 

Numerical accuracy analysis 

We tested the grid spacing used in the three-dimensional calculations by considering a 

model cylindrical microstructure of a unit (nondimensional) length and radius. These dimensions 

were selected to ensure that the cylinder has the same surface area to volume ratio as the complex 

microstructure; such a selection enables us to assume a similar numerical behavior of our 

calculations involving the experimental microstructure as those involving the model cylindrical 

microstructure.  

Two grid related parameters affect the accuracy of the SBM-based calculations, namely, 

the grid spacing ℎ and interfacial thickness 𝜆. We tested three value pairs of the grid parameters. 

First, keeping the parameter values to be same as the complex microstructure (ℎ = 0.0272, 𝜆 =

0.0817), second, decreasing the grid spacing to half and retaining the same interfacial thickness, 

and third, decreasing both the grid spacing and interfacial thickness to half of the first set of values. 

It should be noted that among the three configurations, third is the most refined grid while first is 

the least refined grid. We compare the calculated impedance values for the three configurations at 

three frequency values 𝜔I = 1.038, 42, and 95, and the results are summarized in Table 7.3, along 
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with the % difference in the real and imaginary components of the impedance with respect to 

results for the third configuration. 

For the lowest frequency case, which is comparable to 𝜔I = 0.011 case in the simulations 

with the experimental microstructure, the error is small in both the calculated concentration 

amplitudes and the impedance. In Figure 7.10a, 𝐶2 and 𝐶! are shown for the test cases for this 

frequency. The maximum differences in in 𝐶2, 𝐶!, and the impedance values between the first and 

third configuration is ~ 0.1%, 1%, and 1% for this frequency. For the intermediate frequency case, 

which is comparable to 𝜔I = 0.46 case in the simulations with the experimental microstructure, 

the error in 𝐶2 and 𝐶! is of the same order as that of the previous case, as shown in Figure 7.10b. 

However, the error in the real component of the impedance value increased to 5.75% while that in 

the imaginary component remains less than 1%, as shown in Table 7.3. A similar trend in errors is 

observed for the high frequency case, which is comparable to 𝜔I = 1.038 case in the simulations 

with the experimental microstructure. The error in 𝐶2 and 𝐶! is still comparable to the low and 

intermediate frequency cases. However, the error in the real component of the impedance value 

increased to 8.68% while that in the imaginary component remains less than 1%, as shown in Table 

7.3.  

From the above analysis, it can be concluded that the first grid configuration (ℎ	 = 	0.0272,

𝜆 = 	0.0817) is sufficiently refined to accurately calculate the value of 𝐶2 and 𝐶! (and therefore 

〈𝛼〉) in the cylindrical microstructure, and consequently, in the experimental microstructure over 

the entire frequency range studied. However, the numerical accuracy of the first grid configuration 

for the impedance calculation starts decreasing at intermediate to high frequency values. This 

decrease in accuracy is expected because with increasing frequency, the gradients in the 

concentration amplitude becomes larger in magnitude, which becomes harder to resolve with a 
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fixed grid resolution. Nonetheless, the maximum error observed in the impedance value is ~ 9%, 

which is acceptable because of two reasons. First, this error only occurs at high frequency values 

and the error leads to an overestimation of the impedance value. Thus, the error does not alter the 

qualitative behavior of the calculated tortuosity, which is the one of two main focuses of this 

chapter. Second, the selected resolution offers a good balance between accuracy and computational 

efficiency. Although the error in the impedance values at high frequencies can be reduced by 

doubling the grid resolution, a simulation with such a grid would be computationally expensive 

without yielding additional insights. With the current grid configuration, a typical impedance 

calculation for the complex microstructure at a given frequency takes ~12.5 hrs on 288 CPU cores. 

Doubling the resolution would result in an eightfold increase in the system size, and thus in the 

computation time, which makes it costly to run, especially if multiple materials parameters must 

be examined. 

In conclusion, the selected grid parameters (ℎ	 = 	0.0272, 𝜆 = 	0.0817) offer high 

accuracy in the calculation of 𝐶2 and 𝐶! over all frequency values studied here and in the 

calculation of impedance at low frequency values. For intermediate to high frequency values, this 

resolution results in up to 9% overestimation in the impedance value; however, the additional 

accuracy would not lead to new insights for the phenomena considered in this chapter. If 

quantitative predictions at the high frequency regime are desired, higher resolution, with adaptive 

mesh, should be considered. 
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Table 7.3. List of the errors in the real and imaginary components of impedance calculated for three 
different grids. Reproduced with permission from Ref. 32. Copyright 2021, the authors. Published by 
Frontiers Media SA. 

 
  

ω¡  ℎ λ 𝑍M9/𝑍; % difference in real 
component 

% difference in 
imaginary component 

1.038 
0.0272 0.0817 3.31 – 4.52i 0.91% 1.1% 
0.0136 0.0817 3.27 – 4.47i 0.30% 0.04% 
0.0136 0.0408 3.28 – 4.47i -- -- 

42 
0.0272 0.0817 0.625 – 0.550i 5.75% 0.36% 
0.0136 0.0817 0.591 – 0.552i 0.02% 0.02% 
0.0136 0.0408 0.591 – 0.552i -- -- 

95 
0.0272 0.0817 0.438 – 0.366i 8.68% 0.60% 
0.0136 0.0817 0.403 – 0.368i 0.02% 0.03% 
0.0136 0.0408 0.403 – 0.368i -- -- 
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Figure 7.10. Plot of 𝐶> and 𝐶X as a function of cylinder radius for the three grid configurations at 𝑥¥ = 0.1 
and (a) 𝜔¡ = 1.038, (b) 𝜔¡ = 42, and (c) 𝜔¡ = 95. Reproduced with permission from Ref. 32. Copyright 
2021, the authors. Published by Frontiers Media SA.   

b)

Max error = 1%

Max error = 0.6%

a)

Max error = 0.1% Max error = 1%

c)

Max error = 1.66% Max error = 0.15%
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Effect of cathode thickness on the impedance  

The effect of cathode thickness on the impedance can be predicted by the extended ALS 

model, Eq. 7.31. By taking 𝑍4 on the right-hand side, it can be seen that there is the impedance 

value has an explicit dependence on the cathode thickness in terms of the coth term, and an implicit 

dependence in terms of tortuosity. To analyze this dependence, we consider cathodes of the same 

material with three different thicknesses under a DC load. First, we consider a cathode thickness 

that is much larger than the penetration depth. For such a case, the impedance value does not 

change with the cathode thickness, assuming there is no gas transport limitation. This is because 

at a such large cathode thickness, the coth term is almost equal to 1 while tortuosity remains equal 

to the value corresponding to the penetration depth. Second, we consider a cathode thickness that 

is smaller than the penetration depth but larger than the average feature size of the microstructure 

(solid volume/surface area). For such a case, if the cathode thickness is decreased, a decrease in 

tortuosity will also be observed. However, the coth term will increase much more rapidly because 

of its decreasing argument. Therefore, the cathode impedance will increase as the cathode 

thickness is increased. Finally, we consider a cathode thickness that is sufficiently smaller than the 

average feature size of the microstructure. For this case, tortuosity will be ≈	1 because the 

microstructural features are truncated by the current-collector/cathode and electrolyte/cathode 

interfaces and oxygen vacancies can flow directly from one boundary to the other boundary in a 

straight path. However, the coth term will continue to increase with a reduction in cathode 

thickness. Therefore, for this case, any further reduction in cathode thickness will lead to an 

increase in the cathode impedance. 
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Results for TCC boundary conditions 

 

 

Figure 7.11. Nyquist plots obtained from 3D calculations for the TCC BC (black circles) and 1D FLG-TCC 
model (blue squares) for (a) 𝜅̂M9 = 0.0231, (b) 0.05, and (c) 0.1. The iso-frequency points are marked with 
upright magenta triangles on the black circles and inverted magenta triangles on the blue curves. 
Reproduced with permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA. 
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c)
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Figure 7.12. Calculated 𝜏 vs. 𝜔¡ relations (TCC BC) for 𝜅̂M9 	= 	0.0231 (blue circles), 0.05 (magenta 
squares), and 0.1 (green diamonds). The black dashed line represents the fit with a linear function at high 
frequencies. Reproduced with permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers 
Media SA. 
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Figure 7.13. The distribution of the real and imaginary components of the concentration amplitude 
calculated for the TCC BC, 𝜔¡ 	= 	0.018 and (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. Reproduced with 
permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA. 
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Figure 7.14. The distribution of the real and imaginary components of the concentration amplitude 
calculated for the TCC BC, 𝜔¡ 	= 	1.038 and (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. Reproduced with 
permission from Ref. 32. Copyright 2021, the authors. Published by Frontiers Media SA. 
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Figure 7.15. Comparison of calculated 𝜏 vs. 𝜔¡ relations (TCC BC) by using 〈𝛼;〉 (blue curve) and 〈𝛼〉 (black 
curve) for (a) 𝜅̂M9 	= 	0.0231, (b) 0.05, and (c) 0.1. Reproduced with permission from Ref. 32. Copyright 
2021, the authors. Published by Frontiers Media SA. 

 

Data availability 

The shared data for this chapter can be found at the following link: 

https://doi.org/10.13011/m3-ywxf-yw20. 

 

a) b) c)



 210 

CHAPTER 8  
Summary and Future Work 

 

In this chapter, we provide a summary of the dissertation and discuss the future directions 

to extend the research conducted in this dissertation.  

8.1 Summary 

In this dissertation, we employed a Materials Genome Initiative (MGI)-based approach to 

investigate the following electrochemical systems: Li-ion batteries (LIBs), Mg alloys undergoing 

microgalvanic corrosion, and solid oxide fuel cells (SOFCs). We begin by motivating the need to 

employ such an approach to accelerate the research and development of electrochemical systems 

in Chapter 1. We also introduce each of the three electrochemical systems studied in this 

dissertation, along with the challenges associated with each. These challenges include the tradeoff 

between energy density and fast-charging capabilities of conventional LIB electrodes, degradation 

of Mg alloys due to microgalvanic corrosion, and difficulty of characterizing SOFC electrodes. 

In Chapter 2, we provide the theoretical background on each electrochemical system 

studied here, including their construction, and mechanism that underlie their functioning. We also 

describe governing equations for the common physical phenomena observed in electrochemical 

systems, including the electronic transport in a solid, the ionic transport in a binary electrolyte, the 

solid-state diffusion of neutral species, the electrochemical reaction at the electrode/electrolyte 

interface, and the electrochemical impedance. 
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In Chapter 3, we discuss the three numerical methods, viz. the finite difference method 

(FDM), finite element method (FEM), and smoothed boundary method (SBM), employed in this 

dissertation to solve the partial differential equations encountered in the following chapters. For 

each method, we discuss its fundamentals such as the discretization process, accuracy vs. 

computational cost tradeoffs and provide an example that illustrates the method’s application to 

solve the 1D diffusion equation. For the FEM and SBM, we also show the derivation process for 

obtaining the weak form and the SBM form of a partial differential equation, respectively. 

In Chapter 4, we detail the modeling work carried out to investigate the effect of the highly 

order laser-patterned electrode (HOLE) architecture and summarize the associated experimental 

results provided by our collaborators. We discuss the model equations used to simulate the fast-

charging behavior of energy-dense LIB electrodes with and without the HOLE architecture and 

propose a methodological approach to determine the model parameters. The approach includes an 

automated parameterization procedure based on the particle swarm optimization (PSO) 

algorithm.99,100 Our results show that the HOLE architecture enables fast charging in thick graphite 

anodes by improving the homogeneity of the electrolyte concentration and reaction current density 

distribution in the anode volume.  

In Chapter 5, we employ the model developed and parameterized in Chapter 4 to determine 

the optimal HOLE configuration for achieving the best fast-charging performance (measured in 

terms of accessible capacity) at 4C and 6C. Using 3D simulations, we show that while decreasing 

the inter-channel spacing improves the fast-charging performance of the HOLE architecture for a 

constant volume retention, there exists an optimal spacing below which the marginal gain in the 

performance is not significant. We also establish that the optimal configuration exhibits 𝐷𝑎xx	~	1 
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throughout charging. This fact is further exploited to reduce the computational cost of determining 

the optimal configuration by developing a semi-analytical framework. 

In Chapter 6, we employ phase-field modeling to study the effect of the electrochemical 

properties of second phases in Mg alloys, the environment, and the spatial distribution of the 

second phases in the microstructure on the microgalvanic corrosion behavior. Our results show 

that decreasing either the exchange current density or the corrosion potential of the second phases 

reduces the corrosion current and promotes more uniform corrosion. Furthermore, we reveal that 

increasing the electrolyte conductivity improves the corrosion resistance at longer times due to the 

improved uniformity of corrosion. However, the corrosion current is not as sensitive to the 

conductivity as it is to the properties of the second phases. Our results also show that the presence 

of a lamellar region in addition to a bulk 𝛼 (the solute-depleted phase) domain in the microstructure 

proves to be detrimental to the corrosion resistance in both 2D and 3D microstructures. 

In Chapter 7, we simulate the impedance behavior of a statistically representative portion 

of an experimentally determined complex three-dimensional microstructure of an unbiased mixed 

ion electron conducting (MIEC) SOFC cathode under two different boundary conditions. Our 

results show that due to the surface reaction, there is a spatial variation in the concentration 

amplitude. Furthermore, the variation is significant when the ratio between the reaction rate 

constant and the bulk diffusion coefficient is large, and to account for this variation, we extend the 

Adler-Lane-Steele (ALS) model. We also show that the effective tortuosity of such cathodes 

depends not only on the microstructure, but also on the frequency of the applied AC voltage and 

the material properties like the reaction rate constant and the bulk diffusion coefficient. 
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8.2 Future work 

8.2.1 Fast charging of energy-dense Li-ion batteries 

The work conducted in this dissertation to overcome the tradeoff between the energy 

density and fast-charging capability that exists in conventional LIB electrodes by employing the 

HOLE architecture can be extended in the following directions: 

1. By including Li plating dynamics in the model. This will enable full-cell simulations, 

which will allow us to achieve the following: optimize charging protocols to achieve faster 

charging and minimal Li plating; predict the observed energy density at various C rates; 

and to estimate the capacity degradation caused by Li plating over extended cycling under 

different operating conditions. One way to implement this modification is to include Li 

plating as a competing electrochemical reaction in the anode, in addition to the intercalation 

reaction, as was reported in the literature216,217 for conventional electrodes.  

2. By considering thicker electrodes than this work. Such electrodes when combined with the 

HOLE architecture could further increase the energy density of batteries, while facilitating 

fast charging. However, the realization of the optimal configurations for such electrodes 

might need advances in the laser-patterning processes, as they would need smaller and 

closer channels than investigated here. Moreover, in such cases, the cathode might also 

need to be modified with the HOLE architecture, as the cathodic Li-ion transport may 

become limiting. On the other hand, the thicker anodes might benefit from the combination 

of the HOLE architecture with the hybrid design, where the graphite is blended with hard 

carbon to improve the homogeneity of the reaction current density distribution.23  

3. By accounting for the variation of the electrolyte potential along the thickness of the HOLE 

anode to improve the accuracy of the semi-analytical framework proposed here to estimate 
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the time-average value of the second Damköhler number. Such an improvement will 

further reduce the number of expensive 3D simulations required for validation.  

 

8.2.2 Microgalvanic corrosion in Mg alloys 

The work carried out here to understand the effect of the material properties, the 

environment, and the microstructure on the dynamics of microgalvanic corrosion can be extended 

in the following ways: 

1. By including diffusion as a transport mechanism in the electrolyte. The model implemented 

in this work considers the migration of ions as the only transport mechanism in the 

electrolyte. The proposed extension will enable the application to model systems where 

large concentration variations are observed in the electrolyte. Note that the corrosion 

application218 in PRISMS-PF considers the ionic diffusion in the electrolyte, and thus, it 

should be used as a reference when carrying out this modification. 

2. By considering the deposition of corrosion products on the cathode surface. This 

consideration becomes important in systems where the corrosion products influence the 

dynamics of the electrochemical reaction at the cathode/electrolyte interface, and thus the 

overall corrosion behavior. To include this effect, the model can be modified by adding the 

product phase (which may be porous) that evolves with a prescribed velocity term to the 

phase evolution equation similar to Eq. 6.6 and appropriately setting the property of the 

product phase.  

3.  By considering the effect of different electrochemical properties of the 𝛼 phase in the 

lamellar region and that in the bulk of the microstructure on the corrosion dynamics. Such 

differences can originate due to the variation of the solute concentration in the two 𝛼 
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phases. One way to carry out such a model extension is to consider two 𝛼 phases instead 

of one and appropriately set the material properties. However, a robust and computationally 

inexpensive method would be needed to handle the interface between the two 𝛼 phases. 

Alternatively, 𝛼 phase may be allowed to have spatially varying properties. 

 

8.2.3 Impedance modeling of SOFC cathodes 

The model developed here to calculate the impedance of a SOFC cathode with 

experimentally determine microstructure can be extended as follows: 

1. By considering electrodes other than MIECs. This will enable the investigation of 

electrodes, where either surface diffusion is also active, or the surface reaction is 

limited to the regions where the ionically conducting, the electronically conducting, 

and the gas phases meet, i.e., the triple phase boundaries. To carry out this modification, 

one needs to alter the expression of the surface flux (Eq. 7.2).  

2. By developing an analytical or semi-analytical framework to determine the ratio of the 

concentration amplitudes at the pore/solid interface and in the bulk of the solid. Such a 

framework will reduce the computational cost associated with the determination of 

tortuosity by using the extended ALS model proposed here. One can begin by 

considering a simple system such as a model cylindrical microstructure considered in 

Figure 7.2 and drawing insights from the simulated results to develop the framework.  
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8.3 Conclusion 

In conclusion, we employed the three components of the MGI-based approach to varying 

extents to study three electrochemical systems and overcome specific challenges encountered in 

each system. Key innovations enabled by this work include the automated parameterization 

procedure, open-source application with super linear parallel performance to simulate 

microgalvanic corrosion, and semi-analytical frameworks to reduce the computational cost of 

simulations. Key scientific insights include the following. For Li-ion batteries, the application of 

the HOLE architecture enables fast charging of energy-dense graphite electrodes by improving the 

transport of Li-ions and the homogeneity of the reaction current density distribution. Furthermore, 

the optimal HOLE configuration has a second Damköhler number ~ 1 throughout charging. For 

corrosion of Mg alloy, the presence of a lamellar region in addition to a bulk 𝛼 domain in the 

microstructure proves to be detrimental to the corrosion resistance in the microstructures of Mg 

alloys studied here. Finally, for EIS modeling, the effective tortuosity of SOFC MIEC cathode 

depends on the material properties (the reaction rate constant and vacancy diffusivity) and the 

frequency of the applied AC load, in addition to the microstructure.  
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