
Coherent Spatial and Temporal Combining of Femtosecond Fiber Lasers at the Storage
Energy Limit Enabling High-Power Drivers of Laser-Plasma Accelerators and Other

Secondary Radiation Sources

by

Alexander Ward Rainville

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Electrical and Computer Engineering)

in the University of Michigan
2023

Doctoral Committee:

Professor Almantas Galvanauskas, Chair
Professor Steven Cundiff
Research Scientist John Nees
Professor Theodore Norris
Professor Alexander Thomas



“The research worker is sometimes a difficult person because he has no great confidence in his
opinions, yet he also is sceptical of others’ views. This characteristic can be inconvenient in

everyday life.”
W.I.B. Beveridge, The Art of Scientific Investigation



Alexander Ward Rainville

rainvila@umich.edu

ORCID iD: 0009-0002-9866-8537

© Alexander Ward Rainville 2023



DEDICATION

This thesis is dedicated to my parents.

ii



ACKNOWLEDGMENTS

There are many I must thank for supporting, advising and helping me throughout my PhD journey.

Of course my parents, to whom this thesis is dedicated: my mom for constant, unwavering support,

and my dad for allowing me to take things apart from the age I could hold a screwdriver and for

the instilling in me an intuitive understanding of the physical world.

I must acknowledge my research advisor and mentor Professor Almantas Galvanauskas. Your

passion for physics, innate curiosity and indefatigable drive have made me into the researcher I am

today. Additionally, as an editor and reviewer who gives honest feedback and pushes for clear and

accurate explanations, you have raised the quality of my presentations and written work and taught

me how best to present my ideas and contributions. Thank you.

It may seem that academic research suffers from experienced students being replaced by inex-

perienced ones and it is true, especially on complicated projects, this can be frustrating. A major

(and possibly overlooked) benefit of this cycle comes from progressing from a naive first year, re-

ceiving advice and instruction from senior students, to accidentally becoming a mentor yourself, all

the time growing with those in the lab. I am especially thankful to Trey Ruppe, Hanzhang Pei and

Siyun Chen for providing their knowledge, guidance, wisdom and humor while I surreptitiously

became a mentor to others. Lauren Cooper, Christopher Pasquale, Tayari Coleman, Yanwen Jing

and Yu Bai, I hope that my mentorship has been as useful to you as theirs was to me; I have learned

much from you as well and am eager to see your work going forward. To those who started in the

research group with me—some of whom have managed to escape before me—Mathew Whittle-

sey, Yifan Cui and Mingshu Chen, thanks for the commiseration and collaboration over the last

5.5 years. To Nicholas Peskosky—your energy, experimental grit and refusal to accept setbacks

brought a new dimension to our lab; some of my favorite work has been our joint experiments.

iii



Of course, those friends outside the laboratory make the time spent in a PhD less difficult. I

must acknowledge Brandon Russell, with whom I spent the pandemic putting thousands of miles

on our bikes, for being a great friend and roommate in more ways than words can describe. Colten

Peterson, with whom I had and will have many adventures, thanks for always having my back and

forcing me relax when I felt I should be working. Laura Andre, thank you for being the one who

convinced me to come to UM and being a friend since then; your upbeat attitude and enthusiasm

are always welcome.

iv



TABLE OF CONTENTS

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

LIST OF ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

CHAPTER

1 Introduction and Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Some Applications of High-Power Ultrashort Pulses . . . . . . . . . . . . . . . . 2

1.2.1 Relativistic Laser Matter Interaction Regime . . . . . . . . . . . . . . . 2
1.2.2 Laser Wakefield Acceleration . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Ultrashort X-ray Generation in LWFA . . . . . . . . . . . . . . . . . . . 5
1.2.4 Ion Acceleration and High-Energy Particle Generation with Lasers . . . 5

1.3 Key Methods of Ultrashort Pulse Generation and Amplification . . . . . . . . . . 6
1.3.1 The Time-Bandwidth Product . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Mode-locking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.3 Chirped Pulse Amplification . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Average Power Limitations of Current High-Energy Lasers . . . . . . . . . . . . 9
1.4.1 Electrical Efficiency of High-Power Lasers . . . . . . . . . . . . . . . . 11

1.5 Laser Technology Solutions for Scaling Average Power . . . . . . . . . . . . . . 11
1.5.1 Yb:YAG Thin Disk Technology . . . . . . . . . . . . . . . . . . . . . . 11
1.5.2 Large-Aperture Thulium:YLF . . . . . . . . . . . . . . . . . . . . . . . 13
1.5.3 Coherent Beam Combination of Fiber Lasers . . . . . . . . . . . . . . . 14

1.6 Limits on Single-Pulse Extraction of Fiber Stored Energy . . . . . . . . . . . . . 16
1.7 Temporal Combining for Effective Extension of Pulse Duration . . . . . . . . . . 19

1.7.1 Divided Pulse Amplification . . . . . . . . . . . . . . . . . . . . . . . . 20
1.7.2 Coherent Pulse Stacking Amplification . . . . . . . . . . . . . . . . . . 23

1.8 Contributions of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

v



1.8.1 Relationship to Others’ Work . . . . . . . . . . . . . . . . . . . . . . . 27

2 Temporal Combining in a Highly Saturated Amplifier . . . . . . . . . . . . . . . . . . 29

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Key Ytterbium Doped Fiber Technology . . . . . . . . . . . . . . . . . . . . . . 30

2.2.1 Single Mode Large Core Fiber . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Yb:Glass Level Structure . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.3 Effective Mode Area and Nonlinear Interactions . . . . . . . . . . . . . 33
2.2.4 Gain Recovery Time in Highly-Pumped Fiber . . . . . . . . . . . . . . . 35

2.3 Energy Extraction From Optical Amplifiers . . . . . . . . . . . . . . . . . . . . 36
2.3.1 Frantz-Nodvik Model of Amplifiers . . . . . . . . . . . . . . . . . . . . 37
2.3.2 High Energy Amplifier Characterization . . . . . . . . . . . . . . . . . . 39

2.4 Design of Equal-Nonlinearity Bursts in the Monochromatic Limit . . . . . . . . 44
2.4.1 Validity of Simplifying Assumptions . . . . . . . . . . . . . . . . . . . 44
2.4.2 Analytical Approximate Solution . . . . . . . . . . . . . . . . . . . . . 45
2.4.3 Numerically Calculated Solutions . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Stacking of Shaped Bursts . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.5 Further Effects in Saturated Amplifiers . . . . . . . . . . . . . . . . . . . . . . . 49
2.5.1 Temporally Dependent Spectral Gain . . . . . . . . . . . . . . . . . . . 49
2.5.2 Effect of the Resonant Refractive Index . . . . . . . . . . . . . . . . . . 51

2.6 Experimental Design of a CPSA System . . . . . . . . . . . . . . . . . . . . . . 52
2.6.1 Burst Generation and Pulse Stretching . . . . . . . . . . . . . . . . . . . 53
2.6.2 Amplification and Down-counting . . . . . . . . . . . . . . . . . . . . . 54
2.6.3 Temporal Combining and Pulse Compression . . . . . . . . . . . . . . . 55
2.6.4 Control System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.7.1 Low Power Validation Experiment . . . . . . . . . . . . . . . . . . . . . 57
2.7.2 Energy Scaling Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.9 Ongoing and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3 Energy Scaling of CPSA using Coherent Beam Combining . . . . . . . . . . . . . . . 65

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Analysis of Efficiency Errors and Alignment Procedures . . . . . . . . . . . . . 68

3.2.1 Phase Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.2 Group Delay Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.2.3 Group Delay Dispersion Errors . . . . . . . . . . . . . . . . . . . . . . 73
3.2.4 Transverse Overlap (Near-Field) Errors . . . . . . . . . . . . . . . . . . 74
3.2.5 Beam Pointing (Far-Field) Errors . . . . . . . . . . . . . . . . . . . . . 76
3.2.6 Beam Size and Beam Collimation Errors . . . . . . . . . . . . . . . . . 77
3.2.7 Beam Power Mismatches . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.3 Automatic Control of Temporal and Spatial Parameters . . . . . . . . . . . . . . 79
3.3.1 Active Locking of Temporal Phase . . . . . . . . . . . . . . . . . . . . . 79
3.3.2 Spectral Filtering for Automated Group Delay Alignment . . . . . . . . 83
3.3.3 Spatial Filtering for Automatic Angular Alignment . . . . . . . . . . . . 84

vi



3.3.4 Experimental Characterization of Piezo Response Speed . . . . . . . . . 86
3.4 4-Channel CBC and 81-Pulse CPSA Experiment . . . . . . . . . . . . . . . . . 89

3.4.1 Experimental System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.2 Coherent Beam Combining Results . . . . . . . . . . . . . . . . . . . . 90
3.4.3 Coherent Temporal Combining Results . . . . . . . . . . . . . . . . . . 95

3.5 Ongoing and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4 Generation of Fast Neutrons and Novel Backlighting Technique for Viewing Laser-
Plasma Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.1 Neutron Generation in Free-Flowing Liquid Jets Using a High Rep-Rate Fiber
Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1.2 Experimental Design and Results . . . . . . . . . . . . . . . . . . . . . 101
4.1.3 Ongoing and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.2 Ultrashort, Off-Band, Arbitrary Delay Target Backlighter for Use With CPSA
Fiber Laser Drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.1 Introduction and Motivation . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.2 Design of Fiber Laser Backlight . . . . . . . . . . . . . . . . . . . . . . 107
4.2.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.2.4 Discussion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 112

5 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

vii



LIST OF FIGURES

FIGURE

1.1 Simulation of a laser wakefield for a0 > 1 showing electron density in grey and field
structure in blue-red for (a) transverse focusing fields and (b) longitudinal accelerating
fields. The red dashed line shows a line-out of the fields in both cases. Reprinted from
[2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Example TeV e−-e+collider. Reprinted from [5]. . . . . . . . . . . . . . . . . . . . . 4
1.3 Mode-locking in the spectral domain, where the the same frequency content can form

noise or ultrashort pulses depending on the relative phases between the frequency
components. In this simulation about 60 modes are used; in a real oscillator the mode
number can exceed 103. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Schematic showing principles of CPA. Reprinted from [12]. . . . . . . . . . . . . . . 8
1.5 The ZEUS Laser system at University of Michigan, designed around Ti:Sa laser am-

plifiers pumped with Nd:Glass lasers and specified to provide a 3 PW pulse at 1 shot
per minute. Reprinted from [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Schematics showing: (a) the basics of a thin-disk amplifier or oscillator [27], (b) a
3D rendering of the multi-pass signal geometry [28], and (c) the schematic of the
laser system used to achieve 1.1 J energies at 1.1 kW average power [29]. The final
amplifier in (c) is pumped with 380µs, 940 nm pump pulses of 6 kW power which
are re-imaged once onto the 30 mm x 30 mm x 2 mm 3%-at Yb:YAG crystal. Liquid
nitrogen cooling is used on the final 4 amplifiers. . . . . . . . . . . . . . . . . . . . . 12

1.7 Coherent beam combining principles: (a) General system design, which may include a
pulse stretcher and compressor for CPA (omitted), (b) binary tree combining on beam-
splitters, an example of filled aperture combining where the beams are overlapped in
the near and far field, and (c) tiled aperture combining using a hexagonal near field
array. In (c) spatial filter is required to remove the far-field side lobes created by the
incomplete fill factor. Examples (b) and (c) modified from [38]; beam profiles in (c)
from [39]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.8 Self phase modulation effects on pulse compression: (a) calculated autocorrelation
traces for increasing nonlinear phase on (b) a 10 nm spectrum centered at 1035 nm.
The SPM phase is accrued while the pulse is stretched to 1 ns using ϕ′′ =−43 ps2 and
the ϕ′′ used to compress the pulse is numerically fitted, deviating slightly from 43 ps2

due to the nonlinearity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

viii



1.9 Plot showing the limits on fiber CPA energies. The restriction on single pulse nonlin-
earity limits the CPA extractible energy to the shaded grey region and bulk damage
never forms a limit. The parameters used are: Nd = 5×1025 m−3, L = 1 m, λ0 =
1035 nm, n2I = 2.5×10−20 m2 · W−1 and GdB = 17. . . . . . . . . . . . . . . . . . . . . 19

1.10 4 Pulse DPA explanation: traveling left-to-right explains pulse combination while
right-to-left explain pulse splitting (modified from [53].) Delay line 1 has length equal
to the pulse spacing and delay line 2 has length equal to twice the pulse spacing. . . . 21

1.11 Experimental results from [54] including the pulse bursts before and after temporal
combining. The pulse number is notated in purple and the arrows in the diagram
notate polarization direction. The green elements are HWPs. . . . . . . . . . . . . . . 22

1.12 Single cavity coherent pulse stacking example showing the required pulse amplitudes
and phases for stacking and how this can be viewed as a reversed impulse response.
In this example R=38% is chosen so that the two main pulses are equal amplitude and
contain 74% of the overall energy. Only relative phase, not absolute phase matters;
the phase shift between reflection and transmission is assumed to be π on the reflected
beam. The impulse response is technically infinite, but by the 6th pulse there is < 1%
of the energy remaining in the cavity. . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.13 4+4 Multiplexed GTI example showing stacking of 81 pulses. The pulse spacing
is 1 ns which is matched to the delay in the first 4 cavities. The intermediate burst
consists of 9 pulses with 9 ns delay, matched to the second set of 4 cavities. The
numbers indicate the pulse number relative to the input burst; the amplitude is not to
scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.14 Calculated stacking trace for 81 → 1 pulse stacking in a 4+4 GTI cascade: (a) stacked
pulse in linear scale with inset showing input burst, (b) log scale showing pulses that
limit pre-pulse contrast. The amplitude of each pulse on the input burst is about 0.0123
if plotted on the stacked pulse scale. The addition of a pre-burst can increase the pre-
pulse contrast further. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1 Signal amplification in a double-clad fiber in counter-pumped configuration. The core
(green) guides the signal and the cladding guides the pump. Reprinted from [62] . . . 30

2.2 CCC Fiber: (a) Isometric view showing spun side cores around central core, (b) micro-
scope end-face view showing octagonal central core and cladding, and (c) numerically
calculated loss spectrum for the lowest order modes. Effective single mode guidance
is preserved between 1020 nm and 1120 nm where the fundamental mode has loss of
about 0.2 dB · m−1. Reprinted from [67]. . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3 Diagram showing (a) the Yb:Glass level structure along with the thermal occupancy
of the lower levels at 300 K and (b) the resulting absorption and emission spectra (data
provided by nLight, Inc.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4 Calculated Yb fiber gain recovery time vs. pump power for 6µm SMF core pumped
fiber, 250µm and 400µm cladding-pumped fiber. . . . . . . . . . . . . . . . . . . . . 36

2.5 Amplifier saturation effects: (a) reshaping of a initially flat input pulse and (b) corre-
sponding time-varying gain across the pulse. . . . . . . . . . . . . . . . . . . . . . . 38

2.6 Amplifier efficiency and pulse gain plots. (a) Extraction efficiency for the input energy
as a fraction of the saturation energy and (b) pulse energy gain vs extraction efficiency,
both for varying levels of initial gain G0. . . . . . . . . . . . . . . . . . . . . . . . . 39

ix



2.7 Small signal gain measurements of CCC amplifiers: (a) Output spectrum with small
(5µW) seed blocked and unblocked, showing the seed does not deplete the inversion
and (b) 4 measurements of SSG for 1.8 m of fiber selected from different sections
along the 80 m draw length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.8 Matching of Frantz-Nodvik model to real data for G0 = 32dB and Eout = 5 mJ, showing
that a value of Esat. = 1 mJ is needed to properly match the data. . . . . . . . . . . . . 41

2.9 Energy and average power measurements from a 1.8 m CCC fiber amplifier: (a) energy
vs. pump for many seed levels, showing 230µJ is sufficient for full energy extraction
and (b) amplified power vs. pump power at 10 kHz showing 35% slope efficiency with
respect to launched power. About 300 W of pump will be needed for 100 W operation. 42

2.10 Results of stored energy calculation showing: (a) numerical fit of extraction efficiency
ηe for a given small signal gain and pulse gain, and (b) the corresponding stored energy
calculated from the values of ηe and the extracted energy Eextr.. The legend in (a)
applies to both figures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.11 Numerically calculated equal nonlinearity bursts: (a) burst shapes out of the amplifier,
and (b) the corresponding optimized phase profiles. . . . . . . . . . . . . . . . . . . . 46

2.12 Theoretical stacking traces in logarithmic scale for the 3mJ burst shape shown in Fig-
ure 2.11 with and without a pre-burst added. The main pulse is shown in red and for
the pre-burst case the pulses before the 1st are omitted for clarity; they are all more
than 60 dB back behind the main pulse. . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.13 Theoretical stacking efficiency and pre-pulse contrast vs. energy for the burst shapes
shown in 2.11 both with and without pre-burst optimization. . . . . . . . . . . . . . . 48

2.14 Post pulse optimization for: (a) the 5 mJ equal-nonlinearity burst shape, and (b) the
9 mJ equal-nonlinearity burst shape. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.15 Effect of inversion on gain spectrum in Yb:Glass: (a) Gain for different increasing
fractional inversion from 10% to 50% in steps of 10%, (b) and (c) gain reshaping
effects on 10 nm and 30 nm spectra, respectively, for 10% (blue) and 50% (green)
fractional inversion shown normalized to the amplitude of the 1035 nm center wave-
length. The initial spectrum is shown as a dashed black line in both. . . . . . . . . . . 50

2.16 CPSA system layout with dashed lines showing the building blocks. . . . . . . . . . . 53
2.17 4+4 multiplexed nested stacker configuration: (a) schematic and (b) picture from the

laboratory. The beamsplitters are all R = 57% and the last mirror in each cavity has a
3-axis piezo mirror. The setup fits on on 5’ x 4’ breadboard. . . . . . . . . . . . . . . 55

2.18 Dielectric Grating Compressor. (a) AutoCAD design, (b) picture from the laboratory
showing compressor with associated diagnostics. The compressor and diagnostics fit
on a 2’ x 4’ breadboard. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.19 Results of stacking at low power using the signal from a single-mode preamplifier:
(a) stability trace showing stacked pulse amplitude over 375 s, and (b) stacked pulse
photodiode trace with inset showing the input burst. The stacking efficiency is 84%
and the temporal stability is 0.7% NRMSE. . . . . . . . . . . . . . . . . . . . . . . . 57

2.20 Measured input burst shape to stackers and proper designed burst shape (orange) for
the energy levels tested in this experiment, normalized to peak power to show the
relative difference between the shapes. . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.21 Measured results of stacking at multiple energy levels. Each trace is normalized to the
peak of the 81st pulse and not to the contained energy. . . . . . . . . . . . . . . . . . 61

x



2.22 Measured autocorrelation traces for: (a) the energy levels tested in the stacking exper-
iment, along with the calculated nonlinear phase, and (b) a comparison of stacked and
un-stacked traces at 3 mJ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.23 Overlay of 2nd and 80th pulses with normalized amplitude for: (a) 5 mJ burst shape
and (b) 9.5 mJ burst shape showing significant spectral reshaping. Note that as the
pulses are up-chirped the later times contain the shorter wavelengths. . . . . . . . . . 62

3.1 Conceptual design of spatio-temporally combined CPSA and CBC system, with dis-
persion and saturation compensation for pulse durations below 100 fs. Figure courtesy
of Almantas Galvanauskas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.2 Spatial arrangements for filled aperture combining: (a) binary-tree, shown for 45◦

intensity beamsplitters but applicable for TFPs, (b) segmented-mirror setup using R/T
50/50, 70/30, and 80/20 beamsplitters, and (c) two DOEs for ultrashort pulses. . . . . 66

3.3 Theoretical basis for error analysis: (a) a Mach-Zehnder interferometer with an am-
plifier in each arm, and (b) the model of the output beamsplitter as a four-port inter-
ference device with fields entering and exiting from each side. . . . . . . . . . . . . . 68

3.4 Experimentally measured phase fringes and applied piezo voltage. The alignment is
proper in this case and no interference degradation is seen. . . . . . . . . . . . . . . . 72

3.5 Principles of detection of group delay mismatches, shown for two representative fre-
quencies in an ultrashort pulse. Blue is the carrier and red is a spectrally-shifted signal. 83

3.6 Algorithm flow chart for the group delay (notated GD) optimization incorporated with
two-point dither SPGD phase stabilization. The function “handle user input” reads
input data from the USB communication to turn phase and group delay stabilization
on and off. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.7 Phase fronts of two co-propagating Gaussian beams showing fringes for: (a) position
(near-field) misalignment xo, and (b) angular (far-field) misalignment θ. . . . . . . . . 86

3.8 Experimental results of the piezo testing: (a) normalized frequency response, (b) step
response for Polaris mount, and (c) step response for the homemade mount. The rise
time in (c) is 30µs, close to the calculated value. . . . . . . . . . . . . . . . . . . . . 88

3.9 Coherent beam combination addition to the overall CPSA system. The output is either
measured with an average power meter (for efficiency measurements) or sent to the
stackers to be temporally combined. . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.10 Measured output amplitude of the CBC system: (a) single channel amplitude noise
reference, (b) stabilized 4 ch. 1 mJ/ch, and (c) stabilized 4 ch. 7 mJ/ch. . . . . . . . . . 92

3.11 Noise statistics for the output of CBC system: top spectral power density calculated
using an FFT, bottom time-domain noise per measurement calculated with the Allan
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.12 Output data from the CBC FPGA showing stabilization for 30 min at 5 mJ/ch set-
point. The vertical scale in the bottom plot is scaled to the maximum phase shifting
range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.13 Experimental results for the 5 mJ per channel CBC and CPSA experiment: (a) spa-
tially combined burst containing 19 mJ of energy, shown with the appropriate equal-
nonlinear burst shape, and (b) the stacked pulse trace with 70% of the total energy in
the 81st pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

xi



3.14 Stabilization results of stacking experiment over 50 s: (a) single-channel stacked at
7 mJ, (b) 4 Ch. stacked at 1 mJ/ch, and (c) 4 Ch. stacked at 7 mJ/ch. . . . . . . . . . . 96

3.15 Autocorrelation trace for the simultaneous four-channel CBC and CPSA experiment
at 5 mJ / ch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.1 Neutron yield vs. laser energy. The red diamonds and red dashed line show general
scaling for femtosecond laser systems. Reprinted from [114] . . . . . . . . . . . . . . 100

4.2 Experimental design for neutron generation and measured focal spot. The focal imag-
ing setup (grey shaded box) consists of a 50x objective and CCD camera which is only
used at attenuated power levels and is removed when the experiment is run. . . . . . . 101

4.3 Total neutron flux calculated from EJ-309 detectors vs. on-target pulse energy. Figure
courtesy of Nicholas Peskosky. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.4 Gated fast neutron counts for EJ-309 #1 detector, shown before (top) and after (bot-
tom) PSP cuts are imposed to isolate neutron events. The results for detector #2 are
similar and omitted for brevity. Figure courtesy of Nicholas Peskosky. . . . . . . . . . 103

4.5 The optical design of the backlighter. The EOM and AOM are fed signals from the
FPGA that controls the main system. Compressor 1 can be fiber-integrated using
Bragg gratings and circulator, further simplifying the setup. . . . . . . . . . . . . . . 108

4.6 Compressed output of GMNA amplification stage: (a) measured pulse autocorrelation
and calculated bandwidth limited autocorrelation, and (b) measured spectrum. . . . . . 109

4.7 Backlight spectral content: (a) measured second harmonic of the GMNA amplifier
overlaid with filter pass-band and calculated second harmonic of the driver, and (b)
calculated bandwidth-limited pulse duration. . . . . . . . . . . . . . . . . . . . . . . 110

4.8 Fine delay images taken by stepping the EOM picked pulse by several nanoseconds,
showing the evolution of a shock wave leaving the target. . . . . . . . . . . . . . . . . 111

4.9 Coarse delay images taken by stepping the AOM window by 200 ns, showing the late
time scale evolution of the plasma. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

xii



LIST OF TABLES

TABLE

2.1 Table showing stacking efficiency and compression as fiber output energy increases.
The reduction in pulse FWHM at 3 mJ and 5 mJ is attributed to a ±3 fs measurement
uncertainty in the autocorrelator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.1 Results from the 4-channel CBC experiment at 2 kHz including total output energy
and power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.2 Results of the combined CBC and stacking experiment for different energy levels.
Some variance is expected due to daily variations in alignment. . . . . . . . . . . . . 95

xiii



LIST OF ACRONYMS

ADC analog-to-digital converter

AOM acousto-optic modulator

AR anti-reflection

ASE amplified spontaneous emission

BBO beta-barium borate

CBC coherent beam combining

CCC chirally-coupled-core

CPA chirped pulse amplification

CPSA coherent pulse stacking amplification

CPS coherent pulse stacking

CSC coherent spectral combining

CW continuous-wave

DAC digital-to-analog converter

DCF double-clad fiber

DFG difference-frequency generation

DOE diffractive optical element

DPA divided-pulse amplification

EDPA electro-opticially controlled divided pulse amplification

EOM electro-optic modulator

FPGA field-programmable gate array

FWHM full-width at half-maximum

xiv



GDD group-delay dispersion

GMNA gain-managed nonlinear amplification

GTI Gires-Tournois interferometer

HOMs higher-order modes

HWP half-wave plate

HR high-reflection

LOCSET locking of optical coherence via single-detector electronic-frequency tagging

LMA large mode area

LPA laser-plasma accelerator

LWFA laser wakefield acceleration

MFD mode-field diameter

MOPA master-oscillator power-amplifier

MPE multi-pass extraction

NA numerical aperture

Nd:Glass neodymium-doped glass

NRMSE normalized RMS error

OAP off-axis parabola

OPCPA optical parametric chirped pulse amplification

PBS polarizing beam splitter

PCF photonic-crystal fiber

PID proportional-integral-derivative

PM polarization-maintaining

PR partial-reflector

PSP pulse shape parameter

RF radio-frequency

RMS root-mean square

SHG second harmonic generation

xv



SMF single-mode fiber

SPGD stochastic parallel gradient descent

SPM self-phase modulation

SSG small-signal gain

TFP thin-film polarizer

TIR total internal reflection

Ti:Sa titanium-doped sapphire

TMI transverse-mode instability

Tm:YLF thulium-doped yttrium lithium fluoride

WPE wall plug efficiency

Yb:YAG ytterbium-doped yttrium aluminum garnet

xvi



ABSTRACT

This work demonstrates, for the first time, simultaneous operation of coherent beam combining

(CBC) and temporal combining at the amplifier saturation limit. The techniques described and

implemented in this thesis will enable fiber array size reduction and thus practical laser sources

providing joule-level energies at 10–100 kHz repetition-rates, suitable for future laser-matter inter-

action research and applications. Through the use of coherent pulse stacking amplification (CPSA)

at the storable energy limit, 9.5 mJ is extracted from a single fiber and temporally combined into

a 345 fs pulse with 58% efficiency, achieving a record-high single-fiber energy in a femtosecond

pulse. Through careful understanding and modeling of amplifier extraction the nonlinear phase

accrual is minimized, and the effects of saturation in the 81-pulse burst are investigated and con-

trolled. Further temporal efficiency increase will require control of individual pulse spectrum using

a fast electro-optic modulator (EOM), and should increase stacked pulse energy even further while

maintaining high-fidelity pulse compression. All techniques discussed are applicable to longer

pulse bursts and future fibers that may store 20-50 mJ or more, energies far outside the operation

regime of any other time-domain techniques.

Output energies are scaled up to 25 mJ by implementing a coherent beam combination (CBC)

array of 4 spatially-combined amplifiers. The spatial combining efficiency, critical for future high-

efficiency sources, exceeds 90% when the beams are phase-locked with a stochastic parallel gradi-

ent descent (SPGD) algorithm. The alignment procedures and tolerances for achieving this high ef-

ficiency are discussed, along with the future implementation of spatial and temporal auto-alignment

for larger arrays. The 25 mJ burst is temporally combined with 70% efficiency while maintain-

ing ultrashort pulses, showing that CBC does not adversely impact CPSA efficiency. Incomplete

CBC phase stabilization is shown to degrade temporal combining stabilization slightly at the 7 mJ

xvii



/ channel amplifier set-point; rep-rate scaling and better fiber thermal management will be required

in future designs to improve stabilization. This experiment achieves the highest per-channel energy

in a spatio-temporal fiber-array system and provides important information for ongoing work on

extending the array to 12 amplifiers capable of 100 mJ energies, and beyond, and for future power

scaled systems as well.

The 4-channel CBC and CPSA system was used for the first demonstration of neutron gen-

eration from a fiber laser driver by irradiating free-flowing liquid streams of deuterated water.

Late-time stream dynamics are imaged with a novel backlight probe beam that provides unique

temporal resolution at delays approaching 1 ms. Neutron yield can be increased by increasing

on-target energy and pulse repetition rate. In the future, high-brightness laser-driven sources ap-

plicable to medical and imaging fields may be available with this technology. Further integration

of the computer-controlled probe with neutron statistics and high rep-rate operation will allow for

active target and laser optimization using machine-learning, an important step for next generation

high-rep rate science.

xviii



CHAPTER 1

Introduction and Background

1.1 Overview and Motivation

Since its invention 62 years ago the laser has become ubiquitous, a far cry from what it’s inven-

tor, Theodore Maiman, once called “a solution seeking a problem.” That first red ruby rod has

expanded to an eclectic mix of gain media from meter-long gas filled tubes to micron-long semi-

conductor heterostructures providing wavelengths from x-ray to terahertz and outputs as short as

a single electric field oscillation to almost noiseless continuous-wave (CW) operation. The laser

truly has become a solution for many problems from medical imaging to surgery, rangefinding, data

storage and retrieval, cutting and welding, biomonitoring—the applications are almost endless.

Certain lasers output intense, short bursts of light that are measured in picoseconds to fem-

toseconds or 10−12 - 10−15 s. Pulse durations on this order are termed “ultrashort” and are the

fastest man-made events, matching the dynamics of atomic transitions. While the energy of most

laser pulses is meager compared to that of, for example, the 150 J carried in a 100 MPH baseball

pitch, delivering this energy in femtoseconds leads to peak powers in excess of 1015 W, 12 orders of

magnitude more power than the average toaster. Additionally, as lasers create highly directional,

coherent beams their output can be focused to spots on the order of their wavelength, 10-20x

smaller than human hair, leading to focal plane intensities up to 1022 W · cm−2 . In these foci the

electric and magnetic fields reach levels that rip apart atoms, accelerate the subatomic particles to

near the speed of light, and cause atomic nuclei to fuse together, among other effects. Beyond the
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physics of the laser-matter interactions, ultrashort pulses are used in machining and surgery where

they create very clean, precise ablative spots and in generation of ultrashort secondary radiation,

useful for imaging and material interrogation.

Many lasers produce ultrashort pulses, but those that can achieve the Joule level of energy or

higher are limited to repetition rates (laser shots in a given time frame) measured in shots/min or at

best 1 shot/second. This was sufficient for many decades but it has become clear that laser technol-

ogy must eventually provide 1000-100,000 shots/second (1-100kHz) to fully realize the potential

of both scientific study and applications of laser matter interactions. This scaling requires new

laser technology and is an active area of research across the world. Perhaps the most promising

new technology is fiber-laser arrays, which will provide ultrashort, high-power pulses generated

in highly efficient laser media. This thesis covers my work in coherent temporal and spatial com-

bination of fiber lasers for future high-energy sources, demonstrating record levels of energy per

fiber and the first system working at the amplifier extractible energy limit. This system, along

with a novel fiber-integrated optical backlight diagnostic, is used for the first demonstration of

neutron generation from a fiber laser. The work presented here provides a roadmap to high-energy,

high-power laser sources of the future.

1.2 Some Applications of High-Power Ultrashort Pulses

1.2.1 Relativistic Laser Matter Interaction Regime

When dealing with laser matter interactions it is useful to have a normalized measure of laser

strength so lasers of different pulse durations, wavelengths and energies and targetry with different

focusing geometries can be compared. This can be done by normalizing the quantity eE, the

work done by the laser electric field E on an electron of charge e over the distance of a meter,

by the electron rest energy mec
2 and then scaling to the laser wavelength λ/2π. When the resulting

parameter, known as a0, is unity the laser electric field can accelerate an electron to a kinetic energy

equal to its rest energy in the span of a laser wavelength.
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a0 =
eE

(mec2)
× λ

2π
=

eE

meωc
≈ 8.5×10−10 × λ[µm]×

√
I0[W · cm−2] (1.1)

Gaining this energy means the electron is traveling at ∼95% the speed of light, making it a

relativistic particle. For this reason a0 ≥ 1 is usually referred to as the “relativistic regime” of

laser intensities, with a0 < 1 considered non-relativistic [1]. Thus this parameter not only allows

for comparison of focal plane laser strength but gives information on the relativistic nature of the

interaction.

1.2.2 Laser Wakefield Acceleration

Figure 1.1 : Simulation of a laser wakefield for a0 > 1 showing electron density in grey and
field structure in blue-red for (a) transverse focusing fields and (b) longitudinal accelerating
fields. The red dashed line shows a line-out of the fields in both cases. Reprinted from [2].

Intense laser pulses focused to small spots have large electric and magnetic forces, that, when

traveling through plasma, push light charged particles such as electrons out of the way leading to

areas of alternating high and low electron density. The electron density gradients induce electric

field gradients that in turn serve as accelerating structures for some electrons that get trapped be-

hind the laser pulse. The electric field gradients in these configurations can exceed 100 GeV · m−1

and have been used to accelerate electrons up to 8 GeV in 20 cm of plasma [3] in what is termed
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laser wakefield acceleration (LWFA), as the electrons “surf” the wake behind the pulse similar to

a surfer on a wave. The energy gain in such a small length excites those in the particle accelerator

community who are used to energy gains of only 10 MeV · m−1 in radio-frequency (RF) cavity ac-

celerators; additionally the linear accelerating nature of LWFA means that the particle energy gain

is not limited by synchrotron radiation. For this reason considerable work has been done validat-

ing technology and physics with the goal of building a linear laser-plasma accelerator (LPA) which

promises to be an order of magnitude smaller than conventional RF accelerators and provide much

higher energy particles [4, 5].

In general the magnitude of a0 distinguishes two regimes of LWFA. At lower focal intensities

where a0 < 1 the induced wake varies sinusodially behind the pulse and for acceleration requires

external injection of electrons. For a0 > 1 the interaction is nonlinear and leads to what looks like

a “bubble” of positive charge following the pulse, as shown in Fig. 1.1. In this regime electrons

blown out by the laser pulse can find themselves trapped in the wake (self-injection) with the

downside that there is no control over the accelerated electrons leading to a large energy and

emittance spread of the output beam.

Figure 1.2 : Example TeV e−-e+collider. Reprinted from [5].

Fig. 1.2 shows a proposed design for a TeV center-of-mass electron-positron (e--e+) collider

[5]. Each stage is designed for 5 GeV energy gain though a plasma waveguide driven by a 50 TW

(6.5 J, 135 fs) laser pulse with a0 ≈ 1 and requires 200 laser drivers, with the ability to upgrade to

higher particle energies with more lasers. The critical parameter, however, is that this system must
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run at 47 kHz or above to generate enough e- and e+ flux (particles/second) on target for meaningful

experiments. This is 300 kW of average power per laser, much beyond the current technology.

1.2.3 Ultrashort X-ray Generation in LWFA

The transverse fields in LWFA, shown in Fig. 1.1a, cause the electrons to oscillate transversely

while they accelerate longitudinally. The transverse acceleration releases bursts of x-rays, termed

betatron radiation, which are ultrashort, coherent and of high brightness [6]. These x-rays have

been used to create high-resolution 3D scans of biological samples [7] where the resolution is

higher than conventional x-ray sources and the dose is lower. Scan times are limited by the laser

rep-rate however—the scan in [7] took hours—meaning that for practical applications the laser

rep-rate must be scaled.

1.2.4 Ion Acceleration and High-Energy Particle Generation with Lasers

For specific targets or very high a0 the laser can accelerate ions and initiate processes that liberate

energetic neutrons or protons. Ions have high momentum and distinct stopping properties and can

be used for cancer therapy [8], while neutrons, due to their neutral charge, can affect the nuclei

of secondary atoms for nuclear transmutation or contrast imaging. One application of neutron-

induced nuclear transmutation is the generation of radioisotopes used in PET scans, a critical

diagnostic technique in nuclear medicine. Currently some of these isotopes are made by colliding

accelerated protons or deuterons with liquid or gas targets, necessitating nearby medical cyclotrons

while others, such as 99Mo used to make 99mTc, use the energetic neutrons emitted in research-

grade nuclear reactors. Laser-matter interactions are a promising route for generation of energetic

neutrons to mimic current 99Mo production and for production of protons and γ-rays that can be

used for alternate routes [9]. One benefit of laser-accelerated neutrons is the high directionality that

potentially can give higher brightness for less overall flux than a conventional source. Once again,

scaling laser rep-rate beyond current technology is critical to making this application practical.
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1.3 Key Methods of Ultrashort Pulse Generation and Amplifi-

cation

1.3.1 The Time-Bandwidth Product

Ultrashort pulses fundamentally require many frequency components due to a manifestation of the

uncertainty principle. The shortest pulse duration achievable for a given spectrum is specified with

a time-bandwidth product which can be derived using Fourier transforms and by using root-mean

square (RMS) power-spectrum ∆νRMS width and RMS temporal pulse width τRMS [10].

∆νRMS × τRMS =
c

λ2
0

∆λRMS × τRMS ≥ 1

2
(1.2)

If Eqn. 1.2 is an equality (that is, the minimum product) then the pulse duration is referred to

as bandwidth limited and specifying its temporal duration or spectral width is equivalent; often

this is used interchangeably. For pulses longer than this minimum product the ratio of the actual

duration to theoretical limit can be specified as “times bandwidth limited” as a measure of residual

dispersion or other effects.

The temporal duration usually is specified as full-width at half-maximum (FWHM) level in-

stead of RMS, a convention which will be followed in this thesis and notated as τp. Additionally

the spectral width ∆λ will be specified in FWHM which, for the ideally square spectra used, is

very close to the edge-to-edge spectral width. Two conversion factors with these definitions and

λ0 =1035 nm may be useful: ∆λ = 10 nm ↔ τp = 330 fs and ∆λ = 30 nm ↔ τp = 110 fs. For com-

parison, a Gaussian spectrum centered at 800 nm with a FWHM bandwidth of 10 nm corresponds

to a pulse duration of 100 fs.

1.3.2 Mode-locking

Large frequency content is a necessary but not sufficient condition for ultrashort pulses; in addition,

there must be a fixed phase relationship between all the frequencies in order to generate pulses.
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Figure 1.3 : Mode-locking in the spectral domain, where the the same frequency content
can form noise or ultrashort pulses depending on the relative phases between the frequency

components. In this simulation about 60 modes are used; in a real oscillator the mode number
can exceed 103.

This is readily understood in the frequency domain where every part of the frequency content can

be represented as a sine wave. When the phase of all these waves is random the result is just a

superposition of fields that beat against each other. If the phase is fixed then at one point in time

all the sine waves peak together, but away from that point they destructively interfere. A laser

oscillator with multiple longitudinal modes, gain that can amplify them, and a method of locking

the spectral phase is referred to as “mode-locked” and will produce a train of short pulses. The

method of locking the phases can be understood in the time domain as a fast switch that allows

only a single short pulse to circulate in the cavity, blocking all continuous and long-pulses from

being amplified; this has the same effect as forcing the spectral phases to be locked. Most modern

mode-locked lasers use the nonlinear refractive index, which has a response time of femtoseconds,

to generate the ultrafast switch. This leads to oscillator pulse durations limited only by the gain

bandwidth of the laser; for ytterbium-doped fiber this is at minimum 60 fs and for titanium-doped

sapphire (Ti:Sa) it can be down to 5 fs [11].
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1.3.3 Chirped Pulse Amplification

Figure 1.4 : Schematic showing principles of CPA. Reprinted from [12].

Usually the ultrafast output of these mode-locked oscillators contains pJ to nJ of energy, not

enough for most applications. Amplification of the pulses generally follows their generation in

the oscillator, in a scheme known as master-oscillator power-amplifier (MOPA). A major issue of

amplification results from the same reason the pulses are useful: the high peak power. At such

short durations the pulses very quickly reach damage thresholds of optical components and powers

cannot be increased without transverse aperture scaling of the gain material (increasing the beam

area and reducing the peak beam intensity). Historically this put a strong limit on achievable ultra-

short laser energies until chirped pulse amplification (CPA), a technique from radar, was applied

to optical amplifiers in 1985 [13]. The CPA principle simply involves reduction of the pulse peak

power during amplification by lengthening (stretching) the pulse in time rather than in space. Af-

ter amplification the pulse is made ultrashort again (or compressed) before being delivered to the

target or application. Stretching and compressing is done using dispersion, exploiting the fact that

ultrashort pulses contain a frequency spread and that optical setups can be arranged to provide

varying delay with frequency. CPA typically uses reflective grating structures arranged such that

the angular dispersion is coupled to temporal dispersion; depending on the exact structure and the

path length difference the devices are called a stretcher or a compressor.
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CPA has enabled a massive increase in ultrashort pulse peak powers since 1985 and allowed

investigation into new areas of physics. As such CPA and its inventors were honored with a Nobel

Prize in Physics in 2018.

1.4 Average Power Limitations of Current High-Energy Lasers

Current laser systems providing above a TW of peak power can use traditional solid-state gain

media such as neodymium-doped glass (Nd:Glass) or Ti:Sa or use a nonlinear crystal in an optical

parametric chirped pulse amplification (OPCPA) configuration [14]. All use CPA and usually am-

plify pulses from high rep-rate oscillator in a series of amplifiers while downcounting the rep-rate

to 1-60 pulses/min at the final amplifier. Solid-state systems have regenerative amplifier(s) and

multi-pass amplifier(s) while OPCPA systems replace these with nonlinear crystals that convert

pump to signal through a χ2 nonlinearity such as difference-frequency generation (DFG). Gen-

erally some type of dispersion management though (dazzler and/or mazzler) are used to optimize

pulse duration at focus and deformable mirrors are used to optimize the beam profile. These PW-

class systems are truly extraordinary—they usually fill whole cleanrooms, use compressor gratings

on the meter scale, require amplifier crystals >10 cm in diameter and produce focused intensities

approaching 1023 W · cm−2.

The first PW demonstration was with a Nd:Glass laser at LLNL in 1996 with a pulse duration

of 450 fs and 660 J [16] and Nd:Glass is still in use in some high-energy systems, including the

Texas Petawatt Laser (186 J / 167 fs) [17]. The low thermal conductivity of glass requires that

these large lasers only be shot 1/min maximum, enough time for the laser to fully cool, though

recent advances in direct-diode pumping have achieved operation up to 10 Hz at 200 J in a highly

specialized system [18]. The gain bandwidth of Nd:Glass only supports 450 fs pulses after large

amplifications, which can be optimized slightly by using several different types of glass substrates

(as in Texas PW Laser), requiring Nd:Glass lasers to have very high pulse energies to reach the

PW regime. In contrast, Ti:Sa lasers have very broad bandwidth [19] allowing for 20-30 fs pulses
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Figure 1.5 : The ZEUS Laser system at University of Michigan, designed around Ti:Sa
laser amplifiers pumped with Nd:Glass lasers and specified to provide a 3 PW pulse at 1 shot

per minute. Reprinted from [15].

after large amplification. Due to the short pulse duration the pulse energy to reach a PW is much

lower than Nd:Glass, and this, along with the excellent thermal properties, means Ti:Sa dominates

the PW-class laser field. Ti:Sa is limited by the available pumps [20], as the upper-state lifetime

of 3.2 µs is very short and the quantum defect is large (32%) the pumps need to be high energy

(10-100 J) in nanosecond pulses at 430-560 nm. The only lasers that can provide this are frequency

doubled ytterbium-doped yttrium aluminum garnet (Yb:YAG) and Nd:Glass, both of which have

serious heating issues – Nd:Glass, as covered above, can only run 1-6 shots/min at these energies;

Yb:YAG can do up to 5 Hz reliably but provides lower energies. Heating of the Ti:Sa crystal itself

is also a concern at high energies and as such complicated cooling is often employed, including

with modifying by amplifiers such that helium can be flowed between thin plates of the crystal

[21, 22]. Transverse amplified spontaneous emission (ASE) in the Ti:Sa crystal was, until recently,

a strong limit on large final amplifier crystals but this problem has been solved by surrounding

the crystal in a index matching absorbing material [23]. The highest rep-rate available for a PW

system is currently the 1 Hz BELLA laser at Lawrence Berkeley National Lab – even at 40 J and

30 fs the average power is still only 42 W [24]. Progress on constructing a new 10 Hz, 1 PW laser is

ongoing at ELI in the Czech Republic; this laser is based on direct-diode pumping Nd:Glass pump
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lasers and using a multiple-thin slab architecture for the Ti:Sa laser crystal. If successful, the laser

will be able to provide 300 W of average power at 1 PW [18].

1.4.1 Electrical Efficiency of High-Power Lasers

An important parameter for laser systems is the wall plug efficiency (WPE), defined as the ratio of

output optical power to input electrical power. For overall laser systems this number ranges from

50% down to ≪1%. The best estimates for WPE of Ti:Sa lasers is around 0.1% [25], meaning that

scaling a single moderate energy 6.5 J / 130 fs laser system to 47 kHz for the LPA driver shown

in Fig. 1.2 (assuming the pump technology existed) would require 300 MW of electrical power, 6

times the amount of power produced by the University of Michigan campus power plant.

The most efficient laser media have: (1) pump bands in the range of high-power laser diodes,

for “direct-diode” pumping and (2) low quantum defect, allowing for most of the pump light to

be converted to signal. Ti:Sa unfortunately fails on both of these fronts. As a note, there has

been some promising work on direct-diode pumping Ti:Sa at 450 nm but the pumps are low power

(<100 W), run CW, and parasitic absorption in the crystal can decrease efficiency further [26].

1.5 Laser Technology Solutions for Scaling Average Power

Clearly new technology is needed for high-energy, high-average power lasers systems. Whatever

approach is settled on fundamentally needs high WPE and large enough bandwidth for ultrashort

pulses with good thermal properties. Three potential options are presented here.

1.5.1 Yb:YAG Thin Disk Technology

Thin disk lasers solve the heat extraction of solid-state crystals by reducing the longitudinal di-

mension and adding cooling on one face of the crystal. This is achieved by using a thin crystal that

has an anti-reflection (AR) coating on one side and a high-reflection (HR) coating on the other.

The HR coating side is then thermally bonded to a heatsink that can more efficiently remove heat.
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(a) (c)

(b)

Figure 1.6 : Schematics showing: (a) the basics of a thin-disk amplifier or oscillator [27],
(b) a 3D rendering of the multi-pass signal geometry [28], and (c) the schematic of the laser

system used to achieve 1.1 J energies at 1.1 kW average power [29]. The final amplifier in (c)
is pumped with 380 µs, 940 nm pump pulses of 6 kW power which are re-imaged once onto
the 30 mm x 30 mm x 2 mm 3%-at Yb:YAG crystal. Liquid nitrogen cooling is used on the

final 4 amplifiers.

Due to the small crystal length extraction of signal energy and absorption of pump requires the use

of complicated multi-pass configurations. Yb:YAG is frequently used as a laser medium because

of the good thermal properties, low quantum defect and availability of high-power pump diodes in

the absorption region. However, the gain bandwidth is small, leading to pulses that are in the few

picosecond range when highly amplified. The highest energy result to date is 1.1 J at 1 kHz (an

average power of 1.1 kW) but with pulse duration of 4.5 ps [29]; the optical-to-optical efficiency

of the final amplifiers was 36% but the overall WPE was not reported (pump diodes will reduce

this by at least half). In theory use of nonlinear compression from self-phase modulation (SPM)-

induced spectral broadening can be used to decrease the pulse duration, but currently methods do

not exist that can reliably handle this much average power or energy.
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1.5.2 Large-Aperture Thulium:YLF

Nascent research on thulium-doped yttrium lithium fluoride (Tm:YLF) suggests it may be a good

candidate for a solid-state style laser amplifier at high energy and average power. Tm:YLF has

emission centered around 1.9 µm with enough bandwidth for 100 fs pulses, a two-photon absorp-

tion process that allows for efficient pumping with diode lasers at 795 nm, and good thermal prop-

erties [30]. Characterization of the energy storage of a 35 mm-thick 6%-at doped Tm:YLF has

shown 108 J extractible in a 3 ms long pulse after the medium has been inverted with a 40 ms pump

pulse [31].

Efficient extraction of the energy stored in the laser crystal requires conversion of all the avail-

able upper-state atoms to signal energy through stimulated emission before spontaneous and non-

radiative decay effects degrade the population inversion. In some materials this can be done with

a single pulse, passing it though the inverted medium many times in a period shorter than the

upper-state lifetime, as in a bowtie or regenerative amplifier. In Tm:YLF the saturation fluence is

21.6 J · cm−2, at least two times higher than the damage threshold, meaning effective single-pulse

extraction cannot occur before the laser crystal is damaged. Transverse aperture scaling of the

laser crystal will increase the achievable pulse energy by lowering the pulse fluence but will also

increase the stored energy, keeping efficiency constant. The proposed regime of operation uses

multiple pulses, each with a fluence below damage threshold, but with an integrated fluence large

enough to saturate the medium. This is uniquely available in long upper-state lifetime materials

as > 10 pulses must be used before the upper-state decays—this would require 3 MHz operation

for Ti:Sa but only requires 700 Hz in Tm:YLF. The work on Tm:YLF refers to this operation

regime as multi-pass extraction (MPE); the physical principle, however, is the same as the efficient

conversion of pump to signal power in high-rep rate fiber lasers, the difference being that the in-

tended purpose of MPE is to circumvent amplifier damage thresholds while maintaining efficient

operation.

Use of a MPE burst containing 102 pulses/upper-state lifetime (6.8 kHz) has been shown to

generate 19% optical-to-optical efficiency with a pump power of 18.2 kW [31]. The pulse energy in
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this experiment is not explicitly mentioned but can be calculated from the provided data to be about

1.9 J. Scaling energies further would require increasing the crystal transverse dimension, leading

to the full laser concept known as big-aperture thulium (BAT) [32]. However, much work has to

be done to extend these results to bandwidth appropriate for ultrashort pulses and to proper CW

pumping regimes (all current experiments have been done using 40 ms pump pulses). Additionally,

while the reported optical-to-optical efficiency of 19% is very high for solid state lasers, taking into

account other efficiency losses the overall system WPE will likely be lower than desired.

From an applications standpoint 1.9 µm laser has a more than twice higher a0 than an equivalent

intensity laser at 800 nm leading to stronger interactions at focus. Additionally the wavelength

scaling changes the target dynamics, e.g. the plasma frequency in gas targets and the bubble size

in LWFA. These can be both beneficial or detrimental and depend on the experiment.

1.5.3 Coherent Beam Combination of Fiber Lasers

Yb-doped fiber lasers already provide very high average powers with high WPE in the CW regime,

providing output powers up to 100 kW at 50% WPE demonstrated [33]. The gain bandwidth al-

lows for sub-100 fs pulses which, if proper techniques are used, can be preserved even at high

levels of system gain [34, 35]. The low quantum defect of 6% or 12% (depending on the 976 nm

or 915 nm pump band) leads to relatively low heat generation, and the small cylindrical geometry

(most single-mode fibers have <1 mm diameter) gives a large amount of surface area to volume,

allowing for efficient heat extraction even with the low thermal conductivity of glass. The long

pump-signal interaction lengths provide high absorption and, along with pump bands in the region

of high-WPE diode pumps, WPE efficiency can be higher than any other laser technology. Mono-

lithic integration is another major benefit of fiber lasers, as common optical components such as

polarizers, EOMs, AOMs and even pump coupling optics can be integrated into fusion-spliceable

packages which eliminate alignment. The major drawback is the limited energy that can be ex-

tracted from a fiber using CPA which, for reasons that will be covered later, is a fraction of the

stored energy.
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This can be overcome by using coherent beam combining (CBC), a brightness scaling technique

based on constructively interfering geometrically overlapped optical beams. CBC can be thought

of as a type of transverse aperture scaling, analogous to how a solid-state gain crystal is made wider

to access more inverted atoms to extract more energy. CBC can be broken down into two main

categories: filled aperture and tiled aperture [36, 37] which both produce stable, locked beams in

the far field. Filled aperture combining requires the beams to also be overlapped in the near field,

and usually is done on cascaded beamsplitters while tiled aperture uses the multiple beams to form

a near-field array that propagates to a single beam in the far-field as a type of plane-wave synthesis.

The discrete fill factor of the near-field beams in tiled aperture adds side-lobes in the far field,

limiting combining efficiency. Other modalities of coherent combining exist including coherent
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Figure 1.7 : Coherent beam combining principles: (a) General system design, which may
include a pulse stretcher and compressor for CPA (omitted), (b) binary tree combining on

beamsplitters, an example of filled aperture combining where the beams are overlapped in the
near and far field, and (c) tiled aperture combining using a hexagonal near field array. In (c)

spatial filter is required to remove the far-field side lobes created by the incomplete fill factor.
Examples (b) and (c) modified from [38]; beam profiles in (c) from [39].

spectral combining (CSC) which synthesizes different spectral components before combining them

on, for example, a dichroic mirror. This can add more bandwidth and thus decrease pulse duration
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but also has additional challenges with amplification and compression [40].

Thus CBC of fiber lasers achieves the two objectives needed for next generation high rep-

rate laser sources: high WPE and large enough bandwidth for 100 fs pulses. However, there is

fundamental issue: traditional CPA in fibers is limited to a few percent of the fiber stored energy

(practically about 100 µJ), requiring the array size in Fig. 1.7a to contain 104-105 fibers to reach

10 J of output energy. If the full energy of the fiber could be used the array sizes could be reduced to

∼103, a much more achievable size. For CBC of fiber lasers to achieve its potential the limitations

on stored energy must be understood and overcome.

1.6 Limits on Single-Pulse Extraction of Fiber Stored Energy

The guided-wave propagation in fiber allows for long pump-signal interaction lengths but also

leads to large accrual of nonlinear phase due to self-phase modulation (SPM) which, in CPA sys-

tems, at first adds to the phase that must be compensated when compressing the pulses. This

phase follows the intensity profile of the pulse and deviates from the compressor compensatable

quadratic and cubic phase, adding at first “wings” to the compression and degrading peak power.

The general effect of SPM on compression can be seen in Fig. 1.8; above about π the compression

begins to degrade quickly. Techniques for maintaining compressible pulses at high phase, such as

using a pulse shaper or a parabolic spectrum [41], require very high temporal contrast around the

main pulse or risk amplifying pre or post-pulses through a SPM-induced phase grating [42, 43].

Note that as the phase accrual follows the temporal intensity profile (which mirrors the spectral

profile of a strongly chirped pulse) the spectrum used matters massively in this calculation. In

particular, asymmetric or modulated spectra add phase orders that are hard to compensate in a

compressor—π is an approximate, experimental limit below which nonlinear effects will not cause

issues.

A simple model can be used to see the limiting effect of SPM on fiber energies. First, the peak

phase due to SPM can be characterized in fiber by using the pulse peak power P0, the nonlinear
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Figure 1.8 : Self phase modulation effects on pulse compression: (a) calculated
autocorrelation traces for increasing nonlinear phase on (b) a 10 nm spectrum centered at

1035 nm. The SPM phase is accrued while the pulse is stretched to 1 ns using ϕ′′ =−43 ps2

and the ϕ′′ used to compress the pulse is numerically fitted, deviating slightly from 43 ps2 due
to the nonlinearity.

refractive index n2I, the fiber effective mode area Aeff. and the effective length Leff. [44]. This

parameter should should be kept ≤ π for good compression.

ϕNL =

(
k0n2I

Aeff.

)
P0Leff. (1.3)

Second, the stored energy in the fiber can be written in terms of the doping density Nd, the fiber

length L and the photon energy at the transition center ℏω0. The overlap of the mode with the

doped core is represented by the parameter Γ; for a tightly confined mode smaller than the doped

core the product ΓAcore reduces to the mode area.

Estor. =
1

2
NdLΓAcoreℏω0 (1.4)

This gives the total number of invertible ions in the mode volume times the energy of the transition

and is a simple estimate of the maximum stored energy, neglecting effects such as ASE that in

practice reduce the value. The factor of 1
2

comes from the 2-level nature of the transition.

The term Leff., known in fiber optics as the “nonlinear effective length”, expresses the length of

fiber with no gain or loss that would impose the same nonlinear phase on a pulse as a longer or

shorter fiber with gain or loss, respectively [44]. The definition can be referenced to the input or
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output pulse power, leading to some confusion. Here Leff. will be referenced to the output pulse

power, with value < 1 for a fiber with gain, opposite to the normal convention for passive fibers

with loss. In a heavily saturated amplifier Leff. generally requires a numerical model to solve;

however, for this simple model exponential gain will be assumed under which Leff. can be simply

written in terms of the pulse gain G and the real fiber length L.

Leff. =
L

ln(G)

(
1− 1

G

)
≈ 4.34L

GdB
(1.5)

Combining Eqns. 1.3, 1.5 and 1.4 and setting ϕNL = π, the extractable percentage of the fiber

energy can expressed, where P0 ≈ Epτ
−1
p is used to relate output peak power to output pulse

energy.

% extr. SPM = 100× 2λ0

ℏω0

GdB

4.34NdL2n2I
τp (1.6)

This equation is independent of mode area, showing that while scaling the mode area may increase

the extracted energy the associated increase in stored energy keeps the fraction of extractible energy

fixed. The linear dependence on pulse duration suggests that the longest possible stretched pulses

should be used to maximize extracted energy.

It is useful to also understand the stored energy limit from bulk damage, which limits extraction

in solid state laser amplifiers. In a similar fashion the damage threshold can be written in terms

of the damage fluence Udam. measured in J · cm−2 and the pulse duration τ1 at which the damage

threshold is measured. Estimates of Udam. vary; 800 J · cm−2 measured at τ1 = 6 ns is used here [45].

% extr. Damage = 100× 2

ℏω0

Udam.

NdL

√
τp

τ1
(1.7)

A plot showing Eqn. 1.6 and 1.7 plotted vs. pulse duration τp is given in Fig. 1.9. The limit

ϕNL < π is stricter than damage at all pulse durations and to extract all the stored energy a pulse

duration of >40 ns is needed. In CPA stretching a 300 fs pulse to 40 ns would require a 3.5 m
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Figure 1.9 : Plot showing the limits on fiber CPA energies. The restriction on single pulse
nonlinearity limits the CPA extractible energy to the shaded grey region and bulk damage

never forms a limit. The parameters used are: Nd = 5×1025 m−3, L = 1 m, λ0 = 1035 nm, n2I
= 2.5×10−20 m2 · W−1 and GdB = 17.

grating, 3x what is achievable in manufacturing and 20x what is achievable at reasonable cost.

For commercially available gratings stretched pulse durations are around 1 ns, limiting extractible

energy to 3% of stored energy. To leverage the high WPE, modularity and great thermal properties

of fiber lasers in ultrashort CBC, full use of the fiber stored energy must be realized and will reduce

fiber array sizes by 50-100x.

1.7 Temporal Combining for Effective Extension of Pulse Du-

ration

The solution to the limit of single pulses extraction is fundamentally simple: use multiple pulses.

Of course, this only helps if the multiple pulses can be combined into one before being used

at the application, requiring some type of coherent temporal combining. This then invites the

question: how to generate and then combine the multiple pulses? The two main approaches to

this question will be discussed here along with a brief review of their development. The first,

divided-pulse amplification (DPA), relies on delay lines to generate and then temporally combine

the pulses and has seen much development and integration with CBC systems despite its limited
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pulse number scaling. The second, coherent pulse stacking (CPS), uses successive pulses from an

oscillator that are appropriately modulated such that they temporally combine in cascaded resonant

interferometer cavities; when combined with a CPA system it is referred to as coherent pulse

stacking amplification (CPSA) and can be scaled to arbitrarily large number of pulses. Modern

versions of DPA, inspired by CPSA, also use modulated pulses from an oscillator to generate the

burst in what is termed electro-opticially controlled divided pulse amplification (EDPA). Both of

these techniques use a burst consisting of multiple chirped pulses to extract energy; in this thesis

the term “burst” will be used to refer to the overall set of chirped pulses while the term “pulse”

will be used to refer to an individual pulse in the burst. Then for example 10 individual chirped

pulses spaced 1 ns apart create a 10 ns long burst. Terms like chirp, spectrum, etc., refer to the

properties of a single pulse in the burst. From the point of view of amplifiers, however, the burst

can sometimes be treated as a single, long “pulse” as will be done in later chapters.

1.7.1 Divided Pulse Amplification

DPA is a temporal combining technique that combines pulse pairs using a delay line matched to

the pulse separation; at the output of the delay line the pulses overlap and combine into a single

pulse. Fundamentally then each delay line reduces the overall number of pulses in a burst by 1⁄2,

requiring use of 2N pulses for N delay lines. This was first implemented with ultrashort pulses

in 2008 using a birefringent crystal stack for the pulse splitting and combination in a double-pass

configuration [46, 47].

Despite the same acronym the modern implementation of DPA for chirped pulses in a high-

energy fiber system is quite different. Much development has been done since 2008, first moving

to chirped pulses with polarizing beam splitter (PBS) splitters/combiners [48], then using different

delay lines for splitting and combination [49, 50], followed by integrating with CBC systems

[51, 52] using a burst of 4 pulses and 2 delay lines. The current implementation, EDPA, using

bursts generated by modulating successive pulses from an oscillator [53], has scaled to 8 pulses and

3 delay lines in an experiment that generated 23 mJ, 674 W pre-compression, with compressibility
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to 235 fs [54].

s

p
1 2 3 4

s

p
1’ 3’

s

p
1’’ 3’’

HWPDelay
Line 1

s

p
1’’’ 3’’’

Burst Generation

Pulse Combining

Delay
Line 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

Figure 1.10 : 4 Pulse DPA explanation: traveling left-to-right explains pulse combination
while right-to-left explain pulse splitting (modified from [53].) Delay line 1 has length equal

to the pulse spacing and delay line 2 has length equal to twice the pulse spacing.

However, DPA is not scalable to the number of pulses needed to access the full energy storable

in most large-core fibers; the reason is quite simple but is best illustrated through example. Fig.

1.10 shows a 4-pulse DPA schematic; for EDPA the burst generation is done slightly differently but

the principle is the same. For each set of pulses to be combined, for example (1 & 2) and (3 & 4) in

the first step, the input pulses must be aligned to either ŝ and p̂ polarizations; this is trivially done

using polarization-maintaining (PM) amplifier fibers. The output pulses from the first combining

step (1’ and 3’, respectively) are a vector sum with double the amplitude A1′,3′ = (A1,2 + A3,4)

and a polarization angle dependent on amplitude ratios θ1′,3′ = arctan
(

A1,2

A3,4

)
. For the second

combining step the ŝ and p̂ constraint is once again enforced; however, there is only one degree of

freedom, the half-wave plate (HWP), to manipulate one polarization angle θ1′ or θ3′ . By adding

freedom on one pulse amplitude the orthogonality of 1’ & 3’ can be ensured in all cases. This is a

general scaling rule in DPA: for 2N pulses and N delay lines there are only N −1 HWP degrees of

freedom requiring an additional 2N −N pulse amplitudes for high-efficiency temporal combining.

Equal amplitude pulses form a special, symmetric case where the pulse degrees of freedom are not

needed.

In saturated amplifiers this becomes a major issue as the pulse amplitude degrees of freedom are

required to equalize inter-pulse nonlinear phase; to make matters worse this equalization leads to a

strongly varying amplitude shape. Failure to equalize nonlinear phase leads to high degradations in
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temporal combining efficiency and pulse compression. DPA does not have the degrees of freedom

to compensate nonlinear phase accrual with burst shaping and efficiently combine the shaped burst.

This limits temporal combining pulse number, making DPA unsuitable for extracting full storable

energy from fiber amplifiers.
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Figure 1.11 : Experimental results from [54] including the pulse bursts before and after
temporal combining. The pulse number is notated in purple and the arrows in the diagram

notate polarization direction. The green elements are HWPs.

For low pulse numbers and low saturation, situations exist where maintaining efficient tempo-

ral combining while matching nonlinear phase is possible. An instructive example is the 23 mJ

8-pulse result from [54]; the setup along with input and output bursts are shown in Fig. 1.11. The

individual amplitudes of pulses 1-8 are varied to match their autocorrelation traces to ensure equal

nonlinear phase accrual; this burst shape also happens to lead to pulse amplitude ratios that com-

bine well temporally, provided that for the pulse period Tp the first delay line length is 2c× Tp, the

second delay line length is 4c × Tp, and the last delay line length is c × Tp. Critically, however,

the energy extracted from each amplifier is only 3.6 mJ; the fiber stored energy is not provided but

at least 3x more energy is available from comparable technology. Either way, moving to extract-

ing >10 mJ would result in much higher saturation (pulse reshaping), breaking the equilibrium

used here, and would probably require at least 3x more pulses to maintain low individual pulse
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nonlinearity, reducing the likelihood that an similar equilibrium could be found. Thus this result

and the associated DPA technology, while demonstrating a substantial increase over single-pulse

extractible energy, will fail to scale to the full fiber potential and therefore will not make a good

basis for future high-energy systems.

1.7.2 Coherent Pulse Stacking Amplification

CPSA uses cascaded resonant Gires-Tournois interferometer (GTI) cavities to combine the burst

of pulses which does not have the limited degrees of freedom of DPA. Pulse energy is deposited

into each cavity depending on the beamsplitter reflectivity, the phase of the pulse circulating in

the cavity and the phase of the incoming pulse. In ideal temporal combining of N pulses the first

N − 1 pulses have phases that allow for all their energy to be left in the cavities such that the N th

pulse will fully constructively interfere and extract all the energy. This means that no single cavity

must be any longer than the pulse separation in the burst and the degrees of freedom are large—the

pulse phases, the cavity phases and the cavity beamsplitter reflectivity are all available.
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Figure 1.12 : Single cavity coherent pulse stacking example showing the required pulse
amplitudes and phases for stacking and how this can be viewed as a reversed impulse

response. In this example R=38% is chosen so that the two main pulses are equal amplitude
and contain 74% of the overall energy. Only relative phase, not absolute phase matters; the

phase shift between reflection and transmission is assumed to be π on the reflected beam. The
impulse response is technically infinite, but by the 6th pulse there is < 1% of the energy

remaining in the cavity.

A simple example of a single cavity is given in Fig. 1.12 where the amplitude and phases of
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the pulses are shown. To understand the principle of stacking, first consider the impulse response

of the cavity as shown by taking the pulse and phase on the right side and propagating it through

the cavity. The input pulse partially reflects and partially enters the cavity, after which the pulse

circulating in the cavity continues to ring down, transmitting part of its amplitude with additional

round trip. This process continues theoretically forever; however, at some point the field remain-

ing in the cavity is negligible—for the example in Fig. 1.12 after 6 total output pulses there is

<1% of the energy still circulating. CPS relies on time-reversing this ring-down and sending it

through the cavities. As each successively larger amplitude pulse encounters the field circulating

in the cavity it has phase such that it fully constructively interferes and enters the cavity. The final

pulse has an opposite phase such that when it interacts with the circulating pulse it constructively

interferes to exit the cavity. In this example the specific choice of R=38.2% means there are two

equal-amplitude pulses that contain 76.6% of the total energy, termed the “stacking burst”, and a

series of smaller pulses containing the rest, termed the “pre-burst”. As more GTIs are added the

number of pulses in the stacking burst increases, scaling as 2N + 1 pulses for N GTIs, and the

fraction of energy in the pre-burst decreases. As will be shown later, high stacking efficiency can

be maintained using only the main burst (truncating the pre-burst) in many situations.

4 x 9ns GTI Cavities

1 9 72 81

1 3 79 81

4 x 1ns GTI Cavities Output Pulse

Intermediate Burst

Input Burst

...

...
1 9 72 81

...

Figure 1.13 : 4+4 Multiplexed GTI example showing stacking of 81 pulses. The pulse
spacing is 1 ns which is matched to the delay in the first 4 cavities. The intermediate burst
consists of 9 pulses with 9 ns delay, matched to the second set of 4 cavities. The numbers

indicate the pulse number relative to the input burst; the amplitude is not to scale.
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To stack 50-100 pulses using the equal-length cavity scaling of 2N + 1 pulses for N cavities

would require 25-50 stacking cavities, quite a trade-off to increase fiber energy. Using sets of

non-equal cavities allows faster pulse number scaling by stacking subsets of pulses. For example,

4 cavities of length Trt stack 9 equal-amplitude pulses with spacing Trt into a single pulse—if a

burst of 81 pulses with individual pulse spacing Trt is incident on this cavity system it will stack to

9 pulses with 9 × Trt spacing, which can then be stacked by another set of 4 cavities with 9 × Trt

length into a single pulse. In this way only 8 cavities can be used to stack 81 pulses, as shown

in Fig. 1.13. This scheme is referred to as “length multiplexing” or just “multiplexing” and the

example above would be called a “4+4 GTI multiplex”.
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Figure 1.14 : Calculated stacking trace for 81 → 1 pulse stacking in a 4+4 GTI cascade: (a)
stacked pulse in linear scale with inset showing input burst, (b) log scale showing pulses that

limit pre-pulse contrast. The amplitude of each pulse on the input burst is about 0.0123 if
plotted on the stacked pulse scale. The addition of a pre-burst can increase the pre-pulse

contrast further.

Though these cavities are initially designed for equal-amplitude pulses they are quite tolerant

to amplitude variation in the pulses because of both the large parameter space and the general in-

tolerance to amplitude mismatch in beamsplitter combining (Sec. 3.2.7). Results from simulations

confirming this will be shown in Sec. 2.4.4. Even with the beamsplitter reflectivites designed for

an equal amplitude burst, free parameters include each individual cavity phase as well as individual

pulse phase, which can be changed dynamically during the experiment. Further optimization for a

given burst shape using cavity beamsplitters makes the situation even better.

CPSA was first demonstrated in 2015 [55] using 5 pulses (2 equal amplitude, 3 pre-burst) in a
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single GTI. The reported stacking efficiency was 97.4% with 15 dB pre-pulse contrast and pulse

stacking was shown not to degrade compression compared to the input pulses. The stacking burst

was generated by using successive pulses from a mode-locked fiber oscillator and amplitude and

phase modulating them with electro-optic modulator (EOM)s; GTI cavity locking was done with

the Pound-Drever-Hall method. Multiplexing was first demonstrated in 2016 [56] using 27 pulses

in a 4+1 cavity scheme and the extension to 81 pulses in a 4+4 multiplex was demonstrated in 2017

[57], both using stochastic parallel gradient descent (SPGD) as a cavity stabilization method. The

first energy-extraction experiment was in 2018 and showed that 81 → 1 temporal combining was

feasible [58]. However, this result did not include stabilization, the temporal combining efficiency

was low, and the pulse duration was much longer than the bandwidth limit.

1.8 Contributions of this Thesis

This work represents critical progress towards high-energy, high-average power laser systems

by demonstrating the first simultaneous spatial and temporal combining with full access to fiber

storable energy, achieving 25 mJ spatially combined from four amplifiers with 70% temporal com-

bining efficiency. The use of this first-of-a-kind fiber laser in plasma experiments, combined with

a novel target backlight, showcases the capability of CPSA and provides a direct path, in the near

future, to a 100 mJ, 1 kW fiber system with only 10-12 parallel amplifiers. In the long term, scal-

ing to a 10 J-class system will only require 103 fiber amplifiers—a potential revolution in laser

technology.

To achieve high stability and efficiency the single amplifier results were refined utilizing exten-

sive amplifier modeling to understand and minimize nonlinearity, with reduction of optical noise

through proper system design and active stabilization. Then, a four-channel CBC array was con-

structed around this basis, scaling the energy by achieving above 90% combining efficiency at

7 mJ/channel through comprehension and compensation of spatial misalignments and active con-

trol of temporal phase drift. Careful design of the stacker and compressor power and energy
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handling enabled use of the output of the spatio-temporally combined system for generation of

neutrons, a first from a fiber-laser system. A novel off-band, ultrashort target backlight based

off fiber technology facilitates high-resolution imaging of the plasma channel at adjustable time

delays in excess of 1 ms, viewing target dynamics at ranges previously inaccessible and without

contrast-degradation from plasma self-emission. Future work will scale array size to 10 channels

for 100 mJ, increase average power to the kW range and decrease pulse duration to 100 fs, further

improving average and peak power for next-generation laser systems.

1.8.1 Relationship to Others’ Work

This work, like many cutting edge engineering projects, has been a joint effort between genera-

tions of students and fundamentally relies on collaboration and teamwork. My contributions are

based on high-energy amplification in fibers, from a single fiber channel to the four-channel CBC

system, which I built from the ground-up, and integrated with the temporal combining experi-

ments led by Hanzhang Pei and Mathew Whittlesey. I took over laser modeling, burst design and

stretcher/compressor duties from Siyun Chen, including designing and optimizing the new com-

pressor and modifying her Offner stretcher design. For a complex experimental system the upkeep

and maintenance is not trivial; for the past three years these duties have been shared by Mathew

Whittlesey and me and includes everything from oscillator adjustments to RF electronics trou-

bleshooting. The controls system was designed by Qiang Du at LBNL, who provided hardware,

hardware level code and support. Specific control code and implementation for the CBC system

was designed, written and tested by me. In addition, I have participated in training the next gen-

eration of students, specifically Christopher Pasquale and Yanwen Jing, who are now both equal

contributors to our work.

The neutron generation experiment is led by Nicholas Peskosky. I, with help from Christoper

Pasquale, handle the laser front end, CBC system and compressor and assist with any beam deliv-

ery into the chamber, while Yanwen Jing runs temporal combining. The fiber backlight was con-

ceived and designed by me and Nicholas Peskosky; experimental work has been led by Christoper
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Pasquale with assistance from me and Nicholas.
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CHAPTER 2

Temporal Combining in a Highly Saturated

Amplifier

2.1 Introduction

As a technique for maximizing fiber energy and minimizing CBC array sizes CPSA first requires

validation using a single amplifier to elucidate the effects of high saturation on temporal combining

and pulse compression. This requires an understanding of the limits of energy storage and extrac-

tion in a fiber amplifier, along with the effects of nonlinear phase and spectral reshaping on a burst

of chirped pulses. This chapter contains analysis of energy extraction from a 85 µm-core chirally-

coupled-core (CCC) fiber, showing energy storage above 10 mJ, and subsequently uses this fiber

at varying levels of extraction to study the effects and limits of saturation on temporal combining

and compression. Ultimately the experiments show 10 mJ extracted from the final amplifier with

58% temporal combining efficiency and compression to 340 fs, limited by spectral reshaping in-

duced nonlinear-phase accrual. While this result is done at extracted energies 3x higher than any

other previous work, the goal is to improve temporal combining efficiency to 80-90% at these en-

ergy levels by adding active control of the pulse spectrum and compensation of residual nonlinear

phase accrual.

The work in this chapter not only represents a significant step in increasing fiber energy and

thus decreasing future array sizes but also provides a experimental and theoretical road map for

future work on higher-storage fiber.
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2.2 Key Ytterbium Doped Fiber Technology

2.2.1 Single Mode Large Core Fiber

The most simple design fiber design is a cylindrically-symmetric waveguide consisting of a core

of radius a surrounded by a cladding of lower refractive index. Light is guided through total

internal reflection (TIR) with an acceptance numerical aperture (NA) into the core determined

by the index contrast NA =
√

n2
core − n2

clad. A normalized parameter V = koa(NA) combines

radius and NA with the angular wavenumber ko to express modal content; for V < 2.405 the fiber

only guides the fundamental mode, which to a high approximation resembles a Gaussian [59],

and for high V the mode number scales as N =
(
2
π
V
)2 [60]. Standard single-mode fiber (SMF)

uses a core diameter 2a = 6µm and an NA = 0.12 to keep V < 2.405 for wavelengths above

940 nm. For amplification the core can be doped with rare-earth atoms [61] and the coupled pump

is also guided, giving large absorption and efficient energy transfer to the laser signal. These fibers

enable telecommunications, precise frequency combs, and low-energy laser systems. However, for

generating high power beams these fibers are not sufficient for several reasons: (1) the small core

size requirement for single-mode guidance limits available energy and enhances nonlinear effects,

and (2) pump beams from diode lasers matching the single mode core profile are limited to about

1 W.

Figure 2.1 : Signal amplification in a double-clad fiber in counter-pumped configuration.
The core (green) guides the signal and the cladding guides the pump. Reprinted from [62]

The pumping problem is readily solved by using the cladding as a second, large core for the

pump with the final cladding formed by a low-index acrylate coating that doubles as the fiber
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jacket, as shown in Fig. 2.1. This creates a double-clad fiber (DCF) where the pump core supports

hundreds of modes, relaxing coupling requirements to simple etendue matching to the area and

acceptance solid angle, allowing for use of lower brightness, higher power pumps in a configuration

known as “cladding pumping” [63]. Pump absorption results from the overlap of the cladding

modes with the core doped area and, despite the relatively small area ratio, can be very high in

only several meters of fiber.

Solutions to scaling the core diameter while maintaining single mode guidance are far more

complicated; the most common techniques use nominally multi-mode cores that either strip higher-

order modes (HOMs) through coiling [64], through some fiber-integrated structure [65, 66], or

through resonant coupling structures [67, 68] . Coiling is usually done in large mode area (LMA)

fibers which a core and cladding strongly resembling SMF but with a V > 2.405 leading to guid-

ance of a few HOMs. The confinement of the HOMs to the core is smaller than the fundamental,

and with the linear index perturbation introduced by coiling they can be forced to radiate through

frustrated-TIR with, at the proper bend radius, losses orders of magnitude above the fundamental

loss. However, as the core scales above 30 µm diameter, the bend radius range required to make

HOMs lossy while maintaining high fundamental transmission becomes impractically small. For

this reason coiling for single-mode guidance is practically limited to ≤30 µm core diameters.

For core sizes above this region most approaches rely on effective-single mode operation

whereby some structure of the fiber inhibits or suppresses HOMs. This broad category includes

many different fibers but only two types are commercially available: (1) polygonal CCC that relies

on an index-guiding core with a helical perturbation that couples HOMs to the cladding, and (2)

photonic-crystal fiber (PCF) rods that rely on a band-gap structure to limit core guidance to a single

mode. An important consequence of PCF structures is that the band-gap guided core modes can

overlap with the index-guided cladding modes; in cladding-pumped DCFs this means significant

gain can be seen by cladding modes, requiring modifying the cladding inclusions to de-localize the

overlapping modes and strongly confine the fundamental to the doped core [69]. This has the effect

of creating strong gain-differentiation and “gain-guiding” the fundamental which can break down
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at very high gains, limiting the stored energy of these fibers. These complex cladding inclusions

and delicate gain equilibrium also mean that the fiber cannot be fusion spliced or tapered and gen-

erally must be held straight to avoid perturbations, removing the packaging advantages inherent to

index-guiding silica fibers.
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Figure 2.2 : CCC Fiber: (a) Isometric view showing spun side cores around central core,
(b) microscope end-face view showing octagonal central core and cladding, and (c)

numerically calculated loss spectrum for the lowest order modes. Effective single mode
guidance is preserved between 1020 nm and 1120 nm where the fundamental mode has loss of

about 0.2 dB · m−1. Reprinted from [67].

In contrast, CCC fibers, shown in Fig. 2.2, use a normal index-guiding structure with a helical

perturbation that makes it lossy to HOMs and, like any index-guiding DCF, does not see coupling

between core and cladding modes [67]. This means standard cladding-pumping can be used, the

fiber can be coiled, tapered or spliced, and the gain and as such stored energy can be very high.

For all of these reasons CCC fibers are suitable for packaging into pump-combiners, a fiber device

that monolithically integrates a passive signal fiber with active fiber and pump delivery fibers,

allowing for high-power pumps to be coupled to active fiber with no alignment [70]. This also

means core-size and thus stored energy scaling is not limited, and there is potential for fibers that

store 20-50 mJ in the future [71]. For all these reasons CCC is strongly preferred over other fiber

for the basis for high-energy CBC arrays and thus they are used in this work.
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Figure 2.3 : Diagram showing (a) the Yb:Glass level structure along with the thermal
occupancy of the lower levels at 300 K and (b) the resulting absorption and emission spectra

(data provided by nLight, Inc.).

2.2.2 Yb:Glass Level Structure

Laser action in Yb3+ embedded in glass comes from the stark-split 2F7/2 and 2F5/2 levels as shown

in Fig. 2.3a [72]. The specific laser action is dependent on the pump and emission wavelength; for

915 nm pump and 1087 nm or 1140 nm emission the system is four-level; for the common 976 nm

pump and 1035 nm emission the system is known as “quasi three-level”. In this configuration

pumping is done directly to the upper laser level, meaning that no more that 50% overall inversion

can be achieved, and the lower laser level maintains some thermal occupation, meaning that a

certain inversion must be achieved before the system will provide gain. In this work, wavelength-

stabilized 976 nm pump diodes are used for the lower quantum defect and high absorption; this

means the laser action is quasi three-level.

2.2.3 Effective Mode Area and Nonlinear Interactions

When deriving the nonlinear Schrodinger equation for pulse propagation in a fiber the term gov-

erning the strength of the nonlinear interaction γ is inversely proportional to an integral that has

units of area. This is termed the “effective area” Aeff. with general form shown in Eqn. 2.1 where
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E(x, y) is the field profile in the fiber [44].

Aeff. =

(∫ ∫∞
−∞ |E(x, y)|2dxdy

)2∫ ∫∞
−∞ |E(x, y)|4dxdy

(2.1)

For a Gaussian with mode-field diameter (MFD) defined at the e−2 point this reduces to Aeff. =

π
4
(MFD)2, notably 2x larger than the area of a Gaussian π

8
(MFD)2. This leads to some confusion in

the literature when calculating the nonlinear phase. Another important distinction is that the wave-

guiding means temporal phase applies to the whole mode, eliminating spatio-spectral coupling that

may be seen in free-space.

The peak nonlinear phase is typically calculated by the B-integral [73], which tracks the max-

imum on-axis phase shift based on peak, on-axis intensity I(z). This can be extended to a time-

varying B-integral using I(z, t) which, for a Gaussian mode in fiber, can be related to peak power

P (z, t) using the effective area P (z, t) = I(z, t)× Aeff..

B =
2π

λ0

n2I

∫ L

0

I(z)dz =
2π

λ0

n2I

Aeff.

∫ L

0

P (z, t)dz (2.2)

A common technique for solving this integral in fiber optics is to assume exponential gain or

loss in the form Pout(t) = Pin(t) exp(g0z) where g0 is the gain in m−1; evaluation then leads to

a term dependent on L and g0 known as the effective length Leff.. As discussed in Sec. 1.6 this

approximation can be referenced to the either the input or output power and allows for a simple

expression for the nonlinear phase ϕNL(t) along the fiber, as given in Eqn. 1.3. For any situation

where the gain cannot be expressed analytically a numerical model will be needed to first solve the

P (z) evolution and thus calculate the B-integral.

Counter-intuitively fibers exhibit self-focusing at around 4-5 MW (for linear polarization) [74],

similar to free space, with some variation as the value of n2I can include large contributions from

electrostriction for pulses above 1 ns duration [75].

Limits on B-integral of <2-5 rad are often given for solid-state lasers [10, 73] to define regions

of “safe” operating without beam breakup or self-focusing, but should be avoided when dealing
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with optical fibers. The long interaction length and small area means peak powers can remain far

below self-focusing threshold while the pulse can also accrue B ≫ 5. In general, for fiber CPA

B-integral will always limit pulse compression before any spatial effects occur.

2.2.4 Gain Recovery Time in Highly-Pumped Fiber

Pulse amplification and energy extraction at high repetition-rates is determined by how fast the

inversion, and thus the gain, recovers between pulses. For pulsed amplifiers where the pulse period

is lower than the gain recovery time the gain reaches the maximum, unsaturated value between

pulses; when pulse period is larger than than the gain recovery time the peak gain is saturated to

a lower value. Thus the full stored energy of the amplifier is available only if the gain can fully

recover between pulses—achievement of this is critical for high rep-rate, high energy amplification.

Mathematically the gain recovery time T1 can be defined as the time it takes for the gain to reach

1− e−1 ≈ 63% of its maximum value after a step-response pump pulse is applied. Intuitively gain

recovery should be dependent on pumping intensity; however, in most solid state gain media the

pump intensity is not high enough for gain recovery to deviate from the asymptotic value of the

upperstate lifetime τu [10]. In optical fibers guiding of pump can lead to large lengths of very high

intensity that require the full expression for the gain recovery time T1. The derivation is easily done

using rate equations for a pump transition center frequency ωp and in addition to τu it is dependent

on the pump intensity Ip, and the emission and absorption cross sections at the pump frequency σp
e

and σp
a, respectively.

1

T1

=
Ip
ℏωp

(σp
e + σp

a) +
1

τu
(2.3)

The pump intensity needed to reduce T1 by 50% can be solved for in a transition where σa
p = σe

p;

unsurprisingly this is in the same form as the saturation intensity for CW amplification given in

[10]. For Yb:Glass pumped at 976 nm where σp
a =2.3 pm2 and τeff. = 770 µs [72] this yields a value

of about 5.6 kW · cm−2 corresponding to about 1.9 mW of pump in a SMF and about 7 W of pump
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in a 400 µm cladding pumped fiber laser.

Ip =
ℏωp

2σp
aτ

(2.4)

Fig. 2.4 shows the dependence of T1 on pump power for several different types of fiber pumping
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Figure 2.4 : Calculated Yb fiber gain recovery time vs. pump power for 6 µm SMF core
pumped fiber, 250 µm and 400 µm cladding-pumped fiber.

geometries. As a rule of thumb for a pulse period 2-3x smaller than the gain recovery time no

reduction in pulse energy will be seen; for CCC fiber with 400 µm cladding 10 kHz operation

will require 30-50 µs recovery time or pumping in the region of 100-160 W. Of course, the pump

intensity decreases along the fiber length so this is likely a slight underestimate.

2.3 Energy Extraction From Optical Amplifiers

Minimizing CBC array sizes requires maximizing fiber stored energy and the fraction extracted;

efficient temporal combining requires understanding any effects that occur when the amplifier is

heavily saturated. This section reviews the theory of energy storage in amplifiers and then connects

to measurement of 1.8 m of 85 µm-core CCC fiber, showing in excess of 10 mJ stored and that, with

the appropriate seed level, greater than 90% can be extracted. Two methods of calculating stored

energy are discussed along with sources of potential errors in both.
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2.3.1 Frantz-Nodvik Model of Amplifiers

The classic model for a saturated amplifier is derived from two coupled differential equations

describing the temporal and spatial change of the pulse intensity I(t, z) and the inversion ∆N(z, t).

Two simplifying assumptions are made: (1) the pumping does not change the inversion along the

pulse, a good assumption for pulse duration less than the gain recovery time τp ≪ T1, and (2)

spontaneous emission effects are negligible, again a good assumption for pulse duration much less

than the upperstate lifetime τp ≪ τu. The following analysis is written for a single value of the

emission cross section σe but is fully valid still in situations where the cross section varies across

the bandwidth, for example in a heavily chirped pulse it can be written as σe(t). This model is

known as the Frantz-Nodvik amplifier analysis after the authors who first derived it [76].

Spatial integration of the z coordinate removes the longitudinal dependence, effectively lump-

ing the inversion into a single, time varying slice described by the total inversion Ntot.(t), with

initial value Ntot.(t = 0) = N0. The gain then is written G(t) = exp (σeNtot.(t)), with initial value

G(t = 0) = G0, final value after the pulse G(t = τp) = Gf , and the accumulated energies in

the input and output signal are written Ein, out(t) = Aeff.
∫ t

0
Iin, out(t)dt. After lumping constants

together into a term know as the saturation energy Esat. ≡
(

ℏω
σe+σa

)
× Aeff., the time varying gain

can be written in a concise manner.

G(t) = eσNtot(t) = 1 + (G0 − 1) exp

(
−Eout(t)

Esat

)
=

G0

G0 − (G0 − 1) exp
(

−Ein(t)
Esat

) (2.5)

This time varying gain governs pulse reshaping through Iout = G(t)Iin and gives insight into how

the amplifier upper-state empties during amplification, as shown in Fig. 2.5. In general, higher

saturation leads more emptying of the inversion and thus a strongly-varying gain across the pulse,

which leads to pulse reshaping, an inevitable consequence of saturated amplification. This equation

can be used to design input or output burst shapes if desired.

The pulse energy gain in the amplifier is dependent only on the difference between the initial
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Figure 2.5 : Amplifier saturation effects: (a) reshaping of a initially flat input pulse and (b)
corresponding time-varying gain across the pulse.

and final gain, as can be seen in Eqn. 2.6.

Gpe =
Eout

Ein
=

log
(

G0−1
Gf−1

)
log

(
G0−1
Gf−1

)
− log

(
G0

Gf

) (2.6)

Unsurprisingly then the energy stored in the amplifier is simply related to the initial gain before

the pulse. Thus for a given gain medium with fixed cross sections measuring G0 is a direct mea-

surement of the stored energy and maximizing G0 maximizes stored energy.

Estor. = Esat × ln(G0) ≈ 0.23× Esat. ×GdB
0 (2.7)

The final important parameter is the fraction of the stored energy that the amplified pulse extracts,

denoted as ηe, which is calculated from the difference of the output and input energy divided by

the stored energy and is only dependent on the overall change in the inversion along the pulse.

ηe =
Eout − Ein

Estor.
= 1− ln(Gf )

ln(G0)
= 1 +

ln
(
1− G0−1

G0 exp(Ein/Esat.)

)
ln(G0)

(2.8)

The direct interplay of G0, input energy, pulse gain Gpe and extraction efficiency ηe is shown in
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Figure 2.6 : Amplifier efficiency and pulse gain plots. (a) Extraction efficiency for the input
energy as a fraction of the saturation energy and (b) pulse energy gain vs extraction efficiency,

both for varying levels of initial gain G0.

Fig. 2.6; there are three important consequences: (1) for high energy extraction an input energy

comparable to the saturation energy must be used, (2) the real pulsed gain appears lower at higher

saturation, and (3) measuring pulsed gain at low extraction/small input signal gives a good estimate

of G0. This final point leads to G0 being called the small-signal gain (SSG) and gives a practical

approach to measuring this critical amplifier parameter.

In this model of amplifier for a given material and transition wavelength there are only two

free parameters: (1) the total inversion before the pulse as measured by G0, (2) the pulse input or

output intensity Iin,out(t). The second parameter can be written in terms of input or output energy

and input or output shape; either way, trying to control more than these parameters for a given

amplifier is not possible.

2.3.2 High Energy Amplifier Characterization

The theory of the previous section proves very useful for connecting to real amplifiers because it

contains parameters dependent only on input and output signals, which can easily be measured.

Stored energy and extraction efficiency can be calculated just knowing the SSG G0, the cross

sections and the pulsed gain Gpe. Cross sections are generally available from the optical fiber
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manufacturer; however, measurement uncertainty is usually large.

Measurement of Gpe at low extraction (ηe ≪ 1) approximates G0. The energy level of the seed

for this measurement can be calculated from the theory but can also be experimentally validated by

using the ASE from the amplifier as a proxy for saturation. In the low extraction limit the pulse will

not change the amplifier gain at all, meaning parasitic amplification of the spontaneously emitted

photons will remain constant. If the pulse begins to extract energy it will reduce the gain in the

amplifier and thus lower the ASE. In fact, because the signal in this measurement does not change

the inversion at all it can be measured by calculating the gain of either a CW or pulsed seed. For

our amplifiers (1.8 m of 85 µm core CCC fiber) this means seeding with <5µW at 1MHz (5pJ)

and measuring output signal powers of about 200mW (200nJ) with G0 ≈ 45dB. Fig. 2.7 shows

1010 1020 1030 1040 1050 1060
Wavelength (nm)

-60

-50

-40

-30

-20

Sp
ec

tr
al

 In
te

ns
ity

 (d
B

m
)

Seed Amplified
Seed Blocked

0 20 40 60 80 100 120 140
Launched Pump (W)

0

10

20

30

40

50

SS
G

 (d
B

)
(a) (b)

Figure 2.7 : Small signal gain measurements of CCC amplifiers: (a) Output spectrum with
small (5 µW) seed blocked and unblocked, showing the seed does not deplete the inversion
and (b) 4 measurements of SSG for 1.8 m of fiber selected from different sections along the

80 m draw length.

experimental results of this measurement, with the unchanging ASE spectrum indicating that the

amplifier is not saturated. Fig. 2.7b shows several different curves measured on different fibers

along the 80 m draw length; some variations in drawing condition when fabricating the fiber lead

to slightly different MFD and helical pitches, changing the fiber waveguiding and small signal gain

slightly.

Only knowledge of the transition cross sections are needed to use Eqn. 2.7 to calculate the

stored energy. While the cross sections are easily available in practicality the McCumber relations
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that are used to calculate the emission cross section have limited validity in amorphous glass hosts

such as Er3+:Glass or Yb3+:Glass [77] and often overestimate the true value; this will then under-

estimate the saturation energy. Additionally the measured cross sections reported in the literature

vary, likely due to differences induced by secondary dopants in the fibers as well as measurement

uncertainty. This uncertainty means that the actual value of Esat. likely needs to be tweaked by

comparing experiment to model, adding yet another free parameter. This comparison, done by

matching burst shapes from theory and measurement and shown in Fig. 2.8, results in a value of

∼1mJ that fits the data fairly well, predicting an emission cross section ∼ 70% of the measured

value. This then allows for a direct estimation of the stored energy using Eq. 2.7; for 45 dB SSG

the stored energy is 0.23× 1 mJ × 45 ≈ 10.4 mJ.
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Figure 2.8 : Matching of Frantz-Nodvik model to real data for G0 = 32dB and Eout = 5 mJ,
showing that a value of Esat. = 1 mJ is needed to properly match the data.

Measurement of amplified energy at different seed levels is used to calculate extracted energy

and extraction efficiency. The results of amplification measurements are shown in Fig. 2.9, where

amplified energies approach the 10.4 mJ storage limit and the amplified energy is maximized for

seed levels above 230 µJ. At the maximum pump level of 105 W, corresponding to 45 dB SSG, the

extracted energy is 9.2 mJ for a 250 µJ seed, giving an extraction efficiency of 88%, showing good

agreement with the theoretical predication of 85%.

A separate method for measuring stored energy without reliance on crosssections σe and σa
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Figure 2.9 : Energy and average power measurements from a 1.8 m CCC fiber amplifier: (a)
energy vs. pump for many seed levels, showing 230 µJ is sufficient for full energy extraction

and (b) amplified power vs. pump power at 10 kHz showing 35% slope efficiency with respect
to launched power. About 300 W of pump will be needed for 100 W operation.

uses Eqns. 2.8 and 2.6 re-written in terms of Gpe, G0 and ηe only.

Gpe =
log

(
G0−1

G1−ηe
0 −1

)
log

(
G0−1

G1−ηe
0 −1

)
− log(Gηe

0 )
(2.9)

This requires use of a numerical solver such as fzero in MATLAB to calculate the extraction

efficiency ηe for given Gpe and G0, after which Eqn. 2.8 can then again be used to relate the stored

energy to the extracted energy and extraction efficiency Estor. = (Eout − Ein)× η−1
e . The results of

this calculation are given in Fig. 2.10. The large variance in the plot suggests that this measurement

is highly susceptible to measurement errors in SSG and Gpe.

Systematic error in these measurements comes from the seed coupling efficiency ηc that can

vary from 25% to 90% and will effect the measurements of G0, Gpe and Eextr.—by applying one

final condition this parameter can be determined. The extracted energy Eextr. = Estor.×ηe is linearly

dependent on the extraction efficiency and has a y-intercept of zero. Generating a plot using the

numerically solved ηe for different stored energies (lower pumping levels) and applying a linear fit

will generate a y-intercept that can be forced to zero by varying ηc, thus backing out the coupling

efficiency. This technique has been used successfully in the past for other fiber but requires data
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Figure 2.10 : Results of stored energy calculation showing: (a) numerical fit of extraction
efficiency ηe for a given small signal gain and pulse gain, and (b) the corresponding stored
energy calculated from the values of ηe and the extracted energy Eextr.. The legend in (a)

applies to both figures.

free of random errors and as such is omitted here for the data presented above.

The analysis of Sec. 2.5.1 indicates 100-150 W of pump is required to reduce gain recovery

sufficiently for 10 kHz operation with full stored energy. Measurement of the same 1.8 m section

of fiber from above at 10 kHz rep-rate yields 8 mJ / 80 W of output at 250 W of pump, with a

slope efficiency of 40%, shown in Fig. 2.9. This predicts that 300 W of pump will be needed to

extract 10 mJ at 10 kHz, larger than the theoretical value—this is expected as the theory gives a

rough estimate without considering pump absorption along the fiber. The current measurement

is limited to 250 W of pump by heat extraction from the fiber, a technical problem that will be

solved by epoxying the fiber to the groove it currently lies in, increasing contact to the water-

cooled aluminum base. The slope efficiency of 40% represents a larger, not fully understood trend

in large-core fiber design: even for the same fiber preform with same doping concentration and

refractive index, fiber drawn to a larger core will have lower slope efficiency. Current LMA fibers

can reach 80% slope efficiency and ongoing work aims to bring large-core fiber to this standard.
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2.4 Design of Equal-Nonlinearity Bursts in the Monochromatic

Limit

In the heavily saturated regime required for full energy extraction the amplifier induces large tem-

poral pulse reshaping. Controlling the input burst shape provides control of amplified burst shape,

at the cost of inducing a large, temporally-varying B-integral along the burst. However, controlling

the input burst shape can both equalize and minimize the B-integral, at the cost of a large variation

in output amplitude. The first pulse sees the smallest B-integral and by equalizing all the following

pulses to this value the nonlinear phase is minimized.

This section explains the process of designing equal-nonlinearity burst shapes under the narrow

bandwidth approximation by first showing an analytical derivation and then a numerical calcula-

tion. Stacking simulations are then shown for the designed equal-nonlinearity burst shapes con-

firming high temporal efficiency; some additional methods for increasing pre-pulse contrast of the

stacked burst are described along with simulations.

2.4.1 Validity of Simplifying Assumptions

Initial analysis can be done using the Frantz-Nodvik theory of the preceding section while addi-

tionally assuming that the pulses are monochromatic, allowing for use of constant values of σe

and σa. This is not fully valid for ultrashort CPA in Yb:glass as the cross sections change over

the bandwidth. However, in the absence of pulse spectral reshaping, matching the peak nonlinear

phase of each pulse in the burst will also match the spectral phase of each pulse. This assumption

breaks down for high gain and high bandwidth, as will be discussed later; however, this initial

analysis will again show that solutions are possible and valid in the monochromatic limit.

The second assumption used here is that the burst of 81 1 ns pulses in CPSA can be approx-

imated as a single smooth burst of 81 ns in length. For pulses that are spectrally flat and nearly

stretched into each other this assumption is valid; a numerical model for propagating each chirped

pulse in the burst will be needed to cover more complicated situations.
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2.4.2 Analytical Approximate Solution

Use of the nonlinear effective length concept from Eqn. 1.5, combined with the Frantz-Nodvik

gain equations, gives an equation for the output power of the amplifier of SSG G0 given a desired

ϕNL, fiber length L, and nonlinear coefficient n2I [78].

Pout(t) =
β × ln(G0)× exp

(
−βt
Esat.

)
×G

exp(−βt
Esat )

0

G
exp(−βt

Esat. )
0 − 1

β =
Aeff.

kon2IL
ϕNL

(2.10)

This is connected to the input pulse shape by Pin(t) = [G(t)]−1 Pout(t). This equation contains

G0 and Esat and prescribes Pout(t) ∝ Iout(t) for a given ϕNL, thus fixing all the free parameters of

the system for a given nonlinear phase value. While the use of G(t) from the Frantz-Nodvik theory

accurately accounts for burst reshaping and connects directly to amplifier parameters, the effective

length assumes exponential longitudinal gain, a regime that is only valid in for low saturation

amplifiers. Nonetheless this result shows that varying the output burst shape can control pulse

nonlinearity accrual.

2.4.3 Numerically Calculated Solutions

Limitations of the effective length concept require a numerical model for calculating nonlinear

phase under saturated amplification. For pulse propagation the same assumptions of the Frantz-

Nodvik model, that pumping and spontaneous emission effects are neglected, are still valid and

simplify the analysis into a two-step process: (1) solve the amplifier inversion ∆N(z) for a given

pump under no-seed steady-state conditions, then (2) propagate the pulse P (t) through this inver-

sion, neglecting any pump or spontaneous emission.

The amplifier inversion is calculated using a standard technique for modeling rare-earth doped

fiber lasers where rate equations for the upper and lower manifold are used and the sub-levels are
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Figure 2.11 : Numerically calculated equal nonlinearity bursts: (a) burst shapes out of the
amplifier, and (b) the corresponding optimized phase profiles.

encoded using the effective cross sections [79]. An iterative method is required to solve for the

ASE in the forward (co-propagating with respect to pump) and backward (counter-propagating

w.r.t. pump) directions and is done using the boundary conditions that the backwards propagating

ASE is zero at the end of the fiber P−
ASE(z = L) = 0 and the forward propagating ASE is zero at

the pump end of the fiber P+
ASE(z = 0) = 0 [80], where the pump enters at z = 0 point of the fiber

of length L. This generates a steady-state discretized inversion ∆N(zi), 1 < i < N that can then

be used to calculate pulse gain.

Pulse propagation is done using rate equations describing the power added to the signal P (tj),

1 < j < M at each amplifier step zi due to the power P (zi, tj) inducing stimulated emission

and reducing the inversion ∆N(zi, tj). Tracking the power of the signal at each longitudinal point

zi allows for numerical calculation of the B-integral. For equalization of B-integral along the

burst the derivative dϕNL(tj)

dPin
is numerically approximated and then used to optimize the phase to

the target value. To match the experimental data the model used in this section matches the input

and output energies for a given G0 to experimental values while varying the shape of the burst

to equalize phase accrual. As a note, the pulse propagation of M time steps and N spatial steps

will have M × N time complexity requiring propagation code to be properly written in a fast,

compiled language such as C++ for all but the simplest cases. Figure 2.11 shows the result of this
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optimization for several different output energy levels matched to levels used in experiment. The

analysis is done using the same monochromatic assumption of the analytical theory but the model

is fully valid for extension to separated chirped pulses and can calculate individual pulse reshaping

and nonlinear phase accrual, at the cost of longer simulation time.

2.4.4 Stacking of Shaped Bursts

Effects on pulse stacking of the equal-nonlinearity bursts can be calculated using stacking simu-

lation code [78, 81]. The effects of truncated stacking as well as pre-burst optimized stacking are

shown in Fig. 2.12 for the 3 mJ burst shape; the scaling trends are shown in Fig. 2.13. Stacking

can maintain 90% efficiency even at the 9 mJ burst shape, however pre-pulse contrast suffers and

does not benefit nearly as much from pre-burst optimization as the equal-amplitude burst.
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Figure 2.12 : Theoretical stacking traces in logarithmic scale for the 3mJ burst shape shown
in Figure 2.11 with and without a pre-burst added. The main pulse is shown in red and for the

pre-burst case the pulses before the 1st are omitted for clarity; they are all more than 60 dB
back behind the main pulse.

For a stacking approach to increasing pre-pulse contrast (as opposed to external pulse cleaning)

the large parameter space of cavities phases, pulse phases and beamsplitter reflectivities can be

leveraged. By allowing all parameters to vary pre-pulse contrast can be optimized while sacrificing

some stacking efficiency; this has the effect of trading pre-pulse and stacked pulse power into the
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Figure 2.13 : Theoretical stacking efficiency and pre-pulse contrast vs. energy for the burst
shapes shown in 2.11 both with and without pre-burst optimization.

post-pulses, which are generally not an issue in laser-matter interaction experiments. For this

reason this is referred to as “post-pulse” optimization and simulation results for a 4+4 multiplexed

stacker are shown in Fig. 2.14, for both the R = 57% current implementation as well as a single

cavity with a R = 75% beamsplitter. The linear, time-invariant nature of stacking means any cavity

can be chosen to have the different reflectivity beamsplitter.
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Figure 2.14 : Post pulse optimization for: (a) the 5 mJ equal-nonlinearity burst shape, and
(b) the 9 mJ equal-nonlinearity burst shape.

These results show that pre-pulse contrasts above 30 dB are theoretically possible with only a

10% reduction in stacking efficiency. In addition, letting all the cavity beamsplitters vary reflectiv-

ity can lead to further optimization, applicable for systems that will be run only at one power level

and burst shape. For further discussion of these calculations and implications for stacking see [81].
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With recent development of high-efficiency pulse-cleaning techniques that increase contrast by

at least 40 dB and can handle Joule-level energies, pulse stacking will be optimized for efficiency

over pre-pulse contrast in all but the most stringent applications, such as solid or gas targets where

60-80 dB contrast is needed.

2.5 Further Effects in Saturated Amplifiers

The equal nonlinearity optimization at the monochromatic limit becomes inaccurate at high gain

due to spectral reshaping resulting from the quasi-three level characteristics of the gain medium.

The splitting of the lower manifold into three sublevels with varying thermal occupation creates

inversion-dependent spectral gain where at lower inversion the less occupied, weaker transitions

at 1087 nm and 1140 nm can have higher gain than the many-times stronger transition at 1035 nm.

This uniquely affects CPSA because the energy extracting burst: (1) changes the gain significantly,

from the small signal limit to full depletion, (2) consists of many pulses, each with a full CPA

spectrum, that see the changing gain, and (3) requires all those pulses to preserve the same spectral

amplitude and phase for temporal combining. The changing gain spectrum is coupled to a changing

refractive index and thus phase through the Kramers-Kronig relations, which further complicates

the picture.

2.5.1 Temporally Dependent Spectral Gain

Fig. 2.15 shows the effect of inversion on gain spectrum and the gain-reshaping effect on a 10 nm

bandwidth and 30 nm bandwidth. The difference between 50% inversion seen by the first pulse and

10% inversion seen by the last pulse corresponds to 80% extraction efficiency, representative of

the saturated amplifiers discussed in this work. For the narrower bandwidth the spectral reshaping

is minor and compensatable given the large amplitude tolerances of stacking. For the 30 nm band-

width, however, the pulse experiences very large reshaping and loss of spectral content, which will

lead to a large degradation in stacking efficiency and lengthening of the compressed pulse. Beyond
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Figure 2.15 : Effect of inversion on gain spectrum in Yb:Glass: (a) Gain for different
increasing fractional inversion from 10% to 50% in steps of 10%, (b) and (c) gain reshaping
effects on 10 nm and 30 nm spectra, respectively, for 10% (blue) and 50% (green) fractional
inversion shown normalized to the amplitude of the 1035 nm center wavelength. The initial

spectrum is shown as a dashed black line in both.

the change in spectrum itself this effect complicates the equal-nonlinearity burst shape by intro-

ducing intra-pulse varying effective length and thus nonlinear phase. More than spectral shaping

this effect degrades stacking, even for small changes in spectrum, and cannot be compensated for

by changing the burst shape. It is important emphasize that this phase shift is separate from the

Kramers-Kronig phase shift induced by the resonant refractive index.

Control of individual pulse spectrum is necessary to compensate spectral reshaping, requiring

at least 1 GHz control speed, far beyond the capabilities of current pulse shaping which controls

integrated spectrum. However, in a CPA system the spectral-temporal mapping means that a fast

temporal modulator could be used for the same purpose: amplitude and phase EOMs are commer-

cially available up to 30 GHz with 10 ps rise/fall time giving up to 100 points of control across

the spectrum of each pulse. Integrating 30 GHz control electronics is possible but very expensive;

work has been done showing that the current 5 GHz electronics provide sufficient control of a 1 ns

chirped pulse containing 10 nm of spectral content; when feedback on the pulse shape (measured

with a 50 GHz oscilloscope) was implemented the gain-induced spectral reshaping was compen-
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sated along a 81 ns CPSA burst [35]. For spectral content of 30 nm or above in the same 1 ns

chirped-pulse duration faster electronics will be needed.

Simulations show that equalizing the pulse shape (spectrum) at the output of the amplifier has

a major reduction on the nonlinear phase accrual but some residual nonlinear phase remains [35].

Further control can be done utilizing the same spectro-temporal mapping of the chirped pulses,

just with a fast phase modulator to directly pre-compensate the residual nonlinear phase. Instead of

spectral shape, stacking efficiency or compressed pulse duration would be used as a merit function.

With control over the burst shape, pulse spectrum and pulse phase high stacking efficiency and

bandwidth limited compression is achievable even at full amplifier extraction.

2.5.2 Effect of the Resonant Refractive Index

Amplifier gain is intrinsically linked to refractive index through the Kramers-Kronig relations [10].

A varying gain spectrum creates a varying refractive index and thus phase shift, which could po-

tentially affect temporal combining under high saturation. In the literature this changing phase

with inversion is known as “resonant nonlinearity” and has been theoretically analyzed and exper-

imentally measured but not in a temporal combining context.

Experimental investigations of resonant phase shifts in fiber amplifiers discovered a large, spec-

trally independent phase that did not fit the theory from the 976 nm transition [82]. This was

eventually attributed to the Yb3+ resonances in the UV which have oscillator strengths several

orders of magnitude larger than those in the near IR [83]; the theory based on this assumption

matches the data fairly well [84]. This is the dominant effect over all others and the refractive

index change is directly proportional to the occupancy in the upper laser level N2 [84], where Q is

a constant and S encodes the oscillator strength and the transition line-widths for the transitions of

interest.

∆n(t) = QS ×N2(t) (2.11)

The phase shift is calculated by integrating this ∆n along the fiber; however, there is not accurate
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spectroscopic data for Yb:Glass relating the UV transitions to the 976 nm transition, making calcu-

lating the absolute magnitude difficult and error prone. For single mode fiber estimates give about

a 3 rad · m−1 phase difference between fully inverted and un-pumped fiber for a signal at 1035 nm

[84].

The lack of dispersion of this phase shift at 1035 nm leads to a simple disruption of the stacking

phase profile. This can be easily compensated through the degrees of freedom in stacking. As the

phase shift follows the depletion of the upper laser level the main effect will be a linear ramp along

the pulse burst, which is simply a cavity timing change. This can be compensated for by adjusting

either all the stacking cavities or offsetting the induced phase ramp by changing the oscillator

cavity length. Phase deviations from the linear ramp can be compensated by changing the phase

applied to each pulse in the stacking burst. This can be done actively by dithering the individual

pulse phases while using the stacked pulse intensity as a merit function. With these two methods

of compensation the spectrally-independent phase can be fully compensated.

The dispersive phase shift due to the transition and split levels at 976 nm are likewise hard to

estimate but is expected to be an order of magnitude lower than the non-dispersive phase shift. This

spectral phase adds to any induced by spectral amplitude reshaping and implementation of a fast

phase EOM, as described above for correction of residual spectral phase after spectral amplitude

correction, will also correct this phase.

2.6 Experimental Design of a CPSA System

The design of a laser system for validation of the CPSA technique consists of several building

blocks: (1) burst generation and pulse stretching, (2) amplification and down-counting, and (3)

temporal combining and pulse compression. The goal is to create a low-energy burst of individual

pulses with appropriate phases, stretch the pulses form an continuous burst, amplify the burst to

high energy while preserving the individual pulse phase and spectra, temporally combine to a

single pulse and compress this single pulse to the bandwidth limit. The general design is shown in
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Fig. 2.16; each building block for a 81→1 pulse system will be described in detail here though it

is important to note this general structure can be used for an arbitrary number of pulses.

Oscillator

Phase & Ampl. 
Modualtors Stretcher

Compressor

GTI Stackers

AOM 1

FPGA

CCC
pre-amplifier

LMA
amplifier

CCC
final amplifier

Preamp. 1

AOM 2AOM 3

Preamp. 2 Preamp. 3

Burst Generation & Pulse Stretching

Amplification & Downcounting
Temporal Comb. & Pulse Compression

Figure 2.16 : CPSA system layout with dashed lines showing the building blocks.

2.6.1 Burst Generation and Pulse Stretching

Pulses are generated in a 1 GHz fiber oscillator [85] that provides 400 pJ, 75 fs pulses with a slight

negative chirp which are then coupled into single-mode fiber and then spread to 10 ps (to lower

peak power) over 10 m of propagation. These pulses then enter an amplitude EOM that picks a

81-pulse burst at 1 MHz burst repetition rate, suppressing all the other pulses, after which a phase

EOM applies a specific phase to each pulse. The modulator speed is limited to 5 GHz by the field-

programmable gate array (FPGA) applying the voltages but the pulses are short enough to appear

as delta functions that see no intra-pulse variation in amplitude and phase. After modulation the

3 dB insertion loss of each modulator and a fiber coupled isolator is compensated for by a single

mode fiber pre-amplifier. The pulses are then stretched to 900 ps using 43 ps2 of dispersion from

a Martinez-style pulse stretcher with a 1800 l · mm−1 grating imposing a 11 nm hard spectral cut
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centered around 1035 nm. The pulses are stretched nearly into each other, forming a nearly 81 ns

long burst.

Amplitude shaping to prescribe the equal-nonlinearity burst is partially done with the amplitude

EOM; however, care must be taken to maintain pulse peak power several orders of magnitude above

the background ASE. If the amplifier is unsaturated at any point in the burst in-band ASE will be

imprinted on the pulse train and cannot be rejected until the temporal combining step, after it has

consumed stored energy from the final amplifiers. This requires the lowest-energy pulse in the

burst to have above 1 pJ; due to losses in modulators the pulse with maximum transmission will

have only 30 pJ, limiting the burst front-to-back contrast safely applied in the modulator to 13 dB,

requiring further shaping downstream.

2.6.2 Amplification and Down-counting

Following stretching, the pulse burst is amplified in two SMF pre-amplifiers and down-counted to

100 kHz. At this point the burst energy is 3 µJ—too high for the 6 µm core single-mode fiber—so

the following acousto-optic modulator (AOM) that downcounts to 10 kHz and associated isolators

are in free-space. The next amplifier is a 25 µm-core LMA fiber amplifier that increases the burst

energy to 15 µJ which is then down-counted again in a 1 ns rise-time AOM to the final rep-rate

of 1-10 kHz. This AOM cuts CW ASE as well as doing final burst shaping. At this point a 1 m

length of 85 µm-CCC fiber amplifier increases the burst energy to the seed level required for the

experiments, from 100 µJ to 2 mJ.

The final amplification stage is 1.8 m of CCC fiber free-space counter-pumped with a 400 W,

976 nm fiber-coupled, wavelength-stabilized diode laser. Circular polarization is used in the am-

plifier to reduce nonlinearity. The output energy is controlled by varying the pumping level, with

output up to 10 mJ.
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(a) (b)

Figure 2.17 : 4+4 multiplexed nested stacker configuration: (a) schematic and (b) picture
from the laboratory. The beamsplitters are all R = 57% and the last mirror in each cavity has a

3-axis piezo mirror. The setup fits on on 5’ x 4’ breadboard.

2.6.3 Temporal Combining and Pulse Compression

The temporal combining system, as described in Sec. 1.13, is a 4+4 multiplex for combining 81

pulses and is nested to reduce footprint, as shown in Fig. 2.17. The last mirror in each stacker

cavity has a 3-axis piezo mount for controlling cavity phase and far-field alignment. The pointing

into the stacker system is stabilized using a quadrant-photodiode.

The compressor is in Treacy configuration utilizing two 1740 l · mm−1 dielectric reflection

gratings in double pass. The compressor is additionally folded with a flat mirror to optimize table

space. The measured efficiency is 84%, and with a beam diameter of 1 cm the damage threshold

approaches 100 mJ. The precise average power handling of the gratings is unknown but they are

expected to handle a kilowatt, two orders of magnitude more than gold gratings 1.

2.6.4 Control System

A FPGA-based control system provides triggers and waveforms to the AOMs and EOMs, locks the

amplitude EOM bias and and controls the stacking cavities. This FPGA is clocked directly off the

1Private communication with Jay Dawson, LLNL
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(a) (b)

Figure 2.18 : Dielectric Grating Compressor. (a) AutoCAD design, (b) picture from the
laboratory showing compressor with associated diagnostics. The compressor and diagnostics

fit on a 2’ x 4’ breadboard.

oscillator, providing perfectly synchronous waveform application and data acquisition. A 1 Gs·s-1

analog-to-digital converter (ADC) provides direct reading of the stacking burst so that the peak-

power of the 81st pulse can be optimized to stabilize stacking. For future optimization the pre-pulse

amplitudes may be used with machine-learning algorithms to optimize stacking efficiency. Further

information about the control system can be found in [81, 86].

The oscillator rep-rate is locked by heterodyning a sine wave generated by low-pass filtering

a photodiode at the output of the oscillator cavity with a up-counted 10 MHz rubidium frequency

standard. The beat note is filtered from the RF mixer and then locked by a proportional-integral-

derivative (PID) controller that modulates the oscillator pump power. The pump power modulation

is small enough to have no impact on the oscillator output power or modelocking quality. This

locking removes all phase noise on the pulses slower than 100 kHz, in effect reducing stacker

cavity stabilization to compensating thermal drifts of optomechanics, which are much slower than

the 150 Hz stacker cavity stabilization bandwidth.
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Figure 2.19 : Results of stacking at low power using the signal from a single-mode
preamplifier: (a) stability trace showing stacked pulse amplitude over 375 s, and (b) stacked

pulse photodiode trace with inset showing the input burst. The stacking efficiency is 84% and
the temporal stability is 0.7% NRMSE.

2.7 Experimental Results

2.7.1 Low Power Validation Experiment

Validation of stacking is done at low-power with a burst energy of 3 µJ using the signal from the

last single-mode pre-amplifier. This energy is low enough to avoid any significant nonlinear phase

accrual so an equal-amplitude burst shape can be used. This experiment gives a upper bound

for high-energy stacking and allows benchmarking of alignment procedures. Alignment of the

stackers is not within the scope of the thesis—in brief, the initial alignment is done with a camera

measuring the near-field and far-field beam overlap from each cavity. The far-field alignment

is then fine-tuned using an automated algorithm, and the cavity timing is manually set by using

spectral interference of chirped pulses. To engage the stabilization loop first the parameter space

is scanned using a Lissajous scan; once the global maxima is found a SPGD algorithm is used to

climb the peak and maintain stabilization.

The most important parameter for stacking is the stacking efficiency ηstack, defined as the energy

in the stacked pulse (in this case, the 81st) divided by the total energy after stacking. Measurement

requires resolving energies of pulses 1 ns apart, which is best done post-compression with a fast

photodiode. All the pulses are much shorter than the photodiode rise time, creating a signal directly

proportional to the energy in the pulse regardless if the pulses vary slightly in compression or
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spectral shape. The signal on the photodiode must be small to avoid eliciting a nonlinear response,

and for this reason it is sometimes difficult to resolve the pre-pulses below the photodiode noise

floor. In this experiment the stacking efficiency is measured up to 84%.

ηstack =
Estacked∑

iEi

(2.12)

Results are shown in Fig. 2.19. The stabilization of the GTI cavities removes all phase drift and

brings the output noise to the amplitude noise limit, achieving near-perfect stabilization. The pre-

pulse contrast is 16 dB, very close to the maximum theoretical 18 dB for a truncated burst. The

difference between the theoretically predicted stacking efficiency of 96% and the experimentally

measured value of 84% could have several potential causes, including small alignment and colli-

mation errors. The most likely, however, is the phase profile applied by the phase EOM, which

currently is set to the theoretical values calculated from stacking simulations. Work is ongoing

to introduce an optimization loop that will optimize the phase profile using stacked pulse inten-

sity as a metric. This optimization will also correct for any resonant refractive index differences

introduced by saturated amplification at high energy.

ηthroughput =
Pout

Pin
(2.13)

The throughput efficiency of the stacker system ηthroughput, defined as the fraction of the average

power that exits divided by the fraction that enters, is independent of stacking efficiency or even

coherence of the input beam; GTI cavities impose periodic phase variation but have unity power

reflection, with loss coming from deviations from “perfect” HR and AR coatings. The AR coatings

on the partial-reflector (PR) mirrors face outward from the cavity, interacting with the beam twice

per element, and to first order the HR mirrors in the cavity interact with the beam once. In addition

to the 3 HR coatings and 1 PR coatings in each cavity there are 9 external HR mirrors, leading to a

total of 16 AR coating interactions and 33 HR coating interactions for the 4+4 GTI multiplex used

in this work. For standard quality R = 99.5% HR mirrors and R = 0.5% AR coatings the stacker
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transmission will be ηthroughput ≈ 0.99516 × 0.99533 = 78.2%; for high quality R = 99.9% HR

coatings and R = 0.2% AR coatings this improves to ηthroughput ≈ 93.7%, illustrating the need for

high-quality coatings. Scattering loss from the PR coating can additionally reduce the transmission

but this is generally negligible for ion-beam sputtered coatings [87]. Currently we use high-quality

coatings and measure a throughput of 90.5%, close to the estimated value.

2.7.2 Energy Scaling Results

The effect on stacking efficiency of increasing amplifier saturation is experimentally tested by

increasing the energy level from 1 mJ to 9.5 mJ in the final amplifier stage by increasing the pump

level from the final pump diodes. Compared to the low-power experiment this requires traversing

several more pre-amplifiers which are kept at constant current to keep the seed level constant, and

another AOM, which is used to downcount to 2 kHz for this experiment and to help shape the burst.

The burst at each set-point is shaped by measuring the amplified burst with a 22 GHz photodiode

and a 50 GHz oscilloscope and then adjusting the amplitude EOM and last AOM to match to the

theoretical burst shape for equal nonlinearity. Once these burst shapes are adjusted the EOM and

AOM profiles are stored in the FPGA and are repeatable day-to-day as long as the pre-amplifiers

are all run at the same pump power. The results of this is shown in Fig. 2.20; the deviation from

the proper burst shape at the highest set-point of 9.5 mJ is purposefully done as the spectral shape

is narrowing and thus the peak power is increased above what is predicted by the monochromatic

model. At highest energy of 9.5 mJ with a 250 µJ seed the extraction efficiency is ηe = 88%,

representing near complete energy extraction.

The stacker alignment must be adjusted slightly from low power. First the large-scale timing

is adjusted to compensate for the resonant refractive index effect by moving the oscillator cavity

slightly, after which each cavity timing is fine tuned. Finally, the automated far-field alignment is

run by using a single-cavity stacking profile that is appended after the main bursts. For highest

efficiency this alignment is done at each current set-point, after which stacking is ready to be

engaged, using the same algorithm as at low-power. The results from the stacking are given in Fig.
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Figure 2.20 : Measured input burst shape to stackers and proper designed burst shape
(orange) for the energy levels tested in this experiment, normalized to peak power to show the

relative difference between the shapes.

2.21, all normalized to the peak of the 81st pulse to illustrate how the pre-pulses evolve at each

set-point.

The compressor spacing and angle is adjusted at each energy set-point to compensate for any

residual phase; the angular adjustment is generally small, around 0.1-0.2°. The pulses are measured

with a homemade non-collinear second harmonic generation (SHG) autocorrelator and detection

is done with a amplified photodiode. Due to the low rep-rate of the signal the scan must be very

slow (1 Hz) and a 2nd order low-pass RF filter with 500 Hz cutoff must be used to smooth the signal

measured on the oscilloscope. Results from the autocorrelation are shown in Fig. 2.22 along with

the calculated nonlinear phase at each set-point; stacking does not change the traces. The pulses

all remain ultrashort, increasing the pulse duration only slightly from 320 fs at 1 mJ to 345 fs at

9.5 mJ, but the large growth of the wings indicates the presence of nonlinear phase.

Additionally, the use of a fast photodiode for measuring the pre-stacking bursts allows for direct

viewing of the spectrum of each individual chirped pulse, which cannot be done with a spectrome-

ter that integrates and gives an average burst spectrum. Plotting the first and last pulse in the burst

overlapped gives time-resolved viewing of spectral effects, as shown in Fig. 2.23.
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Figure 2.21 : Measured results of stacking at multiple energy levels. Each trace is
normalized to the peak of the 81st pulse and not to the contained energy.

2.8 Discussion

The results from the energy scaling experiment are summarized in Table 2.1, along with the low-

energy result. Stacking efficiency at 1 mJ is comparable to that at low power and maintains above

Burst Energy Stacking Efficiency Compressed FWHM
3 µJ 84% 270 fs
1 mJ 79% 321 fs
3 mJ 77% 316 fs
5 mJ 73% 313 fs
7 mJ 71% 317 fs

9.5 mJ 58% 335 fs

Table 2.1 : Table showing stacking efficiency and compression as fiber output energy
increases. The reduction in pulse FWHM at 3 mJ and 5 mJ is attributed to a ±3 fs

measurement uncertainty in the autocorrelator.

70% up until the 9.5 mJ set-point, where it drops off substantially. The loss in stacking efficiency

comes largely from energy left in every 9th pulse, indicating performance degradation in the long

GTIs. This is expected for any phase or alignment errors, as the long cavities are far more sensitive

than the short cavities due to their 9x longer round trip time. Compression follows a similar
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Figure 2.22 : Measured autocorrelation traces for: (a) the energy levels tested in the
stacking experiment, along with the calculated nonlinear phase, and (b) a comparison of

stacked and un-stacked traces at 3 mJ.
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Figure 2.23 : Overlay of 2nd and 80th pulses with normalized amplitude for: (a) 5 mJ burst
shape and (b) 9.5 mJ burst shape showing significant spectral reshaping. Note that as the

pulses are up-chirped the later times contain the shorter wavelengths.

trend to stacking efficiency, with the difference that the 3 µJ low power pulse is shorter—this is

just due to gain-narrowing in the high-energy amplifiers and is expected in this experiment. The

compressed pulse FWHM does not tell the whole story, however, as the wings generated at 9.5 mJ

are substantial and indicate nonlinear phase accrual higher than the 3.9 rad predicated from the

designed burst shape in Sec. 2.4.3. The spectral reshaping seen in the chirped pulses in Fig. 2.23

indicates that the monochromatic assumption used for the equal-nonlinearity burst calculation is

no longer valid at highest level of gain, even for the relatively narrow 10 nm of bandwidth. Use

of a fast amplitude modulator to control the pulse spectral reshaping will be needed at the highest
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level of gain and extraction.

Nonetheless this result shows a record amount of energy from a fiber amplifier into a single

pulse, far above what is achievable in single-pulse fiber CPA and surpassing the DPA results.

2.9 Ongoing and Future Work

The results in this section validate the CPSA technique in a heavily saturated amplifier and indicate

the points at which stacking degrades. The future work on this experiment can be broken into two

thrusts: (1) refining the results with the goal of achieving high stacking efficiency and cleaner

compression at 10 mJ and (2) extending the results to broader bandwidth (shorter pulse duration)

and higher average power.

It is clear that the nonlinearity due to spectral reshaping degrades stacking efficiency and com-

pression; there are three approaches to reducing this effect. First, as mentioned several times, the

use of a fast EOM on the chirped pulses can compensate the reshaping and thus a large fraction

of the induced nonlinear phase deviation from the monochromatic equal-nonlinearity calculation.

Second, the gain fiber should be reduced to the shortest length possible without significantly re-

ducing the stored energy—this will reduce overall phase accrual. Measurements indicated that

this fiber length was appropriate for balancing ASE and stored energy, but further investigation is

needed. Third, reducing overall nonlinearity can be done by increasing the burst length and thus re-

ducing the individual pulse energy. For example, doubling the burst length to 162 ns (162 pulses)

would effectively half the nonlinear phase accrual. While this has no effect on the saturation-

induced spectral reshaping, it decreases the accrued nonlinearity and, given that the actual change

in spectrum is small, would likely improve temporal combining and compression significantly. All

of these paths are valid and must be investigated, especially as there is potential for refining this

fiber design to store up to 20 mJ and for the advent of larger-core CCC fiber that stores > 50 mJ

[71].

The next steps for this experiment consist of moving to 30 nm of bandwidth, enough for 110 fs
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pulses. This bandwidth will require compensation of spectral reshaping using a fast EOM at energy

levels much lower than the 10 nm experiment, and thus all of the above-mentioned optimizations to

fiber and burst length should be done first. For the CPA aspects an Offner stretcher that preserves

this bandwidth while stretching to 900 ps has been built and validated; the current compressor will

also accommodate this bandwidth with just changing the grating spacing. A broadband disper-

sion compensator leveraging the spatial-spectral coupling in the Fourier plane of a grating pair

with cubic (coma) and quadratic (spherical) aberrations has been shown to compensate residual 3rd

and 4th order dispersion from 50 m of fiber [35]. Compensation of gain-narrowing at this broad-

ened spectrum will require both the fast EOM mentioned above as well as potentially additional

gain-flattening filters in-between high amplification stages, a common technique in high-gain fiber

systems [34].

The last step for these experiments is to extend to 10 kHz rep-rate for 100 W of average power

from the fiber. This only requires thermal management in the final amplifier stage; the control

system and pre-amplifiers can all be adjusted easily. As average power in the fiber amplifier scales

the transverse-mode instability (TMI) thresholds must be investigated, especially for rep-rates ap-

proaching the 50 kHz desired for LPAs.

With these improvements we expect a single fiber to provide in excess of 10 mJ at 110 fs or

about 90 GW of peak power with 100 W of average power, forming a basis of CBC multi-TW

peak, multi-kW average power laser systems with low number of combined fibers.
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CHAPTER 3

Energy Scaling of CPSA using Coherent Beam

Combining

3.1 Introduction

1GHz Mode-
locked Oscillator

Stacking Pulse
Burst Formation

Pre-compensation
of in-burst saturation

Parallel Spatial 
Amplification & Combination

Temporal Combining &
Pulse compresssion

Pulse Stretching &
Dispersion Comp.

Figure 3.1 : Conceptual design of spatio-temporally combined CPSA and CBC system,
with dispersion and saturation compensation for pulse durations below 100 fs. Figure

courtesy of Almantas Galvanauskas.

Increasing energy in a CPSA system past the single-fiber storage limit requires parallel array

scaling using coherent beam combining (CBC). This is shown conceptually in Fig. 3.1, where

dispersion compensation and saturation control are included to preserve bandwidth for pulse du-

rations below 100 fs. The CBC array splits and amplifies many parallel beams before coherently

recombining them using either filled-aperture or tiled-aperture methods. Tiled-aperture combining

has succeeded in combining large numbers of amplifiers but has a theoretical maximum achievable

efficiency of 62% [36], with values closer to 50% in practice [39], and thus is not suitable for future

high-efficiency laser systems. Filled aperture combining using amplified beams from optical fibers
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(a) (b) (c)

Figure 3.2 : Spatial arrangements for filled aperture combining: (a) binary-tree, shown for
45◦ intensity beamsplitters but applicable for TFPs, (b) segmented-mirror setup using R/T

50/50, 70/30, and 80/20 beamsplitters, and (c) two DOEs for ultrashort pulses.

regularly achieves efficiencies above 90% and as such is appropriate for this work. Filled-aperture

combining is typically done in one of three ways: (1) polarization combining [88], (2) intensity

combining, or (3) diffractive optical element (DOE) combining [89].

Polarization combining relies on orthogonally-polarized beams incident on PBS or thin-film

polarizer (TFP) elements that transmit/reflect all the incident power into the combined port but

only generate a stable combined polarization when the phases are locked. The required binary tree

beamsplitter arrangement consumes a large tabletop area, and in most implementations balanced

detector after each element are used for phase locking, complicating stabilization [90].

Intensity combining uses intensity beamsplitters that reflect/transmit a fixed fraction of the field

and only maximize the power in the combined port when the phase is locked. This can be arranged

in a binary-tree fashion like polarization combining but also has the potential to be packaged into

a much smaller segmented-mirror combining element [91], reducing table-top space significantly;

additionally analysis suggests that intensity beamsplitters are more amenable to 100 kW-level av-

erage powers than TFPs [92]. Phase-locking is done with a single-detector at the output using

LOCSET or SPGD algorithms with the potential to add photodiodes in each dump-port to generate

multiple-parameter information for machine-learning algorithms.

DOE combining is successfully used at high average power (many -kW) for narrow-band (CW)

beams [93] for directed energy applications. With ultrashort pulses the angular-dispersion induced
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pulse-front tilt requires two DOE elements [89] and can theoretically maintain achromaticity re-

quired for pulses down to 30 fs duration [94]. In the two-element design, efficiency loss due to

improper beam phasing results in a unique pattern in the far field that can be used for machine-

learning stabilization approaches [95, 96]. However, the separation between DOE elements needed

for ultrashort, high-energy combining of many channels is large, and the peak-power handling is

not yet fully known.

In this work intensity beamsplitters are used in the binary-tree arrangement with the under-

standing that in the future more compact layouts will be used. The binary-tree arrangement allows

for easy proof-of-principle alignment and provides necessary insights to system design without

changing any fundamental physics. This chapter first presents the alignment tolerances and pro-

cedures for high-efficiency CBC, then presents several methods of automatic spatial alignment,

necessary for future high-channel count systems, along with experimental measurement of phase

shifting piezos. Finally the experimental design and integration of a 4-channel CBC array into

the existing CPSA system is described, culminating in results achieving 89% spatial combining

efficiency from 4 parallel amplifier channels each operating at 7 mJ, near the extractible-energy

limit. The output beam, containing 25 mJ / 50 W in an 81-pulse burst, is then temporally combined

into a single pulse with 70% efficiency, maintaining the single-channel efficiency results. A slight

increase in temporal stabilization amplitude noise at the highest energies indicates that incomplete

CBC phase stabilization under high phase noise conditions can detrimentally influence the con-

vergence of the stacking algorithm, giving an experimental understanding of the requirements for

CBC algorithm speed and indicating that faster loop-speed may be needed for future experiments.

This will be achieved by increasing pulse repetition-rate which also accomplishes power scaling

towards 100 W / channel. This result is the first step in scaling the energy from a fiber laser system

operating at the extractible energy limit, establishing the way for a 12-channel system that can

provide 100 mJ of energy and, in the future, a 10 J-class system with only 103 amplifiers.
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3.2 Analysis of Efficiency Errors and Alignment Procedures

Efficient combining of the amplifiers in the CBC array is required not only for achieving high WPE

but also because interference errors manifest themselves as deviations from a ideal beam, adding

noise at the input of the temporal combining. It is then essential to understand efficiency errors,

their impact on the temporal and spatial output of the array, and methods of active control.

In a coherent combination system N beams with different electric field profiles Ei(x, y, z, ω, t),

1 < i < N , are added together such that when the beam is directed onto a target or measured with a

square law detector it is indistinguishable from a single beam of N times the amplitude. In general

the beams to be combined can be written in terms of the electric field and separated into spatial

(x, y) parts and spectral/temporal (ω, t) parts. To accurately include propagation effects both must

have z dependence; in the time domain this describes dispersion and in the spatial domain this

describes diffraction.

Ê(x, y, z, ω, t) = [E0xx̂ + E0yŷ]× ũ(x, y, z)× ã(ω, t, z) (3.1)

For high quality interference the beams must be matched in all their parameters in (x, y, z, ω, t)

to a sufficient tolerance. Simple scaling laws for small misalignments of each parameter can be

derived individually, along with tolerances for high-efficiency combining [97].

50/50

50/50

HR

HR

Amp. 2

Icomb.

Irej.

Amp. 1

PR Coating

AR Coating

E1(x,y,z)

E2(x,y,z)

Ecomb.(x,y,z) = itE1 + rE2

Erej(x,y,z) = rE1 + itE2

(b)(a)

Figure 3.3 : Theoretical basis for error analysis: (a) a Mach-Zehnder interferometer with an
amplifier in each arm, and (b) the model of the output beamsplitter as a four-port interference

device with fields entering and exiting from each side.

In the following analysis an amplifying Mach-Zehnder interferometer will be used as the con-
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ceptual basis; each arm contains an amplifier that can, in the fashion of the Sec. 2.5.1, shape

the spectrum and add phase of its own. It will be assumed that the amplifiers act identically so

that they, along with any phase shift on reflective elements, can be ignored. The interference on

the output beamsplitter can be analyzed in a “four-port” device format, where the each side has

a entering and exiting field. This leads to the same final result without the nuisance of having to

rotate k-vectors by 90°. Additionally the vector dependence is dropped, assuming the polarization

is linear along one axis.

Following each analysis the current alignment procedure will be discussed, with the exception

of active alignment methods which will be covered later. For the tolerances the bandwidth for a

330 fs, λ0 = 1035 nm pulse will be used along with the current of 2w0 = 1.8 mm beam size.

3.2.1 Phase Errors

First consider the effect of a phase difference ∆ϕ between the two amplifier arms, neglecting any

group delay differences, valid for path lengths that are matched to well within the coherence length.

Additionally dispersion is neglected and the spatial fields ũ(x, y, z) are assumed to be identical and

are left off the analysis. The combined field after the 50/50 power beamsplitter can be written in

terms of the fields out of the amplifier.

Ecomb.(ω) =
E0√
2
ã(ω) +

E0√
2
ã(ω)e−i∆ϕ (3.2)

The combined intensity Icomb. can be written as the magnitude squared of the combined field times

a constant term 1
2µ0c

converting electric field to intensity.

Icomb. =
1

2µ0c
|ã(ω)|2 [1 + cos(∆ϕ)] (3.3)

To understand the degradation in combining efficiency due to a phase error Icomb. can be divided

by its maximum value to get a normalized parameter η, from here on known as the combining
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efficiency. For small errors around a peak a Taylor expansion cos2(x) ≈ 1− x2 is valid.

η = cos2
(
∆ϕ

2

)
≈ 1− (∆ϕ)2

4
(3.4)

For maintaining a combining efficiency of η > 99.9% the phase error must be < 63mrad; at λ =

1035nm this is ∆z < 10nm.

Maximizing the combining efficiency requires finding a location where ∆ϕ = 2πn, n ∈ Z.

Generally the phase varies in time due to air currents, thermal drifts, changing amplifier pump

levels, etc. requiring active stabilization of ∆ϕ(t) to maintain proper combination.

3.2.2 Group Delay Errors

Temporal mismatch of pulse envelopes, or group delay mismatch, causes degradation in interfer-

ence quality even if the phase is matched ∆ϕ = 2πn. Even for a strongly chirped pulse the group

delay tolerance is dependent on the frequency content of the bandwidth-limited pulse, for fem-

tosecond pulses requiring path length mismatches ≪100 fs, even for pulses that are stretched to

1 ns.

The effect of group delay in one arm of the interferometer can be written by adding a term

exp (−i∆t(ω − ω0)) to the spectral domain representation of the pulses which has the effect, when

transformed into the time domain, of moving the peak of the pulse envelope by ∆t [97]. Assuming

all the other terms are constant then the combined field can be written

Ecomb.(ω) =
E0√
2
ã(ω)× {1 + exp [−i∆t(ω − ω0)]} , (3.5)

which can then be written in terms of intensity, which varies with a sinusoidal pattern on the

spectrum.

Icomb.(ω) =
|E0|2

2µ0c
|ã(ω)|2 × {1 + cos [∆t(ω − ω0)]} (3.6)

To analyze the combining efficiency this must be integrated over ω to find the total power in the
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combined port Pcomb.. This requires an analytic form of the spectral shape ã(ω); here a square

spectrum centered at ω0 with full width ∆ω is used.

Pcomb. =

∫ ∞

−∞
Icomb.(ω)dω

=
|E0|2

2µ0c

∫ ∞

−∞
|ã(ω)|2 × {1 + cos [∆t(ω − ω0)]} dω

=
|E0|2

2µ0c

∫ ω0+
∆ω
2

ωo−∆ω
2

{1 + cos [∆t(ω − ω0)]} dω

=
|E0|2

2µ0c
∆ω

[
1 + sinc

(
∆t∆ω

2

)]
(3.7)

Dividing by the maximum value (when ∆t = 0) the combining efficiency can be found. The

Taylor expansion sinc(x) ≈ 1− x2

6
is valid for small errors.

η =
1

2

[
1 + sinc

(
∆t∆ω

2

)]
≈ 1−

(
∆t∆ω
2
√
3

)2

4
(3.8)

This shows that the combining efficiency from group delay mismatch is dependent only on the

bandwidth limited pulse duration and the temporal mismatch of the pulses. For a square spectrum

this can be further simplified by using the uncertainty principle to relate ∆ω to τp0, the bandwidth

limited pulse duration (specified in FWHM fashion), in the form τp0 × ∆ωFWHM ≈ 5.565. The

coherence time Tc, defined as the temporal mismatch needed to reduce the combining efficiency

from peak to half the incoherent limit η = 1
2
[η(∆t = 0)− η(∆t → ∞)], is Tc = 0.68× τp0. This

value for a Gaussian spectrum is Tc = 1
2
× τp0; however, for the same bandwidth-limited pulse

duration the Gaussian spectral FWHM is ∼2x smaller than the square spectrum.

Using η ≥ 99.5% as a criterion for tolerable efficiency loss the group delay can be written in
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terms of temporal, free space or phase mismatch.

|∆t| ≤ 0.088× τp0

|∆z| ≤ 0.088c× τp0

|∆ϕ| ≤ 0.088

(
2πc

λ0

)
× τp0

(3.9)

For a 330fs pulse this is a path-length mismatch of ± 8.7 µm; for a 110 fs pulse it is ±2.9 µm.

For the 330 fs pulse the phase can be locked to any of 17 different peaks and the interference

quality will be high. The group delay alignment is fairly tolerant then, and can be done by scanning

one arm of the interferometer over a set range and optimizing the fringe contrast by moving the

other arm with a translation stage. This is shown after optimization in Fig. 3.4, where a piezo

phase shifter is scanned over 11 fringes, the extent of its movement, and the fringe contrast stays

constant. The phase control will lock to one of these peaks; if the phase stabilization loses one

peak and finds another there will be no interference degradation.

6 7 8 9 10 11 12 13 14 15
Time (s)

0

0.5

1

In
te

ns
ity

 (A
.U

.)

0

20

40

60

80

Pi
ez

o 
Vo

lta
ge

 (V
)

Figure 3.4 : Experimentally measured phase fringes and applied piezo voltage. The
alignment is proper in this case and no interference degradation is seen.

Experimentally (for 10 nm bandwidth) once the group delay alignment is set the relative am-

plifier path length drift does not exceed the 17 fringe limit for high quality interference, even at

pumping powers approaching 150 W. This is due to water-cooling of all the amplifier fibers such

that their thermal environment is stable, as thermal effects are the most likely to cause large mag-

nitude phase drifts (as opposed to air currents or mechanical vibrations). The refractive index

temperature coefficient in fused silica is dn
dT

≈ 1.1×10−5 °C−1 for λ = 1 um [98], so a change of
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1 °C along a 1.8 m amplifier will induce a phase difference of 40π rad or 20 fringes, enough to

significantly degrade interference quality due to group delay.

For situations where the thermal environment is less stable, such as higher pumping or large

amplifier numbers, or for narrow bandwidth where path length tolerance is tighter, automatic align-

ment of group delay is essential. This will be discussed later.

3.2.3 Group Delay Dispersion Errors

Potentially important for ultrashort pulses is the effect of mismatched group-delay dispersion

(GDD) in the amplifier arms. The most likely source is differences in gain fiber length between

channels, with small contributions from other sources like differing number of mirror reflections.

The analysis is done by applying a phase term exp [−iϕ′′(ω − ω0)
2] to one of the fields in the am-

plifier arms, where ϕ′′ is the accumulated GDD difference in s2. The combined intensity can be

written as:

Icomb. =
|E0|2

2µ0c
|ã(ω)|2 {1 + cos[ϕ′′(ω − ω0)

2 ]} (3.10)

Integration over the ω variable requires knowledge of the spectral shape |ã(ω)|2. Assuming a

square spectrum of center frequency ω0 and full width ∆ω.

Pcomb. =
|E0|2

2µ0c

∫ ∆ω/2

−∆ω/2

{
1 + cos

[
ϕ′′(ω′)2

]}
dω′

=
|E0|2

2µ0c
∆ω

{
1 +

√
2π

ϕ′′∆ω2
C

[√
ϕ′′∆ω2

2π

]} (3.11)

Where C [z] =
∫ z

0
cos

[
πt2

2

]
dt is the Fresnel C-integral. Like for the other parameters this can be

converted to a combining efficiency by dividing by the maximum value at ϕ′′ = 0.
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η =
1

2

{
1 +

√
2π

ϕ′′∆ω2
C

[√
ϕ′′∆ω2

2π

]}

≈ 1− (ϕ′′)2∆ω4

320

≈ 1−

(
2
√
3ϕ′′

τ2p0

)2

4

(3.12)

In the last step the relationship for square spectrum ∆ωFHWM × τp0 ≈ 5.565 is again used. The

tolerance for η = 99.5% is ϕ′′ ≤ 0.0408 × τ 2p0. Given the GDD of fused silica is 18.6 fs2 · mm−1

for a 330 fs pulse centered at 1035 nm the allowable fiber length difference is 24 cm. This is much

less than the typical variance of the fiber lengths in the experiment and as such will not have a

noticeable effect.

3.2.4 Transverse Overlap (Near-Field) Errors

The effect of spatial errors can be analyzed using the four-port geometry shown in Fig. 3.3. This

requires use of an analytical form of the spatial field ũ(x, y, z). Gaussian beams match the fiber

fundamental mode well and are easily mathematically manipulated, making them appropriate for

this analysis [10].

ũ(x, y, z) =
w0

w(z)
exp

[
−(x2 + y2)

w2(z)

]
exp

[
−ik0z − ik0

(x2 + y2)

2R(z)
+ iΨ(z)

]
w0(z) = w0

√
1 +

(
z

zR

)2

R(z) = z

[
1 +

(zR
z

)2
]

zR =
πw2

0

λ

Ψ(z) = arctan

(
z

zR

)
(3.13)

74



In this equation w(z) is the e−2 half-width with a minimum w0, known as the beam waist, R(z) is

the phase radius of curvature, zR is the Rayleigh range and Ψ is the Guoy phase parameter.

In analyzing spatial errors, like temporal errors, it is necessary to integrate over the whole beam

profile in the combined port to find the combined power Pcomb. and the overall efficiency. For a

single Gaussian beam of amplitude E0 this integration gives a power of P =
(

E2
0

2cµ0

)
×

(
πw2

0

2

)
,

which is independent of z.

The first error to analyze is beam displacement in one dimension; this can be done by shifting

one beam center by x0 and assuming the interference is at the beam waist (z = 0) [78, 97]. The

combined field distribution is

Ecomb. =
E0√
2
exp

[
−x2 + y2

w2
0

]
+

E0√
2
exp

[
−(x− x0)

2 + y2

w2
0

]
(3.14)

which can be integrated over the spatial variables to find the power in the combined beam as a

function of x0.

Pcomb. =

(
E2

0

2µ0c

)
×
(
πw2

0

2

)[
1 + exp

(
− x2

0

2w2
0

)]
(3.15)

This shows that a mismatch of x0 in the x-direction degrades the combined power as a Gaussian

function. Normalizing the combined power by the maximum achievable when x0 = 0 gives the

combining efficiency η.

η =
1

2

[
1 + exp

(
− x2

0

2w2
0

)]
≈ 1− (x0/w0)

2

4
(3.16)

The use of a Taylor expansion e−ax2 ≈ 1 − ax2 is valid for small errors and shows the parabolic

nature of the efficiency peak. This tolerance, while fixed relative to the size of the beam, gets easier

to achieve in the laboratory frame as beams get bigger; this is a general scaling rule and is opposite

of the beam angular alignment.

For the η ≥ 99.5% criterion the displacement of the beam x0 can be ±14% of the beam waist

size; for a 2w0 =1.8mm beam this is a displacement of ±126µm.
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Current laboratory alignment is done using incoherent beams of ASE from the amplifiers (to

remove any fringing effects) and overlapping the beams at the combining element on a beam-

profiler camera (Dataray WincamD-LCM). The camera has pixel pitch of 5.5 µm, making resolving

a displacement of 126 µm easy. Near-field misalignments come from drifts of optomechanical

mounts in the system which, as they are close to the combining elements, affect far-field (angular)

alignment much more than near-field. This, coupled with the relatively loose tolerances of overlap

alignment, means optimization is needed only at the beginning of the experiment and frequently

doesn’t drift daily unless the laboratory temperature changes significantly. Later, a method for

automatic alignment of beam overlap will be given, but is currently of lower priority than angular

alignment.

3.2.5 Beam Pointing (Far-Field) Errors

The effect of a k-vector angular mismatch can be analyzed next by rotating Eqn. 3.13 around the

x-axis and once again assuming that the beam waists are at the beamsplitter [78, 97].

Ecomb =
E0√
2
exp

[
−x2 + y2 cos2(θ)

w2
0

]
exp [iky sin(θ)] +

E0√
2
exp

[
−x2 + y2

w2
0

]
(3.17)

This can be solved through and converted to a combining efficiency, again using Taylor expansions

to second order, and using θff =
λ

πw0
as the far-field divergence angle of the Gaussian beam.

η ≈ 1−
(
kw0θ
2

)2
4

= 1− (θ/θff)
2

4
(3.18)

For the η = 99.5% criterion the angular tolerance is θ ≤ ±0.14× θff, or ± 14% of the far-field

divergence angle. This inverse dependence on w0 means the θ tolerance gets tighter for larger

beams; it is harder to align the pointing of larger beams for high efficiency. For λ0 = 1035nm and

a beam size of 2w0 = 1.8mm the tolerance is |θ| ≤ 51 µrad.

Current initial alignment is done by overlapping the beams on a camera 4 m away from the com-
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bining element. Given that the displacement (near-field) alignment sets the beams to be <126 µm

center-to-center at the combining element, aligning all the beam centers within 50 µm in the far

field 4 m away puts the maximum angular deviation at 44 µrad, achieving the tolerance. Fine align-

ment can also be done using the amplified signal (not ASE) and scanning the temporal phase of one

of the amplifier arms while watching the spatial fringes in the near-field, where the phase-fronts

are flat. For improper angular alignment the fringes will scan left-right or up-down; when aligned

properly the beam interferes fully across its width, leading to a spot that ‘blinks” in and out uni-

formly. The precise tolerances achievable with this visual method are not quantified but in practice

it can be used to achieve combining efficiencies as high as the camera alignment; it can also be

done mid-experiment without switching the beams to ASE and without attenuating heavily for the

camera. This principle of near-field fringes can be used to generate an error signal for angular

alignment that can be algorithmically optimized, as will be discussed later.

3.2.6 Beam Size and Beam Collimation Errors

The efficiency loss due to beam size mismatch can be written in terms of the ratio of the beam

waist sizes, assuming well collimated beams and the beamsplitter at the beam waist [78, 97]. The

analysis follows the procedure outlined in the preceding sections.

η = 1−

[√
2
(

w01

w02
− 1

)]2
4

(3.19)

Using the η = 99.5% criterion the tolerance on beam size is 0.9 < w01

w02
< 1.10 or a variance

of ±10%. Beam size is set by the MFD of the fiber and the focal length f of the lens used for

collimation, in the approximate form w0 ≈ 2λ
π(MFD)

× f . The use of experimental fiber with ∼10%

variation of MFD along the draw length, meaning some efficiency loss may occur.

Calculation of the efficiency loss due to mismatched beam collimation involves more mathe-

matical work than the others as the assumption of the beamsplitter at the beam waist is no longer

valid, requiring maintaining many terms dependent on z in the evaluation of the integral over x
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and y. The result, however, is quite simple and just depends on the Rayleigh range zR and the

mismatch between the waist locations ∆z [78].

η = 1−

(
∆z√
2zR

)2

4
(3.20)

For the η = 99.5% tolerance ∆z can vary by ±20% of the Rayleigh range; for a 2w0 = 1.8 mm

beam at λ0 = 1035 nm this is ±50 cm.

Collimation alignment is currently done by using the beam profiling camera to track the beam,

setting the waist to be equidistant from each collimator. The differential distance between the

combining elements is about 50 cm, on the edge of the tolerance and likely requiring larger beams

in the future. Additionally, low-NA cladding light from the fiber can distort the near-field beam

shape and interfere with the beam size measurement, lowering collimation accuracy. More accurate

techniques include shear plates, which require narrow-band signals, or wavefront sensors, which

are very expensive.

3.2.7 Beam Power Mismatches

The efficiency loss due to beam power mismatches can be analyzed by following a similar proce-

dure using different field amplitudes E1,2 =
√
P1,2 and once again placing the beam waists at the

beamsplitter.

η = 1−

(
P1

P2
− 1

)2

4
(3.21)

Using the same η = 99.5% efficiency calculation the tolerance is 0.85 < P1

P2
< 1.15, or a variation

of 15%. Beam power mismatches can come from many sources, but in practice matching seed and

nonlinear phase profiles of all the amplifiers will keep the power well within the 15% tolerance.

Other sources of loss, such as imperfect HR mirrors, are small and will not noticeably affect

combining efficiency.
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3.3 Automatic Control of Temporal and Spatial Parameters

Constant, active control of critical parameters such as temporal phase is required to offset envi-

ronmental drift. Automated control uses a control signal (in this case, channel phase) either to

minimize an error signal or to optimize a metric signal. Generation of the error or metric signal

and the algorithmic method of minimization or optimization are separate domains; in some control

systems generation of the appropriate error or metric signal can form most of the challenge. This

section will briefly introduce the common methods of actively controlling spatial phase and then

show how the chosen method, stochastic parallel gradient descent (SPGD), is implemented. Ad-

ditional methods for controlling group delay and spatial drifts will be presented along with their

integration into the current control structure.

3.3.1 Active Locking of Temporal Phase

The three types of control typically used for phase stabilization in coherent combining are: (1)

Hansch-Couillard [99], (2) locking of optical coherence via single-detector electronic-frequency

tagging (LOCSET) [100], and (3) stochastic parallel gradient descent (SPGD) [101].

Hansch-Couillard is used in polarization combining [90] where, when the differential channel

phase is locked, the output polarization is stable. The error signal proportional to the phase differ-

ence is generated through a balanced detector where the optimum input state is 45° polarization.

Locking the error signal to zero can be done with a simple, dither-free algorithm such as PID, at the

cost of requiring detection after each combination element, complicating scaling to high numbers

of channels.

LOCSET uses a single error detection metric at the output of the system but tags each ampli-

fier with a different sinusodial dither such that the output signal can be frequency-domain post-

processed to generate error signals for each amplifier. The phase error for each channel can be

minimized by locking the error signal to zero with any applicable algorithm. While this has the

simplicity of single-detector phase locking, the dither frequencies must be significantly slower
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than the rep-rate of the laser and, for high-channel count systems, become densely spaced in the

frequency domain, complicating stabilization.

Gradient-descent algorithms are the last class typically used. The metric signal is generated by

calculating the derivative (in 1D case) or gradient (in multidimensional case) and traveling along

it until the metric signal is optimized. Using randomly distributed dithers the gradient can be

numerically approximated in parallel, making the algorithm converge over time [101, 102]. Like

LOCSET this only uses one detector at the output of the system but, unlike LOCSET, no sinusoidal

dither frequencies must be applied, making this approach appropriate for large CBC array scaling.

For its simplicity and scalability we chose SPGD as the optimization algorithm for CBC. Here

a description of the algorithm will be given, along with some common modifications to improve

performance. While in CBC the algorithm is technically used as a gradient-ascent, the convention

of calling it gradient-descent will be used.

3.3.1.1 Two-Channel Gradient Descent

The simplest example of gradient descent is illustrated in a two-channel system in the format of the

Mach-Zehnder interferometer shown in Fig. 3.3. For this analysis the move to discrete time will

be made, where the superscript m will denote each full iteration of the algorithm. The output of

the combiner is focused onto a photodiode that creates a voltage V (ϕ
(m)
e + ϕ

(m)
c ) dependent on the

environmental phase ϕ
(m)
e and control phase applied by the phase-shifter ϕ(m)

c . Applying a small

perturbation δϕ to the phase shifter and measuring the associated change in voltage δV is used to

approximate the gradient ∇V (m) ≈ δV (m)δϕ(m). It is assumed that the environmental phase does

not change over the time it takes to calculate the change in voltage δV . Given that the gradient

points in the direction of maximum increase, travelling along or opposite to it can maximize or

minimize the signal respectively. Thus the next step (m+ 1) of the algorithm applies a new phase

ϕ
(m+1)
c = ϕ

(m)
c + g

(
δV (m)δϕ(m)

)
where g is known as the “gain” term and determines how many

times the gradient the algorithm should travel. The parameter δϕ is known as the perturbation depth

and needs to be high enough to create a gradient term above the noise but low enough to not add
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significant dither on the signal. In practice both g and δϕ are determined experimentally. The time

it takes for the algorithm to measure the voltage change and calculate the new set-point is known as

the algorithm speed, and the time it takes to converge to the maximum is known as the convergence

time. The convergence time is anywhere from 10-100x slower than the algorithm speed, depending

on the choice of the gain and perturbation depth. Proper performance of the algorithm requires that

the time-varying environmental phase ϕe(t) is constant across the derivative measurement and does

not vary faster than the convergence time of the algorithm. For a pulsed laser system the maximum

algorithm frequency is constrained to falgorithm = 1
2
× flaser because each algorithm loop requires

two measurements of combined intensity. Thus for a 2 kHz laser the maximum algorithm speed is

1 kHz with maximum convergence times around 10 ms, which is usually fast enough to maintain

control over environmental drifts.

3.3.1.2 Extension of Gradient Descent to N Amplifiers

For extension to N control parameters (N + 1 amplifiers) naively estimating the gradient would

require evaluating N partial derivatives δV
δϕi

for i = 1, ..., N to generate ∇V , slowing the algorithm

by N times. However it can be shown that if the dither steps δϕi are statistically independent

variables with zero mean and equal variance then the dithers can be applied simultaneously and the

gradient can be approximated by the change in the overall merit function δV = V (ϕe+ϕc+ δϕ)−

V (ϕe+ϕc) times the vector of dithers δϕ = [δϕ1, ..., δϕN ] in the fashion δV δϕ [101, 102], where the

superscript (m) is left off for clarity. This is known as stochastic parallel gradient descent (SPGD),

where the stochastic refers to the random distribution of the dithers and the parallel refers to the

fact the gradient is calculated all at once. In practice this is implemented by using a constant value

δϕ as the perturbation depth across all dithers and randomly generating the dither direction such

that δϕ
(m)

= p(m)δϕ where p(m) is a vector containing -1 or 1, randomly distributed. This parallel

implementation maintains the algorithm speed scaling with laser rep-rate mentioned above, but as

parameter count increases the convergence time decreases, requiring algorithm modifications and

possibly higher laser rep-rate. A example of the SPGD algorithm is given in Eqn. 3.22.
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measure V (ϕe
(m)

+ ϕc
(m)

)

perturb phases δϕ
(m)

measure V (ϕe
(m)

+ ϕc
(m)

+ δϕ
(m)

)

calculate approx. gradient δV (m)δϕ
(m)

set new phase set-point ϕc
(m+1)

= ϕc
(m)

+ g
(
δV (m)δϕ

(m)
)

(3.22)

3.3.1.3 SPGD Modifications for Lower Noise and Faster Convergence

One issue with SPGD arises when the signal is at a maximum or minimum—the measured gradient

will always be non-zero due to the derivative approximation using finite step sizes. This can

be corrected by using a two-point dither that tests both sides of the current set-point, yielding a

gradient of zero when the the signal is at a maxima or minima. The modification to the change in

measured voltage (δV )(m) at algorithm step m can be written as:

δV (m) = V (ϕ(m)
c + ϕ(m)

e + δ̄ϕ)− V (ϕ(m)
c + ϕ(m)

e − ¯δϕ) (3.23)

with simple extension to the gradient as described above.

A second modification is called momentum and can be used to speed convergence or ignore

local maxima; it is called momentum because it can be analogized to the effect a massive particle

moving in a conservative vector field (where normal SPGD is a massless particle) [103]. This

momentum includes some memory of how fast the convergence was moving and in what direction;

in practice this is done by adding a history term β to the phase update step.

∆ϕ
(m+1)

= ∆ϕ
(m)

+ βϕ
(m−1)

+ g
(
δV (m)δϕ

(m)
)

(3.24)

This history value β < 1 will weight a step m − q behind the current step by βq. The value of

β for the step q back to add less than 1% to the current movement can be written as β = q
√
0.01;
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for q = 5 this requires β = 0.4 and for q = 45 this requires β = 0.9. In early iterations of the

algorithm, before the history has a chance to build up, the effect of momentum usually needs to be

suppressed, usually by waiting a number of algorithm steps before applying the extra term to the

update step.

3.3.2 Spectral Filtering for Automated Group Delay Alignment

In principle the output energy, measured as a voltage V after a integration on a photodiode, can

be used as a merit function for the group delay alignment as well as the temporal phase. However

this would require a secondary SPGD loop with dithers consisting of 2π jumps of each channel

phase, significantly complicating the system. Instead, the spectral fringes created by a group-delay

mismatch ∆t (Eqn. 3.6) can be used to generate a secondary merit function utilizing the phase

dithers [104]. Detection of the spectral fringe is done by shifting the carrier frequency of the

detected light, usually by spectral filtering, such that a signal is generated that is only optimized

when ∆t = 0. This is shown in Fig. 3.5 where the carrier (blue) is locked and a red-shifted spectral

component is used to generate a secondary error signal. In this example the carrier is also shown

filtered; in practice locking the phase across the whole spectrum locks the phase at the carrier.

The group-delay detection sensitivity can be increased by stronger spectral filtering at the cost of

reducing the maximum misalignment that can be corrected. The spectral separation between the

∆τ

Spectral
Filters

Group 
Delay 

Detection

Phase
Stabilization

Detection

Phase Stabilized Fields with
Group Delay Mismatch ∆τ

Figure 3.5 : Principles of detection of group delay mismatches, shown for two
representative frequencies in an ultrashort pulse. Blue is the carrier and red is a

spectrally-shifted signal.
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main detector and the filtered detector must be kept within a full spectral fringe to unambiguously

optimize to the global maximum. For a rectangular spectrum with width ∆ω the largest spectral

filtering is ω0+
∆ω
2

. Solving Eqn. 3.6 to put the first spectral fringe minima at this point results in a

combining efficiency of 50%, far lower than would ever be seen even with rough initial alignment;

in practice then any filtering will remain within a full spectral fringe.

The SPGD phase stabilization dithers can be used to calculate the group-delay gradient by mul-

tiplying the vector of the phase dithers δ̄ϕ
(m) by the change in the group-delay detector δV (m)

GD .

Treating this as a “slow-loop” that accumulates the group-delay gradient over large number of

phase stabilization loops reduces noise, ensures the gradient is calculated while the phase is prop-

erly stabilized, and isolates any channel cross talk. The accumulated error signal over M phase

stabilization loops is written as E = 1
M

∑m+M
i=m δV

(i)
GD × δ̄ϕ

(i). Zeroing this error signal will re-

quire making 2π jumps to channel phase and letting the phase stabilization settle before further

optimization. Practical implementation of the 2π jumps will lead to phase stabilization drop-outs

and thus cannot be done while temporal combining stabilization is running. Current experimental

evidence suggests that the amplifier path length drift is small and fully compensated by the phase

shifters after a thermalization time on the order of 1 h, meaning group-delay optimization would

only need to be run once at the start of the experiment.

Fig. 3.6 shows how the group delay stabilization would be incorporated into the SPGD phase

stabilization loop. The number of phase loops between each group delay jump is shown as 100 in

this example but will have to be determined experimentally.

3.3.3 Spatial Filtering for Automatic Angular Alignment

A similar method of error signal generation to group delay involves filtering in the spatial domain,

where angular and overlap misalignments cause spatially varying fringes that can be isolated and

optimized [105]. Diffraction changes the spatial wavefronts depending on the distance from the

beam waist and thus changes the character of the interference fringes, as shown in Fig. 3.7 for an

offset x0 and a angular displacement θ. Notably there are locations where the displacement and
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read phase PD:  V(φ(m)- δφ)

perturb phases:  φ(m) + δφ

read GD PD:  VGD(φ(m)- δφ)

Accumulate GD error: EGD+= δVGDδφ

Calc. new phase value:  φ(m+1) 

Perturb phases:  φ(m+1) - δφ

phase_cnt ++

handle user input

GD Stabil. on?
phase_cnt%100==0?

yes

Calc. new GD setpoints

Make GD 2� jumps

Zero GD errror: EGD = 0

no
phase stabil. on?

yes

no

phase_cnt=0

read phase PD:  V(φ(m) + δφ)
read GD PD:  VGD(φ(m) + δφ)

Figure 3.6 : Algorithm flow chart for the group delay (notated GD) optimization
incorporated with two-point dither SPGD phase stabilization. The function “handle user

input” reads input data from the USB communication to turn phase and group delay
stabilization on and off.

angular errors are isolated: (1) at the beam waist (near-field) where the fringes appear only for

angular misalignment θ, and (2) several Rayleigh ranges away (far-field) where the fringes appear

only for a displacement x0. Thus the same method of filtering can be applied in near and far

field and can generate isolated error signals, using the same phase SPGD dithers as in group-delay

alignment. Filtering can be done with a single beam incident on a quadrant photodiode, where

processing is done to isolate half the beam in the x-direction and half the beam in the y-direction

[106]. The changes to the algorithm are trivial and mimic the group delay algorithm steps in

Fig. 3.6. Through this method dither-less control of beam position and angle is available that,
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Figure 3.7 : Phase fronts of two co-propagating Gaussian beams showing fringes for: (a)
position (near-field) misalignment xo, and (b) angular (far-field) misalignment θ.

because it does not require any large phase jumps, can be done while stacking is running. Ongoing

work involves implementing this method for angular misalignment first, as the tolerances are more

restrictive than for beam displacement alignment.

3.3.4 Experimental Characterization of Piezo Response Speed

Proper control of the CBC array requires that the phase shifters applying the changes calculated by

the algorithm rise quickly, respond linearly to the applied voltage, and maintain a consistent value.

The phase shifters used in this work are piezo mirrors used in double pass and, because of electrical

and mechanical limitations they must be experimentally tested to ensure proper operation. In

this section two piezo mirrors are tested, a commercial mount (Thorlabs Polaris K1S3P) and a

homemade mount consisting of a piezo chip (Thorlabs PA4GKW) glued to a blank on one side

(for mounting) and to a small ϕ1/2” mirror on the other side.

Several considerations are: (a) the rise time of the piezo, (b) the settling time of the piezos

after they rise, (c) any phase shift between the control loop and the piezo and (d) hysteresis. A

step response applied to the piezo excites all the resonances of the mechanical structure, leading

to oscillations in position. For this reason the frequency of the lowest resonance is often cited as
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the bandwidth limit of the piezo, as ramping the voltage at a rate slower than that frequency will

not excite the resonance. If the mechanical structure does not have any large resonant frequencies

then the rise time of the piezo when a step response is applied will form the speed limit. This is

determined by how fast the piezo, which can be modeled as just a capacitor, takes to charge to its

final voltage based on the driver current.

The change in piezo voltage vs. time is called the slew rate and can be limited by either the

driver electronics or the piezo capacitance. The max slew rate given a driver current Idriver and

a piezo capacitance Cpiezo can be written dV
dt

= Idriver
Cpiezo

. This can be related to the phase slew rate

by considering the maximum piezo stroke Lmax, the maximum piezo voltage Vmax and the center

wavelength λ.
dϕ

dt
=

4πLmax

λ
× Idriver

CpiezoVmax
(3.25)

In practice electronics can easily provide slew rates exceeding the piezo maximum of 1 V · µs−1

(for a 100 mA driver current). For stable phase control the piezo must fully achieve its final value

before the next step of the algorithm; at a maximum pulse rate of 10 kHz this leaves 100 µs for the

piezo to rise. Equation 3.25 can be rearranged to solve for dt for a given phase change.

dt =
λ

4πLmax
×

CpiezoVmax

Idriver
× 1

dϕ
(3.26)

An algorithm step will be no larger than a quarter wave (and often much smaller); using the capac-

itance of the Polaris piezo the rise time is 1.58 µs and for the PA4GKW chip it is 15.7 µs for a λ/4

at 1035 nm, both fast enough for the required 10 kHz control speed.

Measurement of the resonances can be done with a scanning Michelson interferometer where

one arm contains the piezo mirror driven by a function generator and high-voltage amplifier. The

output of the interferometer is focused onto a photodiode, viewed on an oscilloscope and used

to measure the relative response of the piezo for increasing sinusoidal driving frequencies. To

maintain linear operation of the interferometer the amplitude of the driving frequency is kept small

and the voltage offset is used to keep the interferometer at the quadrature point. The same setup is
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used to test the step response by applying a square wave to the piezo and viewing the rise time and

ring-down.
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Figure 3.8 : Experimental results of the piezo testing: (a) normalized frequency response,
(b) step response for Polaris mount, and (c) step response for the homemade mount. The rise

time in (c) is 30 µs, close to the calculated value.

The results of these tests, shown in Fig. 3.8, indicate strong resonances for the Polaris piezo

mount and relatively small resonances for the homemade mount. The resonance at 700Hz of the

Polaris mount is very clearly seen in the step response which, once it is excited, requires 20 ms to

settle. In contrast the homemade mount has a very small resonance at 3 kHz, which causes only

small oscillations after the mount has risen. In this case then the true limit of the homemade mount

is higher than the small 3 kHz resonance, while the limit of the Polaris mount is the 700 Hz that

is strongly excited for any step response impulse. Experimentally large improvements in coherent

combining stability were seen when using the homemade mount; for this reason (and the 4x lower

cost) this is the preferred phase shifter for our work. The downside is the 5x smaller movement

range than the Polaris piezos, which increases likelihood of phase drifts running out of piezo range.

As will be shown in the next section, after the amplifiers have come to thermal equilibrium this is

not an issue.

The final issue to address is piezo hysteresis, the property that the absolute position depends

not just on the voltage applied but the direction it was approached from. When using a model-free
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control loop like SPGD the hysteresis appears as a deviation for the optimal calculated algorithm

point, mimicking phase noise, and will be automatically corrected for on subsequent iterations.

3.4 4-Channel CBC and 81-Pulse CPSA Experiment

The experimental results of the integrated CBC and CPSA systems are described here for an array

of 4 parallel amplifier channels with the same 81→1 pulse stacking design as in Chap. 2. The

experiments achieve up to 25 mJ spatially combined with temporal combining efficiency of 70%,

matching the low energy results and demonstrating initial CBC scaling. This design is suitable,

with small modifications, for up to 12 parallel channels on the 5ft wide table and as such provides

the experimental basis for a 100 mJ system and beyond.

3.4.1 Experimental System

The experimental design remains much the same as the overall CPSA system as shown in Fig. 2.16,

with the exception that the final CCC amplifier is replaced by an array of four amplifiers as shown

in Fig. 3.9. The signal is increased through the pre-amplifiers such that each channel is seeded

with 250 µJ; in future experiments with higher channel count another pre-amplifier and AOM will

be added. The seed signal is split in sequential PBS and HWP pairs which are incorporated with

double-pass delay lines consisting of a translation stage for group-delay alignment and a piezo

mirror for phase control. After amplification the beams are collimated with a f=75 mm lens to

a beam diameter of 2w0 = 1.8 mm which travels through the combining R = T = 50% intensity

beamsplitters organized such that sequential splitting of seed at the amplifier input is compensated

by the sequential combination of the beams at the output. The beams in the combiner reject ports

are expanded and then blocked with beam dumps. After combination the beam is expanded by 2x

to 3.6 mm diameter, a 4% reflection is used for diagnostics while the main beam is either measured

with an average power meter or sent into the GTI stackers.

To stabilize the energy in the combined port a small fraction of the output signal is integrated

89



FPGAPiezo 
Amplifer

Sync Trigger

1.8m CCC
976nm 400W

From
Preamps

HWP
QWP
HR Mirror
SWP Filter
Piezo Mirror
PBS

4%50/50 50/50

50/50

Noise 
Measurements

Average
Power
Meter

Energy 
Meter

Figure 3.9 : Coherent beam combination addition to the overall CPSA system. The output
is either measured with an average power meter (for efficiency measurements) or sent to the

stackers to be temporally combined.

on a slow photodiode (Thorlabs DET10A) and read after the burst has passed by a triggered ADC

(PMOD AD2). The control system is based on a internally clocked FPGA (CMOD A7) that reads

the ADCs, writes the phase to piezos with DACs and runs the stabilization algorithm, which is

written in C and compiled to the chip. Jitter between the master FPGA, which is clocked off the

oscillator, and the CBC FPGA, which is internally clocked, is less than 10 ns, shorter than the

integration time of the photodiode. The use of a secondary FPGA (as opposed to running the

algorithm on the master FPGA) allows for on-chip algorithmic control of phase and additionally

does not use 1GHz ADC and DAC resources when slower 10 MHz electronics suffice.

3.4.2 Coherent Beam Combining Results

Measurement of CBC stability and efficiency is done after the appropriate beam overlap and point-

ing alignment tolerances are achieved as described in Sec. 3.2. The rep-rate is 2 kHz, matching

the single-channel experiments. For each tested output energy set-point successive amplifiers are

pumped (with the others blocked) until they achieve the desired equal-nonlinearity burst, as mea-

sured with a 22 GHz photodiode and 50 GHz oscilloscope. Then group-delay optimization is done,
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after which the detectors are appropriately attenuated and all the amplifier paths are unblocked,

leading to uncontrolled interference. The SPGD loop is engaged, locking channel phases and

maximizing interference.

Avg. Ch. Energy Comb. Eff. Comb. Energy Comb. Power NRMSE
1 mJ 94% 3.8 mJ 7.4 W 0.84%
3 mJ 96% 11.4 mJ 22.3 W 0.81%
5 mJ 95% 19.0 mJ 37.0 W 0.94%
7 mJ 89% 24.9 mJ 48.7 W 1.41%

Table 3.1 : Results from the 4-channel CBC experiment at 2 kHz including total output
energy and power.

Efficiency is measured with both a pyroelectric energy meter (Ophir PE10-C) and a thermal

average power meter (Newport 818P-300-55), in the locations shown in Fig. 3.9. This allows

dual confirmation of efficiency numbers and, at high power, understanding the effects of CW ASE.

Calibration is done to relate the energy/power at the measurement locations to the fiber output.

The efficiency is then calculated as the power/energy after the last combining element divided

by the sum of the outputs of all the amplifiers. The results of increasing energy on combining

efficiency are shown in Table 3.1, where high-efficiency spatial combining is maintained up to 7 mJ

per channel. The maximum combined energy of 25 mJ represents the largest per-channel energy

spatially combined, exceeding the 3.3 mJ / fiber in the 12-amplifier, 8-pulse EDPA experiment [54].

Above 7 mJ / ch non-common deviations from the designed equal-nonlinearity phase profile across

amplifiers reduce spatial combining efficiency. The combined noise increases significantly as well,

likely due to the presence of multiple local combined energy maxima in the phase landscape that

exist when the amplified pulse profiles do not share nonlinear phase profiles. These experiments

above 7 mJ / ch are not yet suitable for simultaneous temporal and spatial combining and are left

out of these investigations.

Output amplitude stability is measured by splitting a portion of the optical signal used for the

FPGA stabilization and measuring it with a secondary slow photodiode (Thorlabs DET10A). The

beam is focused onto the diode to remove any effects of spatial noise, and the signal is read on a

triggered, computer connected ADC (National Instruments NI-9215) connected to Labview. This
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Figure 3.10 : Measured output amplitude of the CBC system: (a) single channel amplitude
noise reference, (b) stabilized 4 ch. 1 mJ/ch, and (c) stabilized 4 ch. 7 mJ/ch.

allows for real-time viewing of combined noise statistics as well as saving the measured amplitude

of every combined pulse. Examples of stabilized traces are given in Fig. 3.10, comparing the

amplitude noise from an amplifier channel 5 mJ to the the stabilized noise for 1 mJ/ch and 7 mJ/ch

set-points. Qualitatively the stabilized output noise is higher than the single-channel amplptude

limit, with additional small stabilization drop-outs in the 7 mJ/ ch traces. This is likely due to in-

creased phase drift from thermally-induced changes in path length at high pump power that exceed

the convergence time of the algorithm. Scaling of pulse rep-rate will increase algorithm speed and

convergence time at the cost of adding more heat from higher pumping; proper stabilization at

10 kHz (100 W) will likely require improved amplifier cooling as well.

The output amplitude noise of the spatial combining directly impacts stabilization of the GTI

stackers. Quantitative characterization is often done through calculating the normalized RMS er-
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Figure 3.11 : Noise statistics for the output of CBC system: top spectral power density
calculated using an FFT, bottom time-domain noise per measurement calculated with the

Allan deviation.

ror (NRMSE) in the fashion NRMSE = 1
x̄

√
1
N

∑N
i=1(xi − x̄)2 where the average value of the data

set is x̄. This metric is best suited to errors with random distribution around a mean, like white

noise, and does not differentiate fast noise from slow drifts in the data set. Viewing the spectral or

temporal characteristics of the noise provides more accurate diagnostic information; spectral char-

acteristics are viewed through a Fourier transform while temporal information is viewed through

the Allan variance [107]. The Allan variance, originally designed for calculating clock drift, cal-

culates the RMS variance of successive differences for different averaging times, which directly

relates to the noise seen by stabilization algorithms; additionally the local slope of the data indi-

cates the dominant noise content.

The Fourier transform and the Allan variance are shown in Fig. 3.11. The roughly flat spectral

content above 100 Hz coupled with −1/2 slope from 500 µs to 10 ms in the Allan variance shows

the white noise region. The increase in noise between 10 ms / 100 Hz and 500 ms / 2 Hz is due to
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the stabilization algorithm attempting to compensate the phase drift. The increase in noise at the

7 mJ set-point, showing that on the 10 ms to 1 s time scale the stabilization is more noisy than the

white-noise limit, indicates incomplete stabilization, corroborating the traces seen in Fig. 3.10.
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Figure 3.12 : Output data from the CBC FPGA showing stabilization for 30 min at 5 mJ/ch
set-point. The vertical scale in the bottom plot is scaled to the maximum phase shifting range.

During stabilization the voltage applied to the piezo phase shifters can be used to estimate the

absolute phase being applied to each channel, giving insight to the magnitude of the phase drift

slower than the algorithm convergence time. This voltage data can only be queried from the FPGA

at 1.2 Hz as the algorithm must pause to communicate data over USB UART, a downside of on-

chip stabilization, and limiting insights to slow drift only. An example is given in Fig. 3.12 where

the stabilization runs for 30 min at 5 mJ/ch, showing that the compensated drift does not exceed the

piezo phase shifter range over this period. This data was taken after the system had thermalized

for about 1 h; for stabilization while the system is coming to a stable temperature drifts frequently

exceed the range of the phase shifters.
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3.4.3 Coherent Temporal Combining Results

Temporal combining alignment follows the general procedure as described in 2.7.1 and efficiency

is measured at each spatial combining set-point. The results are summarized in Table 3.2, with

an example input burst and stacked trace at 5 mJ/ch given in Fig. 3.13. Temporal combining

efficiency remains very similar to the single channel results, indicating no degradation induced by

beam combining.

Per Channel Energy Stacking Efficiency Stacked NRMSE
1 mJ 77% 0.94%
3 mJ 74% 0.87%
5 mJ 70% 0.99%
7 mJ 70% 2.0%

Table 3.2 : Results of the combined CBC and stacking experiment for different energy
levels. Some variance is expected due to daily variations in alignment.
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Figure 3.13 : Experimental results for the 5 mJ per channel CBC and CPSA experiment: (a)
spatially combined burst containing 19 mJ of energy, shown with the appropriate

equal-nonlinear burst shape, and (b) the stacked pulse trace with 70% of the total energy in
the 81st pulse

.

The noise for temporal combining is measured by tracking the peak power of the stacked (81st)

pulse measured in each loop of the SPGD algorithm stabilizing the stackers. This SPGD loop

runs around 100 Hz and is asynchronous due to Ethernet communication with the FPGA board.
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Frequency or time domain noise processing cannot be done with asynchronous data, limiting nu-

merical insights to just the NRMSE. The temporal combining NRMSE remains close to the CBC

NRMSE until 7 mJ / ch set-point, where it increases from 1.4% from the CBC output to 2.0% from

the temporal combining output. This is not unexpected, as the frequency and time domain analysis

from the CBC output (Fig. 3.11) shows a significant increase in drift noise in the 10 ms to 1 s

region which, as this is within the convergence time of the stacking algorithm, will adversely im-

pact the stacking stabilization. This high stabilization noise will also impact the measured stacking

efficiency, which is averaged over several seconds using a 50 GHz sampling oscilloscope.
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Figure 3.14 : Stabilization results of stacking experiment over 50 s: (a) single-channel
stacked at 7 mJ, (b) 4 Ch. stacked at 1 mJ/ch, and (c) 4 Ch. stacked at 7 mJ/ch.

Femtosecond pulses are maintained under simultaneous spatial and temporal combining. Fig.

3.15 shows the autocorrelation trace of the combined output for the 5 mJ / ch experiment. The

increase in pulse duration is attributed to re-alignment of the stretcher that was not fully compen-
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sated in the compressor, as well as to required oscillator maintenance that changed the spectrum

slightly. This is not an aspect of the spatial combining and will be corrected in the future.
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Figure 3.15 : Autocorrelation trace for the simultaneous four-channel CBC and CPSA
experiment at 5 mJ / ch.

3.5 Ongoing and Future Work

These results validate simultaneous spatial and temporal combining, showing high efficiency spa-

tial combining to 25 mJ with subsequent temporal combining efficiency matching the single-

channel results. The decrease in temporal stabilization quality with increasing spatial stabiliza-

tion noise gives the tolerable amplitude noise for future spatial combining iterations at higher fiber

energy or larger channel count.

The improvements of single-channel stacking discussed in the previous chapter, namely control

of the spectral reshaping and increasing the pulse burst length, will have a direct impact on both the

spatial and temporal combining quality. Any reduction in overall nonlinear phase will reduce the

differential phase accrual in improperly matched amplifiers, increasing the spatial combining effi-

ciency and allowing for operation up to the full stored energy limit of 10 mJ. These improvements

will of course also improve pulse compression as well.

An increase in output amplitude stability is essential for further energy and power scaling,
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especially since as channel numbers are increased the algorithmic convergence time decreases.

Better cooling of the amplifier fibers will reduce the magnitude of the phase noise and will be

essential for any power scaling. Increasing algorithm speed by scaling repetition rate only yields

increased stability if the higher required pumping does not induce an increase in phase noise—

this requires further investigation and will be critical to average power scaling of this system.

Work is ongoing with collaborators at Berkeley National Laboratory to apply machine-learning

stabilization techniques to spatial combining by generating unique channel information through

measuring the amplitude after each beamsplitter. This may allow for much faster algorithmic

convergence times even at the current 1 kHz loop speed.

This chapter has shown record scaling of fiber array energy, and with these improvements CBC

combined with CPSA will be able to provide up to 100 mJ from 12 amplifiers, leading the way to

a future 10 J-class system with only 103 parallel channels, a major reduction from the array size

required for single-pulse CPA or 8-pulse EDPA.
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CHAPTER 4

Generation of Fast Neutrons and Novel Backlighting

Technique for Viewing Laser-Plasma Dynamics

The preceding chapters have shown exciting scaling of fiber laser energy to record high per-channel

energy levels, an important step in array scaling of ultrashort, high energy, high average power

lasers. This chapter presents the first plasma physics experiments from this laser, using the CBC

and CPSA system to generate fast neutrons in D2O, a first from an all-fiber system. Addition-

ally, construction of a novel target backlight providing arbitrary delay, ultrashort, off-band light

gives unique imaging capability for this and future experiments. The work shown in this chapter

represents critical first steps in the path of CPSA fiber lasers in application to plasma physics.

All plasma experiments are done in collaboration with Nicholas Peskosky. More details about

specific applications, target fabrication, and calibration of detectors and confidence of measure-

ments can be found in his thesis [108].

4.1 Neutron Generation in Free-Flowing Liquid Jets Using a

High Rep-Rate Fiber Laser

4.1.1 Motivation

Neutrons were first generated from a laser in 1968 [109], and in the 65 years since the yield has

increased to more than 1012 n · shot−1 using 100 kJ facilities like NIF [110]. Unlike conventional
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radionucliotide or accelerator tube generated neutrons, laser-driven sources have small emitting

area and short pulse duration [111], making them especially applicable to nuclear medicine [112]

and imaging [113]. As such, much work has gone into optimizing neutron yield from laser-matter

interactions with the goal of creating reliable, bright, high-flux tabletop neutron sources. Fem-

tosecond lasers show the highest yield for a given pulse energy, with an approximate scaling for a

pulse energy of Ep given as Y = 4.1 × 105 × E1.65
p [114], shown in Fig. 4.1 (red-diamonds and

red dashed line). The absolute highest yields are generated by long-pulse lasers with massive pulse

energy; however, for practical generation of high neutron flux (n · s−1) rep-rate scaling of ultrashort

lasers is the most promising approach. The modest yield of 104 n · shot−1 from a 100 mJ, 10 kHz

femtosecond laser could produce a flux of 108 n · s−1, on par with that created in a single shot of a

10 J ultrashort or 600 J nanosecond laser facility.
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Figure 4.1 : Neutron yield vs. laser energy. The red diamonds and red dashed line show
general scaling for femtosecond laser systems. Reprinted from [114]

Scaling rep-rate introduces targetry problems, as most current experiments are designed for low

rep-rate or single-shot lasers [115] (for example, the single-use capsules used in exploder-pusher

experiments at NIF). The generation mechanism most amenable to high rep-rate targets is laser

induced binary fusion of two lighter nuclei, which liberates an energetic neutron in the process,

typically done using the D+D →3He+n(2.45 MeV) reaction, in which two deuterons fuse to form
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helium and yield a characteristic fast neutron [114]. The deuterium-tritium reaction can also be

used [116] but, due to inherent radioactivity and proliferation risk, is not done outside properly

equipped and permitted laboratories. High rep-rate targets for D-D reactions include deuterated

liquids in free-flowing streams [117], sheet targets [118], or synchronized micro-droplets [108].

In this chapter we use the spatio-temporally combined CBC and CPSA laser system for the

first, to our knowledge, demonstration of fast neutron generation with an all-fiber laser, building

on the work with liquid microjet targets designed for the 480 Hz lambda-cubed (λ3) laser1. We both

validate the CPSA demonstration system and investigate the rep-rate scaling of liquid-jet targets

to the multi-kHz region, a necessary step in laser and target technology for future tabletop neutron

sources.

4.1.2 Experimental Design and Results
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Figure 4.2 : Experimental design for neutron generation and measured focal spot. The focal
imaging setup (grey shaded box) consists of a 50x objective and CCD camera which is only

used at attenuated power levels and is removed when the experiment is run.

Variable on-target pulse energies are generated by running the CBC system at a consistent

11 mJ, 2 kHz output (3 mJ per channel, 90% effic.) and attenuating the fraction sent to temporal
118 mJ, 35 fs, 480 Hz cryogenic Ti:Sa centered at 800 nm, also at the University of Michigan
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combining with a HWP and TFP combination. Due to daily time constraints inherent in coupling

multiple experimental systems, stacking alignment was done quickly, achieving 70% temporal

combining efficiency and a 500 fs compressed pulse FWHM. After compression the 6 mm diame-

ter beam is sent to the experiment, shown in Fig. 4.2, where it is expanded to 2.5 cm in a reflective

off-axis telescope utilizing spherical mirrors. The beam enters the vacuum chamber through an

un-coated window and is focused to a 2w0 = 4.4 µm spot using a F/1 50.8 mm diameter dielectric-

coated 90° off-axis parabola (OAP) (Edmund Optics 15-379). Focal imaging is done for a highly

attenuated beam using a 50x microscope objective and a CCD camera. The near diffraction-limited

beams of the CCC fiber amplifiers combined with the interferometry in CBC and CPSA means a

clean, Gaussian focal spot is achieved with no need for adaptive optics. When running the experi-

ment the energy on target is varied between 2 and 4 mJ, leading to a estimated maximum focal spot

intensity of 7.2×1016 W · cm−2 and an estimated peak power of 5.5 GW. The transmission of the

overall system is low due to overfilling one telescope mirror and use of a un-coated window, both

of which will be improved in future experiments. Imaging of the target is done with an ultrafast

off-band backlight, as described in the next section.
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Figure 4.3 : Total neutron flux calculated from EJ-309 detectors vs. on-target pulse energy.
Figure courtesy of Nicholas Peskosky.

This target in this work is a free-flowing 15 µm-diameter jet of D2O flowing at a rate of

240 µL · min−1. Given scaling data from [114] the expected yields are low, on the order of 10 n · s−1,

102



requiring careful detection to isolate D-D generated neutrons from the cosmogenic neutron back-

ground [119]. This is done with two fast-neutron induced proton-recoil detectors (Eljan EJ-309)

mounted ∼ 11 cm from the focal spot and gated with a photodiode to capture events within 512 ns

of the drive pulse arrival. No high-Z shielding was used in order to maximize capture of any pro-

duced neutrons, leading to significant γ and x-ray counts; however, the detector remained below

the paralyzation level. Use of pulse shape discrimination cuts [120], binning pulse shape parame-

ter (PSP) values of 0.25-0.5 as fast neutron events, isolates detected γ-rays from detected neutrons,

as shown in Fig. 4.4. Additionally, a moderated 3He detector and Geiger-Muller counter were used

to align the target.
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Figure 4.4 : Gated fast neutron counts for EJ-309 #1 detector, shown before (top) and after
(bottom) PSP cuts are imposed to isolate neutron events. The results for detector #2 are

similar and omitted for brevity. Figure courtesy of Nicholas Peskosky.

At the highest laser energy, coincident neutron events measured over 1725 s in the PSP region

of interest register 43 and 31 counts for the #1 and #2 detectors, respectively. Calibration of the

background laboratory neutron flux predicts (at worst-case) only 0.0775 background events in the

measurement window, giving high confidence that the measured neutron flux is generated from the

laser-matter interaction.

103



4.1.3 Ongoing and Future Work

Improving these results falls into two categories: (1) increasing the peak focal spot irradiance, and

(2) improving the targetry to fully optimize yield. The laser has not yet been run at its highest power

and fully optimized state; the long pulse duration of 500 fs was due to residual third-order phase

resulting from adjustments to the oscillator and stretcher that were not fully compensated in the

compressor, and pulse duration has since been returned to near-bandwidth limit of 330 fs. The low-

transmission of the telescope is more of a concern and likely is due to imperfect collimation in from

the CBC system into the stackers. Proper collimation adjustment will increase stacking efficiency

and improve power throughput, increasing peak power towards 40 GW with 5×1017 W · cm−2 focal

plane intensities, enough to see significant neutron yield and measure time-of-flight and other

diagnostics.

Heating the target to the level where thermonuclear fusion is initiated and neutrons are generated

becomes easier as targets shrink. The 15 µm-diameter jet used in this work is quite large compared

to targets used in similar work [108], and yields can likely be increased by reducing target size

by using micro-vapors created by piezo or surface-acoustic wave devices. Recent work on λ3 has

shown that orbital angular momentum beams at grazing incidence on the same liquid jet target

enhance neutron yield by several orders of magnitude [108]; generation of these Hermite-Gauss

beams require spiral phase plates matched to the laser wavelength. The phase plate used in the λ3

experiments is manufactured for 800 nm and would exhibit unacceptable error if used at 1035 nm;

we are investigating purchase of an appropriate one for the CPSA laser. With these improvements

we expect to see neutron counts above 103 n · s−1 from the system in the near future.
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4.2 Ultrashort, Off-Band, Arbitrary Delay Target Backlighter

for Use With CPSA Fiber Laser Drivers

4.2.1 Introduction and Motivation

Ultrashort laser matter interaction experiments present unique imaging difficulties due to micron-

scale target sizes, femtosecond dynamics, microsecond ranges of interest and image contrast degra-

dation from plasma self-emission. Imaging schemes generally use a synchronized probe beam to

illuminate the target at times before, during and after the driver pulse and seek to identify pre-

plasma generation, target dynamics and density profile evolution using techniques from simple

shadowgraphy to shearing interferometers [121]. Time-resolved, high spatial resolution experi-

mental data is necessary for both alignment and diagnostics but also for comparing to simulations.

One important example is imaging the laser pre-pulse effects on the target, which are experimen-

tally variable and can have large effects on the laser-plasma interaction, to accurately calibrate

simulation initial conditions [122].

For experimental campaigns on cutting-edge, low rep-rate lasers data sets are limited by shot

number, complicating statistical measurements and requiring complicated schemes to image each

target interaction at multiple time steps to get adequate diagnostics [123, 124]. Scaling of drive

laser rep-rate opens a regime where statistics and images from large sets of shots can be used to

understand and optimize laser and target parameters [125], and to do so at high quality requires a

backlighting probe pulse matched to the final laser rep-rate that can produce high-contrast images

at all time scales of interest.

A large challenge in diagnostic imaging arises from the varying time scales over which the

plasma, and target, evolve. The electron population in the target follows the drive laser pulse, on

the order of 10s-100s of femtoseconds, while the ion population can evolve for many nanoseconds

after the driver has passed. In high rep-rate systems, ensuring the target has re-formed and reached

an equilibrium before the next pulse arrives can require imaging out 10 µs or longer, depending on
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the target and the laser rep-rate [115]. Thus the probe for short time-scales must have ultrashort

duration matching the drive laser (30-300 fs) and must have delay ability up to 10 µs or longer.

The fastest camera shutter times are 1 ns, meaning that plasma images are taken stroboscopi-

cally with an “open” shutter (relative to the femtosecond laser time scale) in a style reminiscent

of the famous bullet-through-apple photograph [126]. When imaging the laser-matter interaction,

plasma self-emission and driver fundamental scatter will be integrated over the shutter time and

at best wash out any image and at worst cause irreparable damage to the camera. Plasma self-

emission can come from multiple sources [127] and is often dominated by the second-harmonic

generation, as in the grazing-incidence liquid targets used in the neutron generation experiment.

Ideal high-contrast, high-resolution plasma imaging is done with an off-band backlight, fully fre-

quency separated from the driver or plasma self emission, with strong bandpass filtering allowing

only the probe light to reach the camera.

Current schemes for generating backlight probe pulses fall into three categories: (1) sepa-

rate part of the drive laser post-compression and shift it through frequency-doubling or Raman-

scattering [128], (2) separately amplify a different pulse from the amplifier, using the edge of the

oscillator bandwidth to separate from the fundamental [129] or (3) electronically lock a second,

off-band laser system to the drive oscillator [127, 130]. The first scheme benefits from simplicity

and timing stability, as any jitter only comes only from mounts and air currents, but is limited by

free-space delay stages to the region within several nanoseconds of the drive pulse and the second

harmonic frequency is not ideal for reasons discussed above. The second approach can readily gen-

erate off-band light by exploiting gain narrowing that leads to a drive pulse narrower in spectrum

than the oscillator pulse; with proper control the edge of the oscillator spectrum can be amplified

to a moderate power, short pulse outside the driver band. Additionally, by picking the next pulse

from the oscillator, large scale delay can be introduced, limited in step size by the base oscillator

period and ultimately limited in delay by the stability of the oscillator rep-rate. For most solid-

state laser systems the base oscillator is 80 MHz, requiring a mechanical delay stage of ∼4 m for

sub-oscillator period steps of 12.5 ns. The third scheme, electronically locking a full second laser
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system to the first, has the highest complexity and lowest stability but provides great flexibility in

off-band frequency content and delay range. With the advent of off-the-shelf Yb-based laser sys-

tems generation of off-Ti:Sa harmonic 515 nm light (the second harmonic of 1030 nm) at 100 µJ

pulse energies is trivial, and the base oscillator can be electronically synchronized to the drive laser

rep-rate. This has been reported to generate 160 fs pulses at 515 nm and used to image cryogenic

hydrogen jets with high resolution [127, 130]. However, the overall complexity of this system is

high and the driver-backlight pulse jitter is at best 230 fs due to the synchronizing electronics.

Here we present the design of a fiber-integrated, ultrashort, off-band backlight providing arbi-

trary delay capabilities exceeding 1 ms. Wavelength shifting is done using gain-managed nonlinear

amplification (GMNA) in a LMA fiber amplifier, which, when frequency doubled, provides down

to 40 fs pulses centered at 545 nm, and deriving the seed from the CPSA 1 GHz oscillator allows

for electronic delay in steps of 1 ns, requiring only a small 30 cm delay stage for fine adjustment.

Changing electronic delay steps is trivially done by sending one-line commands to the FPGA

over Ethernet, allowing for integration with any machine-learning laser or target optimization ap-

proaches. This design excels when using the CPSA oscillator but the fundamental design works for

any ytterbium laser system, such as Yb:YAG thin disks or DPA, at the cost of introducing longer

free-space delay lines to compensate for the lower oscillator rep-rates of 80-100 MHz. Fiber in-

tegration makes this system simple, environmentally stable and low-cost, making it an important

addition to the diagnostic suite for high rep-rate systems.

4.2.2 Design of Fiber Laser Backlight

Shifting the spectrum off-band is done using GMNA, a recently-discovered effect in co-pumped

quasi-three level fiber amplifiers that broadens input pulse bandwidth more than 50x while red-

shifting central wavelength and preserving quadratic and cubic spectral phase that can be fully

compensated in diffraction grating compressors [131]. This has been used to generate 1 µJ pulses

at 40 fs from a 30/400 Yb-doped DCF fiber amplifier [132] with potential for further energy scaling.

The full description of GMNA is beyond the scope of this thesis but two nuances are important.
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First, while GMNA has been hypothesized as a nonlinear attractor (same output spectrum and

pulse shape for a large range of inputs), in reality the input pulses must be close to bandwidth

limit and should be in the range of 200-800 fs with a center wavelength near 1035 nm. Second,

GMNA amplification requires some level of average power saturation in the amplifier, where the

gain does not fully recover between pulses (see Sec. 2.2.4), necessitating MHz-level repetition

rates. The backlight initial design uses 5 MHz in the GMNA amplifier to match published work,

but investigation is needed to see if lowering rep-rate further preserves broad bandwidth and linear

chirp for a possible path to increasing individual pulse energy.
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Figure 4.5 : The optical design of the backlighter. The EOM and AOM are fed signals from
the FPGA that controls the main system. Compressor 1 can be fiber-integrated using Bragg

gratings and circulator, further simplifying the setup.

The full design of the backlight is shown in Fig. 4.5. A small fraction (∼ 5%) of the 1 GHz

oscillator output is spectrally filtered with a bandpass filter to 3 nm FWHM centered at 1035 nm be-

fore being fiber coupled and delivered to the experimental table. Pulses are then down-counted by

a 5 GHz amplitude-EOM to 5 MHz; by changing the pulse picking with this EOM the delay can be

varied on steps of 1 ns with no change to the optical path. SMF pre-amplifiers compensate for loss

and increase the pulse energy to 200 pJ, after which the delivery fiber dispersion is compensated in

a free-space compressor in Treacy configuration using highly-efficient 1000 l·mm−1 transmission

gratings. The pulses exit the compressor with negative chirp and compress fully over the next 2 m

of passive fiber in the pump combiner, entering the GMNA stage at the bandwidth limit. The third

order dispersion of the fiber and the compressor add, leading to some features trailing the pulse,
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but simulations show that this does not affect GMNA. The GMNA stage consists of a 3.5 m length

of 25/250 PM Yb-doped DCF, co-pumped up to 60 W with two fiber-coupled 915 nm diode lasers

and, as mentioned above, a pump-combiner is used to eliminate pump alignment and simplify

packaging. After amplification the residual pump-through is filtered by a dichroic mirror and then

the desired pulse from the 5 MHz train is picked by a quartz-AOM; coarse delay of 200 ns can be

done by picking different pulses from the 5 MHz train with this AOM. After the AOM another

Treacy compressor using 1000 l·mm−1 transmission gratings is traversed, compressing the pulse

to 45 fs. The compressed pulse goes through a 30 cm delay line before being focused in 0.5 mm

beta-barium borate (BBO) crystal to generate the second-harmonic at 545 nm, necessary to bring

the backlight into the sensitivity region of silicon CCD cameras used for plasma imaging. Steering

into the chamber is done with protected silver mirrors, and the backlight intensity is increased by

focusing it onto the target with a 200 mm focal length lens.

4.2.3 Experimental Results
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Figure 4.6 : Compressed output of GMNA amplification stage: (a) measured pulse
autocorrelation and calculated bandwidth limited autocorrelation, and (b) measured spectrum.

Amplification generates up to 0.6 µJ pulses from the GMNA stage with compressibility to 46 fs.

The pulse duration is measured using the same SHG autocorrelator used for the CPSA experiments
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Figure 4.7 : Backlight spectral content: (a) measured second harmonic of the GMNA
amplifier overlaid with filter pass-band and calculated second harmonic of the driver, and (b)

calculated bandwidth-limited pulse duration.

which is not optimized for pulses this short; the crystal thickness limits the measurable pulse

duration to about 40 fs and the delay stage, designed for large scan regions up to 10 ps, is unstable

over small scans, creating artifacts seen on the pulse. This measurement provides an estimate of

the pulse duration while a shorter-pulse capable autocorrelator is under construction.

We do not have an autocorrelator for green light, so pulse duration must be inferred from the

width of the green spectrum; simulations done in SNLO [133] indicate that the 0.5 mm crystal

thickness is too long, leading to a slightly longer output pulse than input. Additionally, the use

of an achromatic lens after the BBO crystal leads to significant dispersion, spreading the green

pulse to an estimated 150 fs. This is done for convenience, and in future iterations a reflective

optic will be used for re-collimation. The backlight spectrum and calculated bandwidth-limited

pulse duration are shown in Fig. 4.7, showing sufficient shifting off-band. The filter transmission

is shown for normal incidence, and with small angle tuning can be adjusted to capture the whole

backlight spectral content.

This backlight is used to take images in air of a free-flowing stream of heavy water, in the same

setup as shown in Fig. 4.2. The drive laser energy used for this initial proof-of-principle is 1 mJ at

2 kHz, enough to generate a plasma and disrupt the stream but not to create significant radiation.
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Figure 4.8 : Fine delay images taken by stepping the EOM picked pulse by several
nanoseconds, showing the evolution of a shock wave leaving the target.

Imaging is done with a infinity-corrected 10x long-working distance microscope objective (Mitu-

toyo) and a monochrome 1280x960 CCD (Imaging Source DMK41BU02) with trigger provided

from the backlight AOM delay box. Exposure is set to a minimum of 100 µs and electronic gain

is set to 36 dB. Plasma self-emission and residual driver is blocked with a 550 nm ± 20 nm band-

pass filter (Thorlabs FBH550-40), providing 50 dB of suppression. Primary investigation of the

long-time scale dynamics did not require precise calibration of time zero.

Figure 4.9 : Coarse delay images taken by stepping the AOM window by 200 ns, showing
the late time scale evolution of the plasma.
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4.2.4 Discussion and Future Work

Fig. 4.8 shows nanosecond scale dynamics evolving after the pulse leaves the target. The shock

wave seen in the images reaches a velocity of 2,725 ± 45 m · s−1 at early times before stagna-

tion. This measurement was acquired though stepping the delay with the amplitude EOM in the

backlight setup.

Fig. 4.9 shows the later time dynamics of the liquid-laser interaction, generated in 200 ns steps

by moving the AOM window to the next pulse. Stagnation of the target stream is likely caused by

a thermal pressure wave and and space charge effects that prevents it from re-forming laminar flow

until 20 µs post laser interaction (pictures omitted). This indicates the rep-rate ceiling on liquid jet

targets to be around 50 kHz, although further investigation is needed to determine if any residual

deflected droplets or filaments out of view continue to influence the stream past 20 µs.

Some plasma-self emission is still visible; this will be reduced in proper experiments that

are done under vacuum with grazing-incidence targets that preferentially generate driver second-

harmonic. Further rejection can be done by utilizing a nanosecond exposure time camera, though

these can be prohibitively expensive. Additionally, low pre-pulse contrast has been shown to create

pre-plasma and large broadband self-emission in over-dense cryogenic hydrogen targets [127], and

it is possible that similar effects are occurring here with the low pre-pulse contrast of the CPSA

laser in the over-dense water jet—if true, this will only improve as the CPSA system improves.

Immediate next steps for this experiment include: (1) measuring femtosecond to picosecond

dynamics of targets using the manual delay stage, (2) directly measuring the integrated spectral

power of the backlight and the plasma emission over the exposure time of the camera to determine

self-emission rejection, and (3) measuring the timing jitter of the backlight and drive beam. The

first two require using the full CPSA power on the proper target geometry in vacuum. Measuring

the integrated spectral power over the camera shutter time will be done by measuring the light

that would make it onto the camera with a multi-mode fiber and spectrometer. Through calibration

with the known backlight energy the spectral energy density of the self-emission can be calculated,

giving a quantitative measure of contrast. Measuring pump-probe jitter must be done with some
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type of cross-correlation measurement such as the SHG cross-correlation used for synchronization

of pump and probe pulses in OPCPA experiments [134]; other methods exist but require more

complicated setups with higher-power drive lasers [130].

For future experiments there are three important improvements: (1) minimization of green pulse

duration, (2) monolithic integration of fiber components, and (3) increase of backlight power. The

current use of transmissive optics (lenses and widows) after the conversion to green increases pulse

duration from an estimated 40 fs to ∼150 fs; in the current experiments this does not matter but

for imaging fast-time dynamics in the future all lenses will need to be replaced with reflective, off

axis mirrors. Additionally, for applications where the backlight pulse duration is very sensitive,

doing the conversion to green in the chamber will eliminate any dispersive pulse spreading in the

entrance window. To increase system stability and robustness the intermediate compressor can be

monolihically integrated using a fiber Bragg grating and circulator. This requires a settled design,

as the fiber grating must properly compensate the GDD accrued from pre-amplifier and delivery

fibers. The addition of fiber-coupled phase shifters would allow for electronically controlled delay

on the femtosecond time scale; using one commercially available 150π phase shifter in double-pass

could generate a probe delay of up to 500 fs on demand with 10 fs resolution.

Increasing the backlight energy on target is essential for higher-contrast images at higher driver

energies. In the current experiment use of a 1030 nm-optimized isolator after the GMNA stage

reduces the pulse energy by almost 50%; an isolator is necessary to prevent backreflections from

the plasma entering the amplifier, but a proper broad-bandwidth, high transmission isolator should

have transmission of ∼90%. Metallic delivery mirrors reduce pulse energy further; replacement

with high-reflectivity, low-GDD dielectric mirrors should increase transmission by another 20%.

Finally, a proper length BBO crystal will increase conversion efficiency, increasing both the spec-

tral content in the backlight pulse as well as the overall energy. For future energy scaling in-

vestigation of different GMNA regimes, specifically at lower rep-rate and higher pumping, could

potentially increase output energy up to 10 µJ from this fiber and possibly to 50 µJ from larger-

core fibers, bringing the backlight brightness into the regime used for existing hundred-TW laser
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experiments.
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CHAPTER 5

Conclusion and Outlook

The 38 years since the invention of chirped pulse amplification (CPA) have seen an orders of

magnitude increase in focused laser intensities, with high-energy laser pulses used for laboratory

astrophysics, acceleration of particles, creation of ultrashort high-brightness x-rays, and more.

However, the underlying laser technology providing these high focused intensities cannot scale

beyond 1 Hz pulse rates, severely limiting the applications of laser-matter interactions. Next gen-

eration laser drivers will require high pulse energy (0.1–10 J) at high repetition rates (10–100 kHz)

for practical use. Coherently combined fiber laser arrays are the most promising approach for effi-

cient, high average power systems. For practical array sizes, amplified energy from a single fiber

must increased to the storable energy limit of ∼10 mJ, requiring use of coherent pulse stacking

amplification (CPSA), a time-domain coherent combining technique. CPSA has previously been

shown to achieve high efficiency and stability at low powers.

This work demonstrates efficient and stable CPSA at the fiber extractible energy limit, enabling

100x array size reduction, and demonstrates its simultaneous operation with coherent spatial com-

bining of 4 parallel amplifier channels. This work opens a path toward future high-energy, high-

power laser systems. Optimization of energy extraction from a saturated fiber amplifier leads to

9.5 mJ extracted in a burst of 81 pulses, and minimization of nonlinear phase accrual in the am-

plifier allows for this burst to be temporally combined into a 345 fs pulse with 58% efficiency, a

record energy in a femtosecond pulse generated by a single-fiber system. Energy scaling through

coherent beam combining (CBC) of 4 parallel amplifiers generates up to 25 mJ in an 81-pulse burst
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with 90% spatial combining efficiency. Temporal combining of this 25 mJ burst at 70% efficiency

represents the most per-fiber energy spatially and temporally combined to date, validating simul-

taneous CPSA and CBC as a technique enabling practical high-energy and high-power fiber array

systems. Investigation of the amplification limits under high saturation suggest lowering nonlinear

phase through spectral compensation and modified pulse bursts will improve spatial and temporal

combining efficiency, increasing energy per fiber even further. Measurements of coupling of spa-

tial and temporal combination noise shows the limits of stabilization algorithms and establishes

amplitude stability criteria. This work demonstrates the first operation of CPSA with coherent spa-

tial combination and directly informs practical future scaling of fiber arrays to the 0.1–10 J energy

range.

This system is used for proof-of-principle laser matter interaction experiments using free-

flowing liquid jets of deuterated water to show the first ever generation of fast neutrons with a

fiber laser driver. These experiments, done at 2 kHz pulse repetition rate, showcase the emerging

CPSA laser system capabilities and investigate high repetition rate laser-matter targetry operation,

critical for future secondary radiation sources. Images of the laser matter interaction are taken us-

ing a novel femtosecond off-band optical probe that provides femtosecond to millisecond arbitrary

delay for high resolution, synchronous imaging of late-time target dynamics. This demonstration

and developed techniques are a basis for future laser-matter interaction research at repetition rates

previously inaccessible by conventional lasers.

Ongoing work in our lab seeks to increase CPSA temporal efficiency to 80-90% at full fiber

energy, along with designing fiber that can store even more energy. For applications that require

high pre-pulse contrast, novel methods of pulse cleaning that maintain high throughput efficiency

and increase contrast by at least 40 dB are being investigated. Similarly, for applications requiring

shorter pulse durations, methods of efficient, high energy post-compression are under design and

expected to reduce output pulse duration to ∼30 fs. Building on the 4-channel CBC system de-

scribed here, construction has begun of a 12-channel fiber array capable of 100 mJ at up to 1 kW

of average power. Future scaling to 10 J of energy with only 103 amplifiers is made practical with
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the techniques contained in this thesis.
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A. Tünnermann, “Analysis of passively combined divided-pulse amplification as an energy-
scaling concept,” Optics Express, vol. 21, p. 29031, Nov 2013.
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fiber laser system using multidimensional coherent pulse addition,” Optics Letters, vol. 41,
p. 3343, Jul 2016.

[53] H. Stark, M. Müller, M. Kienel, A. Klenke, J. Limpert, and A. Tünnermann, “Electro-
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H.-P. Schlenvoigt, U. Schramm, M. Siebold, J. Tiggesbäumker, S. Wolter, and K. Zeil, “Op-
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