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#### Abstract

With the growing availability of computational resources, the interest in learning models of dynamical systems has grown exponentially over the years across many diverse disciplines. As a result of this growth, objective functions for model estimation have been rapidly developed independently across fields such as fluids, control, and machine learning. Theoretical justifications for these objectives, however, have lagged behind. In this dissertation, we provide a unifying theoretical framework for some of the most popular of these objectives, specifically dynamic mode decomposition (DMD), single rollout Markov parameter estimation, sparse identification of nonlinear dynamics (SINDy), and multiple shooting.

In this framework, we model a general dynamical system using a hidden Markov model and derive a marginal likelihood that can be used for estimation. The key difference between this and most existing likelihood estimators is that rather than simply modeling the estimation error in the output of the system, we additionally model the error in the dynamics through the inclusion of a process noise term. Not only does this process noise term provide the flexibility needed to generalize many existing objectives, but it also provides three significant advantages in the marginal likelihood. The first is that it generates an explicit regularization term that arises directly from the model formulation without the need for adding heuristic priors onto the parameters. Furthermore, this regularization term is over the output, rather than the parameters, of the model and is therefore applicable to any arbitrary parameterization of the dynamics. Secondly, the process noise term provides smoothing of the marginal likelihood optimization surface without having to discount the information in the data through tempering methods or abbreviated simulation lengths. Lastly, estimation of the process noise term can give a quantification of the uncertainty of the estimated model without necessarily requiring expensive Markov chain Monte Carlo (MCMC) sampling.

To evaluate this proposed marginal likelihood, we present an efficient recursive algorithm for linear-Gaussian models and an approximation to this algorithm for all remaining models. We discuss how simplifications to the approximate algorithm can be made when the noise is additive Gaussian and derive simplifications for when it is arbitrary additive/multiplicative


noise. Next, we provide theoretical results proving that the considered objectives are special cases of a posterior that uses the proposed marginal likelihood. These results uncover the sets of assumptions needed to transform the negative log posterior into each of the objective functions that we consider. We then present numerical experiments that compare the (approximate) marginal likelihood to each of the considered objectives on a variety of systems. These experiments include linear, chaotic, partial differential equation, limit cycle, and Hamiltonian systems. Additionally, we include a novel comparison of Hamiltonian estimation using symplectic and non-symplectic dynamics propagators. This comparison uses uncertainty quantification both in the form of MCMC sampling and process noise covariance estimation to show that embedding the symplectic propagator into the objective delivers more precise estimates than embedding the objective with the non-symplectic propagator. Overall, the results of this dissertation demonstrate that the marginal likelihood is able to produce more accurate estimates on problems with high amounts of uncertainty in the forms of measurement noise, measurement sparsity, and model expressiveness than comparable objective functions.

## CHAPTER I

## Introduction

The study of dynamical systems is as old a pursuit as human civilization itself, beginning with attempts at predicting seasonal change by studying celestial bodies. In fact, lunar cycles were being noted on bones and caves as early as 25,000 years ago [63]. In ancient civilization, there were two competing approaches for explaining motion and change: (1) a geometric perspective that asserted that the cosmos moved in accordance with principles of mathematical order and (2) a mechanical perspective that sought to explain the underlying causes that lead to motion [103]. During this time, astronomy was a central area of study due to beliefs that astronomical events directly impacted human affairs and terrestial events. The geometric perspective was forefront in astronomy in ancient and medieval times, using proportions and circles to create some of the first mathematical models describing natural phenomena. In the 17 th century, however, there was a critical paradigm shift in modeling the solar system caused by the publication of Newton's Principia, in which the discovery of the universal law of gravitation was presented. This law was the first mathematical decription of an underlying cause of motion and unified the phenomenon of gravity that had been observed on Earth with the observations of celestial bodies. Also in Principia, Newton published his laws of motion, creating the basis for classical mechanics as we know it today. The discovery of these laws of motion and gravitation allowed for mathematical models of mechanical systems to be derived directly from physical quantities such as force and mass. As the field of mechanics progressed over the following centuries, additional physical laws were discovered, such as the principle of least action, that created increasingly powerful modeling techniques.

As models of dynamical systems became more advanced and widespread, new uses for these models began to arise beyond only prediction. Control theory is one such example. The field is considered to have begun in 1868 with the publication of James Clark Maxwell's manuscript On Governors, which provided modeling and analysis of a centrifugal governor based on mechanics principles. Broadly speaking, control theory requires mathematical mod-
els of dynamical systems in order to design control laws that evoke a desired behavior from the system of interest. Another example is the qualitative theory of differential equations, which was born out of a series of memoirs published by Poincaré in 1881-1882 titled "On curves defined by differential equations." These writings showed that many of the important dynamical properties of a system could be derived from its equations of motion without needing a closed-form solution. Poincaré's work on dynamical systems served as the basis for study of many interesting dynamical behaviors such as chaos and bifurcations. Thus, having a model of a dynamical system at hand can allow for meaningful analysis and control of the system behavior.

Creating a model for a dynamical system of interest, however, is not always straightforward. Although the known laws of physics are able to provide simple, reliable, and interpretable equations of motion, their application requires significant knowledge on the system, such as the generalized coordinates, the full system state, or the external forces. Moreover, many systems whose dynamics are of interest are non-physical systems such as financial markets or traffic patterns that are not governed by known scientific laws. In these cases where physical laws cannot be applied, models must be estimated, either purely or partially, with data collected from the system. This process of estimating the dynamics of a system of interest using measurements is known as system identification (ID), and it has been used in a range of applications such as forecasting the weather and climate [18, 88], predicting traffic flow [61], and enabling adaptive control [57, 20].

The process of system ID begins with collecting a set of data $\mathcal{D} \subset \mathcal{Y}$ from the system of interest, where $\mathcal{Y}$ is the set containing all possible measurements. If the user has control over the experiment that generates these data, then the experimental design is sometimes considered to be part of the system ID procedure. For this dissertation, we will assume that the data have already been collected and given to us. The next step is to define a model class $\mathcal{M}$ of candidate models. To identify the best model within $\mathcal{M}$, an ordering of the models based on their quality must be induced by some objective or figure of merit. Letting $\mathbb{R}$ be the real line, an objective function $\mathcal{J}: \mathcal{Y} \times \mathcal{M} \mapsto \mathbb{R}$ assigns a value to each candidate model given a collection of data. For a given $(\mathcal{D}, \mathcal{M}, \mathcal{J})$ triple, the set of optimal models $\mathcal{M}^{*} \subseteq \mathcal{M}$ are those that yield the lowest objective value, i.e., $\mathcal{M}^{*}=\arg \min _{M} \mathcal{J}(\mathcal{D}, M)$. Once a model belonging to $\mathcal{M}^{*}$ is found, it can be used in various applications such as prediction, filtering, and control. This description of the system ID process is summarized in the flow chart in Fig. 1.1.


Figure 1.1: System ID flow chart.

### 1.1 Design considerations in system identification

Broadly speaking, the goal of system ID is to find a mathematical model that can produce an estimate $\hat{\mathbf{y}} \in \hat{\mathcal{Y}}$ for any $\mathbf{y} \in \mathcal{Y}$ such that the expectation $\mathbb{E}_{\pi(\mathbf{y})}[\ell(\mathbf{y}, \hat{\mathbf{y}})]$ is minimized, where $\hat{\mathcal{Y}}$ is the range of the model, $\pi(\mathbf{y})$ is the probability density function (pdf) of $\mathbf{y}$, and $\ell: \mathcal{Y} \times \hat{\mathcal{Y}} \mapsto \mathbb{R}$ is a measure of model error. In the previous discussion, we described how the optimal model set $\mathcal{M}^{*}$ depends on the specification of the $(\mathcal{D}, \mathcal{M}, \mathcal{J})$ triple. Consequently, $\mathcal{M}$ and $\mathcal{J}$ must be properly designed such that $\mathcal{M}^{*}$ minimizes the expected model error as much as possible with the data $\mathcal{D}$ provided. In this section, we discuss important considerations that go into this design and identify the merits and drawbacks of some of the most common choices.

Before we begin, we must point out that the main challenge in minimizing the expected model error is that in all practical applications, the available training data are only a small subset of $\mathcal{Y}$. Therefore, the values of $\ell$ over the training data are not necessarily representative of the values of $\ell$ over unseen data. Consequently, one must be concerned not only with the training model fit, but also with the model generalizability. A model is said to "generalize" if the distribution of $\ell$ values over the training data is similar to that over unseen data. If the user is unduly concerned with only one of these aspects, it is typically the case that the other will suffer. Thus, system ID is often a tradeoff between the model's fit and its generalizability. This tradeoff is also known as the bias-variance tradeoff since good model fit and generalizability tend to yield low bias and variance, respectively. Managing this tradeoff is a key aspect of proper design of the model class and objective function.

### 1.1.1 Model class

The first design point within system ID that we discuss is the model class selection. At the heart of this design is the decision on how "complex" the candidate models should be. There are different ways of quantifying the complexity of a model, but the idea is that complexity refers to the diversity of output behavior from a given model or set of models. Often, one would like a model class that is broad enough to include the dynamics of the system
of interest, but there are a number of reasons why making the model class as complex as possible may be undesirable. The first ties back to the bias-variance tradeoff. The more flexible a model is, the more likely it is to overfit and display unexpected behavior once it leaves the domain of the training data. Another consideration is the available computational resources to run the model. This becomes a concern if the model needs to be evaluated in time-constrained environments such as real-time control or if the system of interest is highdimensional such as spatio-temporal systems. In the former case, the model class should contain only cheap to evaluate models, which are usually less expressive, and in the latter case, the model class is typically constrained to contain only reduced-order models. The last consideration is that models in the model class should not violate known information about the system. For example, if the system is known to behave as a mass-spring-damper system, then the model form can be fixed and only physical quantities such as stiffness need be estimated. Grey-box models such as this have the added benefit of being more interpretable and easier to analyze. Another example is if the system demonstrates certain physical phenomena such as stability or energy conservation, then models that do not share these characteristics would ideally be excluded from the model class.

A natural starting point when selecting a model class is the set of linear systems. This group of models comes with the benefit of decades, if not centuries, worth of theoretical research that make them interpretable and easy to work with. For example, it is straightforward to switch between continuous and discrete time, and the stability properties of the system can be found directly from the eigenvalues of the dynamics matrix. This interpretability also allows for restricting the model space to only stable models by projecting arbitrary matrices into the stable set using decomposition methods [62]. Additionally, linear models are cheap to evaluate and sometimes even to estimate. Evaluation requires only a matrix-vector multiplication, and for certain objectives, estimation only requires solving a linear least squares problem. A possible drawback to using linear models, however, is that their dynamic behavior is significantly limited. Chaos, limit cycles, and finite escape times are all examples of dynamic behavior that cannot be produced by linear systems. Common examples of linear systems used in system ID include autoregressive models, such as ARX [39] and ARMAX [5], and linear state-space models [94].

If more model flexibility is desired than that which is afforded by linear models, the next step up in complexity is a basis expansion. Basis expansions take the form $\sum_{i=1}^{p} \alpha_{i} \psi_{i}$, where $\alpha_{i} \in \mathbb{R}$ are unknown scalar coefficients and $\psi_{i}$ are nonlinear basis functions. The left-hand side and the inputs to $\psi_{i}$ are omitted as they are problem-dependent. These models have the option of tuning the model complexity by increasing or decreasing the number of basis functions $p$. They also allow for nonlinear behavior while remaining linear with respect to
the unknown coefficients, which simplifies optimization for certain objective functions. The choice of basis function is left to the user, but common choices are polynomials [67] and radial basis functions [104].

Basis expansions unfortunately have the disadvantage of being increasingly sensitive to different inputs outside the training set as $p$ increases. Therefore, they are not well-suited for complex system behavior when the training data do not adequately cover the operating regime. Instead, the usual choice for modeling complicated dynamics is a neural network [79, 109]. Neural networks can also have varying levels of complexity by altering the number of hidden layers and the number of nodes in each layer. Although they are the most expensive models to train and run out of the ones we have discussed, they can still be used in certain real-time applications [110, 45]. The dynamical properties, however, are difficult to interpret from the network parameters.

### 1.1.2 Objective function

The second design point that we consider is how to design an objective function that can properly discern "good" models within the chosen model class. Again, the main consideration is balancing the fit and generalizability of the model. To address the fitting concerns, every objective function includes at least one term that penalizes some notion of model error. Most often, this term is chosen to be the average model error over the training data, i.e., $\frac{1}{n} \sum_{i=1}^{n} \ell\left(\mathbf{y}^{(i)}, \hat{\mathbf{y}}^{(i)}\right)$, where $i$ indexes the training data. The justification for this choice comes from the law of large numbers, which states that under certain conditions, the average value of a population of samples from a random variable will converge to the random variable's expected value as the number of samples approaches infinity. Therefore, the objective function can be seen as an approximation of the expected value $\mathbb{E}_{\pi(\mathbf{y})}[\ell(\mathbf{y}, \hat{\mathbf{y}})]$ that the user seeks to minimize. However, in many problems, the assumptions of the law of large numbers are not met. One such assumption is that the samples should be independent and identically distributed. Since the state of a dynamical system depends on previous states, data collected from a single, uninterrupted experiment will not be independent. Secondly, the result of the law of large numbers only applies to the asymptotic behavior of the sample mean and makes no statement on how close the sample mean is to the expected value for finite samples. Therefore, the sample mean could be quite far from the expected value. If the variance of $\ell$ is bounded, then a probabilistic bound could be set on the deviation of the sample mean from the expected value using Chebyshev's inequality, but the number of samples would still need to be relatively large to achieve a meaningful bound. Thus, for small training sets, this objective function could be a very poor approximation of the expected model error.

Although fit is usually the primary concern, the generalizability of a model is often just as important. In fact, recent trends in the literature have moved toward more flexible model classes such as neural networks, and, as a result, generalization has increasingly become a concern for system ID. Addressing generalizability in the objective function involves incorporating a preference for "simpler" or less complex models through a process known as regularization. Regularization can either be explicit by adding a penalty or constraint directly into the objective function, or it can be implicit by any other means that avoids overfitting. In system ID, a common form of explicit regularization includes adding a norm on the parameter vector to penalize large or high-order parameter values. Examples include the $L_{0}$ norm as in sparse regression [36], the $L_{1}$ norm as in lasso regression [55], the $L_{2}$ norm as in ridge regression [15], and the Hankel nuclear norm for Markov parameter estimation [76]. Another form of explicit regularization is adding a physics-informed term as in physics-informed neural networks [81]. Examples of implicit regularization are ubiquitous in training neural networks and include stochastic optimization methods such as stochastic gradient descent [95], early stopping [72], and dropout [97]. Though these methods have shown to improve estimation on a variety of problems, they are largely ad hoc and lack rigorous theoretical justification.

In addition to these concerns relating to the bias-variance tradeoff and the lack of theoretical justification supporting many of the proposed solutions, there is also the practical consideration pertaining to the ease of optimization of the objective. Specifically, the objective surface should not trap optimizers in local minima, and the optimization should be computationally tractable. The most reliable way to ensure the objective can be optimized is by formulating the optimization as a linear least squares problem. In this case, a closed-form solution exists and can be computed simply by solving a linear system of equations. This approach is applicable whenever the parameters enter linearly into the objective and can therefore sometimes be used in nonlinear system ID as in sparse identification of nonlinear dynamics (SINDy). Also, $L_{2}$ regularization can be added to this approach while still preserving the existence of a closed-form solution. This formulation, however, is quite restrictive, and objective functions other than linear least squares are often needed.

### 1.2 Shortcomings of existing objectives

Now that we have discussed the high-level considerations of properly designing an objective function, we turn to a more detailed discussion of the specific challenges that are most commonly encountered in practice. Often, objective functions are designed with the optimal model in mind, but for practical purposes, the behavior of the objective on non-optimal
models is just as important. The reason for this is that the objective function value of each model in $\mathcal{M}$ determines the topology of the objective surface over which we must optimize. In order for this surface to be amenable to efficient optimization, we would intuitively like for the objective to (1) assign a "proper" ordering of the models in $\mathcal{M}$, and (2) better distinguish between models as more data are added.

What constitutes as a "proper" ordering of the models will differ among users. From our perspective, we argue that models that deliver accurate short-term predictions but later become significantly inaccurate are preferable to models that consistently deliver mildly inaccurate predictions over any time period. This perspective originates from the fact that in many control and forecasting contexts, the estimated state can be adjusted as more measurements are acquired. Therefore, predictions at future times can also be adjusted as they draw closer in time. Moreover, virtually every model contains some amount of error, and the longer a model is simulated, the more time that error has to accumulate. As a result, the predictions of these models almost always degrade the farther they are into the future. The accuracy of these long-term predictions should not be given equal weight in evaluating a model's performance as predictions in the short-term. If models are ordered properly, then the optimizer will be making meaningful progress as it moves toward lower objective function values.

Secondly, measurements carry information on the system from which they are collected, and we would like an objective function that use this information as efficiently as possible. To tell if an objective function is effectively extracting information from new data, one must look at how its assignment of objective values changes with added data. A good objective should not only update its assignments with new data, but it should do so in a way that increasingly exaggerates the difference between good and bad models. If the relative difference between the objective values of good and bad models remains nearly constant, or in the worst case becomes smaller, with additional data, then the objective is not properly utilizing the data. Furthermore, how well an objective performs in this regard can have optimization implications. If the difference between good and bad models shrinks with more data, then an optimizer will have greater difficulty finding its way toward good models.

### 1.2.1 Fundamental objectives

Next, let us introduce two fundamental objectives so that we may assess their quality in regard to these considerations. By far, the most common objective function in system ID is the MSE objective defined as

$$
\begin{equation*}
\mathcal{J}=\frac{1}{n} \sum_{i=1}^{n}\left(\mathbf{y}_{i}-\hat{\mathbf{y}}_{i}\right)^{2} \tag{1.1}
\end{equation*}
$$

where the data $\mathbf{y}_{i} \in \mathcal{D}$ come from a single trajectory, and $i$ indexes time within this trajectory. This objective is ubiquitous throughout estimation communities, and many variations of it simply change how the estimate $\hat{\mathbf{y}}$ is evaluated. In system ID, $\hat{\mathbf{y}}$ tends to be evaluated in one of two ways. For expositional purposes, let us define a propagator $\Psi: \mathcal{Y} \mapsto \mathcal{Y}$ that takes an element in $\mathcal{Y}$ and maps it forward one step in time to another element in $\mathcal{Y}$. One approach takes an initial condition $\mathbf{y}_{0} \in \mathcal{D}$ and repeatedly applies $\Psi$ to estimate each $\mathbf{y}_{i}$. The objective for this approach is defined as

$$
\begin{equation*}
\mathcal{J}=\frac{1}{n} \sum_{i=1}^{n}\left(\mathbf{y}_{i}-\Psi^{i}\left(\mathbf{y}_{0}\right)\right)^{2} \tag{1.2}
\end{equation*}
$$

where $\Psi^{i}$ denotes $i$ compositions of $\Psi$. This objective is used to train a number of machine learning models [16, 59, 80]. The error term in this objective is sometimes referred to as the simulation error, so we refer to this objective throughout the dissertation as the simulation objective.

The other common approach is to use the last measurement as the input to $\Psi$ and only predict one step into the future. This objective is defined as

$$
\begin{equation*}
\mathcal{J}=\frac{1}{n} \sum_{i=1}^{n}\left(\mathbf{y}_{i}-\Psi\left(\mathbf{y}_{i-1}\right)\right)^{2} \tag{1.3}
\end{equation*}
$$

and it is used within popular system ID algorithms [101, 10] and for training certain neural networks [35]. The error in models like this that use past data in their estimates is sometimes referred to as prediction error. Since this objective only uses the most recent data point, we refer to it throughout the dissertation with the more specific term propagator objective.

### 1.2.2 Quantitative assessment

To investigate the behavior of these two fundamental objectives, consider a simple setting where the underlying system is the sinusoid $\sin (t)$, for $t \in[0, \infty)$. Suppose our model is $\sin (\omega t)$, and our goal is to estimate $\omega$. We have collected a set of noiseless data at times $t_{i}$ for $i=1,2, \ldots, n$ separated by intervals $\Delta t=0.1$. To assess the quality of a proposed value of $\omega$, we define the following versions of the simulation and propagator objectives (in the
time-domain ${ }^{1}$ ):

$$
\begin{equation*}
\mathcal{J}_{\operatorname{sim}}(\omega)=\frac{1}{n} \sum_{i=1}^{n}\left(\sin \left(t_{i}\right)-\sin \left(\omega t_{i}\right)\right)^{2} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{J}_{\text {prop }}(\omega)=\frac{1}{n} \sum_{i=1}^{n}\left(\sin \left(t_{i}\right)-\sin \left(t_{i-1}+\omega \Delta t\right)\right)^{2} \tag{1.5}
\end{equation*}
$$

respectively.
For the sake of illustration, let us consider two candidate values: $\omega=0.95$ and $\omega=0.50$. With the knowledge that the true value is $\omega=1.0$, we understand that $\omega=0.95$ should clearly be the better model. The outputs of the two models are plotted in Fig. 1.2a, and the value of the two objectives are plotted over time in Fig. 1.2b. First, let us consider the shortterm behavior of the two models. The $\omega=0.95$ model begins very close to the truth, while the $\omega=0.50$ model immediately begins to deviate. In our previous discussion, we argued that models with good short-term predictions should be preferred, and the performance of these two models clearly support that argument. Looking at the simulation MSE, we see that although the objective function for $\omega=0.5$ quickly becomes much larger than that of $\omega=0.95$, by the end of time span of the data, the objective value for $\omega=0.95$ has actually surpassed that of $\omega=0.5$ ! Because the simulation objective weighs all errors equally in time, it ends up assigning a better objective value to a much worse model. In contrast, the propagator objective only considers short-term, specifically one-step, prediction. Therefore, it can properly distinguish between the models regardless of how much time has passed.

Next, let us consider the behavior of the objectives as the number of data increases. Recall that we would like an objective that becomes increasingly better at distinguishing between good and bad models as more data become available. In the simulation objective, we see that the opposite is the case. As more data arrive, the objective values of the two models come closer together. In fact, if we take the limit of the continuous-time simulation objective as $t \rightarrow \infty$, we see that the objective for every single model other than $\omega \equiv 1$ approaches 1. That is,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}(\sin (t)-\sin (\omega t))^{2} \mathrm{~d} t=1, \quad \forall \omega \neq 1 \tag{1.6}
\end{equation*}
$$

Although the propagator objective does not push the objective values of the two models closer together, it also does not push them farther apart. This observation reflects the fact

[^0]that the propagator objective does not assess long-term prediction, and it therefore receives no new information from increasing the time span of the data beyond a single period. Aside from this shortcoming, it may seem like the propagator objective can reliably distinguish good and bad models. However, we will later show that this objective quickly breaks down once noise is added to the data.


Figure 1.2: Illustration of how the simulation (1.2) and propagator (1.3) objectives behave on qualitatively different models.

### 1.2.3 Qualitative assessment

In addition to the ability to properly order the model space, we are also interested qualitatively in an objective function's optimization surface. To investigate the fundamental objectives' merits in this regard, let us consider the case of learning a continuous-time linear pendulum

$$
\left[\begin{array}{l}
\dot{x}_{1}  \tag{1.7}\\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & \theta_{1} \\
\theta_{2} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right],
$$

where the true parameters are $\theta_{1}=1$ and $\theta_{2}=-g / L$. Here, $g=9.81$ is the acceleration due to gravity and $L=1$ is the pendulum length. Data are obtained in 0.1 second increments with noise standard deviation of 0.1 . In addition to the two fundamental objectives, we include an objective in the form of a negative log posterior in this comparison. This is the objective that will be presented in Chapter II and discussed thoroughly in this dissertation. The surfaces of the simulation, propagator, and negative $\log$ posterior objectives are shown in Fig. 1.3. The first column of this figure corresponds to the simulation objective, the second column corresponds to the propagator objective, and the third column corresponds to the negative $\log$ posterior. The rows of this figure from top to bottom correspond to 20, 40, and 80 data points, respectively, collected in 0.1 second increments.

In the left panel, we see the effect of being unable to properly order the model space. There are multiple local minima in the objective function, and as more data are added, the surface becomes flatter and even more local minima arise. In the middle column, we see that focusing only on one-step-ahead prediction can create a very smooth surface, but adding more data has almost no effect on the objective whatsoever. In this case, finding the minimum of the objective is fast, but the estimated model might not display the proper long-term behavior. Lastly, the third column represents the objective arising from the probabilistic approach discussed in the next chapter. In this objective, the surface is smooth like the propagator objective, but adding more data actually has a beneficial effect. As the number of data increases, the objective function becomes steeper in the direction of the minimum, which is advantageous for efficient optimization. This effect is a result of the posterior being able to better distinguish between the models. Lastly, the negative log posterior has a similar curved shape as the simulation objective, suggesting that it is still able to assess long-term behavior as well.

### 1.2.4 Discussion on state-of-the-art

The issue of creating an objective function that is amenable to optimization is a well-known problem in system ID [77]. As a result, many methods for system ID possess a component meant to smooth the objective in one form or another. As we saw in the previous sections, having a large number of data can complicate the objective function surface and exacerbate optimization difficulties. Consequently, many of the smoothing techniques center around discounting the data in one form or another. In this section, we will discuss the state-of-the-art approaches for objective function smoothing and why they are still insufficient for managing error accumulation.

The first example is simulated annealing [52], which smooths the posterior by scaling
down the influence of the likelihood by a discount factor. As optimization progresses, the likelihood is gradually scaled up to its full weight according to a "cooling schedule." This algorithm can be difficult to use in practice since its effectiveness strongly depends on the cooling schedule, which must be chosen by the user and is largely problem-dependent. Furthermore, the algorithm addresses only the effects of error accumulation and not the underlying cause, and as a result, the posterior is still filled with local minima. A variation known as data annealing [34] starts with training data from a short time period and introduces more data over a gradually increasing time period. This has a similar "cooling" effect of incrementally increasing the influence of the likelihood on the posterior. Using data from a shorter training period at the early iterations can prevent the large error accumulation associated with long simulation times, but it still lacks a mechanism for handling error accumulation once the full dataset has been introduced.

Other algorithms [9] directly address error accumulation by simulating the system output at many different initial times and using only the data within a specified time horizon of the initial times to evaluate the fit of each trajectory. An example of an extreme case of this is standard and exact dynamic mode decomposition (DMD) [101]. In these algorithms, the Koopman operator is estimated by finding the best linear mapping of the data forward only one step in time, leading to a convex optimization problem. Algorithms that use a time horizon greater than one fall generally under the category of multiple shooting (MS). In such algorithms, the selected time horizon usually depends on the approximate time scale of the system. The main issue with these algorithms is that they do not allow for flexibility in the case that the state components have different time scales.

### 1.3 Contributions

The goal of this work is to present an objective function that can address many of the concerns stated in the previous sections. Specifically, we would like an objective function that incorporates regularization, properly manages error accumulation, and is derived directly from the dynamics model such that it is theoretically justifiable and interpretable within the perspective of the model formulation. Moreover, this objective should be general enough that it contains many other objectives as special cases, thereby lending a new perspective from which to understand these existing objectives. Lastly, we would like a quantification of the uncertainty of the estimates produced by this objective, further increasing interpretability by signalling when to be confident and when to be cautious in trusting the model predictions.

To create a general objective function requires modeling all sources of uncertainty of the estimation problem in the dynamics model formulation. We identify three such sources
that enter into most system ID problems: model, measurement, and parameter uncertainty. Notably, we will show that accounting for model uncertainty can actually be a unifying solution for both the issues of regularization and error accumulation. Next, an objective can be derived directly from the dynamics formulation in the form of a negative log likelihood by using probabilistic first principles. Theoretical comparisons to other objective functions are then as straightforward as discovering what simplifying assumptions must be made in the dynamics model and what prior distributions must be placed on the parameters to yield a certain objective as its negative log posterior. Finally, the uncertainty of a given estimate can be found through the quantification of each individual source of uncertainty. For the model and measurement uncertainty, this usually takes the form of an estimated covariance matrix, and for parameter uncertainty, this requires sampling from the posterior distribution.

Following this approach, we arrive at a negative log likelihood that can be used in a wide array of system ID problems. The algorithm for evaluating this likelihood has been described in [21, 87], and its development is therefore not claimed by this work. Rather, the contributions of this dissertation center around the novel way in which we use the algorithm and the original insights into the likelihood's behavior that we provide. Specifically, the contributions are the following:

- A new perspective on the optimality of common objectives including DMD (Theorem 3), single rollout Markov parameter estimation (Proposition 2), SINDy (Theorem 4), and MS (Proposition 4) objectives by proving that they are special cases of the more general negative log posterior. This contribution is summarized in Fig. 1.4;
- Identification of explicit regularization that arises in the likelihood independent of model parameterization (Eq. (3.2)), and experimental evidence that this regularization is effective at preventing overfitting;
- Demonstration that the parameters used to specify the process noise can be used as hyperparameters for managing error accumulation, resulting in improved smoothness of the optimization surface (Fig. 1.3 and Section 4.1.2.2). Moreover, these hyperparameters can be continuous and tuned automatically, unlike the time horizon in MS;
- Novel use of the process noise for quantifying uncertainty in the model estimate without requiring simulation of the model itself (Section 5.4.1) and in the model predictions without requiring Markov chain Monte Carlo (MCMC) sampling (Fig. 5.13);
- Experimental analysis showing that enforcing symplecticity within the training process when learning Hamiltonian systems reduces data requirements and estimation uncertainty in Sections 5.4.1 and 5.4.2;
- Experimental evidence of the broad applicability of the likelihood across different model classes including linear models, partially-known models, and neural networks and across different types of noise including additive, multiplicative, Gaussian, and uniform in Sections 3.3, 4.2, and 5.4.

These contributions have led to a number of publications in peer-reviewed journals and conference proceedings. The relevant publications pertain to the following bibliography entries listed in reverse chronological order: $[30,92,29,27,28]$.

### 1.4 Outline

The rest of this dissertation is organized into five additional chapters. In Chapter II, we present a general hidden Markov model (HMM) of dynamical systems and utilize probabilistic first principles to derive the marginal likelihood from this formulation. Then, we discuss an algorithm for computing the likelihood and give an analysis of its computational complexity. We finish this chapter by showing how the fundamental objectives are special cases of this marginal likelihood. Chapter III considers linear system ID. We describe two overarching approaches for estimating state-space realizations and give DMD and Markov parameter estimation as examples of each one. This chapter also gives theoretical analysis showing how each example is contained within the marginal likelihood. The chapter concludes by comparing the robustness of each approach for varying amounts of data and measurement noise. In Chapter IV, we consider more complicated systems that require nonlinear system ID methods for estimation. We specifically present SINDy and MS as nonlinear system ID methods and once again show them as special cases of the marginal likelihood. We conclude the chapter by comparing the methods to the likelihood on a number of numerical experiments that include chaos, limit cycles, and partial differential equations (PDEs). The final form of system ID we consider is learning Hamiltonians through physics-informed system ID in Chapter V. In this chapter, we present the basics of Hamiltonian mechanics and symplectic integrators for both separable and non-separable Hamiltonians. We discuss how knowledge of Hamiltonian systems can be embedded into the learning process and show how it leads to improved estimation. Then, we provide numerical experiments showing how the marginal likelihood is not only still applicable in these formulations, but can outperform approaches based on least squares objectives. This dissertation is brought to an end in Chapter VI with a discussion on our conclusions and directions for future work.
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Figure 1.3: Comparison of three optimization objectives for the identification of a linear pendulum. The rows correspond to the objective functions obtained after 20, 40, and 80 data points are taken at 0.1 second intervals from top to bottom. White crosses indicate true parameters. Neglecting process noise in the left column results in many local minima. Neglecting measurement noise in the middle column results in an objective insensitive to the number of data. The Bayesian approach in the right column results in the ideal scenario where the objective becomes steeper in the direction of the minimum as the amount of data increases.


Figure 1.4: Flow chart showing how different assumptions on the negative log posterior can lead to popular system ID objectives. For brevity, this chart shows only the most notable assumptions and omits the remainder.

## CHAPTER II Probabilistic Problem Formulation

A Bayesian persepctive on system ID was first offered in 1981 by [74] in an effort to make the field "a consistent theory with formal structure." In that work, it was shown that many of the objective functions used in system ID could be formulated as negative log likelihoods or negative log posteriors through the use of probability and Bayesian inference. Notably, they showed that the simulation objective could be derived as a likelihood by modeling the entirety of the problem uncertainty as an additive Gaussian random variable in the output equation. As we saw in the last chapter, however, the simulation objective can be quite difficult to optimize. As a result, the popular set of objectives has started to trend away from this approach, and the recently developed objectives have evolved significantly. Despite this, the dominant likelihood used for Bayesian system ID largely remains unchanged [69], and Bayesian interpretations of objective functions have not kept pace.

In this section we present an alternative probabilistic problem formulation that has seen use in certain applications [50, 70, 24] but mainly remains neglected in the field of system ID. We will show in later chapters, however, that this formulation is flexible enough to include many of the system ID objectives that are currently popular and is therefore applicable to a wide range of problems. This formulation differs from the usual approach by including a process noise term in the dynamics model in addition to the usual measurement noise term. We derive the likelihood from this formulation and present a recursive algorithm for its evaluation. Then, we discuss approximations that can be made to save on computational expense and provide an analysis of the computational complexity of these approximations. Additionally, we include a discussion on our approach to quantifying the uncertainty in the parameters and considerations for selecting a point estimate for prediction. The chapter concludes by showing that the two fundamental objectives are the limiting cases of this proposed likelihood.

### 2.1 Notation

The following notation is used throughout this dissertation. Matrices are represented with uppercase and bold font $\mathbf{A}$ and vectors with lowercase and bold font $\mathbf{x}$. Matrices and vectors are indexed with square brackets, e.g., the $(i, j)$ th element of $\mathbf{A}$ is denoted $\mathbf{A}[i, j]$. The norm of a vector $\mathbf{x}$ weighted by a positive definite matrix $\mathbf{W}$ is defined as $\|\mathbf{x}\|_{\mathbf{W}}^{2}:=\mathbf{x}^{\top} \mathbf{W}^{-1} \mathbf{x}$, where ${ }^{\top}$ denotes the transpose. The $L_{2}$ norm of a vector and the induced $L_{2}$ matrix norm are denoted as $\|\cdot\|_{2}$. The norm $|\cdot|$ represents the element-wise absolute value.

The notation $\mathcal{N}(\mathbf{m}, \mathbf{P})$ denotes a normal distribution with mean $\mathbf{m}$ and covariance $\mathbf{P}$, and the notation $\mathcal{U}[\mathbf{a}, \mathbf{b}]$ denotes a uniform distribution with lower bound $\mathbf{a}$ and upper bound $\mathbf{b}$. If $\mathbf{y}=|\mathbf{x}|$ and $\mathbf{x}$ is distributed as $\mathcal{N}(\mathbf{0}, \mathbf{P})$, then $\mathbf{y}$ follows a half-normal distribution denoted as half $-\mathcal{N}(\mathbf{0}, \mathbf{P})$. Pdfs are usually represented as the function $\pi(\cdot)$ when confusion with the mathematical constant $\pi$ is not possible.

### 2.2 Probabilistic perspective

Our approach to modeling the system dynamics is a probabilistic one in which we take the perspective that unknown quantities are best described by distributions rather than hidden values. To this end, we begin by defining the probability triple $(\Omega, \mathcal{F}, \mathbb{P})$, where the set $\Omega$ is a sample space, the collection of sets $\mathcal{F} \subseteq 2^{\Omega}$ is a $\sigma$-algebra, and the set function $\mathbb{P}: \mathcal{F} \mapsto[0,1]$ is a probability measure. We model the states $\mathrm{x}_{k} \in \mathbb{R}^{d_{x}}$ and the outputs $\mathbf{y}_{k} \in \mathbb{R}^{d_{y}}$ as stochastic processes indexed by $k \in \mathbb{Z}_{+} \cup\{0\}$ corresponding to time $t_{k} \in[0, \infty)$. Some systems also depend on control inputs, which we model as the deterministic process $\mathbf{u}_{k} \in \mathbb{R}^{d_{u}}$ with the same index set. Our modeling framework follows a discrete-time HMM [25]. However, the model may still be applied to continuous-time dynamics by discretizing differential equations in time through numerical integration. The model is defined generally as

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathcal{S}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)  \tag{2.1a}\\
\mathbf{y}_{k} & =\mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right) \tag{2.1b}
\end{align*}
$$

where $\mathcal{S}: \mathbb{R}^{d_{x}} \times \mathbb{R}^{d_{u}} \times \mathbb{R}^{d_{\theta}} \times \Omega \mapsto \mathbb{R}^{d_{x}}$ and $\mathcal{M}: \mathbb{R}^{d_{x}} \times \mathbb{R}^{d_{u}} \times \mathbb{R}^{d_{\theta}} \times \Omega \mapsto \mathbb{R}^{d_{y}}$ are the statetransition and measurement functions, respectively, and are parameterized by the uncertain variable $\boldsymbol{\theta} \in \mathbb{R}^{d_{\theta}}$. Both operators are functions of $\omega \in \Omega$ to represent that their outputs are random variables. The system is therefore characterized by the sequences of transitional pdfs $\pi\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right)$ and output pdfs $\pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right)$ induced by $\mathcal{S}$ and $\mathcal{M}$, respectively. A visual
representation of this model, in the form of a Bayesian network, is provided in Fig. 2.1.


Figure 2.1: Bayesian network representation of the system ID problem.

### 2.3 Algorithm

The aim of Bayesian inference is to quantify the uncertainty in the parameters $\boldsymbol{\theta}$ given a collection of measurements $\mathcal{Y}_{n}:=\left(\mathbf{y}_{0}, \ldots, \mathbf{y}_{n}\right)$ through computation of the posterior distribution $\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)$. To begin, we factorize the posterior into the computable terms $\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right):=\pi\left(\mathcal{Y}_{n} \mid \boldsymbol{\theta}\right)$ and $\pi(\boldsymbol{\theta})$ known as the likelihood and prior, respectively, and a normalizing constant $\pi\left(\mathcal{Y}_{n}\right)$ known as the evidence. This factorization is given by Bayes' rule

$$
\begin{equation*}
\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)=\frac{\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right) \pi(\boldsymbol{\theta})}{\pi\left(\mathcal{Y}_{n}\right)} \tag{2.2}
\end{equation*}
$$

The HMM, however, has the additional collection of random variables $\mathcal{X}_{n}=\left(\mathbf{x}_{0}, \ldots, \mathbf{x}_{n}\right)$ that does not appear in this factorization. Taking these variables into account yields the likelihood $\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}, \mathcal{X}_{n}\right):=\pi\left(\mathcal{Y}_{n}, \mathcal{X}_{n} \mid \boldsymbol{\theta}\right)$, which can be computed with the following factorization

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}, \mathcal{X}_{n}\right)=\pi\left(\mathbf{y}_{0} \mid \mathbf{x}_{0}, \boldsymbol{\theta}\right) \pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right) \prod_{k=1}^{n} \pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right) \pi\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}, \boldsymbol{\theta}\right) \tag{2.3}
\end{equation*}
$$

This formulation introduces the states into the estimation problem, but we are only interested in learning the model parameters. We would therefore like to avoid the added difficulty that comes with estimating the parameters and states simultaneously. To do this requires marginalizing out $\mathcal{X}_{n}$ through evaluation of the integral $\int \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}, \mathcal{X}_{n}\right) \mathrm{d} \mathcal{X}_{n}$. On its face, this marginalization requires a costly $d_{x}(n+1)$-dimensional integration. However, the integral can be broken into $n+1$ integrals of the more manageable dimension $d_{x}$ by the following
decomposition

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)=\pi\left(\mathbf{y}_{0} \mid \boldsymbol{\theta}\right) \prod_{k=1}^{n} \pi\left(\mathbf{y}_{k} \mid, \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right) \tag{2.4}
\end{equation*}
$$

where $\pi\left(\mathbf{y}_{k} \mid, \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)=\int \pi\left(\mathbf{y}_{k}, \mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right) \mathrm{d} \mathbf{x}_{k}$. Each term in this product can be efficiently computed using recursion, as shown in Algorithm 1 [87, Th. 12.3].

```
Algorithm 1 Recursive marginal likelihood evaluation [87, Th. 12.3]
Require: \(\pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right), \mathcal{Y}_{n}\)
Ensure: \(\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)\)
    Initialize \(\pi\left(\mathbf{x}_{0} \mid \mathcal{Y}_{-1}, \boldsymbol{\theta}\right):=\pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right)\) and \(\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{-1}\right):=1\)
    for \(k=0, \ldots n\) do
        \(k=0, \ldots n\) do
Marginalize: \(\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right) \leftarrow \int \pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right) \pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right) \mathrm{d} \mathbf{x}_{k}\)
                                \(\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{k}\right) \leftarrow \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{k-1}\right) \pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)\)
        if \(k<n\) then
            Update: \(\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right) \leftarrow \frac{\pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right)}{\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)} \pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)\)
            Predict: \(\pi\left(\mathbf{x}_{k+1} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right) \leftarrow \int \pi\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \boldsymbol{\theta}\right) \pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right) \mathrm{d} \mathbf{x}_{k}\)
        end if
    end for
```

Applying Algorithm 1 requires a computable form of the $\operatorname{pdf} \pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$. One approach for computing this pdf is to use particle methods, which provide an approximation of the exact distribution [2], but this solution can be extremely costly. Another approach is to assume that the pdf is Gaussian and approximate its mean and covariance. This approach requires computing mean and covariance integrals, which is often also expensive, but numerical techniques can be used to approximate these integrals in an efficient manner. The usual techniques perform this approximation through linearization of $\mathcal{S}$ or $\mathcal{M}$ using Taylor series expansion or through Gaussian integration, e.g., the unscented transform or Gauss-Hermite cubature. Though these schemes yield (generally) biased estimates, they are nevertheless more computationally tractable than particle methods and have empirically shown good performance.

To use these integral approximation techniques on $\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ requires also keeping track of the mean and covariance of the distributions $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ and $\pi\left(\mathbf{x}_{k+1} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$. Since $\pi\left(\mathbf{x}_{k+1} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ is induced by the function $\mathcal{S}$, its first two moments can be found through integral approximation. These methods, however, cannot be applied to find the first two moments of the update distribution $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ because a function mapping realizations of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ to realizations of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ is not available. To address this issue, the costeffective solution is to use the linear minimum mean squared error (MMSE) estimator, also
known as the Kalman update. This approach requires only $\mathbb{E}\left[\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right], \operatorname{Var}\left[\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right]$, and $\mathbb{C o v}\left[\mathbf{x}_{k}, \mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right]$, which are all computable with integral approximation. The algorithm for computing a Gaussian approximation of the marginal likelihood $\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)$ using these simplifying approximations is given in Algorithm 2. Although we keep this discussion general, we note that the integral approximation method that we use throughout this dissertation is the unscented transform in the form of the unscented Kalman filter (UKF) [49].

```
Algorithm 2 Recursive approximate marginal likelihood evaluation
Require: \(\pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right), \mathcal{Y}_{n}\)
Ensure: \(\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)\)
    Initialize \(\pi\left(\mathbf{x}_{0} \mid \mathcal{Y}_{-1}, \boldsymbol{\theta}\right):=\pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right)\) and \(\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{-1}\right):=1\)
    for \(k=0, \ldots n\) do
        Marginalize: \(\boldsymbol{\mu}_{k} \leftarrow \mathbb{E}_{\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)}\left[\mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)\right]\)
        \(\mathbf{S}_{k} \leftarrow \operatorname{Var}_{\pi\left(\mathbf{x}_{k} \mid y_{k-1}, \boldsymbol{\theta}\right)}\left[\mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)\right]\)
                \(\mathbf{U}_{k} \leftarrow \operatorname{Cov}_{\pi\left(\mathbf{x}_{k}, \mathbf{x}_{k-1} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)}\left[\mathcal{S}\left(\mathbf{x}_{k-1}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right), \mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)\right]\)
                \(\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{k}\right) \leftarrow \hat{\mathcal{L}}\left(\boldsymbol{\theta} \mathcal{Y}_{k-1}\right) \frac{1}{\sqrt{(2 \pi)^{d_{y}} \operatorname{det}\left(\mathbf{S}_{k}\right)}} \exp \left(-\frac{1}{2}\left\|\mathbf{y}_{k}-\boldsymbol{\mu}_{k}\right\|_{\mathbf{S}_{k}}\right)\)
        if \(k<n\) then
            Update: \(\mathbf{K}_{k} \leftarrow \mathbf{U}_{k} \mathbf{S}_{k}^{-1}\),
                        \(\mathbf{m}_{k}^{+} \leftarrow \mathbf{m}_{k}+\mathbf{K}_{k}\left(\mathbf{y}_{k}-\boldsymbol{\mu}_{k}\right), \quad \mathbf{P}_{k}^{+} \leftarrow \mathbf{P}_{k}-\mathbf{K}_{k} \mathbf{U}_{k}^{\top}\)
            Predict: \(\mathbf{m}_{k+1} \leftarrow \mathbb{E}_{\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)}\left[\mathcal{S}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)\right]\)
                        \(\mathbf{P}_{k+1} \leftarrow \operatorname{Var}_{\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)}\left[\mathcal{S}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right)\right]\)
        end if
    end for
```


### 2.3.1 Special noise forms

If more is known about the forms of $\mathcal{S}$ and $\mathcal{M}$, integral approximation can sometimes be replaced by closed-form solutions. To this end, it is useful to separate the dynamics and output functions into deterministic and stochastic components. Let $\Psi: \mathbb{R}^{d_{x}} \times \mathbb{R}^{d_{u}} \times \mathbb{R}^{d_{\theta}} \mapsto$ $\mathbb{R}^{d_{x}}$ and $h: \mathbb{R}^{d_{x}} \times \mathbb{R}^{d_{u}} \times \mathbb{R}^{d_{\theta}} \mapsto \mathbb{R}^{d_{y}}$ represent deterministic dynamics and measurement functions, respectively, and let their stochastic counterparts be represented by stochastic processes $\boldsymbol{\xi}_{k}(\omega) \in \mathbb{R}^{d_{x}}$ and $\boldsymbol{\eta}_{k}(\omega) \in \mathbb{R}^{d_{y}}$, respectively. For simplicity, we assume that these stochastic processes are stationary.

Realizations of the random variable $\boldsymbol{\xi}_{k}$ are known as process noise. We interpret this term as accounting for all forms of model uncertainty such as numerical inaccuracies or insufficient model expressiveness, and it can also partially account for the uncertainty pertaining to the dynamics model parameters. Similarly, $\boldsymbol{\eta}_{k}$ is the measurement noise and can hold the
modeling and parameter uncertainties of the observation model $h$. In addition, $\boldsymbol{\eta}_{k}$ can also contain sensor noise. We interpret this term as representing the measurement uncertainty. With our division of $\mathcal{S}$ and $\mathcal{M}$ into deterministic and stochastic components, the choice of how to model the process and measurement noise will fully determine the forms of the three distributions from Algorithm 1: $\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right), \pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$, and $\pi\left(\mathbf{x}_{k+1} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$. In the following sections, we look at how two noise forms in particular simplify the approximating computations in Algorithm 2.

### 2.3.1.1 Additive Gaussian noise

The first noise form that we consider is a widely used and highly versatile form that serves as the model for the majority of the numerical examples in this dissertation. This noise model is additive Gaussian noise, and the system model for this noise is defined as

$$
\begin{align*}
\mathcal{S}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right) & =\Psi\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}_{\Psi}\right)+\boldsymbol{\xi}_{k}(\omega), & & \boldsymbol{\xi}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right),  \tag{2.5a}\\
\mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right) & =h\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}_{h}\right)+\boldsymbol{\eta}_{k}(\omega), & & \boldsymbol{\eta}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\right) \tag{2.5b}
\end{align*}
$$

with uncertain initial condition $\mathbf{x}_{0}\left(\boldsymbol{\theta}_{\mathbf{x}_{0}}\right)$. For ease of reference throughout the dissertation, the uncertain parameters are partitioned as $\boldsymbol{\theta}=\left[\begin{array}{lllll}\boldsymbol{\theta}_{\mathbf{x}_{0}}^{\top} & \boldsymbol{\theta}_{\Psi}^{\top} & \boldsymbol{\theta}_{h}^{\top} & \boldsymbol{\theta}_{\Sigma}^{\top} & \boldsymbol{\theta}_{\Gamma}^{\top}\end{array}\right]^{\top} \in \mathbb{R}^{d_{\theta}}$ corresponding to the initial condition, dynamics, observation function, process noise covariance $\boldsymbol{\Sigma} \in \mathbb{R}^{d_{x} \times d_{x}}$, and measurement noise covariance $\boldsymbol{\Gamma} \in \mathbb{R}^{d_{y} \times d_{y}}$, respectively. Although this noise form is often chosen for convenience, the choice of a Gaussian distribution to model $\boldsymbol{\xi}_{k}$ and $\boldsymbol{\eta}_{k}$ is theoretically justified by the Principle of Maximum Entropy. This principle states that for a given mean and covariance, the Gaussian distribution assumes the least amount of additional information beyond these first two moments [44]. The mean is assigned to be zero under the assumption that the optimal estimate will be close to unbiased, and the values of the covariances are left as part of the estimation problem.

For additive Gaussian noise, there are a number of simplifications that can be made in the equations of Algorithm 2. Many of these simplified equations require statistics of a function output, so for representational purposes, we denote $\Psi\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}\right)$ and $h\left(\mathbf{y}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}\right)$ as $\Psi_{k}$ and $h_{k}$, respectively. The first two moments of the three pdfs of interest for this noise model are given by the following equations. The mean $\mathbf{m}_{k}$ and covariance $\mathbf{P}_{k}$ of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ :

$$
\begin{align*}
\mathbf{m}_{k} & =\mathbb{E}\left[\Psi_{k}\right]  \tag{2.6a}\\
\mathbf{P}_{k} & =\operatorname{Var}\left[\Psi_{k}\right]+\boldsymbol{\Sigma} . \tag{2.6b}
\end{align*}
$$

The mean $\boldsymbol{\mu}_{k}$ and covariance $\mathbf{S}_{k}$ of $\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ :

$$
\begin{align*}
\boldsymbol{\mu}_{k} & =\mathbb{E}\left[h_{k}\right],  \tag{2.7a}\\
\mathbf{S}_{k} & =\mathbb{V a r}\left[h_{k}\right]+\boldsymbol{\Gamma},  \tag{2.7b}\\
\mathbf{U}_{k} & =\mathbb{C o v}\left[\Psi_{k}, h_{k}\right] . \tag{2.7c}
\end{align*}
$$

The mean $\mathbf{m}_{k}^{+}$and covariance $\mathbf{P}_{k}^{+}$of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ :

$$
\begin{align*}
\mathbf{K}_{k} & =\mathbf{U}_{k} \mathbf{S}_{k}^{-1},  \tag{2.8a}\\
\mathbf{m}_{k}^{+} & \approx \mathbf{m}_{k}+\mathbf{K}_{k}\left(\mathbf{y}_{k}-\boldsymbol{\mu}_{k}\right),  \tag{2.8b}\\
\mathbf{P}_{k}^{+} & \approx \mathbf{P}_{k}-\mathbf{K}_{k} \mathbf{U}_{k}^{\top} \tag{2.8c}
\end{align*}
$$

These last three equations represent the linear MMSE estimator. Therefore, the right-hand sides are approximations of $\mathbf{m}_{k}^{+}$and $\mathbf{P}_{k}^{+}$and are only exact if $\mathbf{x}_{k}$ and $\mathbf{y}_{k}$ are jointly Gaussian.

We remark that this model form contains the special case of linear-Gaussian systems, which are defined by linear representations of $\Psi$ and $h$ and additive Gaussian forms of $\boldsymbol{\xi}_{k}$ and $\boldsymbol{\eta}_{\boldsymbol{k}}$. Linear-Gaussian systems are notable because in such a formulation, all three pdfs of interest are Gaussian. As a result their means and covariances can be computed analytically with the Kalman filter (KF).

### 2.3.1.2 General additive/multiplicative noise

The other noise model that we consider is additive and multiplicative noise with arbitrary distributions. This noise model is defined as

$$
\begin{align*}
\mathcal{S}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right) & =\Psi\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}\right) \odot \mathbf{w}_{k}(\omega)+\boldsymbol{\xi}_{k}(\omega),  \tag{2.9a}\\
\mathcal{M}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}, \omega\right) & =h\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\theta}\right) \odot \mathbf{v}_{k}(\omega)+\boldsymbol{\eta}_{k}(\omega), \tag{2.9b}
\end{align*}
$$

where $\odot$ represents element-wise multiplication. The $\odot$ operation is defined when the dimensions of the operands match or when the operands are a matrix and a vector whose length equals the number of matrix columns. In the latter case, $\odot$ multiplies the $i$-th column of the matrix by the $i$-th element of the vector. The multiplicative noise terms $\mathbf{w}_{k}$ and $\mathbf{v}_{k}$ are defined to have means $\overline{\mathbf{w}}$ and $\overline{\mathbf{v}}$ and covariances $\mathbf{Q}$ and $\mathbf{R}$, respectively. The additive noise terms $\boldsymbol{\xi}_{k}$ and $\boldsymbol{\eta}_{k}$ are defined to have zero means and covariances $\boldsymbol{\Sigma}$ and $\boldsymbol{\Gamma}$, respectively. Since we are interested in only the first two moments of the pdfs of interest, the higher order moments of these noise terms are not needed and can be arbitrary. However, it is worth noting that the closer the higher moments are to zero, the better the approximation of the
marginal likelihood.
Similarly to the additive Gaussian noise case, there are a number of simplifications that can be made to the equations of Algorithm 2 when the noise is multiplicative. These equations were first derived in 1971 by [82] for linear systems with multiplicative scalar-valued Gaussian noise. Here, we extend these equations to the case of vector-valued noise and provide the results as follows. The mean $\mathbf{m}_{k}$ and covariance $\mathbf{P}_{k}$ of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ :

$$
\begin{align*}
\mathbf{m}_{k} & =\mathbb{E}\left[\Psi_{k}\right] \odot \overline{\mathbf{w}}  \tag{2.10a}\\
\mathbf{P}_{k} & =\mathbb{E}\left[\Psi_{k} \Psi_{k}^{\top}\right] \odot \mathbf{Q}+\operatorname{Var}\left[\Psi_{k}\right] \odot\left(\overline{\mathbf{w}} \overline{\mathbf{w}}^{\top}\right)+\boldsymbol{\Sigma} \tag{2.10b}
\end{align*}
$$

The mean $\boldsymbol{\mu}_{k}$ and covariance $\mathbf{S}_{k}$ of $\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$ :

$$
\begin{align*}
\boldsymbol{\mu}_{k} & =\mathbb{E}\left[h_{k}\right] \odot \overline{\mathbf{v}}  \tag{2.11a}\\
\mathbf{S}_{k} & =\mathbb{E}\left[h_{k} h_{k}^{\top}\right] \odot \mathbf{R}+\mathbb{V} \operatorname{ar}\left[h_{k}\right] \odot\left(\overline{\mathbf{v}} \overline{\mathbf{v}}^{\top}\right)+\boldsymbol{\Gamma},  \tag{2.11b}\\
\mathbf{U}_{k} & =\mathbb{C o v}\left[\Psi_{k}, h_{k}\right] \odot \overline{\mathbf{v}}_{k} . \tag{2.11c}
\end{align*}
$$

The mean $\mathbf{m}_{k}^{+}$and covariance $\mathbf{P}_{k}^{+}$of $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k}, \boldsymbol{\theta}\right)$ are given by the same Kalman update equations in Eq. 2.8.

Notice that $\mathbb{E}\left[\Psi_{k} \Psi_{k}^{\top}\right]$ and $\mathbb{E}\left[h_{k} h_{k}^{\top}\right]$ are required when multiplicative noise is present. These quantities could be computed with the usual integral approximation methods, but for computational efficiency, we assume that the function outputs are Gaussian. This assumption allows Eqs. (2.10b) and (2.11b) to be computed in the following respective forms:

$$
\begin{align*}
\mathbf{P}_{k} & =\mathbb{V} \operatorname{ar}\left[\Psi_{k}\right] \odot\left(\mathbf{Q}+\overline{\mathbf{w}} \overline{\mathbf{w}}^{\top}\right)+\left(\mathbb{E}\left[\Psi_{k}\right] \mathbb{E}\left[\Psi_{k}\right]^{\top}\right) \odot \mathbf{Q}+\boldsymbol{\Sigma},  \tag{2.12a}\\
\mathbf{S}_{k} & =\mathbb{V} \operatorname{ar}\left[h_{k}\right] \odot\left(\mathbf{R}+\overline{\mathbf{v}} \overline{\mathbf{v}}^{\top}\right)+\left(\mathbb{E}\left[h_{k}\right] \mathbb{E}\left[h_{k}\right]^{\top}\right) \odot \mathbf{R}+\boldsymbol{\Gamma} . \tag{2.12b}
\end{align*}
$$

Once again, if $\Psi$ or $h$ are linear functions, then the expectation and variance terms containing $\Psi_{k}$ or $h_{k}$, respectively, can be found in closed form.

### 2.3.2 Computational complexity

Now that we have the equations needed for computing Algorithm 2, we turn our attention towards the computational requirements of this algorithm. We will show in the following chapters that Algorithm 2 yields more flexible and robust estimators than competing system ID approaches, but this robustness will be at the cost of increased computational complexity. In this section, we assess the cost of the algorithm for the additive Gaussian noise model from Eq. (2.5), both in the linear and nonlinear cases, by counting the number of floating-
point operations (flops) required by each algorithm. We conclude this subsection by tallying the additional number of flops required if multiplicative noise is added to the model as in Eq. (2.9).

For this analysis, addition, subtraction, multiplication, and division of two floating point numbers and the logarithm of one floating point number all count as one flop. The multiplication of an $d_{y} \times n$ matrix by an $n \times d_{\theta}$ matrix then counts as $d_{y} d_{\theta}(2 n-1)$ flops because each of the $d_{y} d_{\theta}$ entries of the product matrix requires $n$ multiplications and $n-1$ additions. ${ }^{1}$ Similarly, the multiplication of an $d_{y} \times n$ matrix by an $n \times 1$ vector requires $n(2 n-1)$ flops. Additionally, we approximate the cost of a Cholesky decomposition, matrix inversion, and determinant performed on an $n \times n$ matrix all to be $n^{3} / 3$ flops. Furthermore, the complexity of these algorithms strongly depends on the complexity of the dynamical and measurement models used, which will vary from problem to problem. For the sake of generality, we define the computational complexity of the dynamical model $\Psi$ and measurement model $h$ to be denoted as $F$ and $H$, respectively. Clearly in the linear case, these variables will not be needed as the dynamical and measurement models are matrices, and the number of flops can be calculated without loss of generality. The number of flops for each algorithm will be given in terms of the problem dimensions, so recall the following notation: $d_{x}$ is the dimension of the state, $d_{y}$ is the dimension of the measurements, $d_{\theta}$ is the number of parameters, and $n$ is the total number of measurements available.

Although we need to evaluate the full posterior pdf for estimation, our analysis focuses entirely on the computation of the marginal likelihood since this is the dominant cost in the unnormalized posterior. The prior distribution is chosen by the user and its cost is typically orders of magnitude lower than that of the likelihood computation. Recall that the KF can be used when distributions are Gaussian and that we have chosen to use the unscented transform to approximate the mean and covariance of all other distributions. Therefore, the following analysis provides results for the Kalman filtering algorithm, the unscented Kalman filtering algorithm, and their prediction and update subcomponents. The full algorithms off which we base this analysis can be found in the appendix as Algorithms 4 and 5 for the KF and UKF, respectively. Table 2.1 shows the number of different types of operations required by each algorithm, and Table 2.2 shows the number of flops for each algorithm. Note that although the mean and covariance of the marginal likelihood are computed in the update step of the Bayesian algorithms, the computation of the log of this distribution is excluded from this step and is instead included only in the total. Lastly, the 18 flops outside the parentheses in the UKF total count comes from the formation of the weights, which is

[^1]Table 2.1: Tally of matrix and vector operations of Algorithms 4 and 5. VEW and MEW are element-wise vector and matrix operations, respectively, such as addition, subtraction, and element-wise multiplication and division. MV is a matrix-vector or vector-vector multiplication, and MM is matrix-matrix multiplication. Inv is a matrix inversion, Det a determinant, and Chol a Cholesky decomposition.

| Algorithm | VEW | MEW | MV | MM | Inv | Det | Chol |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| KF Prediction | 0 | 1 | 1 | 2 | 0 | 0 | 0 |
| KF Update | 2 | 2 | 3 | 6 | 1 | 0 | 0 |
| KF Total | $4 n$ | $3 n$ | $6 n$ | $8 n$ | $2 n$ | $n$ | 0 |
| UKF Prediction | $4 d_{x}$ | 8 | 0 | 1 | 0 | 0 | 1 |
| UKF Update | $4 d_{x}+2$ | 14 | 1 | 5 | 1 | 0 | 1 |
| UKF Total | $\left(8 d_{x}+4\right) n$ | $22 n$ | $3 n$ | $6 n$ | $2 n$ | $n$ | $2 n$ |

Table 2.2: Flop count of Algorithms 4 and 5

| Algorithm | Flop Count |
| :--- | :--- |
| KF Prediction | $4 d_{x}{ }^{3}+{d_{x}}^{2}-d_{x}$ |
| KF Update | $2 d_{x}{ }^{3}+\frac{1}{3} d_{y}{ }^{3}+6 d_{x}{ }^{2} d_{y}+4 d_{x} d_{y}{ }^{2}-d_{x}{ }^{2}-d_{y}{ }^{2}+3 d_{x} d_{y}-1$ |
| KF Total | $n\left(6 d_{x}{ }^{3}+{d_{y}}^{3}+6 d_{x}{ }^{2} d_{y}+4 d_{x} d_{y}{ }^{2}+d_{y}{ }^{2}+3 d_{x} d_{y}-d_{x}+3 d_{y}+8\right)$ |
| UKF Prediction | $\frac{13}{3} d_{x}{ }^{3}+17 d_{x}{ }^{2}+4 d_{x}+2+\left(2 d_{x}+1\right) F$ |
| UKF Update | $\frac{1}{3} d_{x}{ }^{3}+\frac{1}{3} d_{y}{ }^{3}+6 d_{x}{ }^{2} d_{y}+8 d_{x} d_{y}{ }^{2}+9 d_{x}{ }^{2}+4 d_{y}{ }^{2}+13 d_{x} d_{y}+$ |
| $2 d_{x}+6 d_{y}+2+\left(2 d_{x}+1\right) H$ |  |$\quad$| $n\left(\frac{14}{3} d_{x}{ }^{3}+d_{y}{ }^{3}+6 d_{x}{ }^{2} d_{y}+8 d_{x} d_{y}{ }^{2}+26 d_{x}{ }^{2}+6 d_{y}{ }^{2}+13 d_{x} d_{y}+\right.$ |
| :--- |
|  |
| UKF Total |

required only once at the beginning of the algorithm.
The computational costs of the Bayesian algorithms are on the order $\mathcal{O}\left(n\left(d_{x}{ }^{3}+d_{y}{ }^{3}\right)\right)$. Typically the dimension $d_{y}$ of the observations is small, so this algorithm is primarily limited by the dimension $d_{x}$ of the state vector. Furthermore, the dimension $d_{\theta}$ of the parameter vector only affects the evaluation of the prior, which is usually chosen so as to be easy to compute. Therefore, this algorithm is most efficient for problems where the state dimension is low and the parameter dimension is high, such as in nonlinear regression problems.

Next, we analyze the additional computational complexity of this filtering procedure when multiplicative noise is also considered. The equations used for this algorithm and their marginal flop counts are shown in Table 2.3. Because we assumed that the noise is stationary, the outer products $\overline{\mathbf{w}} \overline{\mathbf{w}}^{\top}$ and $\overline{\mathbf{v}} \overline{\mathbf{v}}^{\top}$ from Eqs. (2.12a) and (2.12b) need only be evaluated once. All other operations scale linearly with the number of data $n$. The order of the added expense is $\mathcal{O}\left(n\left(d_{x}{ }^{2}+d_{y}{ }^{2}\right)\right)$, which is negligible in comparison to the
complexity $\mathcal{O}\left(n\left(d_{x}{ }^{3}+d_{y}{ }^{3}\right)\right)$ of the additive Gaussian system. Therefore, the additional computation required when multiplicative noise is added to the model does not affect the order of complexity of the overall algorithm.

Table 2.3: The computational complexity added by including multiplicative noise.

|  | Equation | Added flops |
| :--- | :--- | ---: |
| Dyn. | Eq. $(2.10 \mathrm{a})$ | $n d_{x}$ |
|  | Eq. $(2.12 \mathrm{a})$ | $5 n d_{x}{ }^{2}+d_{x}{ }^{2}$ |
| Obs. | Eq. $(2.11 \mathrm{a})$ | $n d_{y}$ |
|  | Eq. $(2.12 \mathrm{~b})$ | $5 n d_{y}{ }^{2}+d_{y}{ }^{2}$ |
|  | Eq. $(2.11 \mathrm{c})$ | $n d_{x} d_{y}$ |
| Total: |  | $n\left(5 d_{x}{ }^{2}+5 d_{y}{ }^{2}+d_{x} d_{y}+d_{x}+d_{y}\right)+d_{y}{ }^{2}+d_{x}{ }^{2}$ |

### 2.3.3 Uncertainty quantification

The final aspect of the algorithm that we consider in this chapter is how to quantify the uncertainty in the model's parameters and its predictions. Traditional system ID approaches focus on finding a single, optimal point-estimate of the parameters. They must then rely on a validation subset of the available data disjoint from the training set to assess the quality of this singular model. In contrast, Bayesian approaches consider a set of parameter values that have a high probability with respect to the posterior distribution. The validity of the model's predictions can then be assessed through analysis of the distribution of outputs generated by the set of model parameters. If this output distribution is low-variance, then the model has high certainty, but if the model outputs are more spread out, then the model is unsure where the best estimate lies.

To utilize this Bayesian approach, we therefore require parameter samples from the posterior distribution. In general, this posterior is non-Gaussian and does not have a closed-form expression, which can make efficient sampling difficult. One approach is to approximate the posterior using easy-to-sample distributions such as Gaussians. This is the approach used in Laplace approximations and variational inference. The other approach is to draw samples from the exact posterior at the cost of additional computational expense. Certain forms of variational inference such as normalizing flows are theoretically able to sample from the exact posterior by transforming samples from a simple distribution - usually Gaussian - to samples from the posterior. The challenge, however, is learning a mapping between the two distributions, which includes all the difficulties involved with trying to learn complicated functions. Additionally, the samples generated are only from the exact posterior if the function mapping is perfectly accurate, which can almost never be achieved in practice. The
other solution to sampling directly from the posterior is MCMC sampling. This approach constructs a Markov chain that converges to the posterior as its stationary distribution. One of the difficulties in this approach is achieving convergence of the Markov chain. Although asymptotic convergence is theoretically guaranteed, in practice, convergence can consume a large amount of time and computational expense. The other main difficulty of this approach is that the drawn samples are correlated, which can greatly increase the required number of samples needed to achieve a target effective sample size. Nevertheless, we opt for using MCMC sampling for its convergence guarantees at the cost of time and computation spent tuning the sampler and drawing large numbers of samples for the sake of convergence and effective sample size.

Every MCMC algorithm involves two steps: (1) draw a sample from a proposal distribution and (2) accept or reject that sample according to a probability that conserves the posterior as the chain's stationary distribution. Often, this second step uses the MetropolisHastings probability, which is defined as

$$
\begin{equation*}
\alpha=\min \left(1, \frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathcal{Y}_{n}\right)}{\pi\left(\boldsymbol{\theta}^{(k-1)} \mid \mathcal{Y}_{n}\right)} \frac{\varphi\left(\boldsymbol{\theta}^{(k-1)}\right)}{\varphi\left(\boldsymbol{\theta}^{*}\right)}\right) \tag{2.13}
\end{equation*}
$$

where $\varphi$ is the proposal distribution, $\boldsymbol{\theta}^{*}$ is the proposed sample, and $\boldsymbol{\theta}^{(k-1)}$ is the current position of the Markov chain. Note that the acceptance probability only requires the ratio between the posterior pdf of two samples. Importantly, this allows us to circumvent the computation of the normalizing constant $\pi\left(\mathcal{Y}_{n}\right)$.

Next, if we insert Algorithm 2 into the described sampling scheme, we arrive at the approximate marginal MCMC scheme provided in Algorithm 3. The function $\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)$ is the likelihood estimator using the UKF, and we restate that pseudocode for its evaluation can be found in the appendix as Algorithm 5. In the case of linear-Gaussian systems, Algorithm 4 can be used to evaluate the exact likelihood using the KF, and as a result, Algorithm 3 becomes an exact marginal MCMC sampling scheme.

The final requirement to run this algorithm is a starting point for sampling. In MCMC sampling, it is good practice to start the sampler at a high probability point to reduce the convergence time. For this reason, we select the maximum a posteriori (MAP) estimate of the parameter posterior

$$
\begin{equation*}
\boldsymbol{\theta}^{\text {map }}=\underset{\boldsymbol{\theta}}{\arg \max } \pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right) . \tag{2.15}
\end{equation*}
$$

To find this point, we simply treat the negative log posterior as an objective function and use available optimization techniques to minimize it.

```
Algorithm 3 Approximate marginal MCMC for Bayesian inference
Require: Prior distribution \(\pi(\boldsymbol{\theta})\)
    UKF-based likelihood estimator \(\hat{\mathcal{L}}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)\)
    Proposal distribution \(\varphi(\boldsymbol{\theta})\)
    Initial sample \(\boldsymbol{\theta}^{(0)}\)
Ensure: Samples from stationary distribution \(\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)\)
    Compute \(\hat{z}^{(0)}=\hat{\mathcal{L}}\left(\boldsymbol{\theta}^{(0)} ; \mathcal{Y}_{n}\right)\)
    for \(k=1\) to \(N\) do
    \(\boldsymbol{\theta}^{*} \sim \varphi \quad\) Sample from proposal
    \(z^{*}=\hat{\mathcal{L}}\left(\boldsymbol{\theta}^{*} ; \mathcal{Y}_{n}\right) \quad\) Compute estimated likelihood
    Compute acceptance probability
```

$$
\begin{equation*}
\alpha=\min \left(1, \frac{z^{*} \pi\left(\boldsymbol{\theta}^{*}\right)}{z^{(k-1)} \pi\left(\boldsymbol{\theta}^{(k-1)}\right)} \frac{\varphi\left(\boldsymbol{\theta}^{(k-1)}\right)}{\varphi\left(\boldsymbol{\theta}^{*}\right)}\right) \tag{2.14}
\end{equation*}
$$

6: $\quad$ Accept $\boldsymbol{\theta}^{(k)}=\boldsymbol{\theta}^{*}$ and $z^{(k)}=z^{*}$ with probability $\alpha$
Otherwise $\boldsymbol{\theta}^{(k)}=\boldsymbol{\theta}^{(k-1)}$ and $z^{(k)}=z^{(k-1)}$

## end for

### 2.3.3.1 Sampling strategy

Even with a good starting point, however, achieving good mixing of the Markov chain can be challenging when the parameters are non-identifiable. A state-space dynamics model is at best unique up to a change of coordinates transformation, and in overparameterized cases, models are not even unique for a fixed coordinate frame. We attempt to address this issue by fixing the observation parameters $\boldsymbol{\theta}_{h}$ (and the control-input matrix parameters in linear time-invariant (LTI) models) at the MAP and then sampling the remaining parameters. The rationale behind this approach is to constrain the coordinate frame as a means to mitigate one of these sources of non-identifiability. Fixing parameters runs the risk of neglecting uncertainty, but we are primarily concerned with the uncertainty in the output behavior, not in the parameters. This constraint should theoretically not restrict the behavior of the model dynamics nor the uncertainty in the output, so we consider this an acceptable tradeoff.

To perform sampling, we use an MCMC within Gibbs sampling scheme. In the Gibbs sampler, the parameters are separated into groups $\left\{\boldsymbol{\theta}_{\mathbf{x}_{0}}\right\},\left\{\boldsymbol{\theta}_{\Psi}\right\}$, and $\left\{\boldsymbol{\theta}_{\Sigma}, \boldsymbol{\theta}_{\Gamma}\right\}$ and sampled sequentially from their corresponding conditional distributions using the delayed rejection adaptive Metropolis (DRAM) algorithm [38]. To show how fixing $\boldsymbol{\theta}_{h}$ and using the DRAM within Gibbs approach improves sampling compared to basic DRAM, Fig. 2.2 shows samples drawn from the A matrix of the linear system in Section 3.3.3 using both approaches. Figs. 2.2a and 2.2 b show the samples drawn when using DRAM without Gibbs and without fixing any parameters at the MAP. With this approach, $10^{7}$ samples were drawn, the first
$10^{6}$ discarded as burn-in, and every 1,000 th remaining sample was plotted. Figs. 2.2c and 2.2 d show samples drawn with the DRAM within Gibbs approach with matrices $\mathbf{B}$ and $\mathbf{H}$ fixed at the MAP. For this method, $10^{6}$ samples were drawn, $10^{5}$ were discarded as burn-in, and every 1,000 th remaining sample was plotted. Despite the former approach drawing 10 times as many samples, we observe that the latter approach covers more of the posterior. Moreover, the mixing of the chain in the DRAM within Gibbs approach appears much better.


Figure 2.2: 2D marginal distributions and chains from MCMC sampling System (3.21). Figs. 2.2a and 2.2b show samples drawn using DRAM, and Figs. 2.2c and 2.2d show samples drawn using a DRAM within Gibbs procedure.

### 2.3.3.2 Prediction strategies

After completing sampling, we are now ready to make predictions. Whereas traditional system ID approaches define the problem through an optimization objective, the Bayesian approach separates learning and decision making. In effect, it provides a way of generating new optimization objectives and interpreting existing ones. Here, we briefly comment on the fact that this separation comes in the form of a two step procedure: (1) computing the posterior and (2) extracting a goal-oriented estimator through the specification of a loss function. For detailed discussion of these topics we refer the reader to [7].

First note that we have considered $\boldsymbol{\theta}$ to contain all uncertain parameters in the problem. For prediction, however, it is standard to make predictions into the future using deterministic models based on $\Psi$. As a result, we will only need to use the dynamics parameters $\boldsymbol{\theta}_{\Psi}$. To describe the evolution of the state $\mathbf{x}_{k}$, we introduce the following notation

$$
\begin{equation*}
\left.\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}\right):=\Psi\left(\Psi\left(\cdots \Psi\left(\mathbf{x}_{0}, \mathbf{u}_{0}, \boldsymbol{\theta}\right), \mathbf{u}_{1}, \boldsymbol{\theta}\right) \ldots\right), \mathbf{u}_{k}, \boldsymbol{\theta}\right) \tag{2.16}
\end{equation*}
$$

which denotes $k$ compositions of the dynamics propagator. Next, we define the posterior predictive distribution of the states as an average over all possible values of the dynamics
parameters conditioned on the observations

$$
\begin{equation*}
\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{n}\right)=\int \pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{\Psi}\right) \pi\left(\boldsymbol{\theta}_{\Psi} \mid \mathcal{Y}_{n}\right) \mathrm{d} \boldsymbol{\theta}_{\Psi} \tag{2.17}
\end{equation*}
$$

where we will use a deterministic prediction that discards the process noise

$$
\begin{equation*}
\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{\Psi}\right)=\delta_{\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}_{\Psi}\right)}\left(\mathbf{x}_{k}\right) . \tag{2.18}
\end{equation*}
$$

This restriction is not explicitly necessary, but it is representative of how learned models are used in practice. We will sometimes refer to Eq. (2.18) as a deterministic simulation when we want to distinguish from a stochastic simulation in which realizations of process noise are added to the dynamics.

Then, we extract an estimator to use as the "point estimate" from the posterior. In this dissertation, we primarily rely on two different estimators unless otherwise noted. The mean estimator

$$
\begin{equation*}
\mathbf{x}_{k}^{\text {avg }}=\mathbb{E}_{\pi\left(\boldsymbol{\theta}_{\Psi} \mid \mathcal{Y}_{n}\right)}\left[\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{n}\right)\right], \tag{2.19}
\end{equation*}
$$

and the parameter MAP estimator

$$
\begin{equation*}
\mathbf{x}_{k}^{\theta^{\text {map }}}=\delta_{\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}_{\Psi}^{\text {map }}\right)}\left(\mathbf{x}_{k}\right) \tag{2.20}
\end{equation*}
$$

The decision between these two estimators is problem-dependent, and we will note the choice we make in each experiment.

Finally, an evaluation metric must be selected to compare the chosen point estimate to other methods. The specific metric will depend on the system's characteristics and the desired utility of the model. More often than not, the model is intended to be used for prediction. In this case, the MSE of the deterministic simulation with respect to the system ground truth is typically used. Although we noted earlier that the simulation objective is not well-suited for the evaluation of long-time model performance, this metric can still be applicable if the evaluation time span is kept to a reasonable length, i.e., one in which small errors do not have a chance to heavily accumulate. For certain systems, however, finding a reasonable evaluation length is extremely challenging. As an example, in systems where errors grow rapidly, such as chaotic and unstable systems, predictions quickly diverge from the ground truth, and an evaluation window that ends before this divergence occurs is usually not large enough to meaningfully capture the system behavior. Therefore, alternative methods are needed to compare estimates of such systems. These methods tend to be more heavily problem-dependent and will therefore be introduced as needed throughout the
dissertation.

### 2.4 Comparison to fundamental objective functions

Now we turn to comparing the marginal likelihood to the two fundamental objectives described in Section 1.2.1. In the literature, there have been several comparisons between the simulation and propagator objectives [21, 1, 83] that have shown that the simulation objective yields better estimates when measurement noise is present and process noise is omitted, and the propagator objective yields better estimates when process noise is present and measurement noise is omitted. In this section, we review the theory that explains these observations by specializing the marginal likelihood to two special cases. These cases are (1) zero process noise (model error is ignored) and (2) noiseless, invertible measurements (measurement error is ignored).

### 2.4.1 Simulation least squares

The simulation objective (1.2) uses a deterministic model, discarding process noise. This objective will be useful when discussing MS later on in Section 4.1.2. In this setting, the distribution $\pi\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}, \boldsymbol{\theta}_{\Psi}, \boldsymbol{\theta}_{\Sigma}\right)$ reduces to the Dirac delta function $\delta_{\mathbf{x}_{k}}\left(\Psi\left(\mathbf{x}_{k-1}, \mathbf{u}_{k-1}, \boldsymbol{\theta}_{\Psi}\right)\right)$. The assumption of zero process noise leads to the marginal likelihood given in Theorem 1.

Theorem 1 (Marginal likelihood - zero process noise). Let the dynamics model be deterministic. Then, the marginal likelihood (2.4) is defined recursively as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{k}\right)=\frac{\exp \left(-\frac{1}{2}\left\|\mathbf{y}_{k}-h\left(\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}_{\Psi}\right), \boldsymbol{\theta}_{h}\right)\right\|_{\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)}^{2}\right)}{\left.\sqrt{2 \pi^{d_{y}}} \mid \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\right)^{\frac{1}{2}}} \tag{2.21}
\end{equation*}
$$

for $k=1, \ldots, n$. Moreover the log marginal likelihood becomes

$$
\begin{gather*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)=\sum_{k=1}^{n}\left(-\frac{1}{2}\left\|\mathbf{y}_{k}-h\left(\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}_{\Psi}\right), \boldsymbol{\theta}_{h}\right)\right\|_{\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)}^{2}\right)  \tag{2.22}\\
-\frac{n d_{y}}{2} \log 2 \pi-\frac{n}{2} \log \left|\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\right| .
\end{gather*}
$$

Proof. The proof follows from the fact that a deterministic system must follow a fixed trajectory defined entirely by the parameters. In other words, we have $\pi\left(\mathcal{X}_{n} \mid \boldsymbol{\theta}_{\Psi}, \mathcal{Y}_{n}\right)=\pi\left(\mathcal{X}_{n} \mid \boldsymbol{\theta}_{\Psi}\right)=$ $\delta_{\Psi\left(\mathbf{x}_{0}, \mathbf{u}_{0}, \boldsymbol{\theta}_{\Psi}\right), \ldots, \Psi^{n}\left(\mathbf{x}_{0}, \mathbf{u}_{0: n}, \boldsymbol{\theta}_{\Psi}\right)}\left(\mathcal{X}_{n}\right)$. As a result, the second term of the joint likelihood 2.3 drops
out, and we are left with

Because the dynamics are deterministic, we have $\mathbf{x}_{k}=\Psi^{k}\left(\mathbf{x}_{0}, \mathbf{u}_{0: k}, \boldsymbol{\theta}_{\Psi}\right)$. Thus the likelihood no longer depends on the states other than the known initial state, and what remains is the marginal likelihood as stated

$$
\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)=\prod_{k=1}^{n} \frac{\exp \left(-\frac{1}{2}\left\|\mathbf{y}_{k}-h\left(\Psi^{k}\left(\mathbf{x}_{0}, \boldsymbol{\theta}_{\Psi}\right), \boldsymbol{\theta}_{h}\right)\right\|_{\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)}^{2}\right)}{{\sqrt{2 \pi^{d}}}^{d_{y}}\left|\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\right|^{\frac{1}{2}}}
$$

Taking the $\log$ of this expression completes the proof.

### 2.4.2 Propagator least squares

Next, we consider the ramifications on the posterior of assuming no measurement noise. We will later show that the DMD and SINDy objectives correspond to this case in Sections 3.2.1 and 4.1.1.

Consider an invertible observation operator so that the states are uniquely determined $\mathbf{x}_{k}=h^{-1}\left(\mathbf{y}_{k}\right)$. Using this assumption in System (2.5) leads to a Markovian system for the system observables

$$
\begin{equation*}
\mathbf{y}_{k+1}=h\left(\Psi\left(h^{-1}\left(\mathbf{y}_{k}\right), \mathbf{u}_{k}, \boldsymbol{\theta}_{\Psi}\right)+\boldsymbol{\xi}_{k}, \boldsymbol{\theta}_{h}\right) \tag{2.23}
\end{equation*}
$$

for $k=1, \ldots, n-1$ where $\boldsymbol{\xi}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right)$.
This assumption yields the marginal likelihood given in Theorem 2 below.
Theorem 2 (Marginal likelihood - noiseless, invertible observations). Let $h$ be an invertible operator and the measurements be noiseless. Then, the marginal likelihood (2.4) is defined recursively as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{k}\right)=\left|\nabla h^{-1}\left(\mathbf{y}_{k}\right)\right| \frac{\exp \left(-\frac{1}{2}\left\|h^{-1}\left(\mathbf{y}_{k}\right)-\Psi\left(h^{-1}\left(\mathbf{y}_{k-1}\right), \mathbf{u}_{k-1}, \boldsymbol{\theta}_{\Psi}\right)\right\|_{\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)}^{2}\right)}{{\sqrt{2 \pi^{d}}}^{d_{x}}\left|\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right|^{\frac{1}{2}}} \tag{2.24}
\end{equation*}
$$

for $k=2, \ldots, n$ and

$$
\begin{align*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{1}\right)= & \log \int \exp \left(\left\|h^{-1}\left(\mathbf{y}_{1}\right)-\Psi\left(\mathbf{x}_{0}, \mathbf{u}_{0}, \boldsymbol{\theta}_{\Psi}\right)\right\|_{\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)}^{2}\right) \pi\left(\mathbf{x}_{0} \mid \boldsymbol{\theta}\right) \mathrm{d} \mathbf{x}_{0}  \tag{2.25}\\
& -\frac{d_{x}}{2} \log 2 \pi-\frac{1}{2} \log \left|\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right|
\end{align*}
$$

Together, the log marginal likelihood becomes

$$
\begin{align*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)= & \sum_{k=2}^{n}\left(\log \left|\nabla h^{-1}\left(\mathbf{y}_{k}\right)\right|-\frac{1}{2}\left\|h^{-1}\left(\mathbf{y}_{k}\right)-\Psi\left(h^{-1}\left(\mathbf{y}_{k-1}\right), \mathbf{u}_{k-1}, \boldsymbol{\theta}_{\Psi}\right)\right\|_{\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)}^{2}\right)  \tag{2.26}\\
& -\frac{n d_{x}}{2} \log 2 \pi-\frac{n}{2} \log \left|\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right|+\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{1}\right) .
\end{align*}
$$

Proof. Noiseless observations $\mathbf{y}_{k}=h\left(\mathbf{x}_{k}, \boldsymbol{\theta}_{h}\right)$ imply that $\left\|\mathbf{y}_{k}-h\left(\mathbf{x}_{k}, \boldsymbol{\theta}_{h}\right)\right\|_{\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)}^{2}=0$ such that the first term of the joint likelihood 2.3 drops out. Second, we notice that we can rewrite the second term in terms of $\mathbf{y}_{k}$ rather than $\mathbf{x}_{k}$ by using the change of variables formula

The likelihood no longer depends on the states and thus the given result is the marginal likelihood.

As we intuitively expected, there is no marginalization over states under this assumption because the learning problem effectively "resets" after every data point. After the reset, the states are at their true value, and optimization progresses to ensure that the residual of propagation between true values is small.

Remark 1 (Data on initial condition). If the initial condition is treated as beginning when the data are obtained, then the log likelihood for the first data point becomes independent of the parameters and we can set it to an arbitrary constant.

### 2.5 Summary

In this chapter, we have presented a proposed probabilistic formulation of the system ID problem. In contrast to the dominant modeling approach, we included process noise in the dynamics to account for the model uncertainty present during estimation. We then derived a marginal likelihood from this model and provided a recursive algorithm for evaluating this likelihood. We showed how the cost of the algorithm can be reduced through certain approximations and discussed how the algorithm can be simplified further for certain noise forms. Then we discussed how to use the algorithm for uncertainty quantification and identified useful estimators for prediction. Finally, we provided derivations showing how the simulation and propagator objectives are contained within this broader marginal likelihood.

## CHAPTER III

## Linear Time-Invariant System Identification

Linear models of dynamical systems are desirable for a number of reasons. They are cheap to evaluate, admit closed-form solutions, and analyzing their qualitative behavior is as straightforward as finding their eigenvalues and eigenvectors. Furthermore, there is a rich pool of control theory dedicated to the control of linear systems that can be utilized for such models.

In this chapter, we concern ourselves strictly with learning state-space representations of linear systems. The two primary avenues for this are either to estimate a realization of the state-space matrices directly or to estimate the Markov parameters and use the eigensystem realization algorithm (ERA) to find a state-space realization. Within the state-space matrices approach, we consider the DMD algorithm, and within the Markov parameter approach, we consider one such algorithm that estimates the Markov parameters from a single trajectory. We present the methodology for each algorithm and then prove that they fit inside the marginal likelihood formulation under certain assumptions. The chapter concludes with a set of numerical experiments in which the marginal likelihood is compared to these algorithms on datasets with varying numbers of data and amounts of measurement noise. These experiments will demonstrate the marginal likelihood's robustness to various amounts of uncertainty and reveal where the other algorithms begin to break down.

### 3.1 Marginal likelihood evaluation of LTI systems

For certain systems, the marginal likelihood is analytically tractable. Here we show the approach in the context of LTI models defined as

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathbf{A}(\boldsymbol{\theta}) \mathbf{x}_{k}+\mathbf{B}(\boldsymbol{\theta}) \mathbf{u}_{k}+\boldsymbol{\xi}_{k}, & & \boldsymbol{\xi}_{k} \sim \mathcal{N}(\mathbf{0}, \boldsymbol{\Sigma}(\boldsymbol{\theta})), \\
\mathbf{y}_{k} & =\mathbf{H}(\boldsymbol{\theta}) \mathbf{x}_{k}+\mathbf{D}(\boldsymbol{\theta}) \mathbf{u}_{k}+\boldsymbol{\eta}_{k}, & & \boldsymbol{\eta}_{k} \sim \mathcal{N}(\mathbf{0}, \boldsymbol{\Gamma}(\boldsymbol{\theta})) . \tag{3.1}
\end{align*}
$$

In this system, if $\mathbf{x}_{0}$ is either given or Gaussian-distributed, then the system is linearGaussian, and the equations in Algorithm 1 have closed-form solutions. Next, we consider two different, but technically equivalent, approaches for evaluating the closed-form marginal likelihood.

### 3.1.1 State-space approach

The first approach uses the state-space models with a KF to evaluate the marginal likelihood. Following [87], let $\mathbf{m}_{k}(\boldsymbol{\theta})$ and $\mathbf{P}_{k}(\boldsymbol{\theta})$ denote the mean and covariance of the Gaussian distribution $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)$, i.e., $\pi\left(\mathbf{x}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)=\mathcal{N}\left(\mathbf{m}_{k}(\boldsymbol{\theta}), \mathbf{P}_{k}(\boldsymbol{\theta})\right)$, at time $t_{k}$. The value of the mean $\mathbf{m}_{k}$ and covariance $\mathbf{P}_{k}$ can be found via a KF. Then, each term in Eq. (2.4) becomes $\pi\left(\mathbf{y}_{k} \mid \mathcal{Y}_{k-1}, \boldsymbol{\theta}\right)=\mathcal{N}\left(\boldsymbol{\mu}_{k}(\boldsymbol{\theta}), \mathbf{S}_{k}(\boldsymbol{\theta})\right)$, where $\boldsymbol{\mu}_{k}(\boldsymbol{\theta})=\mathbf{H}(\boldsymbol{\theta}) \mathbf{m}_{k}(\boldsymbol{\theta})+\mathbf{D}(\boldsymbol{\theta}) \mathbf{u}_{k}$ and $\mathbf{S}_{k}(\boldsymbol{\theta})=\mathbf{H}(\boldsymbol{\theta}) \mathbf{P}_{k}(\boldsymbol{\theta}) \mathbf{H}(\boldsymbol{\theta})^{\top}+\boldsymbol{\Gamma}(\boldsymbol{\theta})$. The log marginal likelihood from line 3 of Algorithm 1 becomes

$$
\begin{equation*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)=-\frac{1}{2} \sum_{k=0}^{n}\left(\left\|\mathbf{y}_{k}-\boldsymbol{\mu}_{k}(\boldsymbol{\theta})\right\|_{\mathbf{S}_{k}(\boldsymbol{\theta})}^{2}+\log \operatorname{det}\left(\mathbf{S}_{k}(\boldsymbol{\theta})\right)+d_{y} \log (2 \pi)\right) \tag{3.2}
\end{equation*}
$$

The form of the marginal likelihood (3.2) resembles a least squares (LS) metric plus a regularization term $\log \operatorname{det}\left(\mathbf{S}_{k}\right)$. The inclusion of this term differs from the typical approach in which regularization is introduced through a prior distribution or heuristic penalty placed on the parameters (e.g., the $L_{2}$ norm used in ridge regression). Here, the regularization term has arisen in the likelihood directly from the probabilistic model of the dynamical system and does not require any assumptions on the parameters. The effect of this additional term is a penalty on systems where the estimated output has a large covariance. A large $\mathbf{S}_{k}$ can arise when the output is sensitive to the model parameters, which is undesirable as it is commonly a sign of overfitting. The regularization term $\log \operatorname{det}\left(\mathbf{S}_{k}\right)$ encodes this dispreference automatically in the likelihood.

### 3.1.2 Input-output Markov parameter approach

The other common approach to LTI system ID is to first estimate the Markov parameters and then use the ERA [48] to extract a realization of the system matrices $(\mathbf{A}, \mathbf{B}, \mathbf{H}, \mathbf{D})$. The ERA procedure is provided in Appendix B. Here we discuss how the Markov parameters can be obtained from data.

The Markov parameters are obtained by rewriting the linear system (3.1) in a form that removes the states through recursive substitution into the observation equations. Let the Markov parameters be $\mathbf{G}_{0}=\mathbf{D}$ and $\mathbf{G}_{k}=\mathbf{H A}^{k-1} \mathbf{B}$ for $k=1,2, \ldots$, and define a new
random variable $\boldsymbol{\nu}_{k}=\sum_{i=1}^{k} \mathbf{H A}^{i-1} \boldsymbol{\xi}_{k-i}$. Then we obtain

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H A}^{k} \mathbf{x}_{0}+\sum_{i=0}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}+\boldsymbol{\nu}_{k}, \boldsymbol{\nu}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Lambda}_{k}\right), \tag{3.3}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{k}=\sum_{i=1}^{k} \mathbf{H A}^{i-1} \boldsymbol{\Sigma}\left(\mathbf{H A}^{i-1}\right)^{\top}+\boldsymbol{\Gamma}$ if $k>0$, and $\boldsymbol{\Lambda}_{k}=\boldsymbol{\Gamma}$ if $k=0$. The $\boldsymbol{\nu}_{k}$ are not independent due to their sharing of the process noise $\boldsymbol{\xi}_{k}$. The covariance is defined as $\boldsymbol{\Lambda}_{j, k}:=\mathbb{C o v}\left[\boldsymbol{\nu}_{j}, \boldsymbol{\nu}_{k}\right]$ for $0<j<k$. If $j=0$ and $j \neq k$, then $\boldsymbol{\Lambda}_{j, k}=\mathbf{0}$. Lastly, if $k<j$, then $\boldsymbol{\Lambda}_{j, k}=\boldsymbol{\Lambda}_{k, j}^{\top}$.

The task then is to learn the Markov parameters for use within the ERA. One can use Bayesian inference again to learn a posterior over the Markov parameters. Assuming $\mathbf{x}_{0}=\mathbf{0}$, the likelihood model implied by Eq. (3.3) is

$$
\begin{equation*}
p\left(\mathcal{Y}_{n} \mid \mathbf{G}_{0: n}, \mathbf{U}_{0: n}\right)=\mathcal{N}\left(\mathbf{G}_{0: n} \mathbf{U}_{0: n}, \boldsymbol{\Lambda}\right), \tag{3.4}
\end{equation*}
$$

where $\mathbf{G}_{0: n}=\left[\begin{array}{llll}\mathbf{G}_{0} & \mathbf{G}_{1} & \cdots & \mathbf{G}_{n}\end{array}\right]$ and

$$
\boldsymbol{\Lambda}=\left[\begin{array}{cccc}
\boldsymbol{\Lambda}_{0} & \boldsymbol{\Lambda}_{0,1} & \cdots & \boldsymbol{\Lambda}_{0, n}  \tag{3.5}\\
& \boldsymbol{\Lambda}_{1} & \cdots & \vdots \\
& & \ddots & \vdots \\
\operatorname{Sym} & & & \boldsymbol{\Lambda}_{n}
\end{array}\right], \mathbf{U}_{0: n}=\left[\begin{array}{cccc}
\mathbf{u}_{0} & \mathbf{u}_{1} & \cdots & \mathbf{u}_{n} \\
\mathbf{0} & \mathbf{u}_{0} & \cdots & \mathbf{u}_{n-1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{u}_{0}
\end{array}\right]
$$

The $\log$ of this likelihood (3.4) is equivalent to the state-space log likelihood (3.2) in the following sense: if we evaluate (3.4) with matrices $\mathbf{G}_{0: n}$ and $\boldsymbol{\Lambda}$ determined by a set of statespace matrices, the result equals the evaluation of (3.2) using that same set of state-space matrices.

For comparisons in Section 3.2.2, it is useful to consider a maximum likelihood estimate (MLE) obtained as:

$$
\begin{equation*}
\hat{\mathbf{G}}_{0: n}=\underset{\mathbf{G}_{0: n}}{\arg \min }\left\|\operatorname{vec}\left(\mathbf{Y}_{0: n}-\mathbf{G}_{0: n} \mathbf{U}_{0: n}\right)\right\|_{\boldsymbol{\Lambda}}^{2}, \tag{3.6}
\end{equation*}
$$

where $\operatorname{vec}(\cdot)$ denotes the vectorization of a matrix, and $\mathbf{Y}_{0: n}=\left[\begin{array}{llll}\mathbf{y}_{0} & \mathbf{y}_{1} & \cdots & \mathbf{y}_{n}\end{array}\right]$. The generalized LS solution is $\operatorname{vec}\left(\hat{\mathbf{G}}_{0: n}\right)=\left(\mathbf{V}^{\top} \boldsymbol{\Lambda}^{-1} \mathbf{V}\right)^{\dagger} \mathbf{V}^{\top} \boldsymbol{\Lambda}^{-1} \operatorname{vec}\left(\mathbf{Y}_{0: n}\right)$, where ${ }^{\dagger}$ denotes the pseudo-inverse, and $\mathbf{V}^{\top}:=\mathbf{U}_{0: n} \otimes \mathbf{I}_{d_{y}}$, where $\otimes$ is the Kronecker product.

There are two main issues with the MLE approach: (1) the covariance matrix $\boldsymbol{\Lambda}$ depends on the unknown state-space matrices and is therefore itself unknown, and (2) the Markov parameters are dramatically overparameterized since they are direct functions of the system matrices $(\mathbf{A}, \mathbf{B}, \mathbf{H}, \mathbf{D})$. The usual solutions for the first issue include either removing the
weighting and using the standard $L_{2}$ norm or estimating a realization of the state-space matrices directly. The second issue of overparameterization arises when $n d_{y} d_{u}>d_{x}{ }^{2}+$ $d_{x} d_{u}+d_{x} d_{y}+d_{y} d_{u}$, as is typical. As a result, the number of data points $\left(n d_{y}\right)$ is typically smaller than the number of unknowns $\left(n d_{y} d_{u}\right)$, - except in the case where $d_{u}=1$ - and the optimum is not unique. Moreover, any optimum found with this approach, including when $d_{u}=1$, will necessarily overfit the data when there is noise.

This second issue motivates approaches that either use multiple trajectories/rollouts with differing inputs ${ }^{1}$ to increase the number of data points, or break a single trajectory into multiple ones to decrease the effective number of Markov parameters. Nevertheless, we will show that these existing works use implicit simplifying assumptions and are still at risk of underdetermination for certain input signals. The Bayesian state-space approach, on the other hand, makes all assumptions explicit and is viable regardless of the type of control inputs. These details are futher described in Section 3.2.2.

### 3.2 Theoretical foundations and analysis

In this section, we analyze two popular system ID methods. The first takes the state-space approach and is known as DMD. The other takes the input-output Markov parameter approach for single-trajectory data. After introducing each method, we derive assumptions that can be placed on the HMM formulation such that the negative log marginal likelihood reduces to that methods's objective function. We additionally include a numerical comparison between the marginal likelihood and the Markov parameter approach that shows the accuracy of each method in estimating the Markov parameters at varying noise and number of data.

### 3.2.1 Dynamic mode decomposition

DMD is a data-driven method for system ID that is used to identify the 'dynamic modes' of a dynamical system [89]. These modes reveal characteristics such as unstable growth modes, resonance, and spectral properties [78]. DMD is favorable when the system at hand is high dimensional but has some hidden low-dimensional structure, as is the case in many fluids problems. Although extensions of DMD to systems with control inputs have been made, the standard DMD does not consider control inputs. We therefore restrict the analysis of this algorithm to autonomous systems.

The process of DMD starts with organizing a series of measurements at regular time

[^2]intervals into two matrices: $\mathbf{Y}_{0: n-1}$ and $\mathbf{Y}_{1: n}$. Then, it seeks a linear operator $\mathbf{A}$ which maps the observables from one time step to the next i.e., $\mathbf{Y}_{1: n}=\mathbf{A} \mathbf{Y}_{0: n-1}$. To find $\mathbf{A}$, one simply minimizes the Frobenius norm of $\mathbf{A} \mathbf{Y}_{0: n-1}-\mathbf{Y}_{1: n}$ by solving the least squares problem
\[

$$
\begin{equation*}
\mathbf{A}=\underset{\tilde{\mathbf{A}}}{\arg \min } \sum_{k=1}^{n}\left\|\mathbf{y}_{k}-\tilde{\mathbf{A}} \mathbf{y}_{k-1}\right\|^{2} \tag{3.7}
\end{equation*}
$$

\]

The solution is given by $\mathbf{A}=\mathbf{Y}_{1: n} \mathbf{Y}_{0: n-1}^{\dagger}$, where $\dagger$ denotes the pseudo-inverse.
The method given above may at first appear only applicable to linear systems, but [84] showed that in the nonlinear case, the approximated operator $\mathbf{A}$ and its corresponding modes are approximations to the linear but infinite-dimensional Koopman operator and Koopman modes respectively, thus revealing its applicability to nonlinear systems.

Next we show the LS procedure for DMD can also be derived directly from the general probabilistic system (2.5) under certain assumptions.

Theorem 3 (DMD as a maximum likelihood of system (2.5)). Assume a linear model $\Psi\left(\mathbf{x}_{k}, \boldsymbol{\theta}_{\Psi}\right)=\boldsymbol{\theta}_{\Psi} \mathbf{x}_{k} ;$ identity observation operator $h=\mathbf{I}_{d_{x}} ;$ noiseless measurements $\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=\mathbf{0}$; and identity process noise $\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\mathbf{I}_{d_{x}}$. Then, the maximum marginal likelihood estimator corresponding to System (2.5) is equivalent to the LS objective of the DMD problem (3.7).

Proof. This result uses a straightforward application of Theorem 2. Without loss of generality, we use the fact that the first measurement is of the initial condition, and therefore we can ignore $\mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{0}\right)$. Here, we have an identity observation operator, and therefore the inverse and Jacobian are also the identity. The dynamics are linear and unknown so we can write $\mathbf{A} \equiv \boldsymbol{\theta}_{\Psi}$. With these substitutions, the log marginal likelihood (2.26) becomes

$$
\begin{align*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)= & \sum_{k=1}^{n}\left(\log \left|\mathbf{I}_{d_{x}}\right|-\frac{1}{2}\left\|\mathbf{y}_{k}-\mathbf{A} \mathbf{y}_{k-1}\right\|_{\mathbf{I}_{d_{x}}}^{2}\right)-  \tag{3.8}\\
& \frac{n d_{x}}{2} \log 2 \pi-\frac{n}{2} \log \left|\mathbf{I}_{d_{x}}\right| .
\end{align*}
$$

After evaluating $\log \left|\mathbf{I}_{d_{x}}\right|=0$, we arrive at our stated result

$$
\begin{equation*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)=-\sum_{k=1}^{n} \frac{1}{2}\left\|\mathbf{y}_{k}-\mathbf{A} \mathbf{y}_{k-1}\right\|^{2}-\frac{n d_{x}}{2} \log 2 \pi \tag{3.9}
\end{equation*}
$$

Clearly, the maximizer of this function is equivalent to the minimizer of (3.7).
While the invertible measurement operator is not a restrictive assumption because DMD is only concerned with mapping observables and not underlying states, Theorem 3 shows
why DMD may not be appropriate for cases where the observations are noisy. This fact has been recognized in the literature and several procedures for rectifying this issue have been proposed. For instance, [41] showed that total least squares is a more appropriate algorithm to identify $\mathbf{A}$ when measurement noise is present, a method known as total DMD (total dynamic mode decomposition (TDMD)). For a full analysis of the total least squares problem, see [32, 102]. We will empirically compare TDMD to our approach in Section 3.3, where we see that it also performs worse than the posterior predictive mean.

In [98], another connection between the Bayesian approach to DMD was developed that infers the Koopman modes and eigenfunctions of the Koopman operator directly, rather than learning the dynamical operator itself. That work showed that when the measurements are noiseless, the maximum likelihood estimate of their Bayesian model, TDMD, and DMD all provide the same estimate. In contrast, here we have provided our result in terms of the underlying hidden state dynamics rather than explicitly assuming observation dynamics.

One benefit of the analysis in our context is that our use of an underlying state-space model makes the framework valid even when the observations cannot be written using a Markovian (zero-lag) model as in Eq. (2.23), which was required for the approach developed in [98]. In fact, this result can be interpreted to indicate that zero-lag DMD is most effective if the observation operator is invertible.

### 3.2.2 Markov parameter estimation

Next, we consider the Markov parameter estimation approach to learning state-space realizations of stochastic LTI systems, including different approaches for addressing the challenges raised in Section 3.1.2. First, we analyze how existing algorithms approach the problem of unknown covariance $\boldsymbol{\Lambda}$. Second, we describe how single and multiple rollout resolve the issue of overparameterized Markov parameters that leads to the aforementioned underdetermined system. Finally, we demonstrate how learning the system matrices rather than the Markov parameters leads to faster convergence.

Many existing approaches avoid knowledge of $\boldsymbol{\Lambda}$ by minimizing an LS objective with an unweighted $L_{2}$ norm. Here, we explain this approach as assuming conditionally independent data - given parameters, inputs, and initial conditions - within the setup provided in Section 3.1.2. This assumption sets $\boldsymbol{\Lambda}_{j, k}=\mathbf{0}$ for $j \neq k$. The resulting estimator is provided below.

Proposition 1. Assume that $\mathbf{x}_{0}=\mathbf{0}$, the inputs $\mathbf{u}_{k}$ are known, and the outputs $\mathbf{y}_{k}$ are conditionally independent given $\mathbf{G}_{0: n}$ and $\mathbf{U}_{0: n}, \forall k=0,1, \ldots, n$. Then, the MLE of an LTI
system's Markov parameters is

$$
\begin{equation*}
\hat{\mathbf{G}}_{0: n}=\underset{\left\{\mathbf{G}_{i}\right\}_{i=0}^{n}}{\arg \min } \sum_{k=0}^{n}\left\|\mathbf{y}_{k}-\sum_{i=0}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}\right\|_{\boldsymbol{\Lambda}_{k}}^{2} . \tag{3.10}
\end{equation*}
$$

Proof. Conditional independence implies $\pi\left(\mathcal{Y}_{n} \mid \mathbf{G}_{0: n}, \mathbf{U}_{0: n}\right)=\prod_{k=0}^{n} \pi\left(\mathbf{y}_{k} \mid \mathbf{G}_{0: n}, \mathbf{U}_{0: n}\right)$. With $\mathbf{x}_{0}=\mathbf{0}$, the marginal distributions follow from the input-output relation in Eq. (3.3) as $\pi\left(\mathbf{y}_{k} \mid \mathbf{G}_{0: n}, \mathbf{U}_{0: n}\right)=\mathcal{N}\left(\sum_{i=0}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}, \boldsymbol{\Lambda}_{k}\right)$. Then, taking the negative log yields the MLE of the Markov parameters (3.10).

The independence assumption, however, is not sufficient to convert Eq. (3.6) to the LS objectives commonly used in the literature. The additional assumption that $\boldsymbol{\Lambda}_{k} \propto \mathbf{I}$ is needed to convert the weighted norm to a scalar multiple of the $L_{2}$ norm. This assumption holds trivially if $d_{y}=1$. Otherwise, there is no reasonable assumption to enable $\boldsymbol{\Lambda}_{k} \propto \mathbf{I}$. Nevertheless, if one considers an approximate objective where this is assumed to be so, one obtains

$$
\begin{equation*}
\hat{\mathbf{G}}_{0: n}=\underset{\left\{\mathbf{G}_{i}\right\}_{i=0}^{n}}{\arg \min } \sum_{k=0}^{n}\left\|\mathbf{y}_{k}-\sum_{i=0}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}\right\|_{2}^{2} \tag{3.11}
\end{equation*}
$$

This approximate objective no longer requires knowledge of the system matrices and is used as the basis for a number of approaches [100, 86, 111] for both single and multiple rollout data. This work considers learning from single trajectories, so we focus only on single rollout.

For the single rollout procedure, the data are divided into $K$ overlapping subtrajectories of length $\bar{n}$ such that $n=\bar{n}+K-2$. To address underdetermination, one must also require $\bar{n}<\frac{n+1}{d_{u}}$. After dividing the single trajectory into multiple trajectories, the final output of each subtrajectory follows the same form as Eq. (3.3),

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H A}^{\bar{n}-1} \mathbf{x}_{k-\bar{n}+1}+\sum_{i=0}^{\bar{n}-1} \mathbf{G}_{i} \mathbf{u}_{k-i}+\boldsymbol{\nu}_{k} \tag{3.12}
\end{equation*}
$$

for $k=\bar{n}, \ldots, n$. Assuming that the inputs are zero-mean, then the expected value of each $\mathbf{x}_{k-\bar{n}+1}$ is zero with respect to the inputs and noise variables. This is sometimes used as justification to eliminate $\mathbf{x}_{k-\bar{n}+1}$ from the estimation problem [71], and we therefore also adopt this ansatz. Adding the approximation that $\boldsymbol{\Lambda}_{k} \propto \mathbf{I}$ yields the following optimization problem

$$
\begin{equation*}
\hat{\mathbf{G}}_{0: \bar{n}-1}=\underset{\left\{\mathbf{G}_{i}\right\}_{i=0}^{\bar{n}-1}}{\arg \min } \sum_{k=\bar{n}}^{n}\left\|\mathbf{y}_{k}-\sum_{i=0}^{\bar{n}-1} \mathbf{G}_{i} \mathbf{u}_{\bar{n}-i}\right\|_{2}^{2} \tag{3.13}
\end{equation*}
$$

The number of unknown Markov parameters is now only $\bar{n}$ rather than $n+1$, mitigating the problem of underdetermination. The LS solution is $\hat{\mathbf{G}}_{0: \bar{n}-1}=\mathbf{Y}_{\bar{n}: n} \overline{\mathbf{U}}_{\bar{n}: n}^{\dagger}$, where

$$
\overline{\mathbf{U}}_{\bar{n}: n}=\left[\begin{array}{cccc}
\mathbf{u}_{\bar{n}} & \mathbf{u}_{\bar{n}+1} & \cdots & \mathbf{u}_{n}  \tag{3.14}\\
\vdots & \vdots & \cdots & \vdots \\
\mathbf{u}_{1} & \mathbf{u}_{2} & \cdots & \mathbf{u}_{K}
\end{array}\right] .
$$

This formulation is equivalent to the slightly different form provided by [71] ${ }^{2}$. Although the system of equations now has more equations than unknowns for proper choice of $\bar{n}$, the system can still suffer from underdetermination for certain input signals. For example, sinusoidal inputs generate a $\overline{\mathbf{U}}_{\bar{n}: n}$ with rank of only 2 . Additionally, each estimated data point requires exactly $\bar{n}$ inputs. Consequently, the outer sum skips the first $\bar{n}$ data points since the inputs $\mathbf{u}_{0}, \mathbf{u}_{-1}, \ldots$ are typically assumed unknown.

This $L_{2}$ optimization problem (3.13) is equivalent to the weighted $L_{2}$ optimization problem (3.10) under additional assumptions stated in Proposition 2.

Proposition 2. Assume the assumptions of Proposition 1 are met and additionally that $\sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\mathbf{0}, \mathbf{A}^{k} \boldsymbol{\Sigma}\left(\mathbf{A}^{k}\right)^{\top}=\mathbf{0}$ for $k \geq \bar{n}$, and $\boldsymbol{\Lambda}_{\bar{n}} \propto \mathbf{I}$. If the first $\bar{n}$ outputs are discarded, then the MLE in Eq. (3.10) is equivalent to the estimator in Eq. (3.13).

Proof. If $\sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\mathbf{0}$, then in Eq. (3.10) $\sum_{i=0}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\sum_{i=0}^{\bar{n}-1} \mathbf{G}_{i} \mathbf{u}_{k-i}$. Lastly if $\mathbf{A}^{k} \boldsymbol{\Sigma}\left(\mathbf{A}^{k}\right)^{\top}=\mathbf{0}$ for $k \geq \bar{n}$, then $\boldsymbol{\Lambda}_{k}=\sum_{i=1}^{\bar{n}} \mathbf{H} \mathbf{A}^{i-1} \boldsymbol{\Sigma}\left(\mathbf{H A}^{i-1}\right)^{\top}+\boldsymbol{\Gamma}=\boldsymbol{\Lambda}_{\bar{n}}$, for $k \geq \bar{n}$. By assumption, $\boldsymbol{\Lambda}_{\bar{n}} \propto \mathbf{I}$, so the weighted norm is equivalent to the standard $L_{2}$ norm.

The assumptions $\sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\mathbf{0}$ and $\mathbf{A}^{k} \boldsymbol{\Sigma}\left(\mathbf{A}^{k}\right)^{\top}=\mathbf{0}$ for $k \geq \bar{n}$ can be satisfied if the system has finite impulse response. Alternatively, these two assumptions can be achieved asymptotically under the much weaker assumption that $\rho(\mathbf{A})<1$, where $\rho(\cdot)$ denotes the spectral radius of a matrix. Such a result is given in Proposition 3.

Proposition 3. Let $\rho(\mathbf{A})<1$, the inputs $\mathbf{u}_{k}$ be independent realizations of a real-valued random variable, and $\boldsymbol{\Lambda}_{\bar{n}} \propto \mathbf{I}$. As $\bar{n} \rightarrow \infty$, the negative log likelihood of Eq. (3.10) approaches the single rollout LS objective of Eq. (3.13) with probability 1. Moreover, it converges at least linearly.

The proof is in Appendix C.
For systems where $\boldsymbol{\Lambda}_{k} \propto \mathbf{I}$ approximately holds for $k>\bar{n}$, this result implies that even if $\boldsymbol{\Lambda}_{k}$ varies, a good approximation can be achieved for reasonably small $\bar{n}$. However, for systems where $\rho(\mathbf{A}) \geq 1$, the conditions of this proposition no longer hold, e.g., periodic systems have $\rho(\mathbf{A})=1$.

[^3]
### 3.2.2.1 Numerical comparison

We now perform a comparison between three approaches using the same numerical experiment from [71]. The first approach is the LS approach (3.13) used in single rollout in [71]. In the second approach, we assume that $\boldsymbol{\Lambda}_{k}$ is given, e.g., by an oracle, so we minimize the same objective as Eq. (3.13), but with a different weighted norm

$$
\begin{equation*}
\hat{\mathbf{G}}_{0: \bar{n}-1}=\underset{\left\{\mathbf{G}_{i}\right\}_{i=0}^{\bar{n}-1}}{\arg \min } \sum_{k=\bar{n}}^{n}\left\|\mathbf{y}_{k}-\sum_{i=0}^{\bar{n}-1} \mathbf{G}_{i} \mathbf{u}_{k-i}\right\|_{\boldsymbol{\Lambda}_{k}}^{2} \tag{3.15}
\end{equation*}
$$

This objective is henceforth referred to as generalized least squares (GLS). Finally, we compare with the MAP estimate of the Bayesian approach described in Section 3.1. The statespace approach is used numerically, though it is theoretically equivalent to the input-output approach.

This experiment was performed as follows. A random state-space system was generated by independently sampling the entries of $\mathbf{H}$ and $\mathbf{D}$ from $\mathcal{N}\left(0,1 / d_{y}\right)$ and of $\mathbf{B}$ from $\mathcal{N}\left(0,1 / d_{x}\right)$. The dimensions of the system were $d_{y}=2, d_{x}=5$, and $d_{u}=3$, and the noise covariances were $\boldsymbol{\Sigma}=\sigma_{\xi}^{2} \mathbf{I}$ and $\boldsymbol{\Gamma}=\sigma_{\eta}^{2} \mathbf{I}$. To highlight the difference between LS and GLS, $\mathbf{A}$ was set as the identity matrix to ensure that $\rho(\mathbf{A})=1$ and consequently that the covariance $\boldsymbol{\Lambda}_{k}$ would vary significantly over time. To avoid having priors give the Bayesian algorithm an edge, improper uniform priors were placed on the state-space matrices, and only weakly informative priors of half- $\mathcal{N}(0,1)$ were placed on the parameters $\sigma_{\xi}$ and $\sigma_{\eta}$ to enforce positivity and improve convergence as recommended in [31]. Then, data were generated by simulating the system with inputs sampled from a standard normal, i.e., $\mathbf{u}_{k} \sim \mathcal{N}(\mathbf{0}, \mathbf{I})$. For this experiment, a subtrajectory length of $\bar{n}=18$ was considered for a total of $d_{y} d_{u} \bar{n}=108$ parameters. The Markov parameters were estimated using the first $K$ subtrajectories of the simulated trajectory where $K=d_{u} \bar{n}, \ldots, 2000$. Optimizing over the posterior is significantly more expensive than solving a linear LS problem, so for computational feasibility, this optimization was only performed at $K=d_{u} \bar{n}, d_{u} \bar{n}+100, \ldots, 2000$. Since the LS methods do not use the first $\bar{n}$ data points, these data were also removed from MAP estimation for consistency.

To assess the accuracy of the estimate, the spectral norm of the estimation error $\| \hat{\mathbf{G}}_{0: \bar{n}-1}-$ $\mathbf{G}_{0: \bar{n}-1} \|_{2}$ was evaluated. This experiment was repeated 50 times, and the top row of Fig. 3.1 shows the average error norm plotted as a solid line with a shaded region representing plusminus one standard deviation against the number of data used in each estimate. The figure also compares the LS, GLS, and MAP estimates at various noise levels $\sigma_{\xi, \eta}=1 / 4,1 / 2,1$. The weighting used by GLS yielded lower error mean and variance at all noise levels compared to the LS estimate. The MAP estimate produced the lowest mean error and error variance
of all by a significant margin. The same experiment was repeated with larger dimensions of $d_{y}=8, d_{x}=10$, and $d_{u}=5$ for a total 720 parameters, and the results are shown in the bottom row of Fig. 3.1. Again, the ranking of the performance of the estimates is the same, but in the larger system, the improvement achieved by the MAP estimate is even greater. We also observe very little degradation of the MAP estimate when the system dimensions increase other than in convergence rate, which can be attributed to the greater number of parameters. The results of these experiments illustrate the performance costs incurred by adding simplifying assumptions into the objective.


Figure 3.1: A comparison of the spectral norm of the Markov parameters estimation error for $\bar{n}=18$ using the LS, GLS, and MAP estimates at varying noise levels. The lines represent mean error values and the shaded regions represent plus-minus one standard deviation.

### 3.3 Numerical experiments

In this section, we compare the negative log marginal likelihood to DMD and Markov parameter estimation methods on a number of numerical experiments. Specifically, we will consider three different versions of a pendulum with varying numbers of data and levels of noise. The first example is a linear pendulum, the second example is a nonlinear pendulum, and the third example is a linear pendulum with control inputs. In the first two examples, we compare to DMD and in the third example, we compare to the Markov parameter approach. In each example, we will show that while these other methods break down quickly
when measurement noise is added, the estimates produced by the marginal likelihood degrade more gradually as different sources of uncertainty are added such as measurement noise, model mismatch, and sparse data. The code for these experiments can be found at https://github.com/ngalioto/BayesID.

### 3.3.1 Linear pendulum, linear model

For this experiment, we consider learning a linear model under an identity observation operator $h=\mathbf{I}$ when the truth model is also linear. We show that that the proposed probabilistic approach is more robust to sparse observations and measurement noise than the LS-based DMD and TDMD.

Consider the linear model (1.7) for which the exact propagator is

$$
\mathbf{x}_{k}=\exp \left(\left[\begin{array}{cc}
0 & 1  \tag{3.16}\\
-\frac{g}{L} & 0
\end{array}\right] \Delta t\right) \mathbf{x}_{k-1}, \quad \mathbf{x}_{0}=\left[\begin{array}{c}
0.1 \\
-0.5
\end{array}\right]
$$

where $g=9.81$ is the acceleration due to gravity and $L=1$ is the length of the pendulum.
We are learning an unknown linear model $\mathbf{A}\left(\boldsymbol{\theta}_{\Psi}\right)$, and we assume that the process noise and measurement noise is also uncertain. Under this setting, System (2.5) becomes

$$
\begin{align*}
\mathbf{x}_{k}=\mathbf{A}\left(\boldsymbol{\theta}_{\Psi}\right) \mathbf{x}_{k-1}+\boldsymbol{\xi}_{k}, \quad \boldsymbol{\xi}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\right)  \tag{3.17}\\
\mathbf{y}_{k}=\mathbf{x}_{k}+\boldsymbol{\eta}_{k}, \quad \boldsymbol{\eta}_{k} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\right),
\end{align*}
$$

for $k=1, \ldots, n$ where

$$
A\left(\boldsymbol{\theta}_{\Psi}\right)=\left[\begin{array}{ll}
\theta_{1} & \theta_{2}  \tag{3.18}\\
\theta_{3} & \theta_{4}
\end{array}\right], \quad \boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\theta_{5} \mathbf{I}_{2}, \quad \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=\theta_{6} \mathbf{I}_{2}
$$

Because this setup is precisely the one corresponding to DMD, we seek to compare the performance of our approach to DMD and TDMD. Our comparison takes the form of average performance over 500 different realizations of the datasets for different combinations of training data sizes $n$ and true measurement noise standard deviation $\sigma$. The data points are spread out over a simulation period of four seconds, so increasing $n$ indicates increasing density of data per time.

The results, shown in Fig. 3.2, provide $\left(\log _{10}\right)$ ratios of the expected error of the posterior predictive mean (computed with 1000 posterior samples) to the (T)DMD estimators. The squared errors were calculated only at the times of observations, and the largest MSE from each dataset for each algorithm was discarded to prevent biasing from outliers. We see
that the biggest gains in using the probabilistic Bayesian approach come in the low noise regime. At first this seems surprising, but in the low noise regime, this is likely the result of the scale of the errors being so small. As the noise increases, we see the ratio increasing even though we would expect DMD to break down much more quickly than the Bayesian approach. The reason this occurs is because DMD predictions decay to zero after a certain level of noise (shown in Fig. 3.2a), effectively placing an upper bound on the MSE of the algorithm. Regardless, the contour plots show that the Bayesian algorithm outperforms both DMD and TDMD at every measurement frequency and noise pair considered.


Figure 3.2: $\log _{10}$ ratio of the MSE obtained by the proposed Bayesian approach to that obtained by (T)DMD for the linear pendulum model. In all cases, this value is less than zero signifying that our proposed approach outperforms (T)DMD in all cases considered. Also observe in the high noise regime, TDMD can begin to lose stability.

Next we provide a detailed look at two specific points on these contour plots to demonstrate the mechanism by which DMD/TDMD decline. The first case is a low-noise/sparsedata case of $\sigma=10^{-2}$ and $n=8$, and the second case is for a higher noise case $\sigma=10^{-1}$ with more data $n=40$.

The reconstruction results for each state are compared in Fig. 3.3. The prediction (forecasting) results for just the second state are shown in Fig. 3.4. The mean here refers to the posterior predictive mean given in 2.19. The shaded area represents the region between the 97.5 th and 2.5 th quantiles of the Bayesian posterior. In the low noise case, we see that all three algorithms perform essentially equally - though the DMD-based approaches slightly underestimate the amplitude. In other words, even in the case for which DMD was designed to perform well, the Bayesian approach performs slightly better. In the high noise case, we see that the TDMD predictions become completely out of phase with increasingly small amplitude, and the DMD estimator smooths out the data too much and rapidly converges to zero. Not only does the Bayesian approach provide the most accurate estimate, but it also gives a quantification of the certainty of its estimate in the form of its posterior, which (T)DMD is unable to provide.

(a) $\sigma=10^{-2}, n=8$
(b) $\sigma=10^{-2}, n=8$
(c) $\sigma=10^{-1}, n=40$
(d) $\sigma=10^{-1}, n=40$

Figure 3.3: Comparison of reconstruction error amongst the Bayesian and (T)DMD algorithms for the linear pendulum truth model. Top row corresponds to a low-noise/sparse-data case and the bottom row corresponds to a high-noise/dense-data case. Left column corresponds to the first state (angular position) and right column corresponds to the second state (angular velocity). For low-noise, the algorithms perform similarly; however, the (T)DMD approaches underestimate the amplitude. For the high-noise case, DMD fails and TDMD misfits the amplitude. The Bayesian approach is able to recognize greater uncertainty for the high-noise case.

Fig. 3.5 shows the estimated eigenvalues of the system by the Bayesian and (T)DMD algorithms. In the low noise case, Fig. 3.5a shows that the Bayesian approach is slightly more accurate than the (T)DMD approaches, though they all perform well. For the high noise case, Fig. 3.5b shows that DMD is unable to provide a reasonable estimate of the eigenvalues. TDMD gives a close estimate, but the estimated eigenvalues are too far in the left-hand plane, causing the gradual decay seen in Fig. 3.4. The Bayesian estimate lies almost exactly on top of the truth.

Finally, Fig. 3.6 shows the marginal and joint distributions of the process and measurement noise variances for these two cases. The process noise is very close to zero because we are using a linear model for a linear system, and thus the system learns that the dynamics can be captured exactly. These plots also indicate that we have learned the measurement noise, as the mode aligns closely with the true value shown in red. Note also that the joint distribution in this figure shows that the two noise variances are negatively correlated, conveying the fact that the estimator does not yet have enough data to determine if the model is off and the measurements are accurate, or if the model is accurate and the measurements are noisy. As more data are collected, however, one of these scenarios can usually be ruled out and the distribution becomes unimodal.


Figure 3.4: Comparison of prediction error amongst the Bayesian and (T)DMD algorithms for the linear pendulum truth model. Left panel corresponds to a low-noise/sparse-data case and the right panel corresponds to a high-noise/dense-data case. Both panels show the angular velocity of the pendulum. For low-noise, the algorithms perform similarly. For the high-noise case, DMD fails and TDMD can be seen to be out of phase and have a smaller amplitude. The Bayesian approach is able to recognize greater uncertainty for the high-noise case.

### 3.3.2 Nonlinear pendulum, linear model

Next we consider a problem where the model class within which we are learning does not encompass the true underlying dynamical system. This is the most realistic situation that would be encountered in practice, and avoids the so-called "inverse crime" [105].

Consider a nonlinear pendulum

$$
\left[\begin{array}{l}
\dot{x}_{1}  \tag{3.19}\\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{c}
x_{2} \\
-\frac{g}{L} \sin \left(x_{1}\right)
\end{array}\right], \quad x_{0}=\left[\begin{array}{c}
2.5 \\
0
\end{array}\right]
$$

to be the truth model. We have changed the initial condition to ensure that we are operating in the nonlinear regime.

The learning setup is identical to that provided in Section 3.3.1; we learn a linear model, and the same validation experiments are performed. These experimental results are shown in Fig. 3.7. We are able to clearly see here that, although the three algorithms are comparable in the low noise regime, the strength of the Bayesian approach increases with the measurement noise. A discussion on why (T)DMD may outperform the mean estimator from the Bayesian approach in the low noise regime is provided later in Section 3.3.2.1.

We again present more detailed results for two representative cases. Both cases have $n=24$ data points, but the first case is a low noise case of $\sigma=10^{-1}$ and the second case is a higher noise case of $\sigma=1$.


Figure 3.5: Eigenvalue distributions for the estimators of the linear pendulum. The mean value here represents the mean of the eigenvalues. All three algorithms come very close to learning the true eigenvalues in the low noise case, but Bayes is able to outperform the other two in both the high and low noise cases. DMD achieves significant error when the data are noisy.

The resulting reconstructions are shown in Fig. 3.8, and the predictions are given in Fig. 3.9. Note that the variances of the posterior distributions in both cases grow much more quickly than in either of the linear pendulum examples as a consequence of increased model uncertainty (process noise). The posterior distribution can therefore be used to qualitatively assess not only how informative the data are, but also how appropriate the chosen model is for the system at hand. In the low noise case, the performances of the three estimates are virtually indistinguishable, once again demonstrating that even in systems that are ideal for (T)DMD, there is no loss of performance when using the Bayesian estimator. In the high noise case, DMD struggles with noisy measurements and settles on quickly decaying to zero, similar to what we observed in the linear case. TDMD, on the other hand, comes closer but is noticeably out of phase with the truth. The Bayesian approach is able to reconstruct the signal very closely, at least within the constraints imposed by using a linear model.

Next we investigate what the Bayesian approach learns for the process and measurement noise in the case where there is a model error. The marginal and joint posterior distributions for both measurement noise cases are shown in Fig. 3.10. We observe that in the low noise case 3.10a, the joint distribution is bimodal. The smaller mode corresponds to a model with low process noise and high measurement noise, and the larger mode corresponds to a model with high process noise and low measurement noise. The algorithm has effectively uncovered that the data can be explained in one of two ways: either the model fits the true system well, but the data are very noisy, or the measurement noise is low and the model is not capable of properly capturing the dynamics. In this case, the latter is true and is also the much more likely option based on posterior density. For the high noise case 3.10b, the joint distribution


Figure 3.6: Marginal and joint posterior distributions of the process and measurement noise variance parameters during the recovery of the linear pendulum. In the left panel, 8 measurements are not enough for the Bayesian estimator to unambiguously determine the measurement noise, but its best guess (the mode) aligns with the truth. On the right, we see that 40 measurements are enough to define a distinct mode within the joint distribution, which also aligns with the truth.
is unimodal, conveying the possibility of only one process-measurement noise pairing. Once again, the modes of both the measurement noise marginal distributions align closely with the truth shown in red. Finally, we see that the process noise magnitudes in both cases are much larger than those seen in the linear pendulum examples (Fig. 3.6) as a consequence of trying to capture nonlinear dynamics with a linear model.

### 3.3.2.1 Discussion on diagnostics

One of the strengths of the Bayesian approach is that it separates the learning stage from the decision making stage, so if the initial decision rule yields an unsatisfactory estimate, one can go back and analyze the posterior distribution to devise an improved decision rule. It was noted earlier in Fig. 3.7 that the average MSE of (T)DMD is lower than that of the average MSE of the Bayesian estimator over 500 datasets when the measurement noise is low. This observation likely implies that there is a better decision rule that can be used to achieve performance at least as strong as DMD. To understand how to best select a point from the posterior to be our estimate, we first look at the posterior over the states. Fig. 3.11 shows samples from the posterior predictive distribution for a single dataset containing $n=26$ measurements with noise standard deviation of $\sigma=0.1$. The mean deviates from the truth near the peaks and valleys of the trajectory between about 2.5 and 4 s . This is the same


Figure 3.7: Contours of the ratios from the nonlinear pendulum experiments. The experiment is the same as in Fig. 3.2. A detailed explanation for the low noise regime where it appears (T)DMD outperforms Bayes is given in Section 3.3.2.1.


Figure 3.8: Reconstruction performance for low-noise (top row) and high-noise (bottom row) datasets for the nonlinear pendulum using a linear model. All three estimates capture the truth closely in the low noise case, but only the Bayesian algorithm performs well (it is in phase and approximately the correct amplitude) for the high noise case.
location in which the posterior appears to be significantly spread in possible predictions. This presence of significant outliers is a result of the bimodal noise distribution previously discussed. Furthermore, it is clear that the mean is not a good estimator in the case of bimodal distributions; however, we see that there exists a mode in alignment with the truth. Upon this realization, we can then craft a decision rule that selects this mode rather than the mean for improved performance. In this case, the mode-based rule would result in the Bayesian approach being 1.3 times better than the TDMD estimator. Moreover, this entire analysis can be done a posteriori and therefore uses no additional assumptions or requirements on our approach.

We also note that the effect this has on the MSE ratio appears more strongly in this nonlinear case for two reasons. The first reason is that the higher process noise due to the model error and low measurement noise can create a bimodal distribution because of the alternate possibility of a good model with noisy data as shown earlier. The second reason is


Figure 3.9: Comparison shown here is the same as in Fig. 3.4, but this time for a nonlinear pendulum truth model. In the low noise case, the estimates are all visually aligned with the truth. In the high noise case, DMD fails and TDMD falls out of phase, but the Bayesian algorithm remains robust and produces an accurate estimate.
that the ratio of process noise to measurement noise is higher than that in the linear case. As we have shown in Theorem 3, the (T)DMD approaches effectively assume the existence of process noise but no measurement noise. In cases where the linear and nonlinear models are mismatched this becomes a better assumption.

In summary, for cases where the model error can be significant, a non-mean estimator should be extracted from the Bayesian posterior. This estimator should be chosen by considering the bimodality of the learned process/measurement noise estimator, and can often be the peak of one of the modes. If this is done (it is an a posteriori procedure), we have seen that it yields improved performance compared to (T)DMD.

### 3.3.3 Linear pendulum with control

This last example demonstrates that as the noisiness and sparsity of data increase, the performance of the Bayesian method decays at a slower rate than the LS+ERA method from Section 3.2.2.

Consider a pendulum with unit length and mass with damping and random inputs. The dynamics of such a system are given as

$$
\begin{align*}
\mathbf{x}_{k+1} & =\operatorname{expm}\left(\left[\begin{array}{cc}
0 & 1 \\
-\frac{g}{L} & -1
\end{array}\right] \Delta t\right) \mathbf{x}_{k}+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u_{k},  \tag{3.20}\\
y_{k} & =\left[\begin{array}{ll}
1 & 0
\end{array}\right] \mathbf{x}_{k}+\eta_{k} ; \quad \mathbf{x}_{0}=\mathbf{0},
\end{align*}
$$

where $\operatorname{expm}$ is the matrix exponential and the inputs are Gaussian-distributed as $u_{k} \sim$ $\mathcal{N}(0, \Delta t)$. The damping term is included to ensure that the $\mathbf{A}$ matrix is asymptotically stable


Figure 3.10: Marginal and joint posterior distributions of the process and measurement noise variance parameters during the recovery of the nonlinear pendulum. In the left panel, the joint distribution is bimodal, offering two possible models with the true case being strongly preferred. In the right panel, all of the distributions are unimodal and in alignment with the truth.
at all $\Delta t$ considered. This damping term ensures $\rho(\mathbf{A})<1$, so the theoretical requirements in [71] for the LS+ERA are met.

Data were collected from this system over a 20 s training period at various timesteps and noise levels. For this experiment, timesteps of $\Delta t=0.10,0.15, \ldots, 0.50$ and noise ratios of $\sigma=0.00,0.025, \ldots, 0.200$ were considered. Here, the noise ratio is defined as $\sigma:=\sigma_{\boldsymbol{\eta}} / \max (\mathbf{x}[1])$, where $\sigma_{\boldsymbol{\eta}}$ is the standard deviation of the measurement noise. For each noise-timestep pair, 100 realizations of data were generated, and every realization was trained on separately such that each method estimated a set of 100 models per pair. Note that since the inputs are random, the system behavior is also random and the noise ratio of each dataset therefore varies, even within a given noise-timestep pair.

The model parameterization is

$$
\begin{array}{rlr}
\mathbf{x}_{0}=\left[\begin{array}{l}
\theta_{1} \\
\theta_{2}
\end{array}\right] ; \quad \mathbf{x}_{k+1} & =\left[\begin{array}{ll}
\theta_{3} & \theta_{5} \\
\theta_{4} & \theta_{6}
\end{array}\right] \mathbf{x}_{k}+\left[\begin{array}{l}
\theta_{7} \\
\theta_{8}
\end{array}\right] u_{k}+\boldsymbol{\xi}_{k}, \quad \boldsymbol{\xi}_{k} \sim \mathcal{N}\left(\mathbf{0},\left[\begin{array}{cc}
\theta_{11} & 0 \\
0 & \theta_{12}
\end{array}\right]\right)  \tag{3.21}\\
y_{k} & =\left[\begin{array}{ll}
\theta_{9} & \theta_{10}
\end{array}\right] \mathbf{x}_{k}+\eta_{k}, & \eta_{k} \sim \mathcal{N}\left(0, \theta_{13}\right) .
\end{array}
$$

The priors half- $\mathcal{N}\left(0,10^{-6}\right)$ and half- $\mathcal{N}(0,1)$ were placed on $\boldsymbol{\theta}_{\Sigma}$ and $\boldsymbol{\theta}_{\Gamma}$, respectively, and an improper uniform prior was placed on the remaining 10 parameters. The LS+ERA and MAP estimates were compared with respect to the $\log _{10}$ of the average MSE at each noisetimestep pair. For a given value of $\sigma$ and $\Delta t$, let $i=1, \ldots, 100$ index the data realizations.


Figure 3.11: Posterior samples from the dataset with $n=26, \sigma=0.1$ that produced the worst mean estimate out of the 500 with respect to MSE. This figure illustrates that the mean deviates from the truth at the extrema of the curve where samples are skewed toward larger magnitudes. Using a decision rule that selects the mode here would give a much better estimate.

Then, the MSE on the $i$ th dataset is defined as $\frac{1}{n} \sum_{k=1}^{n}\left(x_{k}[1]-\hat{y}_{k}\left(\boldsymbol{\theta}_{i}\right)\right)^{2}$, where $\boldsymbol{\theta}_{i}$ represents the parameter estimate on the given dataset. Additionally, the MSE on a testing period of 20 s beyond the training data was also calculated over time indices $k=n+1, \ldots, 2 n$. There were a handful of outliers in the LS+ERA MSE that significantly skewed the average value, so only the lowest 99 MSE values were used to compute the average MSE of the LS+ERA estimate. The average MSE of the MAP estimate retains all 100 MSE values.

Contour plots of the $\log _{10}$ average MSE of the LS+ERA and MAP estimates are given in Fig. 3.12. We observe that the LS+ERA performance degrades most significantly as the timestep increases as a consequence of having fewer data available for estimation. The MAP estimate, on the other hand, appears to degrade more as the noise ratio is decreased, but its degradation due to increasing timestep is of similar magnitude. The slower degradation along the timestep axis suggests that the Bayesian approach has low data requirements, especially when the data are low-noise. Based on the colorbars of each set of plots, the MAP estimate gives at least an order of magnitude of improvement over the LS+ERA estimate.

To get a better understanding of how each method performs when the data are noisy or sparse, two datasets from different (noise-timestep) pairs were chosen on which to examine the estimated output from each method. The selected pairs are the high noise, low sparsity case $(0.20,0.1)$, and the low noise, high sparsity case $(0.00,0.5)$. These two pairs were chosen so that the effect of high noise and high sparsity could be studied separately. Within each pair, the data realization chosen was the dataset for which the LS+ERA method had the lowest training MSE so that its peformance was fairly represented. The estimated outputs of the two estimates are shown in Figs. 3.13a and 3.13b for the high noise and high sparsity


Figure 3.12: Contour plots of the $\log _{10}(\mathrm{MSE})$ of the LS+ERA and MAP estimates on System 3.20. Fig. 3.12a and 3.12c are the training MSE and Figs. 3.12b and 3.12d are the testing MSE.
cases, respectively. Furthermore, we examine the impulse response to check whether the model only learned how to produce sinuoids at a given frequency or if the estimated system actually approximates a realization of the state-space matrices as desired. The impulse response for the models in the high noise and high sparsity cases are shown in Figs. 3.13c and 3.13 d , respectively.

To represent the posterior predictive distribution, $10^{6}$ samples were drawn using the DRAM within Gibbs procedure described earlier in Section 2.3.3.1, the first $10^{5}$ were discarded as burn-in, and 100 samples selected at regular intervals were simulated and plotted. The blue 'mean' line indicates the mean of these posterior predictive samples.

In the high noise, low sparsity case (Figs. 3.13a and 3.13c), the mean estimate and LS+ERA estimate both appear to fit the truth fairly well, despite the noisiness of the data. The MSE of the LS+ERA estimate over the full 40 s is $2.86 \times 10^{-4}$ and the MSE of the mean estimate is $4.74 \times 10^{-4}$. This was the only dataset on which the LS+ERA MSE was less than that of the MAP estimate. In fact, the next lowest LS+ERA training MSE was $4.68 \times 10^{-4}$, which is larger than the average MAP training MSE of $4.47 \times 10^{-4}$. Furthermore, the standard deviations of the LS+ERA training and testing MSE over all 100 datasets are $1.72 \times 10^{-2}$ and $2.58 \times 10^{-2}$ respectively, while the training and testing standard deviations of the MAP are $3.65 \times 10^{-4}$ and $5.56 \times 10^{-4}$, respectively. The fact that the standard deviation of the LS+ERA MSE is about 100 times greater than that of the MAP MSE indicates that there are far worse LS+ERA estimates than the one presented here, but the MAP estimates likely all resemble the one shown in the figure. In the impulse response, the LS + ERA estimate is also closer to the truth than the mean estimate, but the posterior is wide and encompasses the truth. Therefore, the Bayesian method is 'aware' of the error and gives a reasonable quantification of the estimate uncertainty. In the low noise, high sparsity case (Figs. 3.13b and 3.13d), the posterior is so narrow that it visually appears as a single line, indicating low uncertainty. In both the output and impulse response plots, the mean is
directly on top of the truth, and the LS+ERA estimate has large discrepancies between its output and the truth. In contrast to the Bayesian estimate, the LS+ERA method has no way to identify this larger error/uncertainty.

(a) $\sigma=0.2, \Delta t=0.1$
(b) $\sigma=0.0, \Delta t=0.5$
(c) $\sigma=0.2, \Delta t=0.1$
(d) $\sigma=0.0, \Delta t=0.5$

Figure 3.13: The Bayesian estimate is compared to the LS+ERA with $\bar{n}=18$. The top row shows the LS+ERA estimate, deterministic simulations of 100 posterior samples, and the mean of the sample outputs. The bottom row shows the impulse response of each of these estimates. The left column shows the high noise, low sparsity case. The right column is the low noise, high sparsity case.

### 3.4 Summary

In this chapter, we considered the problem of learning state-space realizations of linear systems. Specifically, we considered DMD and single rollout Markov parameter estimation algorithms. We showed that the marginal likelihood reduces down to the DMD objective if we assume that there is no measurement noise and that the process noise covariance matrix is proportional to the identity matrix. We also showed that the single rollout Markov parameter estimation objective is equivalent to the marginal likelihood under the assumption of conditionally independent data. Finally, we provided numerical experiments showing how the flexibility of the marginal likelihood allows it to outperform these other two objectives at varying levels of data noise and sparsity.

## CHAPTER IV

Nonlinear System Identification

In nonlinear system ID, there are certain behaviors that the models and underlying systems can exhibit that make many LS objectives unsuitable for estimation. For example, many nonlinear models can have their states go to infinity in finite time depending on the model parameters. Therefore, if the objective requires the model to be simulated over a relatively long period of time, the optimizer will likely run into this diverging behavior often. When the states diverge, the objective function value and gradients are undefined, which makes optimization especially difficult. Another example is chaos. In a chaotic system, arbitrarily small perturbations to the state grow exponentially over time. Thus, even small errors in the model's simulated state can quickly lead to large errors, making it difficult to discern good models. Mechanically, these issues lead to objectives that are multi-modal and difficult to optimize.

In this chapter, we consider two popular methods for addressing these optimization difficulties. The first approach uses a basis expansion to model a vector field and then poses the estimation problem as a linear least squares problem to find the basis coefficients. When this approach additionally includes threshholding as a form of sparsification, it is known as SINDy [10]. The second approach introduces a simulation length into the objective as a hyperparameter as a means to avoid the excessive error growth common in nonlinear systems. Using such an objective is known as MS [9], and it has been shown to create smoother, and therefore easier to optimize, objective function surfaces.

### 4.1 Theoretical foundations and analysis

We begin by presenting the objective functions for SINDy and MS. Similarly to the previous chapter, we will then derive the assumptions required for the marginal likelihood to take the form of each objective. This section concludes with a numerical comparison showing that, much like the time horizon parameter in MS, the process noise variance parameter in the
marginal likelihood can deliver similar smoothing effects to the objective function surface.

### 4.1.1 Regularized regression for nonlinear models

For computational efficiency and ease of optimization, it is often convenient to formulate nonlinear system ID as a linear least squares problem. If a parsimonious solution is desired, as is often the case, regularization can also be added. One such approach that uses sparsityenhancing regularization is the method of sparse regression or SINDy. These approaches organize a library of candidate functions (linear and nonlinear) into a matrix. They then aim to approximate the time derivative, or vector field, in the span of this library. For instance,

$$
\dot{x}=f(x) \approx\left[\begin{array}{lllll}
1 & x & x^{2} & \ldots & x^{d_{\theta}}
\end{array}\right]\left[\begin{array}{llll}
\theta_{1} & \theta_{2} & \ldots & \theta_{d_{\theta}} \tag{4.1}
\end{array}\right]^{\top} .
$$

This example uses monomial candidate functions, but any basis (wavelets, orthogonal polynomials, empirical bases) can be used.

Suppose that the general dictionary of terms is given by $\Xi: \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}^{d_{x}}$ so that the deterministic portion of some continuous-time autonomous dynamics can be written as a linear system with respect to the parameters/coefficients of the functions in the dictionary $\dot{\mathbf{x}}=\Xi(\mathbf{x}) \boldsymbol{\theta}_{\Psi}$. If direct data were available on the states and derivatives, one might then try to solve a (regularized) linear least squares problem for the parameters

$$
\begin{equation*}
\boldsymbol{\theta}_{\Psi}=\underset{\tilde{\boldsymbol{\theta}}}{\arg \min } \sum_{k=0}^{n}\left\|\dot{\mathbf{x}}_{k}-\Xi\left(\mathbf{x}_{k}\right) \tilde{\boldsymbol{\theta}}\right\|_{2}^{2}+\lambda\|\tilde{\boldsymbol{\theta}}\|, \tag{4.2}
\end{equation*}
$$

where $\lambda$ is a regularization weight, and the norm can be chosen by the user. If the $L_{1}$ norm is chosen, this becomes a sparse regression problem.

Practical applications, however, do not have data on the derivative of each state. As a result, various numerical approximations can be made, and this is the approach taken by the SINDy algorithm. Here, we will consider one type of numerical approximation to the derivative, but our analysis can be extended to others. If a forward-difference approximation to the time derivative is taken, then the SINDy objective function is

$$
\begin{equation*}
\boldsymbol{\theta}_{\Psi}=\underset{\tilde{\boldsymbol{\theta}}}{\arg \min } \sum_{k=1}^{n}\left\|\frac{\mathbf{y}_{k}-\mathbf{y}_{k-1}}{\Delta t}-\Xi\left(\mathbf{y}_{k-1}\right) \tilde{\boldsymbol{\theta}}\right\|_{2}^{2}+\lambda\|\tilde{\boldsymbol{\theta}}\|_{1} \tag{4.3}
\end{equation*}
$$

Notice that this approach requires direct observation of the states. Next we show that this estimate is equivalent to the MAP of our target conditional distribution under more strict
assumptions.
Theorem 4 (SINDy as a MAP estimate of system (2.5)). Let $\Xi(\mathbf{x}): \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}^{d_{x}}$ denote $a$ library of candidate functions for continuous time drift dynamics. Let $\Psi\left(\mathbf{x} ; \boldsymbol{\theta}_{\Psi}\right)$ denote the resulting discrete-time operator that uses a forward-Euler integration scheme

$$
\begin{equation*}
\Psi\left(\mathbf{x}, \boldsymbol{\theta}_{\Psi}\right)=\mathbf{x}+\Delta t \Xi(\mathbf{x}) \boldsymbol{\theta}_{\Psi} \tag{4.4}
\end{equation*}
$$

Furthermore, assume an identity observation operator $h=\mathbf{I}$; noiseless measurements $\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=$ $\mathbf{0}$; identity process noise $\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\mathbf{I}$; and a Laplace prior $\pi\left(\boldsymbol{\theta}_{\Psi}\right) \propto \exp \left(-\tilde{\lambda}\left|\boldsymbol{\theta}_{\Psi}\right|\right)$. Then, the MAP estimate of the posterior distribution (2.2) is equivalent to the SINDy estimator obtained by minimizing (4.3).

Proof. This proof is again a straightforward application of Theorem 2. Recall that the data are taken on the initial condition, and note that we have $\mathbf{y}_{k}=\mathbf{x}_{k}$. The log marginal likelihood (2.26) is then

$$
\begin{align*}
\log \mathcal{L}\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right)= & \sum_{k=1}^{n}\left(-\frac{1}{2}\left\|\mathbf{y}_{k}-\left(\mathbf{y}_{k-1}+\Delta t \Xi\left(\mathbf{y}_{k-1}\right) \boldsymbol{\theta}_{\Psi}\right)\right\|_{\mathbf{I}_{d_{x}}}^{2}\right.  \tag{4.5}\\
& \left.+\log \left|\mathbf{I}_{d_{x}}\right|\right)-\frac{n d_{x}}{2} \log 2 \pi-\frac{n}{2} \log \left|\mathbf{I}_{d_{x}}\right| \\
= & -\frac{\Delta t}{2} \sum_{k=1}^{n}\left\|\frac{\mathbf{y}_{k}-\mathbf{y}_{k-1}}{\Delta t}-\Xi\left(\mathbf{y}_{k-1}\right) \boldsymbol{\theta}_{\Psi}\right\|_{2}^{2}-\frac{n d_{x}}{2} \log 2 \pi \tag{4.6}
\end{align*}
$$

Then we can drop the parameter-independent term and add the log prior to obtain a posterior that is proportional to

$$
\begin{align*}
\log \pi\left(\boldsymbol{\theta} ; \mathcal{Y}_{n}\right) & \propto-\frac{\Delta t}{2} \sum_{k=1}^{n}\left\|\frac{\mathbf{y}_{k}-\mathbf{y}_{k-1}}{\Delta t}-\Xi\left(\mathbf{y}_{k-1}\right) \boldsymbol{\theta}_{\Psi}\right\|_{2}^{2}-\tilde{\lambda}\left|\boldsymbol{\theta}_{\Psi}\right|  \tag{4.7}\\
& =-\frac{\Delta t}{2}\left(\sum_{k=1}^{n}\left\|\frac{\mathbf{y}_{k}-\mathbf{y}_{k-1}}{\Delta t}-\Xi\left(\mathbf{y}_{k-1}\right) \boldsymbol{\theta}_{\Psi}\right\|_{2}^{2}+\frac{2 \tilde{\lambda}}{\Delta t}\left|\boldsymbol{\theta}_{\Psi}\right|\right) . \tag{4.8}
\end{align*}
$$

Maximizing the posterior is equivalent to minimizing the term in the parentheses. By setting $\lambda \equiv \frac{2 \tilde{\lambda}}{\Delta t}$, we see that this is the exact form of the SINDy objective (4.3).

### 4.1.2 Multiple shooting objective

Next, we turn to an approach that does not admit a closed-form solution, but instead tries to balance ease of optimization with noise-robust estimation: MS. In MS, the output
trajectory is divided into $L$ disjoint subtrajectories with initial times $\left\{t_{\ell_{i}}\right\}_{i=1}^{L}$ such that the $i$ th subtrajectory has length $\Delta \ell_{i}:=\ell_{i+1}-\ell_{i}$. Then the output at time $t_{k}$ contained within the $i$ th subtrajectory is estimated as $\hat{\mathbf{y}}_{k}=f\left(\mathbf{x}_{\ell_{i}}, \mathbf{u}_{\ell_{i}: k}, t_{k} ; \boldsymbol{\theta}\right)$. Such an objective function requires the estimation of the set of subtrajectory initial conditions $\mathcal{Z}_{L}:=\left\{\mathbf{x}_{\ell_{i}}\right\}_{i=1}^{L}$, which can be done by adding the initial conditions as parameters [83], training an encoder [66, 6], or, if the system is fully observed, simply using the data $\mathbf{x}_{\ell_{i}}=\mathbf{y}_{\ell_{i}}$ [112]. In effect, this method introduces additional parameters (the initial conditions) as the cost for an improved estimate.

The MS objective function is defined as

$$
\begin{equation*}
\mathcal{J}(\boldsymbol{\theta})=\sum_{i=1}^{L} \sum_{k=\ell_{i}}^{\ell_{i+1}-1}\left\|\mathbf{y}_{k}-\hat{\mathbf{y}}_{k}\right\|_{2}^{2}, \tag{4.9}
\end{equation*}
$$

where $\ell_{L+1}:=n+1$. Oftentimes, a constant length of $T=\Delta \ell_{i}$ for all $i=1, \ldots, L$ is used for simplicity. In the case $T=n$, the objective is equivalent to the deterministic LS, and if $T=1$, the objective is equivalent to the propagator LS. Therefore, when $1<T<n$, MS can be seen as a combination of these two objectives. In the original paper [9], the objective additionally had the constraint that $\mathbf{x}_{\ell_{i+1}}=\Psi^{\Delta \ell_{i}}\left(\mathbf{x}_{\ell_{i}}, \mathbf{u}_{\ell_{i}: \ell_{i+1}}, \boldsymbol{\theta}_{\Psi}\right)$, but this constraint is sometimes removed to simplify optimization. We will distinguish between the objectives with and without the constraints by referring to them as the constrained and unconstrained MS objectives, respectively.

### 4.1.2.1 Relation to probabilistic approach

From a probabilistic perspective, the MS objective amounts to a joint parameter-state estimation problem. Rather than estimating the state at every timestep, however, only the subset of subtrajectory initial conditions $\mathcal{Z}_{L} \subseteq \mathcal{X}_{n}$ are estimated. The posterior of such a problem can be factorized with Bayes' rule as

$$
\begin{equation*}
\pi\left(\mathcal{Z}_{L}, \boldsymbol{\theta} \mid \mathcal{Y}_{n}\right) \propto \mathcal{L}\left(\boldsymbol{\theta}, \mathcal{Z}_{L} ; \mathcal{Y}_{n}\right) \pi\left(\mathcal{Z}_{L}, \boldsymbol{\theta}\right) \tag{4.10}
\end{equation*}
$$

Factorizing further, the likelihood can be decomposed as $\mathcal{L}\left(\boldsymbol{\theta}, \mathcal{Z}_{L} ; \mathcal{Y}_{n}\right)=\prod_{k=\ell_{i}}^{\ell_{i+1}-1} \pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{\ell_{i}}, \boldsymbol{\theta}\right)$ and the prior as $\pi\left(\mathcal{Z}_{L}, \boldsymbol{\theta}\right)=\pi(\boldsymbol{\theta}) \prod_{i=1}^{L} \pi\left(\mathbf{x}_{\ell_{i}} \mid \mathbf{x}_{\ell_{i-1}}, \boldsymbol{\theta}\right)$, where $\pi\left(\mathbf{x}_{\ell_{1}} \mid \mathbf{x}_{\ell_{0}}, \boldsymbol{\theta}\right):=\pi\left(\mathbf{x}_{\ell_{1}} \mid \boldsymbol{\theta}\right)$. Each term in the likelihood $\pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{\ell_{i}}, \boldsymbol{\theta}\right)$ can still be evaulated with Algorithm 1 using data from only a single trajectory.

The most significant difference is that the prior has the added terms $\pi\left(\mathbf{x}_{\ell_{i}} \mid \mathbf{x}_{\ell_{i-1}}, \boldsymbol{\theta}\right)$, which can be evaluated as $\pi\left(\mathbf{x}_{\ell_{i}} \mid \mathbf{x}_{\ell_{i-1}}, \boldsymbol{\theta}\right)=\int \prod_{k=\ell_{i-1}+1}^{\ell_{i}} \pi\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}\right) \times \mathrm{d} \mathbf{x}_{\ell_{i}-1} \mathrm{~d} \mathbf{x}_{\ell_{i}-2} \ldots \mathrm{~d} \mathbf{x}_{\ell_{i-1}+1}$. This
equation shows that $\pi\left(\mathbf{x}_{\ell_{i}} \mid \mathbf{x}_{\ell_{i-1}}, \boldsymbol{\theta}\right)$ can be seen as representing the probability of $\mathbf{x}_{\ell_{i}}$ averaged over all trajectories that start at $\mathbf{x}_{\ell_{i-1}}$ with dynamics determined by $\boldsymbol{\theta}$. Alternatively, this term can be viewed as a soft constraint enforcing the estimated initial conditions to be connected by a single trajectory with initial condition $\mathbf{x}_{\ell_{1}}$. Under certain conditions, this constraint is equivalent to the MS constraints. Furthermore, estimators based on the posterior (4.10) are equivalent to estimators using the (un)constrained MS objective (4.9) under certain assumptions. This result is stated in Proposition 4.

Proposition 4. Assume an improper uniform prior distribution on the parameters $\boldsymbol{\theta}$ and zero process noise $\mathbf{\Sigma}=\mathbf{0}$. Then, the negative log marginal likelihood of the joint parameterstate estimation problem (4.10) is equivalent to the unconstrained MS objective (4.9). Moreover, the negative log posterior is equivalent to the constrained MS objective.

Proof. According to Theorem 2 in [28], each term $\pi\left(\mathbf{y}_{k} \mid \mathbf{x}_{\ell_{i}}, \boldsymbol{\theta}\right)$ in the marginal likelihood is equivalent to a deterministic LS objective when $\boldsymbol{\Sigma}=\mathbf{0}$. Then, taking the negative $\log$ of this product gives the unconstrained MS objective. When the prior over the states is added, each
 These delta functions are equivalent to the constraints in the constrained MS objective. The prior over the parameters is constant, so taking the negative log of the posterior yields the constrained MS objective.

### 4.1.2.2 Comparison of smoothing effects

Now that it is understood that the MS objective is equivalent to an objective of a joint parameter-state estimation problem, we demonstrate empirically that the additional expense of inferring the subtrajectory initial conditions is not computationally necessary. More specifically, we demonstrate that the proposed marginal likelihood improves the optimization surface in a similar fashion to the MS objective, and we provide a brief discussion on the advantages of the proposed approach.

To show the similarity of the smoothing effects in MS and the marginal likelihood, the logistic map example from [83] is considered. The logistic map is defined as

$$
\begin{equation*}
y_{k+1}=\theta y_{k}\left(1-y_{k}\right) . \tag{4.11}
\end{equation*}
$$

This system exhibits chaotic behavior when $\theta$ is within the range [3.57, 4]. For this example, $\theta$ was set to 3.78 , an initial condition of $y_{0}=0.5$ was used, and 200 noiseless data points were collected. To show how the objective surfaces vary with $\theta$, all other parameters must be fixed. For the MS objective, the initial conditions were set to the true values, and for the
marginal likelihood, we set $\boldsymbol{\Gamma}=10^{-16}$ to maintain positive definiteness. Then, the objectives were compared at different time horizons $T$ and variance ratios $\boldsymbol{\Sigma} / \boldsymbol{\Gamma}$. The ratio $\boldsymbol{\Sigma} / \boldsymbol{\Gamma}$ is used because in this problem, the shape of the objective did not appear to change for a fixed ratio, regardless of the $\boldsymbol{\Sigma}$ and $\boldsymbol{\Gamma}$ values. Note that the validity of using this ratio is only possible since the full state is observed, meaning that $\boldsymbol{\Sigma}$ and $\boldsymbol{\Gamma}$ are represented in the same coordinate frame.

Both surfaces were normalized to equal 1.0 at $\theta=2$, and the results are shown in Fig. 4.1. There is no exact mapping between $T$ and $\boldsymbol{\Sigma} / \boldsymbol{\Gamma}$, so the values of $\boldsymbol{\Sigma} / \boldsymbol{\Gamma}$ were chosen such that the smoothness of the marginal likelihood roughly matched that of the MS objective by visual comparison. Fig. 4.1a shows values of $T$ and $\boldsymbol{\Sigma} / \boldsymbol{\Gamma}$ where MS is equivalent to and the marginal likelihood approximates the deterministic LS. Due to the chaotic nature of this system, the deterministic LS objective is filled with local minima that make optimization extremely difficult. As $T$ is decreased and $\boldsymbol{\Sigma}$ is increased, both surfaces show increasing smoothness, demonstrating the similar effect these variables have on their respective objectives. An important difference to note between $T$ and $\boldsymbol{\Sigma}$ is that $T$ is a discrete scalar variable, whereas $\boldsymbol{\Sigma}$ is a positive definite matrix of continuous values. Therefore, $\boldsymbol{\Sigma}$ gives the user greater flexibility when tuning the marginal likelihood, including the ability to use different variance values for different components of the state.

### 4.2 Numerical experiments

We now seek to compare SINDy and MS objectives on a number of different numerical experiments that include chaotic systems, PDEs, and physical data. We will show that SINDy can be very sensitive to measurement noise and timestep since it relies on time derivative estimation. The marginal likelihood, however, is robust to noise and can outperform SINDy even when the model form is known. Then, we show that that although MS can achieve lower MSE on training data than the marginal likelihood, it usually performs worse on testing data. This is a consequence of the fact that it has no method of regularization, whereas the $\log \operatorname{det} \mathbf{S}_{k}$ in the marginal likelihood can effectively prevent overfitting. The code for these experiments can be found at https://github.com/ngalioto/BayesID.

### 4.2.1 Vector field estimation

In the first set of numerical experiments, our aim is to estimate the set of differential equations, or vector field, governing the system of interest. Modeling the vector field of a system is often more general than learning a discrete mapping since it can be applied to different


Figure 4.1: Comparison of the log marginal likelihood and MS objective as $\boldsymbol{\Sigma}$ and $T$, respectively, vary.
time discretizations. Differential equations also have the added benefit of being more interpretable than discrete maps. In fact, models derived from physics are typically found in the form of differential equations. As a result, grey-box models often fall under this category of vector field estimation.

The first system that we consider is the Van der Pol oscillator, which displays nonlinear behavior in the form of a limit cycle. We then consider two known model forms in which we attempt to estimate the unknown parameters. The first of these systems is the chaotic Lorenz 63 system, and the second is a reaction-diffusion PDE. Since we are attempting to estimate a vector field, we will compare to SINDy in all experiments in this section.

### 4.2.1.1 Van der Pol oscillator

Consider the nonlinear Van der Pol oscillator

$$
\left[\begin{array}{c}
\dot{x}_{1}  \tag{4.12}\\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{c}
x_{2} \\
\mu\left(1-x_{1}^{2}\right) x_{2}-x_{1}
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{l}
0 \\
2
\end{array}\right],
$$

where $\mu=3$. For both the Bayesian and SINDy algorithms, we consider a subspace of right hand sides that is spanned by a set of candidate functions. We choose monomial candidates up to third degree and their interacting terms. As a result, each algorithm seeks to learn 20 dynamics parameters ( 10 for each state). The Bayesian algorithm is additionally tasked with learning the covariance matrices parameterized as follows:

$$
\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\left[\begin{array}{cc}
\theta_{21} & 0  \tag{4.13}\\
0 & \theta_{22}
\end{array}\right], \quad \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=\theta_{23} \mathbf{I}_{2}
$$

The priors on the dynamics parameters are Laplace distributions with zero mean, and the variance parameters priors are once again half-normal distributions.

We consider two cases: one where SINDy shows strong performance, and one in which SINDy struggles, and we show that the Bayesian algorithm yields an accurate estimate in both cases. The case in which SINDy excels is frequent and low noise data. Here, $n=2000$ measurements were taken over the course of 20 s with measurement noise standard deviation of $\sigma=10^{-3}$. In the opposing case, we collect only $n=200$ measurements over 20 s with measurement noise standard deviation of $\sigma=2.5 \times 10^{-1}$.

The reconstructions from these experiments are shown in Fig. 4.2, predictions are given in Fig. 4.3, and the phase plots over 200s are given in Fig. 4.4. Here, the mode represents the mode of the posterior predictive distribution. In the low noise case, we see that the Bayesian algorithm and SINDy both capture the dynamics very closely. We see that SINDy agrees slightly more closely with the trajectory as a result of its hard threshold regularization. Note that the posterior in this case is very small because the high number of data points and low measurement noise gives us high certainty in our estimate. In the high noise case, we see that SINDy gives a similar result to what DMD gave when the measurements were noisy: the trajectory immediately flatlines. When the data are noisy like this, the procedure for SINDy is to denoise the data using total variation (TV) regularization [14] before executing the algorithm. However, the increased timestep between data makes it difficult to accurately denoise the data, and when the TV regularization is performed, SINDy ends up giving an unstable estimate. The Bayesian approach, however, is still able to identify the dynamics of the Van der Pol system. The posterior in this high noise case is wider, signifying that the estimate holds more uncertainty than the low noise and frequent measurements case.

### 4.2.1.2 Lorenz 63

Next, we consider the case where the model form is known, for instance from physical laws, but the parameters are uncertain. This is the classical inference setting and has seen


Figure 4.2: Comparison of reconstruction error amongst the Bayesian and SINDy algorithms for the Van der Pol system. Top row corresponds to a low-noise/dense-data case, and the bottom row corresponds to a high-noise/sparse-data case. Left column corresponds to the first state (position), and right column corresponds to the second state (velocity). The Bayesian estimator is able to accurately reconstruct the dynamics, even in the presence of high noise.


Figure 4.3: Comparison of prediction error amongst the Bayesian and SINDy algorithms for the Van der Pol system. The meaning of the figures is the same as described in Fig. 4.2. The model learned by the Bayesian estimator is still accurate at a different initial condition.
a lot of development [53, 22, 65, 64], including in the computational physics community. However, much of this literature either only considers deterministic dynamics according to some variation of Eq. (1.2) or only static problems. In this section, we show that we are able to effectively learn chaotic dynamics by imposing process noise in the estimation with a much smaller amount of data than observed in the literature.

Consider the chaotic Lorenz 63 system [60]

$$
\left[\begin{array}{c}
\dot{x}_{1}  \tag{4.14}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=\left[\begin{array}{c}
\theta_{1}\left(x_{2}-x_{1}\right) \\
x_{1}\left(\theta_{2}-x_{3}\right)-x_{2} \\
x_{1} x_{2}-\theta_{3} x_{3}
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{c}
2.0181 \\
3.5065 \\
11.8044
\end{array}\right] .
$$

The initial condition of this system was chosen so as to sit on the attractor. We attempt

(a) $\sigma=10^{-3}, n=2000$

Figure 4.4: Phase-diagram reconstruction for the Van der Pol oscillator under the two indicated data conditions. In the low-noise and frequent data domain, both the Bayesian and SINDy estimates lie directly on the truth. In the high noise-case, the Bayesian posterior is wider, but is still visually aligned with the truth. The SINDy estimate is unable to recover the limit cycle, and the large "x" marks the equilibrium point to which SINDy converges, as shown in Fig. 4.3.
only to learn the parameters $\boldsymbol{\theta}_{\Psi}=\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, where the ground truth values are $\boldsymbol{\theta}_{\Psi}=$ (10, $8 / 3,28$ ). Computing the likelihood for chaotic systems can be difficult. Since filtering chaotic systems is well-known to be challenging, it may seem that our approach would breakdown. Here we show that our Gaussian filtering approach is still able to learn an approximate dynamical system without resorting to more complicated likelihood building processes, e.g., using correlation integrals [37, 96].

The priors on the dynamics parameters are once again improper and uniform. In addition to learning the model parameters in this example, we also learn the process noise variance for each state and the measurement noise variance for a total of seven parameters. The parameterizations of the covariance matrices are shown:

$$
\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\left[\begin{array}{ccc}
\theta_{4} & 0 & 0  \tag{4.15}\\
0 & \theta_{5} & 0 \\
0 & 0 & \theta_{6}
\end{array}\right], \quad \boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=\theta_{7} \mathbf{I}_{3}
$$

with half-normal priors as before.
We collect 100 data points uniformly spaced over 10s with a true measurement noise standard deviation of 2.0. The predicted state trajectories after 10s of simulation using the parameter posterior mode are shown in Fig. 4.5. Similar to the Van der Pol oscillator, the dynamics exist on a low-dimensional attractor in phase space, and the wide, but constant, posterior distribution once again reflects this fact. Fig. 4.6 shows the reconstructed and
predicted attractors from the Bayesian algorithm. These figures show that while we cannot accurately capture the state, indeed all methods would eventually break down due to the chaotic nature of the system, we do predict a qualitatively similar attractor. As such, one would expect that most post-processing of these attractors, e.g., for control, would yield similar results.


Figure 4.5: Lorenz 63 prediction posteriors. Although the trajectories become misaligned rather quickly due to the chaotic nature of the system, the posterior phase diagram 4.6 reveals that the algorithm has discovered that the dynamics exist on a low-dimensional attractor.


Figure 4.6: Reconstruction and prediction of the Lorenz 63 attractor. The right panel compares the predicted and true trajectories up to 200 s using the mode of the parameter posterior distribution. The proposed approach is able to successfully discover the Lorenz attractor from sparse, noisy data.

In addition to assessing the model's predictive ability, we can also use the posterior samples to estimate the value of the parameters themselves. Fig. 4.7 shows the marginal distributions of the parameter posterior with the truth values marked by the dashed red
line. These distributions are relatively wide as a result of the large amount of noise in the data but are still able to encompass the truth values, demonstrating the robustness of the approach. We can also infer from these distributions that the model is more sensitive to the value of $\theta_{2}$ since the marginal distribution of this parameter is much more narrow than the other two.

Similar to the eigenvalues of the linear pendulum in Section 3.3.1, the samples collected here can be used to investigate the probability distribution of any dynamical quantity of interest. Fig. 4.8 shows the estimation of the three Lyapunov exponents of the Lorenz system. Lyapunov exponents are a measure of the exponential growth rates of generic perturbations of a system. A positive Lyapunov exponent implies that an arbitrarily small perturbation will grow exponentially large over time. Such systems are considered to be chaotic [75]. Here, the Lyapunov exponents are computed using a function from MATLAB file exchange [33] that uses the algorithm proposed in [106]. The red line denotes the approximated value of the Lorenz system's Lyapunov exponents using the truth values of the parameters. When approximating the Lyapunov exponents of a system, the growth of the intial perturbation is dominated by the largest Lyapunov exponents, making the smaller Lyapunov exponents more difficult to estimate precisely. This fact is reflected in the distribution of $\lambda_{3}$, which is much wider than the other two. We see that for each exponent, the truth value is contained in its respective distribution at a relatively high probability value.

(a) $\theta_{1}$ Estimate

(b) $\theta_{2}$ Estimate

(c) $\theta_{3}$ Estimate

Figure 4.7: Posterior of the Lorenz 63 dynamics parameters. The distributions are relatively wide due to the high amount of noise in the data but still encompass the truth values, indicated by the dashed red line.

### 4.2.1.3 Reaction diffusion

In the final vector field example, we aim to show that the marginal likelihood is applicable to spatial problems. This experiment considers both a PDE and a case where the measurement


Figure 4.8: Posterior of the Lyapunov exponent estimation of the Lorenz 63 system. The distribution of $\lambda_{3}$ is wider than the other two because the behavior of the system is dominated by the first two exponents, making the third difficult to estimate with high certainty.
operator $h$ is not the identity. The reaction diffusion PDE is given by

$$
\begin{align*}
& \frac{\partial C_{1}}{\partial t}=\theta_{1} \frac{\partial^{2} C_{1}}{\partial x^{2}}+0.1-C_{1}+\theta_{3} C_{1}^{2} C_{2}  \tag{4.16}\\
& \frac{\partial C_{2}}{\partial t}=\theta_{2} \frac{\partial^{2} C_{2}}{\partial x^{2}} C_{2}+0.9-C_{1}^{2} C_{2}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ specify the concentrations. A one-dimensional spatial grid was selected to have regular intervals of 0.4 units between boundaries of -40 and 40 for a total of 201 grid points for each of the two states. The boundary conditions at $x= \pm 40$ are

$$
\begin{equation*}
\frac{\partial C_{1}}{\partial x}=\frac{\partial C_{2}}{\partial x}=0 \tag{4.17}
\end{equation*}
$$

and the initial condition of the system was drawn from a uniform distribution as shown

$$
\begin{equation*}
\left(C_{i}\right)_{j} \sim \mathcal{U}[0.4,0.6], \quad \text { for } t=0 ; \forall i=1,2 ; \forall j=1, \ldots, 201 \tag{4.18}
\end{equation*}
$$

Similar to the Lorenz example, we attempt to learn only the model parameters $\theta_{1}, \theta_{2}$, and $\theta_{3}$ rather than the complete model. The measurement covariance matrix is assumed to be known, and the process noise covariance is fixed to be $1 \mathrm{e}-8$ such that the total number of parameters that we are learning remains only three. The observation operator indirectly measures the concentration through only the first two moments of the concentration of the
first species at certain time intervals:

$$
\begin{align*}
& y_{1}(t)=\int_{-40}^{40} C_{1}(t) \mathrm{d} x \\
& y_{2}(t)=\int_{-40}^{40} C_{1}^{2}(t) \mathrm{d} x \tag{4.19}
\end{align*}
$$

We collect measurements every 0.5 s for 15 s with noise standard deviation of $10^{-2}$. The reconstructions and predictions of the moments from these data using the mode of the parameter posterior distribution are shown in Fig. 4.9. Additionally, the true and reconstructed contours of $C_{1}$ and $C_{2}$ are shown in Fig. 4.10. The Bayesian estimate shows close agreement with the truth.


Figure 4.9: Reconstruction and prediction of the observables of the reaction diffusion system. The top row shows the reconstruction, and the bottom row shows the prediction for an alternate initial condition. The left column is the first measurement state (first moment), and the right column is the second measurement state (second moment). The estimates are very close to the truth, demonstrating the generality of the learned model.


Figure 4.10: The experiment is the same as in Fig. 4.9. The top row shows the true contours of $C_{1}$ and $C_{2}$. The bottom row shows the contours of $C_{1}$ and $C_{2}$ reconstructed using the mode of the parameter posterior distribution. Visually, the two rows appear very similar, reflecting the strong performance of the Bayesian algorithm.

### 4.2.2 Discrete-time neural network mappings

The goal of the second set of experiments is to estimate a discrete-time mapping of the system dynamics using a neural network. Working with discrete-time mappings rather than vector fields can be advantageous for the sake of numerical stability and efficiency. No numerical integration is needed, so one does not need to worry about stiffness or numerical error (other than machine precision). Also, only one evaluation of the estimated model is needed to step forward in time.

We use a similar neural network architecture throughout these experiments, changing only the dimensions of the input and output layers to match the dimensions of the system at hand. Following the approach of [6], the neural network has a single hidden layer with 15 nodes and tanh activation functions. Additionally, a linear transformation from the input of the network directly to the output is included such that the network form is

$$
\begin{equation*}
\mathbf{z}_{\text {out }}=\mathbf{A}_{1}(\boldsymbol{\theta}) \tanh \left(\mathbf{A}_{2}(\boldsymbol{\theta}) \mathbf{z}_{\text {in }}+\mathbf{b}_{2}(\boldsymbol{\theta})\right)+\mathbf{A}_{3}(\boldsymbol{\theta}) \mathbf{z}_{\text {in }}+\mathbf{b}_{3}(\boldsymbol{\theta}), \tag{4.20}
\end{equation*}
$$

where $\mathbf{z}_{i n}=\left[\begin{array}{ll}\mathbf{x}_{k}^{\top} & u_{k}\end{array}\right]^{\top}$. If the network parameterizes the dynamics function $\Psi$, then $\mathbf{z}_{\text {out }}=$ $\mathbf{x}_{k+1}$, and if it parameterizes the observation function $h$, then $\mathbf{z}_{\text {out }}=\mathbf{y}_{k}$.

In this section, we will consider learning a Wiener-Hammerstein system using data collected from a physical system. This dataset is considered to be a benchmark problem in system ID. Then we consider the forced Duffing oscillator in the chaotic regime. Lastly, we consider learning the dynamics of a quantity of interest from a PDE system. In each example, we compare the negative $\log$ marginal likelihood to the MS objective.

### 4.2.2.1 Wiener-Hammerstein benchmark

First, experimental data collected from a nonlinear system is considered. For this example, the proposed Bayesian method is tested on the Wiener-Hammerstein benchmark [90], which is a standard dataset that has been used to compare the performances of different nonlinear system ID methods. The benchmark dataset is composed of 188,000 low-noise input-output data points, with a suggested training/testing split of $100,000 / 88,000$. The best performance to date on this benchmark to the authors' knowledge comes from [6], which uses the MS objective. In this experiment, the method of [6] will be compared to the Bayesian method.

Because the dataset has such a high number of data points with low measurement noise, the advantages of the Bayesian approach are not nearly as evident. It will be shown, however, that methods that work well with a large amount of low-noise data are not necessarily bestsuited for estimation when the data are few and noisy. To this end, only the first 1,000
data points of the original 100,000 point training set were used for training. Furthermore, zero-mean Gaussian noise with standard deviation $\sigma=0.0178$ was added to these training data. This standard deviation is equal to $1 \%$ of $\left(\mathbf{y}_{\text {max }}-\mathbf{y}_{\text {min }}\right)$.

Both the dynamics model $\Psi$ and measurement model $h$ are parameterized by neural networks with the form in Eq. 4.20. The latent dimension of the state space is $d_{x}=6$, which results in a total number of 401 parameters in $\Psi$ and $h$ combined. The one difference between our model and that of [6] is that rather than learning an encoder function to estimate the current state, the initial condition is estimated directly. The priors used for this model were half $-\mathcal{N}(0,10)$ on $\boldsymbol{\theta}_{\Sigma}$, half $-\mathcal{N}(0,0.01)$ on $\boldsymbol{\theta}_{\Gamma}$, and $\mathcal{N}(0,0.2)$ on the remaining parameters.

Before training, the input and output data were both normalized to have zero means and standard deviations of one. The comparison method was trained with Adam batch optimization using the available code in the repository linked by [6]: https://github.com/ GerbenBeintema/SS-encoder-WH-Silver. The batch size was reduced from 1,024 to 256 to handle the smaller dataset, but the number of epochs was kept at 100,000. The time horizon was also kept at $T=80$ since it was chosen according to the time scale of the system, which does not change. The Bayesian method was trained for 10,000 iterations. Then, $10^{5}$ samples were drawn from the posterior, and $2 \times 10^{4}$ were discarded as burn-in.

Figs. 4.11a and 4.11b show the estimated output of the Bayesian and MS estimates in the time domain during the training period and during the last 1,000 iterations of the testing period, respectively. The posterior predictive distribution is represented by 100 samples drawn at regular intervals from the collected samples and simulated deterministically. 'Mean' refers to the mean of these 100 posterior predictive samples. In Fig. 4.11a, the estimates look nearly identical. In Fig. 4.11b, some noisiness has appeared in the MS estimate indicative of overfitting, but the Bayesian estimate remains smooth due to its inherent regularization. Figs. 4.11c and 4.11d show the errors during the testing period in the time and frequency domain, respectively. The MSE values of the MS and mean estimates on the testing data are $1.0948 \times 10^{-3}$ and $1.2546 \times 10^{-4}$, respectively. The posterior predictive mean MSE is over 8.7 times lower than that of MS, demonstrating that even state-of-the-art methods can rapidly degrade in the presence of noise.

### 4.2.2.2 Forced Duffing oscillator

Next, the utility of the proposed Bayesian method for learning chaotic behavior will be demonstrated. For this example, the Duffing oscillator is considered. The governing equation


Figure 4.11: The top row shows the trajectory estimates of the MS and Bayesian methods over the duration of the training data in Fig. 4.11a and over the last 1,000 testing data in Fig. 4.11b. The bottom row shows the error between the unaltered data and the estimates in the time, Fig. 4.11c, and frequency, Fig. 4.11d, domains.
of the Duffing oscillator is

$$
\left[\begin{array}{c}
\dot{x}  \tag{4.21}\\
\ddot{x}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
\alpha & \delta
\end{array}\right]\left[\begin{array}{l}
x \\
\dot{x}
\end{array}\right]+\beta\left[\begin{array}{c}
0 \\
x^{3}
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] \gamma \cos (\omega t) .
$$

Depending on the values of the parameters, the solution of this system can be periodic or chaotic. In this example, the parameter values are $\alpha=1, \delta=-0.3, \beta=-1, \omega=1.2$, and $\gamma=0.65$ following an example in [47] that yields chaotic behavior. To generate the data for this problem, an initial condition of $(x, \dot{x})=(0,0)$ is used, and the system is simulated for 600 s before data collection to eliminate any initial transient behavior. After this initial period, the position $x$ of the system is measured every $\Delta t=0.25 \mathrm{~s}$ for 300 s for a total of 1,200 data points, each with additive noise drawn from $\mathcal{N}\left(0,10^{-6}\right)$. The observation operator $h$ and measurement noise covariance $\Gamma$ are assumed to be known, and the dynamics model is the
neural network architecture (4.20) from the previous example with latent space dimension $d_{x}=2$. The priors are half- $\mathcal{N}\left(0,10^{-4}\right)$ on $\boldsymbol{\theta}_{\Sigma}$, and $\mathcal{N}(0,0.2)$ on the remaining parameters. For sampling, $10^{6}$ samples are drawn and half are discarded as burn-in.

The Bayesian posterior is compared to the deterministic LS and MS objectives, and the results are shown in Fig. 4.12. For the MS objective, a time horizon of $T=200$ was used. Smaller values of $T$ in the range [30, 80] were tried but were found to give worse estimates. Figs. 4.12a and 4.12 b show 25 posterior samples and the estimated MAP point simulated stochastically and deterministically, respectively. Fig. 4.12c shows the LS and MS estimates. The truth is plotted alongside the estimates in each figure for comparison. The LS estimate is clearly the worst in these figures out of the three, but the MSE of the LS estimate is actually lower than that of the MAP estimate. The LS estimate has an MSE of 0.7419, and the MAP estimate has an MSE of 1.2791 . This shows that for certain system ID problems, especially ones including chaotic behavior, the LS objective induces a nonsensical ranking within the model space.

Although it is difficult to identify any sort of structure in the time domain of a chaotic system, the Duffing oscillator possesses an invariant set known as an attractor in phase space. Therefore, one way to assess how similar a model is to the underlying system is by comparing the phase space of the two systems. Figs. 4.12d, 4.12e, and 4.12 f show the phase space of the MAP model, MS model, and truth system, respectively, over 600s. The MS and MAP models have similar shapes to the truth attractor, and both have foci near $\pm(1,1)$ around which their outputs rotate. The MS model's attractor, however, becomes larger around its $-(1,1)$ focus compared to both its $+(1,1)$ focus and the truth attractor. In contrast, the structure of the MAP model visibly appears consistent with the truth attractor, suggesting that it is a more accurate representation of the truth despite its high MSE.

### 4.2.2.3 Allen-Cahn equation with forcing

In certain applications involving PDEs, one is not interested in the full-field solution but only in certain statistics of the full field [68, 13]. In this experiment, the goal is to learn a dynamical model of a PDE quantity of interest (QoI) that can be used for forecasting. Continuing with a focus on non-autonomous systems, we consider an example of the AllenCahn equation with forcing that was used in [23]. The system uses Neumann boundary conditions, and its dynamics are given as

$$
\begin{equation*}
\frac{\partial}{\partial t} w(\xi, t)=\sigma \frac{\partial^{2} w}{\partial \xi^{2}}+w\left(1-w^{2}\right)+\chi_{\delta}(\xi) u(t) \tag{4.22}
\end{equation*}
$$



Figure 4.12: Figs. 4.12a and 4.12b compare the posterior predictive distribution and MAP to the truth, where the posterior samples and MAP are generated using stochastic and deterministic simulation respectively, and Fig. 4.12c shows deterministic simulations of the MS and LS estimates. Figs. 4.12d, 4.12e, and 4.12 f show the phase space of the MAP, MS, and truth, respectively, over 600s.
where $w$ is the flow, $\xi \in[-1,1]$ is the spatial coordinate, $t \in[0, \infty)$ is the time coordinate, $u$ is the control input, and $\chi$ is an indicator function that takes the value one when $\xi \in \delta=$ $[-0.5,0.2]$ and zero otherwise. The control inputs are sampled as $u\left(t_{k}\right) \sim \mathcal{N}\left(0,10^{-2}\right)$ for $k=0, \ldots, n$, and a zero-order hold is assumed for intermediate time values. To generate the data for this system, a spatial mesh with 256 cells and a time discretization with $\Delta t=0.1 \mathrm{~s}$ are used. Then at each timestep $t_{k}$, Eq. (4.22) is solved for $w\left(\xi_{i}, t_{k}\right)$ at each vertex $\xi_{i}$ using the solve function in FEniCS [58]. The output of this system is the approximated second moment of the flow

$$
\begin{equation*}
y_{k}=\frac{1}{257} \sum_{i=0}^{256} w^{2}\left(\xi_{i}, t_{k}\right)+\eta_{k} \tag{4.23}
\end{equation*}
$$

where $\eta_{k} \sim \mathcal{N}\left(0,0.2^{2}\right)$ represents sensor noise. The system is simulated using an initial condition of $w\left(\xi_{i}, 0\right)=0, \forall i=0, \ldots, 256$, and training data collection begins at $t=20$ s since the first 20s contain a transient period where the system moves toward a stable equilibrium at $\pm 1$. After this initial period, data are collected for 10 s at $\Delta t=0.1 \mathrm{~s}$ intervals for a total 101 data points. The next 10s following data collection are used as a testing period.

The posterior predictive distribution is compared to a model trained using the deter-


Figure 4.13: The estimates of the Allen-Cahn QoI over the 10s training period and the subsequent 10s testing period.
ministic LS objective in Fig. 4.13. The dynamics model used by both algorithms is the neural network (4.20) used in previous examples with $d_{x}=8$. The neural network has 350 parameters and there are only 101 data points, which puts many system ID algorithms at risk of overfitting. The observation operator is fixed as $\mathbf{H}=\left[\begin{array}{cc}1 & \mathbf{0}_{1 \times 7}\end{array}\right]$. The priors are half $-\mathcal{N}\left(0,10^{-6}\right)$ on $\boldsymbol{\theta}_{\Sigma}$, half $-\mathcal{N}(0,1)$ on $\boldsymbol{\theta}_{\Gamma}$, and $\mathcal{N}(0,4)$ on the remaining parameters. The data were normalized before training to have zero mean and standard deviation of one. In this experiment, $10^{5}$ samples were drawn from the posterior, and half were discarded as burn-in.

Figs. 4.13a and 4.13 b show 100 samples simulated stochastically and deterministically, respectively, and the 'mean' represents the mean of these sample trajectories. The LS estimate matches the data closely during the training period, but performs poorly beyond this period due to overfitting. In constrast, the mean provides a good estimate of the truth throughout the 20s time period.

The root mean squared error (RMSE) values of the mean and LS estimates on the training data and on the noiseless QoI values during the training and testing periods are given in Table 4.1. The LS estimate has a training data RMSE two orders of magnitude smaller than that of the mean estimate, but the noiseless training QoI RMSE of the LS estimate is actually worse than that of the mean estimate, indicating overfitting. Moreover, the noiseless testing QoI RMSE of the LS estimate is an order of magnitude worse than the mean estimate. Also note that the RMSE of the mean estimate on the noiseless training and testing QoIs are very similar, indicating good generalizability of the estimate. Recall that the prior used on the dynamics parameters was only weakly informative, so the improved generalizability of the mean estimate over the LS estimate comes nearly entirely from the inclusion of process noise in the likelihood. The LS objective, on the other hand, does not account for model uncertainty and implicitly assumes that the model that most closely fits the data is the best, making it prone to overfit when the model form is very expressive, as is the case here.

Table 4.1: RMSE values of the posterior predictive mean (Bayes) and deterministic LS estimate (LS) on the training data and on the noiseless QoI values during the training/testing periods.

|  | Training data <br> RMSE | Training QoI <br> RMSE | Testing QoI <br> RMSE |
| :--- | :--- | :--- | :--- |
| Bayes | $7.10 \times 10^{-4}$ | $3.74 \times 10^{-4}$ | $3.77 \times 10^{-4}$ |
| LS | $3.43 \times 10^{-6}$ | $8.18 \times 10^{-4}$ | $1.46 \times 10^{-3}$ |

### 4.3 Summary

In this chapter, we considered the identification of nonlinear systems, which can display a wide range of interesting dynamical behavior. We presented the SINDy and MS objectives and proved that they can be contained within the marginal likelihood formulation under certain assumptions. Specifically, the likelihood is equivalent to SINDy if we assume zero measurement noise and use a numerical integrator, and it is equivalent to MS if we assume zero process noise and perform joint parameter-state estimation. Notably, we showed that the smoothness properties of MS that often motivate its use can also be achieved in the marginal likelihood through proper tuning of the process noise covariance term. Moreover, the process noise covariance is a continuous and multi-dimensional parameter that therefore allows for greater flexibility in tuning.

Lastly, we showed improved estimation using the marginal likelihood over these other two objectives on a set of numerical experiments. These experiments included chaotic systems where we showed that the marginal likelihood could properly account for the exponential growth of errors, whereas SINDy could not. MS was able to account for error accumulation to a certain extent, but did not have the same flexibility as the likelihood to deliver accurate estimates. Additionally, we considered neural network parameterizations where, in some cases, there were more parameters than data points. In these examples, we demonstrated that the regularization that arises in the marginal likelihood is effective at resisting overfitting, whereas LS objectives have no means to avoid overfitting.

## CHAPTER V

## Hamiltonian System Identification

In some cases, we have more information available to us on the system than just the training data, and we would like to find a way to incorporate that added information into the system ID procedure. Doing so restricts the model space and improves the generalizability of estimated systems on data outside of the training set. One example of a class of systems on which we have substantial knowledge is Hamiltonian systems. These systems are defined by a Hamiltonian function from which the system's vector field can be derived. Hamiltonian systems arise as models in many science and engineering applications such as multibody dynamics and control in robotics [91], the Kozai-Lidov mechanism in astrophysics [56], particle accelerators in accelerator physics [26], 3D vortex dynamics in fluid mechanics [85], and the nonlinear Schrödinger equation in quantum mechanics [19]. Although these systems display complex nonlinear behavior, they possess an underlying highly structured geometry encoded by a Hamiltonian. Uncovering a system's Hamiltonian can reveal key insights into its physical properties such as mass or energy conservation. Learning Hamiltonian models directly from data is becoming increasingly important in diverse areas such as astrophysics, robotics, fluid dynamics, plasma physics, and quantum mechanics where first-principle modeling can yield highly complex model structures or such models are not available.

In this chapter, we consider the problem of learning Hamiltonian systems using both training data and physical knowledge. We begin by presenting the background knowledge available on these systems including Hamiltonian mechanics and their symplectic structure. Then, we cover special integrators that are able to conserve important physical properties in the evolution of a Hamiltonian system. Next, we discuss how to incorporate this background knowledge into the learning procedure and demonstrate how this knowledge improves the accuracy and precision of estimation. Additionally, we apply the marginal likelihood to a deep learning context and exhibit its robustness to different types of noise, specifically multiplicative and uniform noise.

### 5.1 Hamiltonian mechanics

Here we introduce the definition of a Hamiltonian system and identify numerous physical phenomena that such systems display. For a mechanical system, the Hamiltonian is defined as the total energy in the system, and it is a function of the generalized position $\mathbf{q} \in \mathbb{R}^{d}$, generalized momentum $\mathbf{p} \in \mathbb{R}^{d}$, and possibly time $t$. Because we are interested here in conservative systems, the Hamiltonian will be independent of time and take the form

$$
\begin{equation*}
\mathcal{H}(\mathbf{q}, \mathbf{p})=\frac{1}{2} \mathbf{p}^{\top} \mathbf{M}^{-1}(\mathbf{q}) \mathbf{p}+U(\mathbf{q}, \mathbf{p}) \tag{5.1}
\end{equation*}
$$

where $\mathbf{M}$ is the inertia matrix and $U$ the potential energy. Time derivatives of the position and momentum can be derived from the Hamiltonian according to Hamilton's equations

$$
\begin{equation*}
\dot{\mathbf{q}}=\frac{\partial \mathcal{H}}{\partial \mathbf{p}}, \quad \dot{\mathbf{p}}=-\frac{\partial \mathcal{H}}{\partial \mathbf{q}} . \tag{5.2}
\end{equation*}
$$

These governing equations possess physically meaningful geometric properties that can be described in the form of reversibility, symplecticity, first integrals, and energy conservation [3]. Preservation of these qualitative features in a numerical simulation is crucial for accurate long-time prediction of Hamiltonian dynamics.

### 5.2 Explicit symplectic integrators

The goal of our estimation is to learn discrete-time propagators that conserve the aforementioned physical properties. As the name suggests, reversible symplectic integrators preserve reversibility and symplecticity and will serve as one basis of our learning approach. Using ideas from geometric mechanics, the field of geometric numerical integration has developed a variety of structure-preserving time integrators for Lagrangian/Hamiltonian systems, e.g., [40, 93]. We first focus on a basic model structure that can be integrated with the particularly simple leapfrog integration method, which enables us to focus on the contributions of our proposed learning approach. Then, we move to the more general case of nonseparable Hamiltonians and show similar results using the explicit symplectic integrator developed in [99].

### 5.2.1 Leapfrog integration

The model structure we use here assumes an autonomous system, a constant and known inertia matrix, and a potential energy function independent of the momentum. Without
loss of generality, we set the inertia matrix to be the identity. These assumptions admit Hamiltonians of the form

$$
\begin{equation*}
\mathcal{H}(\mathbf{q}, \mathbf{p})=\frac{1}{2} \mathbf{p}^{\top} \mathbf{p}+U(\mathbf{q}) \tag{5.3}
\end{equation*}
$$

allowing the following simplification of Hamilton's equations:

$$
\begin{equation*}
\dot{\mathbf{q}}=\mathbf{p}, \quad \dot{\mathbf{p}}=-\frac{\partial U}{\partial \mathbf{q}} . \tag{5.4}
\end{equation*}
$$

Hamiltonians of this form are separable and therefore compatible with leapfrog integration. The leapfrog method is traditionally defined in half-step intervals for the momentum, but here we provide the equations at integer steps, which is more useful to our setting:

$$
\begin{align*}
& \mathbf{q}_{k+1}=\mathbf{q}_{k}+\Delta t \mathbf{p}_{k}-\left.\frac{\Delta t^{2}}{2} \frac{\partial U}{\partial \mathbf{q}}\right|_{\mathbf{q}_{k}}  \tag{5.5}\\
& \mathbf{p}_{k+1}=\mathbf{p}_{k}-\frac{\Delta t}{2}\left(\left.\frac{\partial U}{\partial q}\right|_{\mathbf{q}_{k}}+\left.\frac{\partial U}{\partial \mathbf{q}}\right|_{\mathbf{q}_{k+1}}\right) \tag{5.6}
\end{align*}
$$

These update equations form a symplectic integrator that is also reversible [43]. As a result, they ensure that an approximate (there is an error due to discretization) Hamiltonian is conserved along the the trajectory of the dynamics.

### 5.2.2 Tao's explicit symplectic integrator

Many Hamiltonian systems of interest to engineers and scientists (e.g., [91, 56, 26, 85, 19]), however, do not admit this separable form. Such Hamiltonian systems are said to be nonseparable. Unlike the separable Hamiltonian systems, the governing equations in (5.2) cannot be further simplified for nonseparable Hamiltonians.

While explicit symplectic integration has been extensively studied for separable Hamiltonian systems and specific subclasses of nonseparable Hamiltonian systems, explicit symplectic approximations of general nonseparable Hamiltonian systems $\mathcal{H}(\mathbf{q}, \mathbf{p})$ is an active research topic. Recently, explicit symplectic integrators for arbitrary nonseparable Hamiltonian systems were presented in [99]. The derivation of these integrators is based on the idea of an extended phase space. For an arbitrary nonseparable Hamiltonian $\mathcal{H}(\mathbf{q}, \mathbf{p})$, we first introduce fictitious position $\tilde{\mathbf{q}}$ and fictitious momentum $\tilde{\mathbf{p}}$ corresponding to $\mathbf{q}$ and $\mathbf{p}$, respectively. Next, we define an augmented Hamiltonian

$$
\begin{equation*}
\overline{\mathcal{H}}(\mathbf{q}, \mathbf{p}, \tilde{\mathbf{q}}, \tilde{\mathbf{p}}):=\underbrace{\mathcal{H}(\mathbf{q}, \tilde{\mathbf{p}})}_{\mathcal{H}_{a}}+\underbrace{\mathcal{H}(\tilde{\mathbf{q}}, \mathbf{p})}_{\mathcal{H}_{b}}+\omega \cdot \underbrace{\left(\|\mathbf{q}-\tilde{\mathbf{q}}\|_{2}^{2} / 2+\|\mathbf{p}-\tilde{\mathbf{p}}\|_{2}^{2} / 2\right)}_{\mathcal{H}_{c}}, \tag{5.7}
\end{equation*}
$$

where $\mathcal{H}_{a}:=\mathcal{H}(\mathbf{q}, \tilde{\mathbf{p}})$ and $\mathcal{H}_{b}:=\mathcal{H}(\tilde{\mathbf{q}}, \mathbf{p})$ correspond to two copies of the original nonseparable Hamiltonian system with mixed-up positions and momenta; $\mathcal{H}_{c}$ is an artificial restraint; and $\omega$ is a constant that controls the binding of the two copies. The governing equations for the augmented Hamiltonian system (5.7) are

$$
\begin{array}{ll}
\dot{\mathbf{q}}=\nabla_{\mathbf{p}} \mathcal{H}(\tilde{\mathbf{q}}, \mathbf{p})+\omega(\mathbf{p}-\tilde{\mathbf{p}}), & \dot{\mathbf{p}}=-\nabla_{\mathbf{q}} \mathcal{H}(\mathbf{q}, \tilde{\mathbf{p}})-\omega(\mathbf{q}-\tilde{\mathbf{q}}), \\
\dot{\tilde{\mathbf{q}}}=\nabla_{\tilde{\mathbf{p}}} \mathcal{H}(\mathbf{q}, \tilde{\mathbf{p}})+\omega(\tilde{\mathbf{p}}-\mathbf{p}), & \dot{\tilde{\mathbf{p}}}=-\nabla_{\tilde{\mathbf{q}}} \mathcal{H}(\tilde{\mathbf{q}}, \mathbf{p})-\omega(\tilde{\mathbf{q}}-\mathbf{q}) .
\end{array}
$$

The introduction of fictional variables $\tilde{\mathbf{q}}$ and $\tilde{\mathbf{p}}$ along with a specific choice for the augmented Hamiltonian in (5.7) decouples the position $\mathbf{q}$ and $\mathbf{p}$ in the extended phase space, i.e., $\dot{\mathbf{q}}$ and $\dot{\mathbf{p}}$ are independent of $\mathbf{q}$ and $\mathbf{p}$, respectively. Unlike the original nonseparable Hamiltonian $\mathcal{H}(\mathbf{q}, \mathbf{p})$, the augmented Hamiltonian $\overline{\mathcal{H}}(\mathbf{q}, \mathbf{p}, \tilde{\mathbf{q}}, \tilde{\mathbf{p}})$ is amenable to explicit symplectic integration. In this work, we use second-order explicit symplectic method $\psi^{\Delta t}$ based on Strang splitting

$$
\begin{equation*}
\psi^{\Delta t}:=\psi_{\mathcal{H}_{a}}^{\Delta t / 2} \circ \psi_{\mathcal{H}_{b}}^{\Delta t / 2} \circ \psi_{\omega \mathcal{H}_{c}}^{\Delta t} \circ \psi_{\mathcal{H}_{b}}^{\Delta t / 2} \circ \psi_{\mathcal{H}_{a}}^{\Delta t / 2}, \tag{5.8}
\end{equation*}
$$

where $\psi_{\mathcal{H}_{a}}^{\Delta t}, \psi_{\mathcal{H}_{b}}^{\Delta t}$, and $\psi_{\omega \mathcal{H}_{c}}^{\Delta t}$ are the time- $\Delta t$ flow of $\mathcal{H}_{a}, \mathcal{H}_{b}$, and $\omega \mathcal{H}_{c}$. This allows us to obtain an explicit symplectic integrator for the augmented Hamiltonian $\overline{\mathcal{H}}$ via composition of explicit symplectic Euler substeps with step size $\Delta t / 2$. Explicit update equations for these individual flows can be written as

$$
\begin{aligned}
& \psi_{\mathcal{H}_{a}}^{\Delta t}:\left[\begin{array}{c}
\mathbf{q} \\
\mathbf{p} \\
\tilde{\mathbf{q}} \\
\tilde{\mathbf{p}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathbf{q} \\
\mathbf{p}-\Delta t \mathcal{H}_{\mathbf{q}}(\mathbf{q}, \tilde{\mathbf{p}}) \\
\tilde{\mathbf{q}}+\Delta t \mathcal{H}_{\tilde{\mathbf{p}}}(\mathbf{q}, \tilde{\mathbf{p}}) \\
\tilde{\mathbf{p}}
\end{array}\right], \\
& \psi_{\mathcal{H}_{b}}^{\Delta t}:\left[\begin{array}{l}
\mathbf{q} \\
\mathbf{p} \\
\tilde{\mathbf{q}} \\
\tilde{\mathbf{p}}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathbf{q}+\Delta t \mathcal{H}_{\mathbf{p}}(\tilde{\mathbf{q}}, \mathbf{p}) \\
\mathbf{p} \\
\tilde{\mathbf{q}} \\
\tilde{\mathbf{p}}-\Delta t \mathcal{H}_{\tilde{\mathbf{q}}}(\tilde{\mathbf{q}}, \mathbf{p})
\end{array}\right], \\
& \psi_{\omega \mathcal{H}_{c}}^{\Delta t}:\left[\begin{array}{l}
\mathbf{q} \\
\mathbf{p} \\
\tilde{\mathbf{q}} \\
\tilde{\mathbf{p}}
\end{array}\right] \rightarrow \frac{1}{2}\left[\binom{\mathbf{q}+\tilde{\mathbf{q}}}{\mathbf{p}+\tilde{\mathbf{p}}}+\mathbf{R}(\Delta t)\left(\begin{array}{c}
\mathbf{q}-\tilde{\mathbf{q}} \\
\mathbf{p}-\tilde{\mathbf{p}} \\
\mathbf{q}+\tilde{\mathbf{q}} \\
\mathbf{p}+\tilde{\mathbf{p}}
\end{array}\right)-\mathbf{R}(\Delta t)\binom{\mathbf{q}-\tilde{\mathbf{q}}}{\mathbf{p}-\tilde{\mathbf{p}}}\right]
\end{aligned}
$$

where $\mathbf{R}(\Delta t):=\left[\begin{array}{cc}\cos (2 \omega \Delta t) \mathbf{I} & \sin (2 \omega \Delta t) \mathbf{I} \\ -\sin (2 \omega \Delta t) \mathbf{I} & \cos (2 \omega \Delta t) \mathbf{I}\end{array}\right]$. Given a nonseparable Hamiltonian $\mathcal{H}(\mathbf{q}, \mathbf{p})$ with initial condition $\left[\mathbf{q}(0)^{\top}, \mathbf{p}(0)^{\top}\right]^{\top}=\left[\mathbf{q}_{0}^{\top}, \mathbf{p}_{0}^{\top}\right]^{\top}$, we obtain explicit symplectic approx-
imations of the dynamics by integrating the augmented Hamiltonian $\overline{\mathcal{H}}(\mathbf{q}, \mathbf{p}, \tilde{\mathbf{q}}, \tilde{\mathbf{p}})$ with $\left[\mathbf{q}(0)^{\top}, \mathbf{p}(0)^{\top}, \tilde{\mathbf{q}}(0)^{\top}, \tilde{\mathbf{p}}(0)^{\top}\right]^{\top}=\left[\mathbf{q}_{0}^{\top}, \mathbf{p}_{0}^{\top}, \mathbf{q}_{0}^{\top}, \mathbf{p}_{0}^{\top}\right]^{\top}$. This integration method will henceforth be referred to as Tao's integrator.

### 5.3 Probabilistic learning of Hamiltonian systems

Next, we describe an algorithm that adapts the probabilistic approach of Chapter II to the context of Hamilton's equations. As previously mentioned, the motivation is to encode additional structure into the learning problem, when it is available, to both reduce data requirements and enforce physical constraints on the predictions.

Our goal is to design a propagator $\Psi\left(\boldsymbol{\theta}_{\Psi}\right)$ used in the objective that conserves certain phenomena in our problem. We achieve this goal primarily through two methods: (1) parameterizing the Hamiltonian rather than the ordinary differential equations (ODEs) so that the form of all models in our search space conserves the Hamiltonian properties, and (2) embedding the propagator with a explicit symplectic integrator so as not to violate these properties during the numerical integration necessary for training.

### 5.3.1 Parameterizing the Hamiltonian

First we consider how to utilize prior knowledge of the underlying system to inform the parametrization of a model. Recall from Section 5.1 that a Hamiltonian system is defined by a function of the generalized position and momentum known as the Hamiltonian. To leverage this fact, we assume that the generalized coordinate frame is known and attempt to directly learn the Hamiltonian. By estimating a model of the Hamiltonian and deriving the dynamics from this model according to (5.2), we guarantee that the predicted flow will also be Hamiltonian. This modeling choice makes the predictions more physically meaningful and also serves to restrict the model search space, which can aid optimization.

As we previously mentioned, we first restrict ourselves in this work to considering Hamiltonians of the form $\mathcal{H}\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)=\frac{1}{2} \mathbf{p}^{\top} \mathbf{p}+U\left(\mathbf{q}, \boldsymbol{\theta}_{\Psi}\right)$, where only the parameters of the potential energy function must be learned. Then, we remove this simplification and consider nonseparable Hamiltonians. In this case, the Hamiltonian is parameterized as a general function $\mathcal{H}(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta})$. In this section, we use polynomial and neural network parameterizations, but any other nonlinear approximation approach can also be applied. We do not intend to advocate for a specific type of parameterization but rather to show how any approach can be embedded in our proposed framework.

### 5.3.1.1 Polynomial approximations

For separable Hamiltonians, we need only parameterize the potential energy function. Here we parameterize the potential as $U\left(q, \boldsymbol{\theta}_{\Psi}\right)=f_{\ell}\left(q ; \boldsymbol{\theta}_{\Psi}\right)$, where $f$ is a polynomial up to order $\ell$ - terms whose exponents add to greater than $\ell$ are not included - and $\boldsymbol{\theta}_{\Psi}$ are the term coefficients. Although the choice of polynomial sequence does not affect the representational capacity of a polynomial, it does affect the numerical conditioning of the estimation problem. For this reason, orthogonal polynomials are commonly chosen to express high degree polynomials [4].

Let us denote the approximate Hamiltonian by the function $\tilde{\mathcal{H}}(\mathbf{p}, \mathbf{q}, \boldsymbol{\theta})$. In the separable case, this function becomes

$$
\begin{equation*}
\tilde{\mathcal{H}}\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)=\frac{1}{2} \mathbf{p}^{\top} \mathbf{p}+f_{\ell}\left(\mathbf{q} ; \boldsymbol{\theta}_{\Psi}\right)+C, \tag{5.9}
\end{equation*}
$$

where $C$ is an arbitrary additive constant. Differentiating the potential energy to obtain the negative generalized forces we obtain $\frac{\partial U\left(q, \boldsymbol{\theta}_{\Psi}\right)}{\partial \mathbf{q}_{i}}=\frac{\partial f_{\ell}\left(\mathbf{q} ; \boldsymbol{\theta}_{\Psi}\right)}{\partial \mathbf{q}_{i}}$.

In the general case, the approximate Hamiltonian becomes

$$
\begin{equation*}
\tilde{\mathcal{H}}\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)=\Phi^{\top}(\mathbf{q}, \mathbf{p}) \boldsymbol{\theta}_{\Psi}+C \tag{5.10}
\end{equation*}
$$

where $\Phi(\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{N}$ is a vector whose $i$ th component is the differentiable basis function $\phi_{i}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}$ for $i=1, \ldots, N$. The gradient of the Hamiltonian follows

$$
\begin{equation*}
\nabla \tilde{\mathcal{H}}\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)=\nabla \Phi^{\top}(\mathbf{q}, \mathbf{p}) \boldsymbol{\theta}_{\Psi} \tag{5.11}
\end{equation*}
$$

where $\nabla \Phi(\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{N \times 2 d}$ is a matrix where the $i$ th column is the gradient $\nabla \phi_{i}$ with respect to the state $\left[\mathbf{q}^{\top}, \mathbf{p}^{\top}\right]^{\top}$.

This parameterization is also considered in [107]. We provide their methodology here so that we may compare it to the marginal likelihood later on. Similarly to SINDy, this method estimates the basis coefficients by solving the linear least squares problem

$$
\begin{equation*}
\min _{\mathbf{c} \in \mathbb{R}^{N}}\|\mathbf{A c}-\mathbf{b}\|_{2} \tag{5.12}
\end{equation*}
$$

where each element of $\mathbf{A}$ and $\mathbf{b}$ is defined as

$$
\begin{align*}
a[i, j] & =\frac{1}{K} \sum_{k=1}^{K}\left(\nabla \phi_{i}\left(\mathbf{q}_{k}, \mathbf{p}_{k}\right) \cdot \nabla \phi_{j}\left(\mathbf{q}_{k}, \mathbf{p}_{k}\right)\right),  \tag{5.13}\\
b[i] & =\frac{1}{K} \sum_{k=1}^{K}\left(\left[\begin{array}{ll}
\dot{\mathbf{p}}_{k}^{\top} & -\dot{\mathbf{q}}_{k}^{\top}
\end{array}\right]^{\top} \cdot \nabla \phi_{i}\left(\mathbf{q}_{k}, \mathbf{p}_{k}\right)\right), \tag{5.14}
\end{align*}
$$

for $1 \leq i, j \leq N$. Typically, data of $\dot{\mathbf{q}}$ and $\dot{\mathbf{p}}$ are not available and must therefore be numerically approximated. Following the approach of [107], we use a second-order finite difference method for this approximation. Since this method solves a linear least-squares problem, we will henceforth refer to it in this chapter as the LS method.

### 5.3.1.2 Nonseparable symplectic neural networks

As mentioned earlier, our learning approach is compatible with arbitrary model parameterizations. We now present a neural network architecture known as a nonseparable symplectic neural network (NSSNN) that was presented in [108] for learning nonseparable Hamiltonians from data. In that work, the Hamiltonian model was parameterized using a neural network, allowing the position and momentum time derivatives to be computed easily and efficiently with the automatic differentiation capabilities of PyTorch [73]. The idea of leveraging automatic differentiation for gradient evaluation of a Hamiltonian has previously been applied in other inference [8] and also Hamiltonian Monte Carlo [11] algorithms. The NSSNN distinguishes itself from these other methods by embedding the neural network within Tao's integrator to allow for inference of nonseparable Hamiltonians.

The NSSNN architecture and training procedure used in this work follows that which is described in the original paper. The neural network parameterizing the Hamiltonian is composed of six linear layers with sigmoid activation functions following all but the last layer. The training data is a set of input-target pairs. The inputs $\left(\mathbf{q}_{0}^{(j)}, \mathbf{p}_{0}^{(j)}\right)$ are a collection of measurements at times $t_{0}^{(j)}$, and the targets $\left(\mathbf{q}^{(j)}, \mathbf{p}^{(j)}\right)$ are measurements at times $t^{(j)}=$ $t_{0}^{(j)}+T$ for $j=1, \ldots n$. Since the integrator returns both the physical and auxiliary position and momentum, the loss function contains a term corresponding to each of these variables. An $L_{1}$ loss is used since it was empirically shown to yield better results:

$$
\begin{equation*}
\mathcal{J}=\frac{1}{n} \sum_{j=1}^{n}\left\|\mathbf{q}^{(j)}-\hat{\mathbf{q}}^{(j)}\right\|_{1}+\left\|\mathbf{p}^{(j)}-\hat{\mathbf{p}}^{(j)}\right\|_{1}+\left\|\mathbf{q}^{(j)}-\hat{\mathbf{x}}^{(j)}\right\|_{1}+\left\|\mathbf{p}^{(j)}-\hat{\mathbf{y}}^{(j)}\right\|_{1} \tag{5.15}
\end{equation*}
$$

To train the NSSNN, the weights of each layer are initialized with Xavier initialization, and the Adam optimizer is used to minimize the loss. The optimizer's hyperparameters
are problem-dependent, and the selected values will be discussed for each experiment in Section 5.4.

### 5.3.2 Embedding learning with explicit symplectic integrators

To complete our learning setup, we incorporate the parameterized Hamiltonian into the Bayesian system ID framework. The key idea is to exploit knowledge of Hamiltonian systems and their structure-preserving time integrators to inform the design of the state propagator $\Psi\left(\mathbf{q}_{k}, \mathbf{p}_{k} ; \boldsymbol{\theta}_{\Psi}\right)$. For separable systems, we do this by combining the leapfrog integrator equations (5.5) and (5.6) with the Hamiltonian parameterization (5.9) to obtain

$$
\Psi\left(\mathbf{q}_{k}, \mathbf{p}_{k} ; \boldsymbol{\theta}_{\Psi}\right)=\left[\begin{array}{c}
\mathbf{q}_{k}+\Delta t \mathbf{p}_{k}-\left.\frac{\Delta t^{2}}{2} \frac{\partial U\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)}{\partial \mathbf{q}}\right|_{\mathbf{q}_{k}}  \tag{5.16}\\
\mathbf{p}_{k}-\frac{\Delta t}{2}\left(\left.\frac{\partial U\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)}{\partial \mathbf{q}}\right|_{\mathbf{q}_{k}}+\left.\frac{\partial U\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)}{\partial \mathbf{q}}\right|_{\mathbf{q}_{k+1}}\right.
\end{array}\right],
$$

where each time that $\Psi$ needs to be evaluated, the derivative of $U\left(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta}_{\Psi}\right)$ must be evaluated at both the current and the updated coordinate. Eq. (5.16) essentially embeds the learning problem within a structure that implicitly enforces that the learned model will be conservative, symplectic, and reversible - thus consistent with the true process.

For nonseparable systems, we apply the second-order explicit symplectic integrator $\psi^{\Delta t}$ from (5.8) to the parameterized nonseparable Hamiltonian (5.10) to obtain

$$
\begin{equation*}
\psi_{\boldsymbol{\theta}}^{\Delta t}:=\psi_{\tilde{\mathcal{H}}_{a}(\boldsymbol{\theta})}^{\Delta t / 2} \circ \psi_{\hat{\mathcal{H}}_{b}(\boldsymbol{\theta})}^{\Delta t / 2} \circ \psi_{\omega \tilde{\mathcal{H}}_{c}}^{\Delta t} \circ \psi_{\tilde{\mathcal{H}}_{b}(\boldsymbol{\theta})}^{\Delta t / 2} \circ \psi_{\tilde{\mathcal{H}}_{a}(\boldsymbol{\theta})}^{\Delta t / 2}, \tag{5.17}
\end{equation*}
$$

where $\tilde{\mathcal{H}}_{a}(\boldsymbol{\theta}):=\tilde{\mathcal{H}}(\mathbf{q}, \tilde{\mathbf{p}}, \boldsymbol{\theta})$ and $\tilde{\mathcal{H}}_{b}(\boldsymbol{\theta}):=\tilde{\mathcal{H}}(\tilde{\mathbf{q}}, \mathbf{p}, \boldsymbol{\theta})$ correspond to two copies of the parameterized nonseparable Hamiltonian model with mixed-up positions and momenta, and $\omega \tilde{\mathcal{H}}_{c}$ is an artificial restraint that controls the binding of the two parameterized copies. We use $\psi_{\boldsymbol{\theta}}^{\Delta t}$ to encode Hamiltonian structure into the propagator, i.e.,

$$
\begin{equation*}
\Psi\left(\mathbf{q}_{k}, \mathbf{p}_{k} ; \boldsymbol{\theta}_{\Psi}\right):=L^{\dagger} \circ \psi_{\boldsymbol{\theta}}^{\Delta t} \circ L, \tag{5.18}
\end{equation*}
$$

where $L:\left[\mathbf{q}_{k}^{\top}, \mathbf{p}_{k}^{\top}\right]^{\top} \rightarrow\left[\mathbf{q}_{k}^{\top}, \mathbf{p}_{k}^{\top}, \mathbf{q}_{k}^{\top}, \mathbf{p}_{k}^{\top}\right]^{\top}$ duplicates the state to obtain the augmented state, and $L^{\dagger}:\left[\mathbf{q}_{k}^{\top}, \mathbf{p}_{k}^{\top}, \tilde{\mathbf{q}}_{k}^{\top}, \tilde{\mathbf{p}}_{k}^{\top}\right]^{\top} \rightarrow\left[\mathbf{q}_{k}^{\top}, \mathbf{p}_{k}^{\top}\right]^{\top}$ operates on the augmented state to yield the state in the original phase space. These physics-informed propagators in Eqs. (5.16) and (5.18) for separable and nonseparable Hamiltonians, respectively, ensures that the learned models will respect the geometric properties of the true process, i.e., the learned model will be a canonical Hamiltonian system.

### 5.3.3 Discussion and analysis

In this section, we comment and analyze the effect of the structure of Eqs. (5.16) and (5.18) on the observed dynamics. First and foremost, these propagators are structurally designed so that they are symplectic and reversible. Specifically, the learning is embedded within a symplectic integrator. This directly contrasts with similar approaches [107, 35, 8] that focus on learning a Hamiltonian but do not actually account for data generated by a conservative process. In our setting, the integrators are symplectic and reversible, and therefore, so too are the propagators within the objectives. This proves the following main result.

Theorem 5 (Symplectic and reversible). Consider the propagator $\Psi$ parameterized according to Eq. (5.16). Then the mapping $\mathbf{x}_{k}=\left(\mathbf{q}_{k}, \mathbf{p}_{k}\right)=\Psi^{k}\left(\mathbf{q}_{0}, \mathbf{p}_{0} ; \boldsymbol{\theta}_{\Psi}\right)=\Psi^{k}\left(\mathbf{x}_{0} ; \boldsymbol{\theta}_{\Psi}\right)$ is symplectic and reversible.

The ramification of this result is that the objective can more accurately assess the performance of the model because the propagator enforces phenomena that are also enforced in nature.

Next, it is interesting to consider how the chosen propagator affects the marginal likelihod calculation. Primarily, it enters through the prediction step in Algorithm 1, where the probability of a future state $\mathbf{x}_{k+1}$ is the probability of its deviation from $\Psi\left(\mathbf{x}_{k}, \boldsymbol{\theta}_{\Psi}\right)$ weighted by the previous probability $\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k}\right)$. The deviations from $\Psi\left(\mathbf{x}_{k}, \boldsymbol{\theta}_{\Psi}\right)$ are weighted by the process covariance $\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)$. This process covariance represents model error; in our setting this model error is a combination of the integration error of the numerical integrator and the error of the estimated Hamiltonian $\tilde{\mathcal{H}}$.

In another black-box approach where some non-symplectic integrator was chosen [28], there would be an additional source of error whereby the propagator would not respect the solution manifold. This source of error would grow with time, and therefore yield significant deviations causing an overestimation of the process noise covariance. In our approach, this source of deviation does not exist, and therefore we are able to learn a much smaller process noise when the model form $\tilde{\mathcal{H}}(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta})$ is appropriate. We show this feature in Section 5.4.

### 5.4 Numerical experiments

In this section, we draw comparisons between the marginal likelihood with the physicsinformed propagator and other methods for learning Hamiltonian systems. These comparison methods include the marginal likelihood with a propagator that is not physics-informed, the LS method of Section 5.3.1.1, and the NSSNN with the $L_{1}$ objective (5.15) from Section 5.3.1.2. The first example is the separable Hénon-Heiles system, in which we show that
we achieve greater estimation accuracy and precision using the marginal likelihood with the physics-informed propagator compared to without. Then we consider the nonseparable Cherry problem in which we show a similar result using Tao's integrator. On this system, we also show that the marginal likelihood can outperform the LS method. Additionally, we demonstrate that we can achieve robust estimation with the additive Gaussian noise model of Eq. (2.5) even when the actual noise form is not additive Gaussian.

On the final two experiments, we consider multiplicative uniform noise and implement the filtering equations for the more general noise model of Eq. (2.9). The first of these final experiments is a toy problem that we refer to as Tao's problem. For this example, we compare using the $L_{1}$ and marginal likelihood objectives for learning a NSSNN. We will show that although the two objectives are comparable in the low noise case, the marginal likelihood delivers much better estimates once noise is introduced. Finally, we compare the $L_{1}$ and marginal likelihood objectives on the chaotic double pendulum. Despite the complexity of the system, we show the marginal likelihood can still accurately identify dynamics that evolve on the system manifold.

### 5.4.1 Hénon-Heiles system

The first system that we provide numerical results for is the canonical Hénon-Heiles Hamiltonian system. The Hamiltonian of this system is separable, and we use this simplified form to highlight the value of embedding physical knowledge about the data into the learning process. We will compare the approach in the previous section to a 'physics-ignorant' approach where the propagator is equipped with a non-symplectic integrator that does not conserve the Hamiltonian. This approach is akin to the derivative reconstruction approaches used by, for example, Hamiltonian neural networks [35]. We modify this physics-ignorant approach to use a classical second-order Runge-Kutta integrator to match our second-order accurate leapfrog integrator. We will sometimes refer to these approaches as the symplectic and nonsymplectic approaches, respectively. We also point out that one can learn a Hamiltonian with the physics-ignorant approach and then predict with it using a symplectic integrator. Indeed this is the approach that seems to be espoused by a majority of the literature earlier in this chapter. Here we will show that this approach leads to a poorer reconstruction of the Hamiltonian because it neglects the symplectic process actually generating the data.

For generating the "true" data in each simulation, we use a leapfrog integrator with conservatively fine timestep $\Delta t=10^{-3}$ to minimize integration error. For training, we use a large timestep of $\Delta t_{t}=0.25$ to reduce computation time and demonstrate the robustness of our approach. In the results that follow, we will refer to the timestep $\Delta t_{t}=0.25$ used
for learning as the 'learning timestep,' and the finer timestep $\Delta t_{f}=0.01$ used for prediction after learning as the 'fine timestep.' ${ }^{1}$ Using a smaller timestep during testing ensures that the learned models have captured the continuous dynamics of the system and not only a discrete mapping at a single timestep [54].

The Hénon and Heiles [42] potential is given as

$$
\begin{equation*}
U\left(q_{1}, q_{2}\right)=\frac{1}{2} q_{1}^{2}+\frac{1}{2} q_{2}^{2}+q_{1}^{2} q_{2}-\frac{1}{3} q_{2}^{3} . \tag{5.19}
\end{equation*}
$$

After differentiation, we obtain the momentum derivatives

$$
\begin{equation*}
\dot{p}_{1}=-q_{1}-2 q_{1} q_{2}, \quad \dot{p}_{2}=-q_{2}-q_{1}^{2}+q_{2}^{2} \tag{5.20}
\end{equation*}
$$

For the initial condition, we select the point $\left(q_{1}, q_{2}, p_{1}, p_{2}\right)(0)=\left(\frac{1}{5}, \frac{-1}{4}, 0.3,-\frac{-1}{4}\right)$.
During learning, we parameterize the unknown potential with monomials up to total order three such that Hamilton's equations for the momenta in the learning system are

$$
\begin{align*}
& \dot{p}_{1}=\theta_{1}+2 \theta_{3} q_{1}+\theta_{4} q_{2}+3 \theta_{6} q_{1}^{2}+2 \theta_{7} q_{1} q_{2}+\theta_{8} q_{2}^{2}  \tag{5.21}\\
& \dot{p}_{2}=\theta_{2}+\theta_{4} q_{1}+2 \theta_{5} q_{2}+\theta_{7} q_{1}^{2}+2 \theta_{8} q_{1} q_{2}+3 \theta_{9} q_{2}^{2} \tag{5.22}
\end{align*}
$$

Note that these equations share parameters because they are derived from a single parameterized potential function. We also parameterize the process and measurement noise as $\boldsymbol{\Sigma}(\theta)=\theta_{10} \mathbf{I}_{4}$ and $\boldsymbol{\Gamma}(\theta)=\theta_{11} \mathbf{I}_{4}$. Finally, data are collected on the full state $n=20$ times at regular intervals over 100 seconds with noise standard deviation of $\sigma=0.05$.

The MAP points from each posterior are used to simulate the system for 200 seconds using the leapfrog integrator with the fine timestep, and the resulting phase plots are shown alongside the truth and the data points in Fig. 5.1. We see that both approaches learn that the system evolves on a manifold because the parameterization discussed in 5.3 restricts the model search space to Hamiltonian systems, each of which possesses a corresponding manifold.

From visual inspection, it first appears that the manifolds learned by both the symplectic and non-symplectic approaches are virtually identical. Fig. 5.2a, however, reveals that the system learned by the non-symplectic approach exists on a lower energy manifold than that learned by the symplectic approach. The true Hamiltonian is 0.1227 , and the Hamiltonian learned by the symplectic approach is 0.1219 and by the non-symplectic approach is 0.1211 .

The explanation for this discrepancy is shown in Fig. 5.2b, where we see that the Hamiltonian of the system grows very quickly when the Runge-Kutta integrator with the learning
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Figure 5.1: Phase diagrams of the Hénon-Heiles system. The top row shows the models learned by the approaches equipped with the leapfrog and Runge-Kutta integrators. All trajectories were integrated with the leapfrog method with the fine timestep for 200s, except for the bottom right, which was only integrated for the 100s period of data collection.
timestep is used. To compensate for this growth, the non-symplectic approach learns a lower energy system such that in the time it takes to integrate from one data point to the next, the energy added by the integrator has now pushed the Hamiltonian up to its true value. Overall, the Hamiltonian learned by the symplectic approach is closer to the truth than that learned by the non-symplectic approach.

In addition to accuracy, the second main benefit to using a symplectic integrator is a reduction of uncertainty in one's estimate. To quantify the uncertainty in our estimates, we run MCMC sampling on each posterior for 200,000 iterations and discard the first 100,000 samples as a conservative burn-in period. Fig. 5.3 shows the estimates of the trajectory of the system's first state and their corresponding posteriors. For the sake of direct comparison, each trajectory is integrated using the leapfrog method with the fine timestep. In this figure, the region between the $2.5 \%$ and $97.5 \%$ quantiles of the posterior is shaded and 100 individual samples have been overlaid. The posterior from the non-symplectic approach grows much more quickly than the posterior from the symplectic approach as the system evolves, reflecting greater uncertainty in the estimate of the non-symplectic approach.

To understand this discrepancy in the variance of the estimates, we turn to the shape of the log posterior. The inability of the Runge-Kutta integrator to preserve the Hamiltonian


Figure 5.2: The learned Hénon-Heiles Hamiltonians. The lighter blue and red lines are samples from the posteriors from the symplectic and non-symplectic learning approaches. The dark lines represent the MAP of the respective parameter posterior, and the subcaptions denote the integrator used to integrate each solution post-learning, e.g. the two dark red lines are the same model integrated with different methods. The vertical magenta line indicates the end of the data collection period.
of the system introduces error into the system learning process not present in the process using the leapfrog integrator. This additional error increases the process noise of the system, shown in Fig. 5.4, and, as discussed in [28], this order of magnitude difference in the process noise can introduce significant bias. Indeed, we see in Fig. 5.3 that the MAP estimate from the symplectic approach aligns closely with the truth for about 150 seconds, while the non-symplectic approach can only last about 20 seconds.

### 5.4.2 Cherry problem

Next, we apply the Bayesian learning method to the Cherry problem [17], which has a nonseparable Hamiltonian of the form

$$
\begin{equation*}
\mathcal{H}\left(q_{1}, q_{2}, p_{1}, p_{2}\right)=\frac{1}{2}\left(q_{1}^{2}+p_{1}^{2}\right)-\left(q_{2}^{2}+p_{2}^{2}\right)+\frac{1}{2} p_{2}\left(p_{1}^{2}-q_{1}^{2}\right)-q_{1} q_{2} p_{1} \tag{5.23}
\end{equation*}
$$

This four-dimensional dynamical system is a challenging example because it possesses a negative energy mode (NEM) that leads to an explosive nonlinear growth of perturbations for arbitrarily small disturbances. These NEMs occur in several important infinite-dimensional dynamical systems, e.g., gravitational instability of interpenetrating fluids [12] and magnetosonic waves in the solar atmosphere [46].

Similar to the Hénon-Heiles example, we will begin by comparing the symplectic and


- Data $\square$ LF Posterior $—$ Leapfrog $\square$ RK Posterior $—$ Runge-Kutta $-\quad-$ Truth

Figure 5.3: Hénon-Heiles reconstructed trajectories using the MAP point and samples from the posterior. The top row shows the results from the symplectic approach and the bottom row shows results from the non-symplectic approach, each integrated with leapfrog. The vertical magenta line indicates the end of the data collection period.

(a) Leapfrog

(b) Runge-Kutta

Figure 5.4: Marginal posteriors of the process noise. Due to the symplectic nature of the leapfrog integrator, the process noise is reduced by an order of magnitude.
non-symplectic Bayesian approaches, where this time, the symplectic integrator is now Tao's integrator. Since this integrator is also second-order, we keep the second-order Runge-Kutta integrator for the non-symplectic approach. The results of this comparison are provided in Section 5.4.2.1 and show the improvements in accuracy gained by using a structure-preserving symplectic integrator over a non-symplectic integrator of equivalent order accuracy. Section 5.4.2.2, gives a comparison between the proposed method and the LS method described in 5.3.1.1. This section demonstrates the greater robustness of the proposed approach to noisy data.

In both sections, we parameterize the Hamiltonian with polynomials up to total order three for a total of $N=34$ basis functions. The type of polynomials used in each example is given in the corresponding section. Each covariance matrix is parameterized as an identity matrix scaled by an unknown parameter: $\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)=\theta_{35} \mathbf{I}_{4}$ and $\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)=\theta_{36} \mathbf{I}_{4}$. Once again,
we place a Laplacian prior on $\boldsymbol{\theta}_{\Psi}$ for sparsity and half-normal priors on $\boldsymbol{\theta}_{\Sigma}$ and $\boldsymbol{\theta}_{\Gamma}$. The observation operator $h$ is the identity such that we measure the full state. The data and predictions are both generated using the explicit symplectic integrator using a time step of $\Delta t_{f}=0.01$.

### 5.4.2.1 Training with a single initial condition

In this study, we consider the case where noisy data from a single initial condition are used to learn the model, and we compare numerical results far outside the training data regime to demonstrate the generalizability of the presented Bayesian learning algorithm.

We select the initial condition $\left[q_{1}(0), q_{2}(0), p_{1}(0), p_{2}(0)\right]^{\top}=[0.15,0.1,-0.05,0.1]^{\top}$ for training and integrate the nonseparable Hamiltonian system up to $t=8$. We collect the data on the full state every 0.4 time units for a total of 21 data points with zero-mean Gaussian noise with standard deviation of $\sigma=0.01$. For the learning problem, we parameterize the nonseparable Hamiltonian using monomial basis functions. To ensure proper convergence, we draw $2 \times 10^{5}$ samples, and discard the first $10^{5}$ samples as a conservative burn-in period.

Both symplectic and non-symplectic approaches in this study use a learning time step of $\Delta t_{t}=0.05$ (five times the time step used for prediction) to reduce computational time. Despite the large learning step, the symplectic approach gives accurate predictions far outside the training data regime, see Fig. 5.6a. For the non-symplectic approach, we use a secondorder Runge-Kutta integrator that does not preserve the underlying Hamiltonian structure.

The MAP parameters of each posterior are used to simulate for $t=16(100 \%$ outside the training data regime) using the explicit symplectic integrator. Fig. 5.5 shows the learned Hamiltonian values for the MAP point and their corresponding posteriors for both symplectic and non-symplectic approaches. The true Hamiltonian is $-0.78 \times 10^{-2}$, and the value of the Hamiltonian learned by the symplectic approach is approximately $-0.68 \times 10^{-2}$. The Hamiltonian learned by the non-symplectic approach is approximately $-0.81 \times 10^{-2}$. Compared to the posterior from the symplectic approach in Fig. 5.5a, the posterior from the non-symplectic approach in Fig. 5.5b reflects greater uncertainty in the Hamiltonian estimate.

Fig. 5.6 compares the reconstructed trajectories of the system's first state using the MAP point and the samples from the posterior. For a fair comparison between the symplectic and non-symplectic approaches, each trajectory is integrated using the explicit symplectic integrator. ${ }^{2}$ We see in Fig. 5.6 that the MAP estimate from the symplectic approach aligns

[^5]closely with the truth for the entire length of the simulation, while the MAP point from the non-symplectic approach gives inaccurate results after the end of the training time interval at $t=8$.

We also compute the following relative state error for both the training data regime and testing data regime

$$
\begin{equation*}
e(i: j)=\frac{\left\|\hat{\mathbf{x}}_{i: j}-\mathbf{x}_{i \cdot j}\right\|_{F}}{\left\|\mathbf{x}_{i: j}\right\|_{F}} \tag{5.24}
\end{equation*}
$$

for positive integers $i \leq j$ where $\mathbf{x}_{i: j} \in \mathbb{R}^{2 d_{x} \times(j-i+1)}$ is the true state trajectory at times $t_{i}, \ldots, t_{j}$, and $\hat{\mathbf{x}}_{i: j}$ is the estimate of this trajectory. In the training data regime $(t=0$ to $t=8)$, the relative state error, $e(1: n)$, for the symplectic approach is 0.0877 whereas the relative state error for the non-symplectic approach is 0.1307 . In the testing data regime $(t=8$ to $t=16)$, the relative state error, $e(n+1: 2 n)$, for the symplectic approach is 0.2173 whereas the relative state error for the non-symplectic approach is 0.3326 . Thus, the symplectic approach achieves approximately $30 \%$ reduction in state error over the nonsymplectic approach.


Figure 5.5: The learned Hamiltonians. The lighter blue and red lines in (a) and (b) are the samples from the posteriors from the symplectic and non-symplectic learning approaches. Both approaches estimate the true Hamiltonian accurately with an absolute energy error of less than $10^{-3}$. However, the non-symplectic approach has much greater uncertainty.

### 5.4.2.2 Training with multiple initial conditions

In this subsection, we consider the case where data are collected from a number of different trajectories with independent initial conditions (ICs), and our goal is to estimate a model of the system that can give good prediction for an arbitrary IC.

To gather the training data, we first randomly sample $M=5$ ICs from a Gaussian centered at the testing IC with standard deviation 0.05 . The testing IC is the same IC used Hamiltonian models using symplectic integrators.


Figure 5.6: Reconstruction error comparison for the training with single IC case. The MAP estimate for the symplectic approach captures the nonseparable Hamiltonian dynamics accurately at $t=16$ which is $100 \%$ outside the training data whereas the MAP estimate for the non-symplectic approach yields inaccurate predictions outside the training data. The posterior for both approaches grows as the system evolves further in time. The purple line indicates the end of the data collection period.
in the previous example. For each training IC, we integrate the system for up to $t=8$ and measure the state every 0.4 time units for a total of 21 data points per trajectory including the IC. Any trajectories that diverged during this time period had their IC resampled. To complete the training dataset, we add $10 \%$ relative noise, i.e., $\mathcal{Y}_{k}=\mathcal{X}_{k}\left(1+u_{k}\right)$ where $u_{k} \sim \mathcal{U}[-0.10,0.10]$ and $\mathcal{U}$ is the uniform distribution. This is the same noise form used by [107]. Note that although we are adding multiplicative noise here, we are still using the additive Gaussian model from Eq. (2.5) to show the algorithm's robustness in the event that the actual noise does not match our model.

We parameterize the Hamiltonian for the learning problem with Legendre polynomials as basis functions and integrate with the symplectic integrator with $\Delta t_{t}=0.01$ during training. To find the MAP, we use the LS estimate as the optimization starting point for $\boldsymbol{\theta}_{\Psi}$ and the starting point $10^{-6}$ for variance parameters $\boldsymbol{\theta}_{\Sigma}$ and $\boldsymbol{\theta}_{\Psi}$. Then we draw $10^{4}$ samples from the posterior.

We compare the proposed structure-preserving learning method to the LS method and present the results in Fig. 5.7, where every learned model was integrated with the explicit symplectic integrator. Note that although [107] suggested a method for denoising the data, we found that using the raw data gave a better LS estimate in this problem. The training data and ground truth are shown alongside the point estimates from the LS and Bayesian methods in Fig. 5.7a. Even though the training ICs are all near the testing IC, we observe that the testing trajectory in Fig. 5.7b differs significantly from the training trajectories. Fig. 5.7a also shows that the mean estimate is able to fit the training data fairly well, whereas the LS estimate struggles due to the noisiness/sparsity of the data. The fact that the mean estimate can fit the training data even when the measurement noise is non-Gaussian further demonstrates the robustness of the proposed approach.

Next, we illustrate the posterior predictive distribution on the test IC in Fig. 5.7b by plotting the trajectory estimate from every 200th MCMC sample for a total of 50 samples. We see that as time increases, the posterior starts to widen, reflecting the growing uncertainty in the state with time. We also observe that although both the LS and posterior predictive mean match the truth very closely through $t=4$, the LS estimate deviates from the truth much earlier and much more drastically than the mean estimate. Fig. 5.7b demonstrates that the Bayesian method is able to find models that generalize well outside of the training set of the data.

To compare the methods quantitatively, consider the relative error (5.24) over the first $k$ time steps, i.e., $e(1: k)$. The relative error of the mean estimate on the test IC stays under $10 \%$ for $t=18.22$, while the LS estimate stays under this threshold for only $t=1.49$. The Bayesian method therefore yields better long-time prediction performance.

### 5.4.3 Tao's example

We now turn to neural network parameterizations. Due to their large numbers of parameters, deep neural networks are often at risk of overfitting training data. This risk is especially problematic when the size of the training dataset is small and the data are significantly noisy. In the previous chapters, it was shown that Algorithm 1 can help counteract overfitting by penalizing models that have large output covariances. In contrast, objectives that do not account for a model's output covariance, like Eq. (5.15), have no way of distinguishing between high and low variance models without a sufficiently large number of data. In this experiment, we assess the potential of the negative $\log$ posterior for extending the applicability of the NSSNN into problems where the available data are few and noisy. Similar to the previous example, we will demonstrate the negative log posterior's robustness to non-


Figure 5.7: Left: The training data from 3 different ICs are shown alongside the point estimates from the LS [107] and Bayesian methods. The Bayesian method is more robust to the noisiness/sparsity of the data. Right: The posterior predictive distribution and its mean are compared to the LS point on a trajectory outside the training set. The Bayesian method gives a good prediction over $t=20$, while the LS estimate deteriorates rapidly after about $t=5$.

Gaussian noise by using measurements with uniformly-distributed noise. In this experiment, however, we use the multiplicative noise model given in Eq. (2.9) and its associated filtering equations.

For this analysis, we would like to to eliminate as many sources of difficulty for the training as possible in an effort to isolate the effects that the noise and dataset size have on training. We therefore consider a Hamiltonian with one of the simplest nonseparable forms [99]:

$$
\begin{equation*}
\mathcal{H}(q, p)=\frac{1}{2}\left(q^{2}+1\right)\left(p^{2}+1\right) \tag{5.25}
\end{equation*}
$$

Next, we generate the training data using Tao's integrator with initial condition $\mathbf{x}_{0}=$ $\left[\begin{array}{ll}0 & -3\end{array}\right]^{\top}$ and timesteps $\Delta t_{f}=10^{-3}$ and $\Delta t_{t}=10^{-2}$. The number of data points $n$ takes the values $n=300,400, \ldots, 1000$. The period for this system is approximately 3.26 , so at this $\Delta t_{t}$, the dataset timespans range from slightly under a single period to just over three periods. Then, we corrupt the datasets with multiplicative noise $\mathbf{v}_{k} \sim \mathcal{U}[1-a, 1+a]$ for $a=0.00,0.01, \ldots, 0.10$. The mean and variance of this noise are $\overline{\mathbf{v}}=\mathbf{1}$ and $\mathbf{R}=\frac{a^{2}}{3} \mathbf{I}_{2 d}$. The final collection of datasets includes every $(a, n)$ combination for a total 88 datasets.

To train the NSSNN, we use the Adam optimizer [51] with an initial learning rate of 0.05 and beta values $\beta_{1}=0.9$ and $\beta_{2}=0.999$. Each model is trained for 400 epochs with the learning rate multiplied by 0.8 every 20 epochs. Following the approach presented in the original NSSNN paper, a batch size of 512 is used with the $L_{1}$ objective whenever applicable.

For the negative log posterior, the process noise variance is parameterized as $\boldsymbol{\Sigma}(\boldsymbol{\theta})=\theta_{q} \mathbf{I}_{2 d_{x}}$, and the output model and measurement noise variance are assumed to be known. The parameter $\theta_{q}$ is initialized at a value of $10^{-3}$, and a learning rate of $0.5 \theta_{q}$ and beta values $\beta_{1}, \beta_{2}=0.1$ are used for optimization. To encourage small values, the prior half- $\mathcal{N}\left(0,10^{-12}\right)$ is placed on $\theta_{q}$. The positivity constraint is enforced by setting $\theta_{q}$ to be 0.9 times its previous value whenever the optimizer places $\theta_{q}$ below zero. For the sake of direct comparison, we place an improper uniform prior on the dynamics model parameters.

Once training is completed, each model is simulated starting at $\mathbf{x}_{0}$ for twice the timespan of the training data using timestep $\Delta t_{f}$. The accuracy of the model is then assessed by computing the MSE defined as

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{2 n} \sum_{k=0}^{2 n-1}\left(\hat{q}_{k}-q_{k}\right)^{2}+\left(\hat{p}_{k}-p_{k}\right)^{2}, \tag{5.26}
\end{equation*}
$$

where the hat ${ }^{\wedge}$ denotes an estimated value.
The results of the training can vary due to the randomness in the initialization of the NSSNN parameters, in the mini-batching procedure, and in the measurement noise. Sometimes, the optimizer can even get stuck at poor model estimates that yield very high MSE. To mitigate the effect of these outliers in our analysis, 20 models are trained at each ( $a, n$ ) pair, and we compare the two methods using the median and minimum MSEs. Each of these 20 rounds of training has different realizations of initial parameters, mini-batches, and measurement noise.

The $\log _{10}$ of the median and minimum MSEs are presented as heatmaps in Figs. 5.8a and 5.8 b , respectively. We see that using the negative $\log$ posterior to train the NSSNN results in lower median and minimum MSE at nearly every $(a, n)$ pair. The primary exception is the minimum MSE in the $0 \%$ noise column in which the posterior yields lower MSE at roughly half of the $n$ values. Moreover, in both figures the MSE of models trained with $L_{1}$ loss increases much more steeply once noise is added compared to the MSE of models trained with the posterior. These results demonstrate that the posterior is much more robust to noise than the $L_{1}$ loss. Additionally, the median MSE shows that even in the low noise case, the posterior can more reliably find good model estimates, especially when a smaller number of data are available.

To get a sense of how the model behavior varies with the noise and number of data, we plot the estimated trajectories of models corresponding to the four corners of the heatmaps. The estimated output of the median and minimum MSE models are shown in Figs. 5.9 and 5.10, respectively. The fuchsia line corresponds to the time $t_{2 n}$ at which the MSE evaluation ends. Visually, we see that the estimate produced with the negative log posterior can accurately


Figure 5.8: $\log _{10}$ MSE of models trained using $-\log \pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)$ and the $L_{1}$ norm as objective functions.
reconstruct the phase manifold in all eight of the figures. Where this estimate noticeably struggles is in the oscillation frequency of its median MSE estimates when the noise is high. However, the minimum MSE estimates at high noise do not have this issue.

The $L_{1}$ objective struggles in two main areas: identifying good models with high noise data and reliable optimization with low number of data. We see that in the high noise case, both the median and minimum MSE estimates produced by the $L_{1}$ objective struggle to accurately reconstruct the phase manifold. In the low number of data case, the minimum MSE estimate matches the true output closely when there is not any noise. However, the median MSE estimate produces a flat line in the time domain. The fact that there is such a big difference in the median and minimum MSE estimates suggests that although the $L_{1}$ objective is able to produce good estimates with a small number of data, optimization is challenging and will likely take multiple tries.


Figure 5.9: Estimated trajectories from the median MSE models.

In Fig. 5.9b, we noted that the posterior estimate appears to match the true output closely in phase space but produces large errors in the time domain. One way to assess how closely the estimates match the system behavior in phase space is by looking at the


Figure 5.10: Estimated trajectories from the min. MSE models.

Hamiltonian MSE of the models defined as

$$
\begin{equation*}
\frac{1}{2 n} \sum_{k=0}^{2 n-1}\left(\mathcal{H}\left(\hat{q_{k}}, \hat{p_{k}}\right)-\mathcal{H}\left(q_{0}, p_{0}\right)\right)^{2} \tag{5.27}
\end{equation*}
$$

where $\mathcal{H}$ is the Hamiltonian function (5.25). This metric gives a quantification for how close the energy levels of the estimates are to the true system's energy. Since some of the median MSE estimates, such as that in Fig. 5.9c, remain extremely close to the initial point, we will only asses the minimum MSE estimates with this metric. The $\log _{10}$ values of the Hamiltonian deviation for the minimum MSE estimates are shown in as a heatmap in Fig. 5.11. From this figure, we can see a clear trend that the Hamiltonian deviation grows as noise increases and as the number of data decreases in both objective's estimates. The estimates produced by the $L_{1}$ objective outperform those produced by the posterior at almost all $n$ values when the data are noiseless - the notable exception being when the number of data is smallest. Once noise is added, however, we once again see a sharp increase in the MSE from the estimates found with the $L_{1}$ objective. The MSE values of the estimates produced with the negative log posterior, in contrast, increase gradually as the noise increases.

Overall, we conclude that if the data are truly noiseless, then the $L_{1}$ objective is likely the better option because it gives time domain MSE comparable to the negative log posterior at a lower computational cost. When the number of data is low, however, the negative posterior could be more cost efficient since it appears to require fewer training restarts than when the $L_{1}$ objective is used. For data that are noisy, the negative log posterior is the clear choice. Although the cost is higher, the negative log posterior produces significantly more accurate estimates when the data have as little as $1 \%$ noise.


Figure 5.11: $\log _{10}$ Hamiltonian MSE of the minimum MSE models learned by the $-\log \pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)$ and $L_{1}$ norm objectives.

### 5.4.4 Double pendulum

The next system that we consider is the double pendulum, which has the following Hamiltonian:

$$
\begin{align*}
\mathcal{H}(\mathbf{q}, \mathbf{p})= & \frac{m_{2} \ell_{2}^{2} p_{1}^{2}+\left(m_{1}+m_{2}\right) \ell_{1}^{2} p_{2}^{2}-2 m_{2} \ell_{1} \ell_{2} p_{1} p_{2} \cos \left(q_{1}-q_{2}\right)}{2 \ell_{1} \ell_{2} m_{2}\left(m_{1}+m_{2} \sin ^{2}\left(q_{1}-q_{2}\right)\right)}  \tag{5.28}\\
& -\left(m_{1}+m_{2}\right) g \ell_{1} \cos \left(q_{1}\right)-m_{2} g \ell_{2} \cos \left(q_{2}\right) .
\end{align*}
$$

We choose this system because it pertains to a physical mechanical system and therefore holds relevance to fields that design and study mechanical systems such as robotics. Additionally, the Hamiltonian is much more complex, and the behavior displayed by the double pendulum is chaotic in certain regions of the phase space. These two aspects make the system much more challenging to learn and allow us to test the limits of the NSSNN and the two objective functions.

For this experiment, we use an initial condition of $\mathbf{x}_{0}=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{\top}$ and collect $n=$ 2000 measurements of the full state using timesteps $\Delta t_{f}=10^{-3}$ and $\Delta t_{t}=10^{-2}$. Then, we corrupt the measurements using multiplicative noise $\mathbf{v}_{k} \sim \mathcal{U}[0.99,1.01]$. The training procedure uses 1,000 epochs with an initial learning rate of 0.05 that is multiplied by 0.8 every 50 epochs. To learn the process noise covariance, we use the parameterization $\Sigma=$ $\operatorname{diag}\left(\left[\begin{array}{llll}\theta_{q 1} & \theta_{q 2} & \theta_{q 3} & \theta_{q 4}\end{array}\right]\right)$. The learning rate for each parameter equals the parameter value and is also multiplied by 0.8 every 50 epochs. Any remaining aspects of the training follow the procedure described in the previous example.

First, we examine the time-domain estimates, plotted in Fig. 5.12. Since the double pendulum is a chaotic system, long-term prediction is incredibly difficult. We see that neither estimate can follow the truth for more than about 5 s . We also examine the log
posterior estimate with a quantification of uncertainty. Quantifying the uncertainty in deep neural networks is notoriously difficult, but with an estimated process noise available, we can run a stochastic simulation that gives us uncertainty quantification without the immense expense of MCMC sampling. The stochastic simulation is shown in Fig. 5.13. We see that the spread of samples begins to grow as the MAP estimate begins to deviate from the truth. This suggests that the process noise can give a reliable estimate of how the uncertainty in an estimated model changes over time. Notably, non-Bayesian approaches have no such resource for assessing the reliability of their estimates.


Figure 5.12: Comparison of the MAP and $L_{1}$ estimates on the double pendulum.

Next, we look at the accuracy of the two estimates in phase space. Specifically, we quantify this accuracy by evaluating the absolute Hamiltonian error defined as

$$
\begin{equation*}
\frac{1}{2 n} \sum_{k=0}^{2 n-1}\left|\mathcal{H}\left(\hat{\mathbf{q}_{k}}, \hat{\mathbf{p}_{k}}\right)-\mathcal{H}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)\right| . \tag{5.29}
\end{equation*}
$$

Fig. 5.14a shows the estimates in phase space. The color of the line denotes the value of the absolute Hamiltonian error at that point. The absolute Hamiltonian error is also plotted over time for reference in Fig. 5.14b. We see that both qualitatively and quantitatively, the MAP estimate is much closer to the true Hamiltonian. Moreover, the absolute Hamiltonian error of the MAP estimate is lower on average and does not display sudden spikes in error like the $L_{1}$ estimate. This is possibly due to the inherent regularization in the marginal likelihood that penalizes large output covariance. Overall on this example, we see that the negative $\log$ posterior is better able to capture the underlying Hamiltonian manifold of the


Figure 5.13: Realizations of the MAP dynamics with the nominal MAP estimate, truth, and data overlaid.
chaotic double pendulum.

### 5.5 Summary

In this chapter, we considered learning Hamiltonian systems using not only data, but also prior knowledge from physics. We began by introducing background on Hamiltonians that explained that such systems conserve a function of the generalized position and momentum, known as the Hamiltonian, from which the time derivatives can be derived. As a result, we are able to restrict the model space to Hamiltonian systems by parameterizing the Hamiltonian directly. Then we presented two numerical integration schemes that preserve symplecticity one for separable and one for nonseparable Hamiltonians. We discussed how many learning frameworks for Hamiltonians will use non-symplectic integrators during training and then switch to a symplectic integrator during testing. Then, we proposed embedding the marginal likelihood with a symplectic integrator and compared this approach to the marginal likelihood without a symplectic integrator. This comparison differed from previous comparisons in that we ensured both integrators had the same order of accuracy to isolate the benefits of preserving symplecticity. This comparison showed that by enforcing symplecticity during training, the resulting estimates were more accurate and precise compared to estimates that were found using a non-symplectic integrator. The improved precision manifested itself in lower process noise values, demonstrating how the process noise can be used to quantify the uncertainty in an estimated model without requiring simulation.

Then, we turned to demonstrating the robustness of the marginal likelihood for noise forms other than additive Gaussian noise. We showed that even when the actual noise is not additive Gaussian, the additive Gaussian noise model can still deliver acceptable estimates, even outperforming a LS method. After this comparison, we implemented the filter for multiplicative noise described in Section 2.3.1.2. We compared the marginal likelihood with this filter to the $L_{1}$ objective for learning NSSNNs on data with uniform, multiplicative noise. This comparison showed that the marginal likelihood still demonstrates strong noise robustness with this other filter compared to the $L_{1}$ objective. Lastly, we applied the marginal likelihood to learning the chaotic double pendulum. This example showed that although long-term prediction on chaotic systems is extremely difficult, the marginal likelihood was able to identify a model whose solution remained close to the true manifold of the system.

(a) MAP and $L_{1}$ estimates in phase space, where the color denotes the absolute Hamiltonian error.

(b) Absolute Hamiltonian error over time.

Figure 5.14: Absolute Hamiltonian error in phase and time domains.

## CHAPTER VI

## Conclusions and Future Work

In this dissertation, we have proposed a framework with the potential for unifying many system ID objective functions. This framework considers a HMM that not only models the output error, but also models the dynamics error in the form of process noise. From this formulation, we derived a marginal likelihood that, when paired with a prior distribution, can be shown to contain many other popular objectives. Specifically, we proved that the following four objective functions can be viewed as special cases of the negative $\log$ posterior that uses this proposed marginal likelihood: DMD (Theorem 3), single rollout Markov parameter estimation (Proposition 2), SINDy (Theorem 4), and MS (Proposition 4).

In addition to increased generality, the process noise term was shown to also provide three main benefits. The first is adding regularization into the marginal likelihood directly from the model formulation (Eq. (3.2)). Since this regularization is placed over the output space of the system, it is more interpretable than heuristic parameter priors, and it is applicable to arbitrary model parameterizations. The second benefit is that it can smooth the optimization surface to improve ease of optimization (Fig. 1.3). It was shown that this smoothing is similar to that touted by the MS objective (Section 4.1.2.2). The process noise covariance, however, has the added advantages of being continuous and multi-dimensional for greater flexibility and being able to be tuned automatically. Lastly, we showed that the estimated process noise term can be used as a proxy for estimating the quantity of uncertainty in a model estimate (Section 5.4.1). This is useful when one wants to avoid additional simulations of the model or to avoid the cost of MCMC sampling (Section 5.3.1.2).

We also tested the marginal likelihood on many numerical experiments. We showed that the marginal likelihood is robust to different forms of noise (Section 5.4.2), even forms that do not match the modeling assumptions (Sections 5.4.3 and 5.3.1.2). Additionally, we provided a novel analysis using process noise covariance and MCMC sampling to show how physicsinformed estimation can improve the accuracy and precision of estimates (Section 5.4.1).

Despite all of these advantages, the method still has a number of limitations that can
be addressed through future work. For example, the Bayesian algorithm is significantly more expensive than other system ID approaches, making it infeasible for computationally intensive problems. Therefore, lowering its computation time could facilitate its application to larger, more complicated problems and could even enable online inference. The computational cost of the algorithm can be prohibitively expensive in two main scenarios: (1) the system state or the measurements are high-dimensional, and (2) the model parameters are unidentifiable, resulting in complex relationships between parameters that significantly extend the convergence time of MCMC sampling.

This first scenario commonly arises in the study of spatio-temporal systems such as fluid flow and time-dependent materials phenomena. These systems are infinite-dimensional and discretizations of the spatial domain often use thousands of nodes. For many LS objectives, the dominant cost of the objective computation for these systems is evaluation of the forward model. In comparison, the marginal likelihood computation not only needs to evaluate the forward model, but it must also compute time-varying covariance matrices, which incurs additional cost. As was shown in Section 2.3.2, this additional cost scales cubically with the dimensions of the state and measurements. Therefore, the computational cost of marginal likelihood evaluation can become prohibitive as state or output dimension increases.

One approach to lowering the cost of marginal likelihood evaluation for high-dimensional systems is to reduce the dimension of the model. Often, the dynamics of a spatio-temporal system can be modeled on a low-dimensional manifold while retaining relatively high representation accuracy. Common methods for dimension reduction include principal component analysis (PCA), kernel PCA, and diffusion maps. By replacing the high-dimensional data in the marginal likelihood with low-dimensional data, the negative log marginal likelihood becomes a feasible option for an objective function. It is important to note, however, that the reduced data do not represent the system behavior as accurately as the full-dimensional data, so the mapping to the low-dimensional space will add greater error/uncertainty into the system ID problem. Proper quantification of this uncertainty will significantly impact the accuracy of the learned model and should be a central area of focus within this research direction.

The second scenario pertains to the cost of MCMC sampling. Even when the cost of marginal likelihood evaluation is reasonable, the computational resources required for quantifying parameter uncertainty through MCMC sampling can be exorbitant in some cases. Specifically, when the parameters are correlated through complex relationships, it can be very difficult to efficiently sample from the posterior distribution. These complicated relations often arise due to non-identifiability in the parameters, but for black-box modeling, the parameter values are not of interest. Instead, the uncertainty in the model outputs is
the target of sampling. As a consequence of the non-uniqueness of parameter values, the parameter posterior can theoretically be greatly simplified without any loss in the representation accuracy of the output posterior. Thus, approximate inference approaches for the parameter posterior have the potential to drastically reduce computational requirements for uncertainty quantification with minimal loss in the accuracy of the output posterior. One example of such an approach is variational inference, which is commonly used for efficient uncertainty quantification, usually in return for lower representational accuracy. Successful approximation of the posterior through variational inference can allow for fast, independent sampling and drastically reduce the expense of the most costly aspect of the system ID algorithm.

A final possible direction for future work is developing methods for tuning the process and measurement noise covariance matrices. These hyperparameters determine the topology of the marginal likelihood surface and are therefore critically important for efficient optimization and sampling. In fact, the success of the optimizer is often sensitive to the initial values of and priors placed on the covariance parameters. Achieving successful optimization usually requires significant hand-tuning of these parameters by the user, which can take a substantial amount of time given the computational requirements of the algorithm discussed earlier. An algorithm that could automatically tune these parameters for the user would be beneficial for the sake of time and ease of application. There are many objectives in the literature that balance fit and regularization with a tuning parameter, and the approaches used in these works could be potentially applicable to the marginal likelihood. One example of such a technique is the homotopy analysis method. Alternatively, there are also adaptive methods in the filtering literature that seek to properly tune the process and measurement noise covariances.

In conclusion, the algorithm presented in this dissertation was shown to be a powerful method for system ID problems that possess substantial amounts of uncertainty, but issues of computational expense and tuning difficulties can significantly impede its widespread application. Addressing the method's limitations through the research directions discussed in this chapter can augment the algorithm's power and flexibility, leading to the subsumption of ever more challenging problems into its domain of applicability.

## APPENDIX A <br> Pseudocode

In this appendix we provide the pseudocode for both the linear Kalman filter and nonlinear unscented Kalman filter algorithms. In the UKF algorithm, $\alpha$ and $\kappa$ are parameters that determine the spread of the sigma points around the mean, $\beta$ is a parameter used for incorporating prior information on the distribution of $\mathbf{x}$, and the notation $[\cdot]_{i}$ denotes the $i$-th row of the matrix [87].

```
Algorithm 4 Kalman filtering for evaluating \(\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)\) (exact for linear models)
Require: System parameters \(\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{\Psi}, \boldsymbol{\theta}_{h}, \boldsymbol{\theta}_{\Sigma}, \boldsymbol{\theta}_{\Gamma}\right)\);
    Prior distribution \(\pi(\boldsymbol{\theta})\);
    Distribution on initial condition \(\mathbf{m}_{0}, \mathbf{P}_{0}\);
    Linear dynamical model parameterization \(\mathbf{A}\left(\boldsymbol{\theta}_{\Psi}\right)\);
    Linear observation model parameterization \(\mathbf{H}\left(\boldsymbol{\theta}_{h}\right)\);
    Covariance matrices \(\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\) and \(\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\)
Ensure: Posterior evaluation \(\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)\)
    Compute the prior \(\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{0}\right)=\pi(\boldsymbol{\theta})\)
    for \(k=1\) to \(n\) do
        Predict \(\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}, \mathbf{y}_{k-1}\right)=\mathcal{N}\left(\mathbf{m}_{k}^{-}, \mathbf{P}_{k}^{-}\right)\)
            \(\mathbf{m}_{k}^{-}(\boldsymbol{\theta})=\mathbf{A}\left(\boldsymbol{\theta}_{\Psi}\right) \mathbf{m}_{k-1}\)
            \(\mathbf{P}_{k}^{-}(\boldsymbol{\theta})=\mathbf{A}\left(\boldsymbol{\theta}_{\Psi}\right) \mathbf{P}_{k-1} \mathbf{A}^{\top}\left(\boldsymbol{\theta}_{\Psi}\right)+\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)\)
        Compute the Evidence \(\pi\left(\mathbf{y}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k-1}\right)=\mathcal{N}\left(\boldsymbol{\mu}_{k}, \mathbf{S}_{k}\right)\)
            \(\boldsymbol{\mu}_{k}(\boldsymbol{\theta})=\mathbf{H}\left(\boldsymbol{\theta}_{h}\right) \mathbf{m}_{k}^{-}\)
            \(\mathbf{S}_{k}(\boldsymbol{\theta})=\mathbf{H}\left(\boldsymbol{\theta}_{h}\right) \mathbf{P}_{k}^{-} \mathbf{H}^{\top}\left(\boldsymbol{\theta}_{h}\right)+\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)\)
        Update \(\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k}\right)=\mathcal{N}\left(\mathbf{m}_{k}, \mathbf{P}_{k}\right)\)
            \(\mathbf{m}_{k}(\boldsymbol{\theta})=\mathbf{m}_{k}^{-}+\mathbf{P}_{k}^{-} \mathbf{H}^{\top}\left(\boldsymbol{\theta}_{h}\right) \mathbf{S}_{k}^{-1}\left(\mathbf{y}_{k}-\boldsymbol{\mu}_{k}\right)\)
            \(\mathbf{P}_{k}(\boldsymbol{\theta})=\mathbf{P}_{k}^{-}-\mathbf{P}_{k}^{-} \mathbf{H}^{\top}\left(\boldsymbol{\theta}_{h}\right) \mathbf{S}_{k}^{-1} \mathbf{H}\left(\boldsymbol{\theta}_{h}\right) \mathbf{P}_{k}^{-}\)
        Update \(\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{k}\right) \propto \pi\left(\mathbf{y}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k-1}\right) \pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{k-1}\right)\)
    end for
```

Algorithm 5 Unscented Kalman filtering algorithm for approximating $\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)$
Require: System parameters $\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{\Psi}, \boldsymbol{\theta}_{h}, \boldsymbol{\theta}_{\Sigma}, \boldsymbol{\theta}_{\Gamma}\right)$;
Prior distribution $\pi(\boldsymbol{\theta})$;
Distribution on initial condition $\mathbf{m}_{0}, \mathbf{P}_{0}$;
Dynamical model parametrization $\Psi\left(\boldsymbol{\theta}_{\Psi}\right)$;
Observation model parameterization $h\left(\boldsymbol{\theta}_{h}\right)$;
Covariance matrices $\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)$ and $\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)$;
UKF parameters $\alpha, \kappa, \beta$
Ensure: Approximate evaluation of the posterior $\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{n}\right)$
Calculate $\lambda=\alpha^{2}\left(d_{x}+\kappa\right)-d_{x}$
Compute the weights

$$
\begin{aligned}
& W_{0}^{(m)}=\frac{\lambda}{d_{x}+\lambda} \\
& W_{0}^{(c)}=\frac{\lambda}{d_{x}+\lambda}+\left(1-\alpha^{2}+\beta\right) \\
& W_{i}^{(m)}=W_{i}^{(c)}=\frac{1}{2\left(d_{x}+\lambda\right)}, \quad \forall i=1, \ldots, 2 d_{x}
\end{aligned}
$$

Compute the prior $\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{0}\right)=\pi(\boldsymbol{\theta})$
for $k=1$ to $n$ do
Predict $\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k-1}\right) \approx \mathcal{N}\left(\mathbf{m}_{k}^{-}, \mathbf{P}_{k}^{-}\right)$
Form the sigma points

$$
\begin{aligned}
& \mathcal{X}_{k-1}^{(0)}(\boldsymbol{\theta})=\mathbf{m}_{k-1} \\
& \mathcal{X}_{k-1}^{(i)}(\boldsymbol{\theta})=\mathbf{m}_{k-1}+\sqrt{d_{x}+\lambda}\left[\sqrt{\mathbf{P}_{k-1}}\right]_{i} \\
& \mathcal{X}_{k-1}^{\left(i+d_{x}\right)}(\boldsymbol{\theta})=\mathbf{m}_{k-1}-\sqrt{d_{x}+\lambda}\left[{\sqrt{\mathbf{P}_{k-1}}}_{i}, \quad \forall i=1, \ldots, d_{x}\right.
\end{aligned}
$$

7: Propagate the sigma points through the dynamical model

$$
\hat{\mathcal{X}}_{k}^{(i)}(\boldsymbol{\theta})=\Psi\left(\mathcal{X}_{k}^{(i)}, \boldsymbol{\theta}_{\Psi}\right), \quad \forall i=0, \ldots, 2 d_{x}
$$

8: Compute the mean and covariance

$$
\begin{aligned}
& \mathbf{m}_{k}^{-}(\boldsymbol{\theta})=\sum_{i=0}^{2 d_{x}} W_{i}^{(m)} \hat{\mathcal{X}}_{k}^{(i)} \\
& \mathbf{P}_{k}^{-}(\boldsymbol{\theta})=\sum_{i=0}^{2 x_{x}} W_{i}^{(c)}\left(\hat{\mathcal{X}}_{k}^{(i)}-\mathbf{m}_{k}^{-}\right)\left(\hat{\mathcal{X}}_{k}^{(i)}-\mathbf{m}_{k}^{-}\right)^{\top}+\boldsymbol{\Sigma}\left(\boldsymbol{\theta}_{\Sigma}\right)
\end{aligned}
$$

Compute the Evidence $\pi\left(\mathbf{y}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k-1}\right) \approx \mathcal{N}\left(\boldsymbol{\mu}_{k}, \mathbf{S}_{k}\right)$
10: Update the sigma points

$$
\begin{aligned}
& \mathcal{X}_{k-1}^{(0)}(\boldsymbol{\theta})=\mathbf{m}_{k-1} \\
& \mathcal{X}_{k-1}^{(i)}(\boldsymbol{\theta})=\mathbf{m}_{k-1}+\sqrt{d_{x}+\lambda}\left[\sqrt{\mathbf{P}_{k-1}}\right]_{i} \\
& \mathcal{X}_{k-1}^{\left(i+d_{x}\right)}(\boldsymbol{\theta})=\mathbf{m}_{k-1}-\sqrt{d_{x}+\lambda}\left[{\sqrt{\mathbf{P}_{k-1}}}_{i}, \quad \forall i=1, \ldots, d_{x}\right.
\end{aligned}
$$

11: Propagate the sigma points through the observation model

$$
\hat{\mathcal{Y}}_{k}^{(i)}(\boldsymbol{\theta})=h\left(\mathcal{X}_{k}^{(i)}, \boldsymbol{\theta}_{h}\right), \quad \forall i=0, \ldots, 2 d_{x}
$$

12: Compute the mean and covariance

$$
\begin{aligned}
& \boldsymbol{\mu}_{k}(\boldsymbol{\theta})=\sum_{i=0}^{2 d_{x}} W_{i}^{(m)} \hat{\mathcal{Y}}_{k}^{(i)} \\
& \mathbf{S}_{k}(\boldsymbol{\theta})=\sum_{i=0}^{2 d_{x}} W_{i}^{(c)}\left(\hat{\mathcal{Y}}_{k}^{(i)}-\boldsymbol{\mu}_{k}^{-}\right)\left(\hat{\mathcal{Y}}_{k}^{(i)}-\boldsymbol{\mu}_{k}^{-}\right)^{T}+\boldsymbol{\Gamma}\left(\boldsymbol{\theta}_{\Gamma}\right)
\end{aligned}
$$

13: $\quad$ Update $\pi\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}, \mathbf{y}_{k}\right) \approx \mathcal{N}\left(\mathbf{m}_{k}, \mathbf{P}_{k}\right)$

$$
\begin{aligned}
& \mathbf{U}_{k}(\boldsymbol{\theta})=\sum_{i=0}^{2 d_{x}} W_{i}^{(c)}\left(\mathcal{X}_{k}^{(i)}-m_{k}^{-}\right)\left(\hat{\mathcal{Y}}_{k}^{(i)}-\boldsymbol{\mu}_{k}\right)^{\top} \\
& \mathbf{m}_{k}(\boldsymbol{\theta})=\mathbf{m}_{k}^{-}+\left(\mathbf{U}_{k} \mathbf{S}_{k}^{-1}\right)\left(\mathbf{y}_{k}-\boldsymbol{\mu}_{k}\right) \\
& \mathbf{P}_{k}(\boldsymbol{\theta})=\mathbf{P}_{k}^{-}-\left(\mathbf{U}_{k} \mathbf{S}_{k}^{-1}\right) \mathbf{S}_{k}^{-1}\left(\mathbf{U}_{k} \mathbf{S}_{k}^{-1}\right)^{\top}
\end{aligned}
$$

14:
Update $\pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{k}\right) \propto \pi\left(\mathbf{y}_{k} \mid \boldsymbol{\theta}, \mathcal{Y}_{k-1}\right) \pi\left(\boldsymbol{\theta} \mid \mathcal{Y}_{k-1}\right)$
end for

## APPENDIX B <br> Eigensystem Realization Algorithm

The ERA is a subspace identification algorithm that is commonly paired with Markov parameter estimation methods, such as those described in Section 3.2.2, to procure an estimated realization of the state-space matrices. The implementation of this algorithm is detailed here.

Assume that a subset of the Markov parameters $\left\{\mathbf{G}_{i}\right\}_{i=0}^{n}$ are available and the state dimension $d_{x}$ is known. The first step of the ERA is to form these $n+1$ Markov parameters into a Hankel matrix as shown

$$
\mathbf{E}=\left[\begin{array}{cccc}
\mathbf{G}_{0} & \mathbf{G}_{1} & \cdots & \mathbf{G}_{d_{2}}  \tag{2.1}\\
\mathbf{G}_{1} & \mathbf{G}_{2} & \cdots & \mathbf{G}_{d_{2}+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{G}_{d_{1}-1} & \mathbf{G}_{d_{1}} & \cdots & \mathbf{G}_{d_{1}+d_{2}}
\end{array}\right],
$$

where $d_{1}, d_{2} \in \mathbb{N}$ determine the shape of the Hankel matrix and must satisfy the inequalities $d_{1}+d_{2} \leq n$ and $\min \left\{d_{y} d_{1}, d_{u} d_{2}\right\} \geq d_{x}$. Choosing balanced dimensions $d_{y} d_{1} \approx d_{u} d_{2}$ can possibly improve noise robustness.

The ERA uses this Hankel matrix to construct an estimate of the system's observability and controllability matrices from which a realization of the state-space matrices can be extracted. Define the observability and controllability matrices

$$
\mathbf{O}=\left[\begin{array}{llll}
\mathbf{H}^{\top} & (\mathbf{H A})^{\top} & \cdots & \left(\mathbf{H A}^{d_{2}}\right)^{\top}
\end{array}\right]^{\top}, \quad \mathbf{C}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{d_{1}-1} \mathbf{B}
\end{array}\right],
$$

respectively. Define the Hankel submatrices $\mathbf{E}^{-}=\mathbf{E}\left[:, 1: d_{2} d_{u}\right]$ and $\mathbf{E}^{+}=\mathbf{E}\left[:, d_{u}+1:\left(d_{2}+\right.\right.$ 1) $\left.d_{u}\right]$. Taking the SVD of the Hankel submatrix $\mathbf{E}^{-}$yields the decomposition $\mathbf{E}^{-}=\mathbf{U S V}^{\top}$. The rank- $d_{x}$ approximation of $\mathbf{E}^{-}$can be decomposed as $\tilde{\mathbf{U}} \tilde{\mathbf{S}} \tilde{\mathbf{V}}^{\top}$, where $\tilde{\mathbf{U}}=\mathbf{U}\left[:, 1: d_{x}\right]$, $\tilde{\mathbf{S}}=\mathbf{S}\left[1: d_{x}, 1: d_{x}\right]$, and $\tilde{\mathbf{V}}=\mathbf{V}\left[:, 1: d_{x}\right]$. Next, $\mathbf{O}$ and $\mathbf{C}$ can be estimated as $\hat{\mathbf{O}}=\tilde{\mathbf{U}} \tilde{\mathbf{S}}^{\frac{1}{2}}$ and $\hat{\mathbf{C}}=\tilde{\mathbf{S}}^{\frac{1}{2}} \tilde{\mathbf{V}}^{\top}$. The ERA estimate of the state-space matrices are then $\hat{\mathbf{B}}=\hat{\mathbf{C}}\left[:, 1: d_{u}\right]$,

$$
\hat{\mathbf{H}}=\hat{\mathbf{O}}\left[1: d_{y},:\right] \text {, and } \hat{\mathbf{A}}=\hat{\mathbf{O}}^{\dagger} \hat{\mathbf{E}}^{+} \hat{\mathbf{C}}^{\dagger} .
$$

```
Algorithm 6 Least squares + eigensystem realization algorithm (LS+ERA) [71]
Require: Observations Y
    Inputs U
    State-space dimension \(d_{x}\)
    Hankel shape parameters \(d_{1}, d_{2}\)
Ensure: \(\hat{\mathbf{A}}, \hat{\mathbf{B}}, \hat{\mathbf{H}}\)
    1: Estimate Markov parameters: \(\hat{\mathbf{G}}=\left(\mathbf{U}^{\dagger} \mathbf{Y}\right)^{\top}\)
    2: \(\hat{\mathbf{E}}^{-}=\hat{\mathbf{G}}\left[:, 1: d_{2} d_{u}\right]\) and \(\hat{\mathbf{E}}^{+}=\hat{\mathbf{G}}\left[:,\left(d_{u}+1\right):\left(d_{2}+1\right) d_{u}\right]\)
    3: \(\underset{\tilde{\mathbf{U}}}{\mathbf{U}}, \mathbf{S}, \mathbf{V}=\operatorname{SVD}\left(\underset{\tilde{\mathbf{S}}}{\mathbf{E}^{-}}\right)\)
    4: \(\tilde{\mathbf{U}}=\mathbf{U}\left[:, 1: d_{x}\right], \tilde{\mathbf{S}}=\mathbf{S}\left[1: d_{x}, 1: d_{x}\right]\), and \(\tilde{\mathbf{V}}=\mathbf{V}\left[:, 1: d_{x}\right]\)
    \(\hat{\mathbf{O}}=\tilde{\mathbf{U}} \tilde{\mathbf{S}}^{\frac{1}{2}}\) and \(\hat{\mathbf{C}}=\tilde{\mathbf{S}}^{\frac{1}{2}} \tilde{\mathbf{V}}^{\top}\)
    6: \(\hat{\mathbf{B}}=\hat{\mathbf{C}}\left[:, 1: d_{u}\right], \hat{\mathbf{H}}=\hat{\mathbf{O}}\left[1: d_{y},:\right]\), and \(\hat{\mathbf{A}}=\hat{\mathbf{O}}^{\dagger} \hat{\mathbf{E}}^{+} \hat{\mathbf{C}}^{\dagger}\)
```


## APPENDIX C <br> Proof of Proposition 3

Our goal is to show that the assumptions introduced in Proposition 2 that lead to equivalency hold asymptotically. That is, we want to show $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\mathbf{0}$ and $\lim _{\bar{n} \rightarrow \infty} \mathbf{A}^{k} \boldsymbol{\Sigma}\left(\mathbf{A}^{k}\right)^{\top}=\mathbf{0}$ for $k \geq \bar{n}$. Let $N=k-\bar{n}+1$ be the number of terms in the sum. We assume $N$ is bounded such that it cannot grow arbitrarily large.

To show $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}=\mathbf{0}$, it suffices to show $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k}\left|\mathbf{G}_{i}[j,:] \mathbf{u}_{k-i}\right|=0$ for any $j \in\left\{1, \ldots, d_{y}\right\}$. By assumption, the inputs $\mathbf{u}_{i}[j] \in \mathbb{R}$ are independent realizations of the random variable $\mathbf{u}$ for $i=0,1, \ldots$ and $j=1, \ldots, d_{u}$. Recall that for any real-valued random variable $z, \lim _{a \rightarrow \infty} \int_{-a}^{a} \pi(z) \mathrm{d} z=1$, where the integral represents the probability that $|z|<a$. This implies that for any $0<\varepsilon<1, \exists \mathbf{a} \in \mathbb{R}^{d_{u}}$ such that $|\mathbf{u}[j]|<\mathbf{a}[j]$ for $j=1, \ldots, d_{u}$ with probability (w.p.) $1-\varepsilon$. Then, upper and lower bounds can be established as

$$
\begin{equation*}
0 \leq \sum_{i=\bar{n}}^{k}\left|\mathbf{G}_{i}[j,:] \mathbf{u}_{k-i}\right|<\sum_{i=\bar{n}}^{k}\left|\mathbf{G}_{i}[j,:]\right| \mathbf{a} \tag{3.1}
\end{equation*}
$$

w.p. at least $(1-\varepsilon)^{N}$. Next we prove that the upper bound goes to zero as $\bar{n} \rightarrow \infty$ regardless of a by showing that $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k} \mathbf{G}_{i}[j,:]=\mathbf{0}$. Recall that when $\rho(\mathbf{A})<1$, the LTI system is exponentially stable. Specifically, there exist constants $c>0$ and $\lambda \in(0,1)$ such that $\left\|\mathbf{A}^{k} \mathbf{x}_{0}\right\|_{2} \leq c \lambda^{k}\left\|\mathbf{x}_{0}\right\|_{2}, \forall \mathbf{x}_{0} \in \mathbb{R}^{d_{x}}$. We can therefore bound the norm of the columns of $\mathbf{G}_{i}$ as follows:

$$
\begin{align*}
\left\|\mathbf{G}_{i}[:, j]\right\|_{2} & =\left\|\mathbf{H} \mathbf{A}^{i-1} \mathbf{B}[:, j]\right\|_{2}  \tag{3.2a}\\
& \leq\|\mathbf{H}\|_{2}\left\|\mathbf{A}^{i-1} \mathbf{B}[:, j]\right\|_{2}  \tag{3.2~b}\\
& \leq\|\mathbf{H}\|_{2} c \lambda^{i-1}\|\mathbf{B}[:, j]\|_{2} . \tag{3.2c}
\end{align*}
$$

Noting that the quantity $c\|\mathbf{H}\|_{2}\|\mathbf{B}[:, j]\|_{2}$ is constant, we see that $\left\|\mathbf{G}_{i}\right\|_{2}$ is bounded above by an exponentially decaying function of timestep $i$. This leads us to the following bound
on the norm of the sum:

$$
\begin{align*}
\left\|\sum_{i=\bar{n}}^{k} \mathbf{G}_{i}[:, j]\right\|_{2} & \leq \sum_{i=\bar{n}}^{k}\left\|\mathbf{G}_{i}[:, j]\right\|_{2}  \tag{3.3a}\\
& \leq \sum_{i=\bar{n}}^{k} c \lambda^{i-1}\|\mathbf{H}\|_{2}\|\mathbf{B}[:, j]\|_{2}  \tag{3.3b}\\
& \leq N c \lambda^{\bar{n}-1}\|\mathbf{H}\|_{2}\|\mathbf{B}[:, j]\|_{2} . \tag{3.3c}
\end{align*}
$$

Since $0<\lambda<1, \lim _{\bar{n} \rightarrow \infty}\left\|\sum_{i=\bar{n}}^{k} \mathbf{G}_{i}[:, j]\right\|_{2}=0$, and consequently $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k} \mathbf{G}_{i}[:, j]=\mathbf{0}$ as well, each w.p. at least $(1-\varepsilon)^{N}$. The variable $\varepsilon$ is arbitrary, so $\lim _{\bar{n} \rightarrow \infty} \sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i} \rightarrow \mathbf{0}$ w.p. 1. Moreover, the rate of convergence of the upper bound can be found as follows:

$$
\begin{equation*}
\lim _{\bar{n} \rightarrow \infty} \frac{N c \lambda^{\bar{n}}\|\mathbf{H}\|_{2}\|\mathbf{B}[:, j]\|_{2}}{N c \lambda^{\bar{n}-1}\|\mathbf{H}\|_{2}\|\mathbf{B}[:, j]\|_{2}}=\lim _{\bar{n} \rightarrow \infty} \frac{\lambda^{\bar{n}}}{\lambda^{\bar{n}-1}}=\lambda . \tag{3.4}
\end{equation*}
$$

Therefore, the upper bound converges to zero linearly with rate $\lambda$, and the sum $\sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}$ must converge at least as fast. When $\mathbf{A}$ is diagonalizable, $\lambda$ can be chosen to be $\rho(\mathbf{A})$ such that the convergence rate is bounded above by the maximum eigenvalue of $\mathbf{A}$.

The proof for the covariance term is similar. To show $\lim _{\bar{n} \rightarrow \infty} \mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}\left(\mathbf{A}^{\bar{n}}\right)^{\top}=\mathbf{0}$, we begin by decomposing the covariance matrix $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\frac{1}{2}}\left(\boldsymbol{\Sigma}^{\frac{1}{2}}\right)^{\top}$. Then, the norm $\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}\left(\mathbf{A}^{\bar{n}}\right)^{\top}$ is bounded above as follows:

$$
\begin{equation*}
\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}\left(\mathbf{A}^{\bar{n}}\right)^{\top}\right\|_{2} \leq\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{2}\left\|\left(\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}\right)^{\top}\right\|_{2}=\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{2}^{2} . \tag{3.5}
\end{equation*}
$$

It suffices to show $\lim _{\bar{n} \rightarrow \infty} \mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]=\mathbf{0}$ for columns $j \in\left\{1, \ldots, d_{x}\right\}$. To begin, we derive an upper bound:

$$
\begin{equation*}
\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]\right\|_{2}^{2} \leq\left(c \lambda^{\bar{n}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]\right\|_{2}\right)^{2} . \tag{3.6}
\end{equation*}
$$

The fact that $\lim _{\bar{n} \rightarrow \infty} c^{2} \lambda^{2 \bar{n}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]\right\|_{2}^{2}=0$ implies that $\lim _{\bar{n} \rightarrow \infty} \mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]=\mathbf{0}$. Lastly, the rate of convergence of the upper bound is as follows:

$$
\begin{equation*}
\lim _{\bar{n} \rightarrow \infty} \frac{c^{2} \lambda^{2 \bar{n}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]\right\|_{2}^{2}}{c^{2} \lambda^{2(\bar{n}-1)}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}[:, j]\right\|_{2}^{2}}=\lim _{\bar{n} \rightarrow \infty} \frac{\lambda^{2 \bar{n}}}{\lambda^{2 \bar{n}-2}}=\lambda^{2} \tag{3.7}
\end{equation*}
$$

Then $\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{2}^{2}$, and consequently $\left\|\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}\left(\mathbf{A}^{\bar{n}}\right)^{\top}\right\|_{2}$, converges at least as fast. Therefore, we have shown that $\sum_{i=\bar{n}}^{k} \mathbf{G}_{i} \mathbf{u}_{k-i}$ and $\mathbf{A}^{\bar{n}} \boldsymbol{\Sigma}\left(\mathbf{A}^{\bar{n}}\right)^{\top}$ both converge to zero as $\bar{n} \rightarrow \infty$ with rate no greater than $\lambda$.
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[^0]:    ${ }^{1}$ For this linear problem, it is more appropriate to consider frequency-domain system ID, which would not encounter the problems described here. However, these types of time-domain system ID procedures using least squares-based regression/machine learning approaches are increasingly being used for complex nonlinear systems, and we seek to show that they can be limited in an extremely simple setting.

[^1]:    ${ }^{1}$ We only consider the naive matrix-multiplication scheme, not the asymptotically more optimal approaches such as Strassens algorithm.

[^2]:    ${ }^{1}$ The inputs must differ by more than a scalar multiplier to avoid underdetermination.

[^3]:    ${ }^{2}$ The unlabeled equation following Eq. 5 in [71].

[^4]:    ${ }^{1}$ After learning a Hamiltonian, any relevant numerical scheme can be used for prediction.

[^5]:    ${ }^{2}$ We assume that a non-symplectic learning approach would still integrate the learned model with a symplectic integrator. This setting is similar to the approaches considered in [35] or [112] where the authors use non-symplectic integrators for training structure-preserving neural networks and then integrate the learned

