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ABSTRACT

The interaction of high-intensity ultrashort laser pulses with matter can generate extreme ac-

celeration gradients and localized plasma temperatures suitable for nuclear fusion. To date,

experimental campaigns at various laboratories have successfully demonstrated sources of rel-

ativistic electrons, and multi-MeV ions as well as secondary radiation in the form of intense

ultrashort (fs-ps) pulses of x-rays, gamma rays, relativistic positrons, and neutrons from

light-matter interaction. Historically, the chirped pulse amplification (CPA) lasers capable

of generating Terawatt/Petawatt (high-field) peak power density necessary to drive such

laser-plasma accelerators (LPA) have been limited to repetition rates of 1-10 Hz. Recently,

solid-state diode-pumped optical parametric chirped-pulse amplifiers, Y3+ doped thin-disk

amplifiers, and large mode area fiber optic amplifiers have demonstrated unprecedented

scaling toward delivery of 0.1-1 J, <100 fs laser pulses at 1-10kHz. These advances in the

field of high-power laser engineering have ushered in the era of third-generation femtosec-

ond technology (3FST) with the stated objective of delivering terawatt-scale peak power at

kilowatt-scale average power. Such “TW at a kW” photonic systems are ideal for driving

high-brightness tabletop fast neutron sources.

This thesis work addresses the challenge of scaling relativistic laser targets to the kHz

repetition regime with specific application to ultrashort laser-driven neutron sources (LDNS).

First, the design, development, and testing of a novel pulsed electrohydrodynamic (EHD)

microjet nozzle is presented. Proof-of-principle experiments carried out at 0.480 kHz on the

University of Michigan relativistic λ3 laser resulted in 4 × 104 n/sec/sr isotropic yield from
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laser-driven D(d,n)3He fusion reactions in a 2.7 µm deuterated microjet. This fast neutron

flux is confirmed via bubble dosimeters, solid-state 6Li-doped microstructured semiconductor

neutron detectors, 3He proportional detectors, and a neutron time-of-flight (nTOF) detection

scheme using pulse shape discrimination enabled and time-gated EJ-309 liquid scintillation

detectors. Building upon the suite of high repetition neutron diagnostics developed for

the EHD targetry campaign, an experiment exploring neutron generation from relativistic

optical vortex beams is presented. Irradiation of free-flowing D2O liquid microjets with

orbital angular momentum (OAM) beams of topological charge l = 1 and l = 5 was shown

to generate record D-D neutron yield in excess of 106 n/sec/sr. To explain this marked source

enhancement, a basic particle-in-cell (PIC) computational model is constructed to validate

OAM self-focusing, and subsequent filamentation due to plasma density inhomogeneity at

the overdense target-vacuum boundary.

Lastly, the results from a collaborative experimental LDNS campaign utilizing a novel

ultrashort fiber CPA laser based on coherent beam combination and coherent pulse stacking

amplification are discussed. To the best of our knowledge, this experiment demonstrates the

first high repetition (2-10 kHz) tabletop neutron source driven by an all-fiber femtosecond

laser. As part of this effort, a synchronous off-color ultrashort laser backlighter was developed

as a high repetition optical diagnostic. This novel probe system is capable of arbitrary

femtosecond-to-millisecond delay and is based on the application of gain-managed nonlinear

amplification (GMNA) in Yb-doped fibers. Proof-of-principle operation is experimentally

demonstrated through time-resolved imaging of a propagating laser-driven shock front with

the frequency-doubled GMNA output beam.
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CHAPTER 1

Introduction

1.1 Current paradigms of neutron science

Neutrons are unique subatomic particles in that they do not have an associated electro-

static charge and can therefore freely penetrate an electron cloud and freely interact with an

atomic nucleus. The neutron was first discovered by Sir James Chadwick in 1932 [17], and

the importance of this discovery to the field of nuclear physics is reflected in the fact that

he was awarded the 1935 Nobel Prize in Physics for his groundbreaking experimental work.

The control and manipulation of the neutron ushered in the Atomic Age of human history,

and its role in sustained nuclear chain reactions is principally responsible for the invention

of nuclear weapons and civilian nuclear power alike. Neutron-induced transmutation of the

atomic nucleus is instrumental to various scientific, industrial, and medical applications.

Within the field of discovery science the detection of neutrons is a fundamental diagnos-

tic for measuring the success of inertial and magnetic confinement fusion schemes, similarly,

neutron scattering measurements provide unique insight into the structure of novel materials

and intense neutron fluxes replicate the penetrating radiation fields ejected from black holes.

Industrially, neutrons are used to pinpoint the location of geological petrochemical deposits,

non-destructive radiographic imaging with neutrons provides a complementary technique for

microscopic inspection of light nuclei materials, and many commercially relevant radionu-

clides are bred with intense neutron fluxes. Within the field of medicine, boron-neutron
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capture therapy and diagnostic radiotherapy procedures are enabled by the engineered ap-

plication of powerful neutron beams.

Common sources of neutrons span a gamut of nuclear technologies, energies, physical

sizes, and available flux levels - each representing trade-offs in shielding required, complex-

ity, portability, cost, and regulatory burden for operation. Radioisotope sources and beam-

target tube generators are arguably the most widely disseminated sources because of their

moderate intensity, compact footprint, and limited licensing overhead. Facility-scale sources

can deliver the greatest man-made neutron fluences ∼1012−17 n/cm2·s and are associated

with high operational cost, specific siting restrictions, and significant operational overhead.

This category of neutron sources includes accelerator beamlines, spallation sources, fusion

confinement devices, Z-pinch and dense plasma focus experiments, and conventional critical

and subcritical fission reactors. As a type of pulsed generator, laser-driven neutron sources

(LDNS) have historically blurred the line between tabletop and building-sized systems. Re-

cent advances in the front-end photonic drivers and back-end target generation schemes are

simultaneously shrinking the physical size of laser-based sources while exponentially increas-

ing source brightness and up-time availability. A review of the historic scientific advances

that have made this paradigm shift possible is given below to frame the motivation for this

thesis work.

The first working laser was demonstrated in 1960 [18] and almost immediately these new

‘tools of light’ were recognized as a means to create energetic plasmas. As early as 1961,

a team of scientists under John Nuckolls surmised that lasers were an ideal candidate for

the indirect initiation of inertial confinement fusion because of their ability to concentrate

extremely large quantities of energy in both time and space. [19] Following a public demon-

stration at the World’s Fair in 1965, the U.S. Atomic Energy Commission (known later as

the Department of Energy) began what has now been a multi-decade campaign to achieve

break-even terrestrial thermonuclear fusion driven by high-intensity lasers. A parallel effort

under Nikolai Basov’s scientific leadership in then Soviet Russia was ultimately credited with
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the first demonstration of achieving a single detectable D-D fusion neutron event in 1968 by

irradiation of LiD with ∼20J picosecond laser pulses from a Nd:Glass laser [20]. Continued

research in laser science over the next two decades saw the invention of Q-switching and

mode-locking, techniques that further increased the peak power of lasers past the regime

of non-linear optics and to the threshold of perturbing atomic potentials. Continued ex-

periments across the globe with multi-beam laser systems and various forms of cryogenic

D2 resulted in fast neutron yields exceeding the 106 n/shot/sr in the mid-1970s. Although

these efforts were made in hopes of practical realization of direct drive fusion hypothesized by

Nuckolls et al. [21], they ultimately set the stage for laser-driven tabletop neutron generation

by a new breed of high-intensity lasers with ultrashort pulse durations.

Figure 1.1: Historical scaling of the peak focused optical intensity achievable with lasers.
Used from Ref. [1] with permission.

The groundbreaking work by Mourou and Strickland in 1985 [22] on so-called Chirped

Pulse Amplification (CPA) ushered a new era of laser science capable of synthesizing fem-

tosecond (10−15 second) duration laser pulses. Applying this technique, relativistic optical

intensities (and now supra-relativistic) shown in Figure 1.1 were for the first time practically

realized in the laboratory environment. Coupled with the demonstration of broadband lasing

in the solid-state gain material Ti:Sapphire (Ti3+:Al2O3) by Peter Moulton in 1986 [23] and

passive Kerr-lens mode locking of a Ti:Sapphire (Ti:Sa) oscillator in 1994 [24,25], moderate
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repetition rated CPA laser systems became ubiquitous workhorses of the university scale

laser laboratory. Coupled with the proliferation of CPA lasers, researchers across the globe

rapidly demonstrated new ion acceleration mechanisms suitable for driving bright secondary

radiation sources.

1.2 Trends in second-generation high-power ultrashort

lasers

Traditionally, the practical engineering of Ultrashort Pulsed Lasers (USPLs) has resulted in a

functional schism in the availability of compressed pulse energy and repetition rate at which

such fs pulses may be generated. From a technical standpoint, this categorical division is a

result of: (1) the finite spectral gain bandwidth associated with different laser gain media (2)

the availability and repetition rate of suitably intense in-band pump sources, (3) host material

thermal birefringence resulting in undesired resonator lensing at high average powers, (4) the

finite damage threshold of gain media and relay optics, (5) the undesirable nonlinear optical

processes resulting from high intracavity fluence, and (6) thermal engineering limitations

due to heat removal from the quantum defect of active optical elements comprising the laser

system.

As a canonical representation for large aperture solid-state amplifier-based systems, Ti:Sa

CPA lasers now regularly achieve multi-petawatt peak output powers but with repetition

rates largely limited to ≤ 10 Hz. Currently fielded systems are rate limited by the stringent

pump requirement placed by the short (3.6 µs) upper-state lifetime of the Ti3+ ion. Further,

all practical pump sources in the λ = 450-540 nm peak absorption band of Ti:Sa are frequency

doubled solid-state lasers with nanosecond pulse durations. Joule-class pump lasers of this

type are usually flash-lamp pumped, and true system repetition limits are a product of both

amplifier thermal recovery time and pulsed power charge cycling. Diode-pumped solid-state

lasers (DPSSL) providing mJ-class operation fare slightly better and are capable of scaling to
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multi-kHz operation but with peak pump pulse energies of (∼120 mJ). Coupled with suitable

cryogenic cooling, CPA architectures pumped with DPSSL technology can achieve TW peak

power at kHz repetition rates. By definition, this makes any USPL based on Ti:Sapphire (or

any other indirectly pumped gain media) an indirect CPA architecture. Correspondingly, the

moderate quantum defect associated with green-blue Ti:Sa pulsed optical pumping results

in considerable parasitic amplifier thermal load. Ultimately, this limits the average system

output power to no more than a few hundred watts.

In contrast, rare earth-doped glass architectures routinely boast 0.01-100 MHz repeti-

tion rates but with compressed pulse energies in the µJ-mJ range. As a consequence of

narrower gain bandwidth, transform-limited pulses in the infrared (IR) are ∼ 100 fs in dura-

tion or longer, yielding effective peak powers typically of a few GW. Yb3+-doped glass fiber

lasers exemplify direct CPA architectures because the upper state lifetime is of order 1-2

ms and continuous wave (CW) pumping is therefore achievable with widely available NIR

telecommunications grade laser diodes. The scalability of fiber systems with multiple par-

allel amplifier channels and the possibility of all-fiber photonic integration make fiber-based

lasers an attractive alternative to solid-state CPA lasers for mobile or aerospace applications.

Fiber amplifiers also benefit from a large surface area to thermal mass which allows for heat

management by simple liquid-cooled heat exchangers. At present, further scaling of energy

extraction from active fiber lasers is primarily limited by complex trade-offs in mode field di-

ameter (MFD). The extractable pulse energy from fiber amplifiers scales proportionally with

the diameter of the active fiber but there are finite limits on this scaling. Ultimately these

are imposed by the optical necessity of maintaining single-mode operation to preserve out-

put beam quality and volume-to-surface-area ratios required for sufficient thermal extraction

under heat load. Furthermore, the long interaction lengths suitable for gain extraction from

Yb-doped fiber amplifiers (YDFAs) are ultimately clamped by detrimental effects of non-

linear phase accumulation by propagating pulses. Taken together, these design parameters

place upper limits on total pulse energy extracted from such fiber lasers. To date, stan-
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dalone single-channel ultrashort fiber systems have not demonstrated parity with solid-state

architectures in delivering kHz pulses with on-target relativistic intensity.

1.3 Towards third-generation femtosecond technolo-

gies

Note that Ti:Sa lasers and YDFLs are not the only candidates for high-intensity ultrashort

pulse lasers. Their introduction serves to highlight many of the representative limitations of

laboratory-fielded solid-state and fiber technologies categorically labeled second-generation

femtosecond technology (2FST) [26]. Contemporary research trends have therefore focused

on technology hybridization techniques as a route toward continued scaling of high-peak and

high-average power ultrashort photonic systems. The primary objective of third-generation

femtosecond technology (3FST) is to deliver terawatt-scale peak powers with kilowatt-scale

average powers [26]. When physically realized, these systems will usher in a new era of

laser-plasma acceleration schemes in the relativistic and ultra-relativistic regimes.

In the context of bolstering system average power output, researchers have focused on

developing advanced solid-state amplifier designs which incorporate gain media with larger

surface area and improved volumetric thermal management. Leading this effort are investi-

gations of slab and thin-disk amplifiers based on diode-bar-pumped Yb:YAG and Yb:CaF2.

Originally developed for high-throughput materials microprocessing applications, Yb:YAG

thin-disk technology was recently scaled to multi-kW power levels and its suitability for

ultrashort use was revisited.
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Figure 1.2: Scaling data for the attainable pulse energy versus repetition rate for various
advanced multi-kHz ultrashort laser architectures. [2]

To further reduce nonlinear phase effects in active fibers, researchers have looked to

implement fiber chirped-pulse amplification (FPCA) schemes using photonic band-gap fibers,

chirally coupled core (CCC) fibers, and photonic crystal rod amplifiers. These large MFD

active fibers can further bolster total system output through massive parallelization in laser

architectures utilizing modular amplifiers and coherent pulse combination techniques [27,

28]. Recently, coherent pulse stacking amplification (CPSA) has been demonstrated as a

promising technique to further scale fiber optic lasers toward 3FST design targets [29].

Compression-after-compressor (CafC) [30] has emerged as a pulse compression scheme

that can further enhance the peak power of virtually all high-repetition ultrashort systems.

Whether executed with gas-filled hollow-core fibers or multi-pass cells [31], nonlinear plate

cells [32, 33], or filaments [34, 35], the CafC technique utilizes photoionization or Kerr-

nonlinearities to spectrally broaden a moderate intensity pulse. If specific care is taken

to manage both the sign and magnitude of the imparted residual pulse chirp, dispersion

management (i.e., prisms, double-chirped mirrors, gratings, bulk optical materials) tech-

niques may be employed to compress the ultra-broadband output. This promising technique
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has been shown to generate octave spanning spectral content, kHz multi-millijoule level

pulses, and 10-30x pulse compression resulting in few or even single-cycle optical pulses with

correspondingly extreme peak power (multi-TW) [31, 36].

Together, these technologies provide a viable path toward the realization of a USPL

system capable of delivering 100 mJ / 100 fs / 10 kHz laser pulses, colloquially known as

a ‘terawatt at a kilowatt’ [26]. This would represent a convergence of both high-peak and

high-average laser power; dual requisites for LPA-based sources with application-rated radi-

ation fluxes. Near-term scientific and industrial availability of such high-repetition drivers

establishes a demand signal for suitable plasma target systems. To date, this has proved

technically daunting for a multitude of reasons.

1.4 Current limitations of repetition-rated high energy

density science

Obstacles to fielding kHz rep-rated laser targets for high energy density science (HEDS)

applications have been compiled in several recent review works and strategic working groups

[37, 38]. These works primarily focus on target systems for PW-scale 1-10 Hz Ti:Sa lasers

installed at the European Extreme Light Infrastructure (ELI), Berkeley National Laboratory

(BELLA), Gemini Laser Facility (UK), Apollon (France), and many others. To frame the

complexity of the targetry problem, consider that using these systems as a representative

lower bound, 3,600-36,000 targets would need to be synthesized, characterized, aligned, and

shot per a single hour of experimentation. Now consider, a 3FST USPL driver system op-

erating at 1-10 kHz, this would further increase on-target shot rates by a factor of 102−3,

indeed a technically rigorous demand on vacuum systems, target positioning, online diagnos-

tics data acquisition, and mean-time-to-failure (MTTF) of target generation systems. Target

needs are predominantly dictated by the physics under investigation and fall into three broad

categories : (1) targets for dynamic compression physics, (2) targets for electron transport
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and isochoric heating studies, and (3) targets for laser-driven particle and secondary radia-

tion sources [37]. kHz-repetition deuterated targets for tabletop, laser-driven neutron source

(LDNS) applications were the primary focus of this thesis work, and a brief motivation for

their development is now discussed.

With rare exception [39, 40], intense laser-plasma interaction experiments are usually

conducted under vacuum conditions. As discussed further in Chapter 1, intensity-induced

beam self-focusing can lead to catastrophic wavefront distortion or beam collapse when

TW-class ultrashort pulses are propagated at atmospheric conditions. Additionally, many

diagnostics contain high voltage elements necessary for electrostatic particle deflection, and

pressure-induced electrostatic breakdown along with particle transport concerns further con-

strain acceptable target chamber pressure levels. Together these considerations necessitate

the execution of experiments in technical vacuum (≤ 10−3 mBar) environments. Therefore,

the vapor pressure and atomic/molecular content of fielded target materials are highly scru-

tinized at most experimental facilities. Practically, non-volatile metallic (LiD) [41, 42] and

plastic thin films (CxDxOx) are a natural choice for ion acceleration via the target normal

sheath acceleration (TNSA) mechanism [43–46], and super-cooled deuterated (D2, CD4) gas

clusters or cryogenic ribbons have been fielded for thermonuclear neutron yield via Coulomb

explosion [47–50].

While gas target systems are capable of delivering high-purity species for laser accelera-

tion, the added pumping load can be extreme. Most setups are limited to <5 Hz and require

turbomolecular or LN2 cold-trap systems with > 104 L/s pumping speeds in the molecular

flow regime. This auxiliary system requirement all but eliminates the likelihood of develop-

ing a field portable LDNS based on this target generation mechanism. Solid phase targets

consisting of foils, foams, nanoarrays, and bulk discs do not outgas at appreciable levels and

generate minimal vacuum load when irradiated. Repetition-rated versions of these targets

include rotating platter/disc targets [51], tape drives [52,53] and multi-cell arrays [54]. The

full-width half-maximum (FWHM) beam diameters necessary to achieve ≥ 1018 W/cm2 in-

9



tensities associated with relativistic plasma dynamics are a few µm for most advanced 2FST

USPL systems, with corresponding Rayleigh ranges of the same spatial order-of-magnitude.

Therefore, the mechanical latency of successive target positioning and the alignment toler-

ance of target surfaces to the incident driver beam dominate the limiting factors for kHz

scaling of repetition-rated solid targets. To maintain acceptable positioning error, X-Y ar-

rays of targets coupled with advanced stepper motors have not been demonstrated above 1

Hz [54], Gatling-style targets are limited to 0.2 Hz [51], and tape drives 100 Hz [53]. Rotat-

ing disc targets have seen success when used in kHz generation of bremsstrahlung and Kα

X-ray sources but their lifetime is relatively short. In most cases, the fresh target material is

exhausted in ∼104 seconds [55]. For proposed 3FST systems with laser energies in excess of

1J, target fratricide, and debris generation must also be considered [37]. None of the afore-

mentioned targetry schemes provide a useful means of addressing nearby target damage or

contamination from preceding shots without reducing the shot repetition rate or increasing

spatial offset from the previous target volume. The summed penalty of these actions yields

reduced average source flux in neutron generation applications and reduced effective target

lifetime. In this context, an effective target lifetime is the elapsed time before the vacuum

regime must be broken and the target assembly and material replaced in its entirety.

Liquid phase targets provide a unique solution to many of the above challenges and, to

this author’s knowledge are the only target system thus far experimentally implemented for

kHz repetition ion acceleration and neutron production under continuous operation (≥ 3600

s). Liquid targets include droplets, jets, leaves/sheets, vapors, and liquid crystal films. At

present, all but the last two paradigms have been successfully demonstrated at kHz-capable

repetition rates. When considering the vapor load imparted by liquids, a judicious selection

of the liquid composition (glycerine, glycol, hydrocarbon oils) can ensure excellent vacuum

compatibility with simple deferentially-pumped recovery wells. In terms of positional relia-

bility, sub-micron jitter was reported for piezo-emitted droplets [56] and liquid leaf targets

formed by impinging two high-velocity streams [57]. Targets made of liquid are consumable
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and when ejected with the proper velocity ∼10-20 m/s are resilient to fratricide. As an added

benefit of the fluid state, the collection of unused target material through condensation or

pooling allows unused material to be recovered and recirculated. Fine mist targets (0.1-5

µm) and droplet targets (5-10 µm) also fall into a unique class of mass-limited targets. Lack

of electron distribution coupling to the adjacent target material, stalks, or holders means

that efficient laser energy deposition into these targets can result in highly efficient volumet-

ric heating mechanisms. Enhancement of the fusion cross section from such bulk heating was

originally shown with particle-in-cell (PIC) computational simulations and later confirmed

in real-life experiments [58]. Further, fast neutron generation at moderate fluxes has been

shown from ultrashort laser irradiation of droplets [56, 59] and free-flowing jets [40] consist-

ing of liquid deuterium oxide. Recently multi-MeV deuteron acceleration from D2O sheets

was shown with the addition of a suitable Be or Li converter to deliver up to an estimated

1× 1011 n/cm2/s [60].

1.5 Tabletop neutron sources based on laser-irradiated

microscale liquid targets

As a tabletop-scale source of fast neutrons (epithermal or thermal when used in conjunction

with a correctly designed moderator), laser-driven neutron sources (LDNS) exhibit the fol-

lowing advantageous characteristics: (1) sub-ns pulse duration with excellent timing fidelity,

(2) sub-mm source size, (3) time-averaged fluxes rivaling accelerator and spallation facilities,

(4) on-demand yield, and (5) and intrinsic proliferation safety. Such sources have already

proven useful in prompt gamma neutron activation analysis (PGNAA) [54, 61] and with in-

creased time-averaged flux could revolutionize radiographic nondestructive testing (NDT) of

low-Z materials. Neutron imaging and tomography are highly sought after for the charac-

terization of advanced high-density composite batteries, hydrogen fuel cells, and aerospace

additive manufacturing. Figure 1.3 exemplifies how such imaging techniques could serve as
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an excellent complement to commercially mature gamma and x-ray imaging.

Figure 1.3: Neutron radiographs of a proton exchange membrane fuel cell under active
operation showing (a) high contrast grayscale image of the device layout and subcomponents,
and (b) colorized thermal neutron absorption corresponding to increased (yellow-orange)
presence of liquid water on the membrane electrode assembly. Figure from Ref. [3] used with
permission.

Irradiation of microscale liquid jets at 0.480 kHz by Hah et al. [40] was previously shown to

deliver 2×105 n/sec/sr from D-D fusion. Similar work at the Air Force Research Laboratory

utilizing free-flowing micron sheets by Morrison et al. [57] demonstrated acceleration to >2

MeV per nucleon ion energies at 1 kHz in the readily obtainable rough-vacuum (0.035-8

torr) regime. These and similar work by various other high-field science researchers have

shown the powerful scalability of microfluidic targets for laser plasma ion acceleration and

by extension, neutron generation.

Continued advances in 3FST photonic sources will soon realize compact (room-sized)

systems capable of delivering relativistic laser pulses with unprecedented intensity and aver-

age power. Harnessing these photonic drivers to create efficient secondary radiation sources

would truly represent a technological paradigm shift but comes with significant challenges.

Historically fielded thin foil target systems for LDNS applications are ill-suited to scale to

the kHz repetition regime.

The experimental work performed during this thesis work serves to further bridge the

divide between emerging advanced 2FST and 3FST drivers and repetition-rated targets.
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Investigation of novel target extraction methods, irradiation dynamics, and driver coupling

was undertaken with the primary goal of scaling TW-class LDNS isotropic flux by an order

of magnitude to ∼ 1 × 106 n/sec/sr. Successful integration of a 3FST photonic driver with

the kHz-repetition microscale liquid targets developed throughout this work would provide a

viable pathway toward further source scaling by an estimated factor of 102−3. The practical

realization of a tabletop ultrashort pulsed laser-driven high-brightness and high-average flux

neutron source rivaling capabilities of a sealed tube D-T generator would have far-reaching

commercial, industrial, scientific, and national security implications.

1.6 Dissertation outline

This thesis details the design, engineering, and experimental testing of various advanced

high-repetition liquid target modalities suitable for laser-based generation of scalable, pulsed

fluxes of fast neutrons at tabletop scales. The target schemes described herein were tested

on multi-mJ 0.48 kHz 2-10 kHz laser systems based on Ti:Sapphire and Yb-doped glass fiber

gain media, respectively. The content of this dissertation is organized as follows:

• Chapter II provides a theoretical groundwork for the ultrashort laser physics, non-

linear optics, and plasma physics that were integral to this thesis work. Schemes for

generating intense femtosecond laser pulses are discussed, this is followed by a succinct

primer for mechanisms by which these intense pulses may initiate and subsequently

heat plasmas. Lastly, various laser ion acceleration mechanisms are introduced and

their relevance to ion acceleration and nuclear fusion is explored.

• Chapter III details the laser systems used during the experimental campaigns of this

thesis work and methods for controlling and characterizing their femtosecond out-

put pulses. This chapter also delves into the suite of radiation diagnostics which were

utilized to measure neutron, x-ray, and γ-rays generated from the laser-plasma interac-

tions. Chap. III also discusses adaptive optics and associated optimization algorithms.
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• Chapter IV describes the iterative development of a mass-limited, spatiotemporally

synchronized, electrohydrodynamic liquid microjet target. Proof-of-concept relativis-

tic irradiation of mixtures containing D2O and deuterated ethylene glycol resulted

in a quasi-monoenergetic D-D neutron characterized via neutron time-of-flight. Flux

scaling with pulse energies and maximum target repetition rate are analyzed.

• Chapter V covers experiments performed with near-relativistic optical vortex beams

incident at grazing versus incidence on microscale free-flowing D2O jets. Marked en-

hancement of fast neutron yield is shown for tuning of the transverse beam position.

Methods of optimizing OAM beams used in tight-focusing geometries are covered and

the basic theory for OAM-enhanced target heating is extrapolated from empirical data

and computational simulations.

• Chapter VI captures all work pertaining to a collaborative experimental campaign

where liquid targets were used to generate the first laser-based fusion reactions with

a high-intensity kHz-repetition rate ultrashort fiber drive laser. Parallel work with

a nonlinear fiber system resulting in a synchronous off-color ultrashort plasma back-

lighter is presented. Operation of the backlighting system is demonstrated through

proof-of-principle time-resolved imaging of hydrodynamic shocks.

• Chapter VII summarizes the key results from the novel work performed during this

thesis work and provides insight on how future work could incorporate elements from

each thesis chapter to realize a tabletop high-brightness fast neutron source capable of

sustained >107 n/s/sr isotropic flux.
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CHAPTER 2

Theoretical Background

2.1 Ultrashort laser physics

As previously mentioned, CPA and OPCPA photonic architectures are a fundamental prereq-

uisite for realizing the high-intensity pulsed laser drivers used in plasma-based acceleration

schemes. It is essential to buttress the importance of these technologies by now introducing

relevant nonlinear optical theory. The detrimental effects of non-linear phase accumulation

and self-focusing formulate the design basis for amplifying optical pulses without causing

catastrophic damage to laser gain material, as was typical prior to the application of optical

chirping [22].

2.1.1 Nonlinear Optics

Ultrashort pulsed laser light is a form of electromagnetic radiation. It is useful to there-

fore to briefly review Maxwell’s equations, as this concise set of relationships completely

characterizes the interplay between the electric field E and magnetic field H:

∇ ·D = ρ (2.1)

∇ ·B = 0 (2.2)
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∇× E = −∂B

∂t
(2.3)

∇×H = J+
∂D

∂t
(2.4)

where ρ is charge density, J is current density, and the constants ϵ0 and µ0 are the

permittivity and permeability of free space respectively. The displacement field D is defined

as:

D = ϵ0E+P (2.5)

and the magnetic field B is defined as:

B = µ0(H+M) (2.6)

with polarization field P and magnetization field M in their usual form. The wave

equation for light is derived by taking the curl of the Maxwell-Faraday equation (Eq. 2.3,

invoking Ampere’s law (Eq. 2.4 and simultaneously applying the below vector identity:

∇×∇× E = ∇(∇ · E)−∇2E = −µ0ϵ0
∂2E

∂t2
(2.7)

Considering the source free case (ρ = 0) we arrive at the free space wave equation

presented in its usual form:

−∇2E+ µ0
∂2D

∂t2
= 0 (2.8)

In a dielectric medium, the presence of a propagating EM wave will result in a modi-

fication to the local dipole moment. Considering an isotropic and source-free medium, the

relationship between polarization density and the electric field is P = ϵ0χE, where χ is the
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electric susceptibility. Typical light-matter in the linear regime exhibits polarization which is

directly proportional to the applied field and the resulting electronic response follows closely

that of a harmonic oscillator model. Highly focused continuous wave (CW) or pulsed laser

light generates optical intensities where the effects of higher-order susceptibilities may no

longer be ignored. Through Taylor expansion, the polarization field can be re-written

P = ϵ0[χ
(1)E+ χ(2)E2 + χ(3)E3 + . . . ] (2.9)

The appearance of χ(n) terms are referred to as n-th order susceptibilities and are as-

sociated with a wide range of nonlinear optical phenomena. Regularly χ(1) ≫ χ(2) ≫ χ(3)

and accordingly the higher order effects will be negligibly expressed unless the optical field

strength is very high. As in [62], basic expansion of the polarization gives a linear and non-

linear component, with the latter added as a source term to the generalized wave equation

(Eq. 2.8) to yield:

∇2E− µ0ϵ(1)
∂2E

∂t2
= µ0

∂2PNL

∂t2
(2.10)

Thus the nonlinear polarization density can be treated as a source term for wave mixing

within linear media with refractive index n, with relation n2 = 1 + χ and c = 1/(ϵ0µ0)
1/2.

Second harmonic generation (SHG) is a χ(2) effect which was particularly important to

many aspects of this work. This special case of three-wave mixing occurs when ω = ω1 = ω2

and ω3 = 2ω in non-isotropic media. Considering an applied electric field E = E0 sin(ωt)

the induced polarization takes the form:

P = ϵ0[χ
(1)E sin(ωt) + χ(2)E2 sin2(ωt) + . . . ], (2.11)

which using trigonometric identities may be rewritten as

P = ϵ0[χ
(1)E sin(ωt) +

1

2
χ(2)E2(1− cos 2ωt) + . . . ], (2.12)
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where in the second term we see a wave oscillating at twice frequency of the fundamen-

tal laser field. Pulsed SHG processes are integral to the operation of frequency doubled

Nd:YLF and Nd:YAG lasers which are the primary pump sources for Ti:Sa power amplifiers.

Additionally, SHG plays an important role in ultrashort optical pulse measurement via au-

tocorrelation or frequency resolved optical gating, both covered in the methods section of

this thesis.

The optical Kerr effect is a third-order χ(3) nonlinearity that drives an intensity-dependent

refractive index in dielectric materials. In the standard four wave picture, where ω4 =

ω3 + ω2 + ω1 we consider the case where ω2 = −ω1. Once again expanding the induced

polarization it can be shown that

P = [χ(3)E2
avg]E(ω), (2.13)

where Eavg is the average electric field strength, and χ(3) is a rank-four tensor describing

the effect of intensity on beam propagation through the optical medium. Taylor expanding

the effective refractive index, we obtain n ≈ n0 + n2 · I. From Eq. 2.13, in the limit that

χ(3)E2
avg ≪ χ(1), we obtain the relationship between the nonlinear index of refraction n2 and

the nonlinear susceptibility

n2 =
1

2

χ(3)

n2
0

√
µ0

ϵ0
(2.14)

This intensity-dependent refractive index is responsible for self-phase modulation and

self-focusing in high-power laser beams. Applied under appropriate conditions, these ef-

fects can be beneficial - such is the case in femtosecond Kerr-lens mode locked oscillators.

Experimentally, more often these effects correspond to aberrated beam focusing due to

spontaneous beam collapse prior to the geometric focus or bulk optical material damage by

filament-induced avalanche breakdown.
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2.1.2 Nonlinear phase accumulation

Total nonlinear phase accumulation across all passive and active optical media in high-power

ultrashort lasers is a fundamental system parameter that ultimately limits output compress-

ibility and total power extracted from amplification stages. In the previous subsection, we

showed that third-order susceptibility is linked to changes in the refractive index along the

propagation path of an intense beam. Two nonlinear optical terms are used interchangeably

in the literature, and the conversion between n2 and γ is:

γ[cm2/W] = 4.19× 10−3n2

n0

[esu] (2.15)

Small-scale self-focusing within a USPL beam grows exponentially with propagation dis-

tance. Estimation of maximal ripple growth in a non-uniform beam profile from total non-

linear phase accumulation along the beam path is approximated by the “B-integral”:

B =
2π

λ0

∫
γI(z)dz (2.16)

For a typical laser amplifier stage, empirical best practice dictates that B ≤ 2 ensures

control of unacceptable noise ripple growth within the beam spatial profile [62]. Further

suppression of self-focusing is achieved by injection seeding with single longitudinal mode

oscillators, incorporation of inter-stage vacuum spatial filters, and reduction of peak power

in femtosecond systems by application of chirped pulse amplification [63].

2.1.3 Chirped pulse amplification

By the mid-1980s, broadband organic dye lasers were routinely generating trains of sub-100

femtosecond duration laser pulses via colliding pulse mode locking. Attempts at further

amplifying pulses sourced from these oscillators proved unsuccessful because the beam in-

tensities generated during power amplification were sufficient for self-focusing resulting in

catastrophic damage to the gain media. To overcome this obstacle, a technique referred to
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as pulse chirping was extended from the microwave to the optical frequency domain. By

definition, chirp refers to the time dependence of the instantaneous frequency within a pulse

envelope. In practical terms, the spectral content of the light is chromatically dispersed

in time, when redder light precedes the blue - the pulse is said to be positively chirped or

up-chirped. It follows that the reverse case applies for negatively chirped or down-chirped

pulses. The shortest possible pulses for a given pulse spectrum are realized in the “no-chirp”

or Fourier transform-limited case:

∆ω · τpulse ≥ 2πCB (2.17)

where ∆ω is spectral bandwidth, τpulse is the pulse duration, and CB is a proportion-

ality constant associated with the pulse’s temporal shape - 0.441 for the typical Gaussian

pulse. Thus far, it has been stated that broadband pulses are required for femtosecond pulse

generation and the implications of this nuance are clear from Eq. 2.17.

Figure 2.1: A typical schematic for solid-state CPA laser system including a master oscillator
and power amplifier configuration. Figure from [4] used with permission.

As shown in Figure 2.1, a typical CPA system is comprised of: (1) a mode locked ultra-

short laser oscillator, (2) a dispersive pulse stretcher, (3) laser amplifiers, and (4) a disper-

sive pulse compressor. Not pictured in this rudimentary system diagram but instrumental

in modern system design are pulse-picking elements, active or passive spectral filters, and

beam-shaping optics (i.e., collimators and telescopes).
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Broadband seed pulses for a CPA laser are generated in a mode-locked laser oscillator.

Cavity repetition rates usually span from 10-1000 MHz and result in a train of ∼nJ pulses

with broadband spectral content. In both solid-state and fiber gain media, the shortest pulse

durations are achieved by passive mode locking mechanisms which initiate self-sustaining

Kerr-lensing [24] in dispersion-compensated cavities. Front-end oscillators are also tasked

with synthesizing low-jitter electronic timing signals that play a key role in injection seeding,

pulse dumping, pump laser Q-switching, and subsequent electronic triggering of experimental

diagnostics.

Key to the CPA technique, and prior to subsequent high-power amplification, ultrashort

seed pulses must pass through a dispersive stretcher. To obtain 103 - 105 pulse broadening

necessary for TW-class USPLs, a diffraction grating pair is generally employed in an Offner

or Martinez stretcher configuration [64, 65]. By tuning the separation and incidence angle

of the grating(s), an engineered second and third-order phase is applied to the frequency

components of the pulse spectrum - temporally this results in chromatic dispersion. Temporal

broadening tied to this dispersion substantially reduces the peak power of stretched laser

pulses and allows for subsequent amplification below the nonlinear damage threshold of high-

power laser amplifiers. Within integrated photonic fiber systems, specifically tailored chirped

volume Bragg gratings may also be used in lieu of free-space gratings, further enhancing

system environmental stability [66].

Amplifier designs incorporated into CPA laser systems are often characterized by their

optical geometry and the number of passes required for the stretched pulse to achieve the

desired gain. Single-pass power amplifiers are common in RE-doped fiber systems because

highly efficient gain can be achieved over active fiber lengths of only a few meters. Typical

RE active ions used in such amplifiers are efficiently CW pumped with NIR diodes and direct

fiber integration of pump sources is commonplace. Large mode area active fiber amplifiers

routinely exhibit small-signal gain of ≥ 30-40 dB, are compact when wound on a mandrel,

and are capable of multi-mJ pulse energies. The long interaction length and small mode

21



field associated with fiber geometries favor the onset of detrimental nonlinear phenomena for

modest pulse energies compared to solid-state gain media. Divided pulse amplification [67],

spatial and spectral beam combining [68], and pulse stacking amplification [69,70] techniques

have been applied with some success to multiplex fiber systems and scale toward LPA relevant

intensities with high average power.

Thermal, mechanical, and growth considerations place fundamental limits on the longitu-

dinal and transverse size of optical-grade solid-state gain media. Spatial constraints imposed

by these smaller rod, slab or thin-disk geometries dictate that stretched pulses must traverse

the pumped area of amplifier media many times for proper extraction of the saturated energy.

Such a multi-pass amplifier design is shown in Figure 2.2:

Figure 2.2: Schematic of a concentric ring style Ti:Sa multipass amplifier. Diagram from
Ref. [5] used with permission.

Each pass through the saturated region of the amplifying medium is geometrically offset

in a multipass configuration, a factor that limits the total achievable number of gain passes

to 2-10 [71]. For this reason, multipass amplifiers are best suited for cases where input

pulse energies are comparable to the saturation fluence of the gain media, especially in

PW-class CPA systems. The use of slightly diverging beams within the pass geometry can

aid in mitigating thermal lensing effects seen at high-average pump powers expected in kHz

repetition systems. Additional benefits of this amplifier layout include reduced group velocity
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dispersion (GVD) compared to regenerative amplifiers and superior pulse pedestal contrast

due to suppression of amplified spontaneous emission (ASE) within the pulse pedestal.

A regenerative amplifier or “regen”, is a special type of multi-pass amplifier where polar-

ization gating is used to trap pulses within a ring-type resonator cavity. Figure 2.3 details

a widely employed Ti:Sa regen design utilizing an electro-optic element known as a Pockels

cell (PC).

Figure 2.3: A Ti:Sa regenerative amplifier in the (a) cavity open configuration - used for seed
injection and amplified pulse dumping; (b) cavity closed configuration - pulses are amplified
continuously on every cavity round-trip. Figure adapted from Ref. [6] with permission.

S-polarized seed pulses are injected into the cavity by means of a properly configured thin

film polarizer or polarizing beam-splitting prism. If deactivated, the pulse passes unchanged

through the PC, and the remaining cavity elements ultimately arriving at the injection optic

with their original polarization and is dumped. When coupled with an intracavity quarter-

wave plate (QWP) or half-wave plate (HWP) the high-voltage biased PC negates polarization

rotation imparted by the wave plates and P-polarized pulses become within the amplifying

cavity. In this way, pulses undergo multiple round-trips within the regen, usually resulting

in 50-60 dB signal gain. Upon saturation of the amplifier’s gain, the PC’s high-voltage is

quickly switched to effectively dump the amplified pulse from the cavity. Regen cavities are

usually employed as the primary amplifiers within most mJ level Ti:Sa systems commercially

available because their cavity design accommodates simplified alignment through free-lasing

and moderate contrast. Notable drawbacks of regenerative amplifiers include significant
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higher-order dispersion accumulation due to cavity optical elements and spectral narrowing

from multiple gain passes in tandem with limited broadband coatings on polarizing elements.

In order to generate high-intensity output pulses for laser-plasma acceleration applica-

tions, the temporally stretched and now amplified laser pulses must now be sent through

an optical compressor. These devices are engineered to remove the spectral phase imparted

by the system’s stretcher along with all phase accumulated from material dispersion from

cavity optics and active photonic elements. Routinely this is tasked to a set of wide aper-

ture diffraction gratings which are identical in blaze and groove depth to those located in

the CPA stretcher. Treacy compressor designs utilizing a grating pair and elevation ma-

nipulating periscope are commonly used in systems where the compressed pulse energy is ≤

200mJ [65]. B-integral accumulation is non-negligible for CPA systems capable of relativistic

intensity and housing of the entire compressor configuration in evacuated vacuum chambers

is mandatory to prevent output self-focusing.

2.2 Laser ionization mechanisms

As a preface to reviewing mechanisms by which laser electromagnetic field can couple en-

ergy into, and further heat the plasma to conditions necessary for fusion, let us first review

the initial process by which a neutral atomic target may be ionized. Given its simple elec-

tronic structure, the hydrogen atom is an exemplary case for introducing meaningful plasma

parameters. Within the framework of laser-matter interactions, it is helpful to establish a

relative parity between the atomic electrostatic potential and that of the intense electric field

generally associated with laser light. Starting from the Bohr radius:

aB =
ℏ2

me2
= 5.3× 10−11 [m] (2.18)

Using Coulomb’s Law this scale length can be used to determine the approximate electric

field acting upon the sole bound electron in the hydrogen 1s-orbital.
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Ea =
e

4πϵ0a2B
= 5.1× 109 [V/m] (2.19)

Substituting into Equation 2.20 we obtain an expression for the atomic intensity [72] -

corresponding to an optical field intensity at which the laser field is at parity with binding

strength of the hydrogen nucleus.

Ia =
ϵ0cE

2
a

2
≃ 3.5× 1016 [W/cm2] (2.20)

It is readily apparent from the previous section that optical field intensities present

in the focused output of the state-of-the-art CPA laser systems easily exceed that of the

Bohr potential. For laser intensities in excess of the Ia, matter is directly ionized but as a

consequence of the quantum nature of light, target ionization is possible under this threshold

(as explained in the following sections). Considering the finite pre-pulse contrast associated

with CPA architectures, such ionization processes can have serious implications for pre-

plasma generation.

2.2.1 Photo-ionization

Photo-ionization occurs when the energy of individual photons incident on a specific atom

exceeds the ionization potential of the bound electrons. In direct ionization, the photon

transfers its energy to the electrons and they are ejected into the continuum leaving the atom

in an excited state. Commonly known as the photoelectric effect, this process is important

to the operation of photomultiplier tubes (PMT) and photodiodes (PD) utilized during this

work but is generally an ionization mechanism associated with NIR CPA systems. The

lasers used within this thesis work have broadband spectral content with center wavelengths

of λTi:Sa = 800 nm and λYDFL = 1035 nm respectively. Even when considering the case of

the Ti:Sa system with ℏω = 1.55 eV photons, we find that these photons are nearly an order

of magnitude below the 13.6 eV ground state of hydrogen.
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Figure 2.4: First electron ionization energies of various atomic species. In every period it
can be seen that alkali metals exhibit the lowest relative ionization energy due to their single
surplus electron outside of the closed electronic configuration corresponding with the highest
ionization energies associated with preceding noble gases. From the public domain.

Especially pertinent laser-induced damage thresholds of optical surfaces, multiphoton

ionization (MPI) is possible in cases where the high photonic density associated with pulsed

lasers results in simultaneous absorption of n-photons. Rates for MPI processes can be

estimated from perturbation theory as:

Γn = σnI
n
L (2.21)

The cross-section σn for this process decreases with increasing photon number but the

intensity dependence InL supports the likelihood of the nth-order ionization event. It follows

that the summed total of energy quanta from all incident photons must exceed the associated

electron binding energy. For sufficiently intense fields, electrons can even absorb more energy

than is specifically required to enter the continuum. Such above-threshold ionization (ATI)

was first confirmed experimentally in the late 1970s and the final kinetic energy of the

liberated electrons is provided by a modified version of Einstein’s formula:
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Ef = (n+ s)ℏω − Eion (2.22)

where n is the number of photons needed for MPI; s is the number of excess photons

absorbed; Eion the ionization potential and Ef the resulting kinetic energy of the liberated

electron. It is worth noting that MPI and ATI processes dominate below incident optical

intensities of IL ≤ 1014 W
cm2 .

Figure 2.5: The atomic Coulomb potential in the presence of an intense laser pulse. In (a) the
potential barrier is unperturbed in a field-free configuration, (b) shows electron excursion
from the well via multiphoton ionization, (c) significant distortion of the barrier leading
to tunneling ionization, and (d) avalanche ionization. Figure adapted from Ref. [7] with
permission.

2.2.2 Tunnel ionization

For incident optical intensities above IL > 1014 W
cm2 , we can no longer reasonably assume

a regime of perturbative MPI where the laser field is not distorting the atomic binding

potential. Strong distortions of the Coulombic field result in an increased probability that

the electron wave packet will undergo quantum mechanical tunneling through the walls of

the potential well. It is useful to introduce the Keldysh parameter (γK) [73]:
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γK = ωL

√
2Eion

IL
∼

√
Eion

Φpond

=
Tunneling time

Laser period (2.23)

which relates the relative strength of the ponderomotive potential, introduced in Eq.

2.42, to the binding potential of ground-state electrons. Intuitively we can see that for γK

> 1 ionization favors the quadratic intensity and wavelength scaling associated with the

ponderomotive potential (i.e., tunneling dominates); similarly, for γK < 1, the MPI regime

is preferential (i.e., the electron doesn’t have time to tunnel out before the field changes

sign).

2.2.3 Barrier suppression ionization

In sufficiently intense laser fields, the superposition of the light field and barrier potential

can result in direct field ionization. Also referred to as barrier suppression ionization (BSI),

in this regime the effective binding potential falls below Eion and the electron will simply

escape the atom. Practically we may then express this as an appearance intensity for ions of

charge Z by first taking the case of laser (EL) acting upon a Coulomb potential V (x):

V (x) = −Ze2

x
− eELx (2.24)

as illustrated in Figure 2.5, we can see that past a local maximum in the binding field -

the Coulomb barrier is effectively suppressed. By differentiation, we can determine the xmax

position of the boundary in the case where dV (x)
dx

= 0. Equating the potential at V (xmax) to

the binding potential we solve for an optical field strength denoting the onset of BSI:

EL =
E2

ion

4Ze3
(2.25)

This leads to the appearance intensity as was performed in Eq. 2.20:
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Iapp =
c

8π
E2

L =
cE4

ion

128πZ2e6
≃ 4× 109(

E4
ion(eV)

Z2
) [W/cm2] (2.26)

Assuming an USPL Yb-fiber laser centered at λ = 1.035 µm, and a ground state deuteron

with Eion = 13.603 eV, we calculate an Iapp = 1.37×1014 W/cm2 which is approximately two

orders of magnitude lower than the Bohr intensity for the same electronic configuration. This

example highlights the importance of system pulse contrast as even modest ∼ µJ energies

in a millijoule or joule class femtosecond laser can readily approach 1014−15 W/cm2 when

tightly focused - a common practice used throughout this thesis.

2.2.4 Collisional ionization

Electrons liberated during any of the previously described processes can lead to secondary

electron cascades during collisions with neutral or unstripped ions still present in the target

material. The resulting population of free electrons with kinetic energy in excess of local

Eion will cause additional cascades resulting in an avalanche effect. This process is described

by

e− + AZ+ → 2e− + A(Z+1)+ (2.27)

where Z+ specifies the ionic charge of an atomic species with the atomic mass number A.

This avalanche process is especially important for long-pulse (∼1-10 ps) interactions or laser

interaction with solid-density targets. Effective collision rate scales with electron population

density and usually dominates in sub-relativistic intensity regimes of IL ≤ 1015 W/cm2.

2.3 Laser absorption mechanisms

The previous section explored various modes by which a laser field can ionize target material

and initiate the formation of a plasma. In this section, we review the absorption mechanisms
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that ultimately couple laser energy into the plasma and result in further particle heating.

Electromagnetic wave propagation through a plasma is governed by the plasma density and

is described by the mathematical expression referred to as the dispersion relation. In the

basic case of a cold, unmagnetized, and collisionless plasma where we consider only the

relative motion of the electrons we obtain the dispersion relation for laser light:

ω2
L = ω2

pe + (k0c)
2 (2.28)

where ωL is the center frequency of the laser light, ωpe =
√

nee2/ϵ0me is the electron

plasma frequency, and k0 is the wavenumber. By inspection we see that optical opacity

occurs when the plasma frequency and laser frequency exactly match, this is occurs at

critical density, given by the expression

ncrit =
meϵ0ω

2
L

e2
, (2.29)

further expressed in practical units ncrit ≃ 1.1 × 1021(λ/µm) cm−3. Typical lexicon

regards plasmas with density lower than, namely (ne < ncrit), as underdense while those with

(ne > ncrit) as overdense. With the specific exception of relativistic transparency [74], an

overdense plasma will reflect incident laser light at its critical surface. Given this mirror-like

behavior, it would seem impossible to couple high-intensity laser light into a solid target.

This section will explore how in practice the characteristics of the plasma density scale

length can successfully circumvent this obstacle and lead to plasma heating via resonance

absorption, vacuum heating, and j×B heating.

2.3.1 Resonance absorption

An extended plasma scale length up to the critical surface of an overdense target can lead to

highly efficient laser-matter coupling through a collisionless energy transfer process referred

to as resonance absorption. Various mechanisms can lead to the necessary plasma gradient
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but typical experimental conditions include: ns-to-ps laser pulse pedestal initiating a blow-

off plume prior to the arrival of the main intense pulse and underdense background gas

fill from technical limitations of chamber vacuum pumping or use of high vapor pressure

target materials. The driving mechanism of resonance absorption can best be understood

by considering the evanescent wave solution of the P-polarized laser pulse incident on a solid

target. Although the laser pulse will reflect at an angularly dependent turning point up to

ncrit, the tunneling of the evanescent field resonantly excites a plasma wave because the laser

frequency perfectly matches the plasma frequency (ωL = ωpe) at the boundary condition.

Plasma heating is achieved when the Langmuir wave is subsequently damped through inter-

particle collisions or wave breaking and particle trapping in high-intensity cases.

If we consider P-polarized light at an oblique incidence angle (θ), then the approximate

fraction of laser light coupled to a plasma wave during the resonance condition is:

fra =
1

2
Φ(τ)2, (2.30)

where τ = (kLs)
1/3 sin(θ), the parameter Φ(τ) ≃ 2.3τ exp(−2τ 3/3) k = 2π/λ is the laser’s

wave vector and Ls is the plasma density scale length [75]. Absorption for a particular laser

frequency and density scale length may be maximized by using an optimum incidence angle

given by

θmax ≈ arcsin[0.8(kLs)
−1/3]. (2.31)

2.3.2 Vacuum heating

Steep density gradients in the plasma profile will serve to dampen the excitation of plasma

waves by resonance absorption, but this new transitional boundary condition will support

vacuum heating, otherwise known as Brunel heating. Consider the interaction of an intense

laser pulse on a sharp plasma density profile. The amplitude of the electrons oscillating
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on the surface can be approximated as vosc/ω and if this exceeds the scale length Ls, then

the quiver motion of thermal electrons will result in excursions across the vacuum-plasma

boundary. Once the incident field reverses direction, this electron will be driven towards

the plasma volume but unlike the laser field which can at most penetrate to the skin depth

∼ c/ωp, the electron traverses well inside the target. From here, stochastic collisions with

ions or neutrals effectively transfer the kinetic energy of the electron population into the

heating of the bulk plasma.

2.3.3 j×B heating

High-intensity ultrashort laser pulses exhibit a non-negligible magnetic field component that

will accelerate electrons through the critical surface at twice the laser frequency. Electron

motion in this manner is induced via the Lorentz force, and can be understood as the j×B

term in Eq. 2.33. Generation of a longitudinal force fx can be shown in the case of a linearly

polarized light wave with E = E0(x)ŷ sin(ωt) [72]:

fp = −me

4

∂v2osc(x)

∂x
[1− cos(2ωt)] (2.32)

The RHS of Eq. 2.32 includes both the DC ponderomotive force - responsible for per-

turbing the electron density profile into the target, and a second high-frequency component

that gives rise to the ‘twice per cycle’ heating effect mentioned above. Plasma heating via

this mechanism is especially relevant when normal incidence solid target geometries are em-

ployed, works for any field polarization case except circularly polarized, and plays a notable

role in target heating for relativistic quiver velocities [72].

2.4 Strong field interactions

When manipulated in a tight-focusing geometry, the peak vacuum intensity achievable with

many kHz repetition-rate USPLs easily exceeds the relativistic intensity. Regardless of the
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ionization mechanism, electrons contributing to the resulting plasma are subject to these

strong spatial-temporal EM perturbations in a variety of manners. Through a heuristic

approach, we will first consider the null case for single electron motion in a uniform plane

wave and then contrast this with particle motion resulting from inhomogeneous (spatially

varying) optical fields.

2.4.1 Single electron motion in an EM plane wave

In the cold fluid limit, the equation of motion for a single electron of charge −e and mass

me in laser fields E and B is given by the Lorentz equation:

dp

dt
= −e(E+ v×B) (2.33)

where p = γmev is the electron’s momentum, β = v/c is the normalized velocity, and

γ = 1√
(1−β2)

is the Lorentz factor. Conveniently, we recast the electric and magnetic field in

terms of the vector potential for a wave A giving:

E = −∂A

∂t
(2.34)

and

B = ∇×A (2.35)

It is convenient to introduce a peak normalized vector potential a0 = eA0/(mec) =

eEL/(mecω0), usually referred to as the laser relativistic strength parameter. Simple manip-

ulation of this expression yields a practical expression for a0 in terms of laser intensity IL,

and the center wavelength of the laser spectrum λ:

a0 =

[
ILλ

2

1.37× 1018W/cm2·µm2

]1/2
(2.36)

For simplicity, we assume a linearly polarized plane wave traveling in the ẑ direction.
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Vector potential in this case is expressed:

A(z, t) = A0 sin(kz − ωt)x̂ (2.37)

where A0 = EL/ω0 is normalized amplitude. In the non-relativistic case when β ≪ 1,

and considering |B| = |E|/c, then the RHS of Eq. 2.33 may be ignored yielding

dp

dt
= −eE = e

∂A

∂t
. (2.38)

Through simple integration, we find that the electron which was originally at rest z = 0,

oscillates in the direction of the electric field with a corresponding quiver velocity of:

β = −eA0

mec
sin(ω0t) ≜ −a0 sin(ω0t) (2.39)

Eq. 2.39 clearly shows that to first order, the electron will merely oscillate at in the

applied field but is not subject to net energy gain. This picture fundamentally changes in

cases where the incident field is no longer spatially homogeneous or exhibits slow temporal

variation, effects which both give rise to ponderomotive force [76].

2.4.2 The ponderomotive force

CPA laser systems achieve high peak power by compressing energy in ultrashort durations of

time, further geometric focusing allows further enhancement of field intensity by compressing

the same pulse energy in space. We now consider the effects of these spatiotemporal electric

field gradients and will examine how they can lead to an intensity-dependent force exerted

on electrons within a plasma - this force is known as the ponderomotive force. Starting again

from Eq. 2.33, and considering a second-order perturbation p = pq + δp with the first-order

motion given as pq = meca. We find that the second-order momentum is,
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dδp

dt
= −

(
pq

me

· ∇
)
δp− pq × (c∇× a)

= −mec
2∇(a2/2)

(2.40)

and by time averaging one obtains the mathematical equation for the ponderomotive

force

Fp = −mec
2 ⟨∇(γ − 1)⟩ . (2.41)

The brackets on the RHS of Eq. 2.41 denote averaging performed over the period of the

laser pulse. In the relativistic case, we must modify the previous equation to capture the

“effective mass” of the electron which gives

Fp = −mec
2

γ̄
∇
〈
a2

2

〉
(2.42)

where γ̄ =
√

(1+ < p2 > /m2
ec

2+ < a2 >) is the time averaged relativistic Lorentz factor.

From Eq. 2.41 it is clear that the ponderomotive force is proportional to the strength of the

laser’s spatiotemporal intensity gradient (Fp ∝ −∇IL), and over successive light cycles this

longitudinal force will act to expel particles from the beam focus towards lower intensity.

2.4.3 Laser ion acceleration

Thus far the theoretical discussion presented has focused on the various methods through

which intense laser light will ionize and further transfer its energy into solids, liquids, and

gases to form energetic plasmas. A deliberate focus was placed on the interaction of the

electric field with the electron population because the charge-to-mass ratio of electrons to

protons is me : mp ≃ 1:1836. Within the current limits of laser technology direct pondero-

motive ion acceleration to relativistic intensity is unfeasible and as a direct consequence of

their mass, ion motion is generally ignored on ultrashort temporal scales. On longer time
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scales, intense field gradients established by perturbation of the electron population indeed

play a critical role in accelerating ions from the target. This section will summarize various

laser ion acceleration methods with specific emphasis on target normal sheath acceleration

and Coulomb explosion as they relate to fusion favorable kinetics. The evolution of electron-

ion dynamics during intense laser interaction is complex and in experiments conducted in

the relativistic regime IL ≃ 1018 W/cm2, multiple ion acceleration mechanisms compete.

Ultimately, the dynamics that dominate are a function of laser intensity, target geometry,

pre-pulse contrast, and atomic mass makeup of the ion species undergoing acceleration. Ul-

trashort laser acceleration of high-quality >MeV ion beams was first achieved in 2000 and

in the past two decades, the field has experienced rapid advances in both theoretical under-

standing and experimental demonstration of a wide array of ion acceleration mechanisms

with prospects for industrial, scientific, and medical applications.

Target Normal Sheath Acceleration (TNSA) [77] was first demonstrated in 2001 and has

been extensively characterized analytically and experimentally across a range of drive lasers

and target types [43,44,46,78]. In TNSA an intense laser pulse rapidly heats electrons at the

critical surface through ponderomotive interactions. If a “thin” solid target of 0.01-20 µm

thickness is employed, the energetic electrons will penetrate through the target and establish

a Debye sheath field at the target rear. Blow-off electrons in the interaction volume simul-

taneously establish an identical sheath at the target front surface. These virtual cathodes

are accompanied by an intense electrostatic field of up to Ef = 100 GV/cm which further

ionizes contaminant layers (H, D, C) layers present on target surfaces [79]. Surface ions and

those created during collisional ionization from hot electron scattering are then accelerated

toward the sheath region in a low angular divergence beam. TNSA typically creates quasi-

Maxwellian ion populations with laser-ion acceleration efficiencies of a few percent [46, 78].

To date, protons, deuterons, and helium ions have been accelerated to ≥ 90 MeV by multi-

ple facilities with multi-TW drive beams [80]. The overall quality of the TNSA ion beam is

governed by the laser pulse contrast and target thickness, with superlative results, attained
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typically with picosecond pedestal contrast of < 10−10 and 10-1000 nm thin foils. For cam-

paigns where upper ion cut-off energy is not the primary optimization parameter, such as in

the generation of neutrons from liquid targets, the TNSA mechanism is robust and tolerable

of lower laser contrast when paired with microscale liquid jets, sheets, and droplets.

Ion acceleration from mass-limited droplets (∼1 µm3) and gas cluster targets typically

favors ion acceleration by means of the Coulomb explosion mechanism. Cryogenic cooling

or sub-cooled expansion of a high-pressure gas into a vacuum environment will result in the

rapid formation of molecular clusters weakly bound by van der Waals forces. An intense

femtosecond laser pulse incident on a homonuclear or heteronuclear gas cluster can result in

the complete stripping of the electron population in the irradiated volume. The remaining

stripped ions will then experience intense thermal pressure and Coulomb repulsion from their

ensemble of positive nuclear charge. For large Z nuclei, this effect can be quite marked as was

demonstrated in > MeV Xe ions by Ditmire et al. [81]. The large corresponding release of

multi-keV kinetic energy from this superheated microplasma can drive D-D fusion generation

through thermonuclear and beam-target fusion processes. Seminal work by Zweiback et al.

showed ∼ 103 n/shot yield for cryogenic D2 clusters of up to 100 angstroms irradiated

with IL = 5 × 1017 W/cm2 [48]. This work has been successfully extended to include

irradiation of heteronuclear molecules (CD4) [49]. Computational experiments have shown

similar explosion dynamics will prevail in superheated microdroplets although experimental

confirmation has not yet been demonstrated.

The TNSA mechanism and Coulomb explosion dominate ion acceleration in the near

relativistic intensity regimes (IL ≃ 1016 − 1018 W/cm2) utilized throughout this work. For

sufficiently thin nanometer targets and when on-target pulse intensities exceed 1019 W/cm2,

radiation pressure acceleration (RPA), light sail acceleration (LSA), collisionless shock ac-

celeration (CSA) and breakout afterburner acceleration (BOA) of ion species begin to com-

pete with TNSA. The physics associated with these mechanisms are succinctly reviewed in

Ref. [79, 82].
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2.5 Types of neutron sources

Encapsulated radionuclide sources are most often realized from isotopes that naturally un-

dergo spontaneous fission (Cf-252, Cm-250) or utilize α-stripping reactions (AmBe, AmLi,

RaBe, PuBe) on light nuclei such as C, Be, and Li. In either case, a mixed spectrum of fast

neutrons is emitted with total isotropic fluxes generally ranging from ∼105−9 n/s [83]. Owing

to their small size (a few cm3) and their ease of transport, sealed sources are ideally suited

for laboratory use in detector and instrument calibration as well as limited field applications

including soil densitometry or well-logging. (α,n) conversion and spontaneous fission sources

alike are controlled by specific nuclear regulatory commission (NRC) radioactive material

licenses and must be shielded when not in use - an intrinsic restriction attributed to their

strong mixed neutron and γ-field emission which can pose a significant dose hazard in close

proximity. Furthermore, the small size of the source capsule and neutron emission of these

radionuclides makes such sources a proliferation risk in the context of improvised radiological

dispersal devices.

For situations requiring moderate isotropic flux of ∼106−11 n/s accelerator tube neutron

generators based on beam-target fusion reactions represent an attractive solution. Princi-

pal designs incorporate RF-driven ion acceleration to initiate D-D or D-T fusion reactions

producing 2.45 MeV and 14.1 MeV fast neutron pulses respectively. Commercially available

neutron tube generators are ∼ 1m in length and can easily fit on a tabletop. Power re-

quirements for the accelerator electronics and source/target cooling systems are usually no

more than a few kW and certain high-efficiency designs are now passively cooled and can be

powered by compact battery supplies. Primary uses of these devices include prompt gamma

neutron activation analysis, isotopic activation experiments, radiation hardening, nuclear

material active interrogation, geological dating, and petrochemical logging. NRC permitting

is required for the operation and a special licensure is needed for tritium-loaded modules.

Tube generator technology is very mature and hermetically sealed units are often fielded in

extreme environments due to their robust design. Disadvantages of accelerator-tube sources
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include finite fill gas and target lifetime in sealed tube units, long (µs) pulse duration when

used for coincidence detection, and ∼mm source sizes which limit usefulness in imaging

applications.

Accelerator-driven spallation sources and conventional fission reactor facilities are su-

perlative in terms of spatial size, available neutron fluence, and cost. At specially designed

reactors, such as the high flux isotope reactor at Oak Ridge National Lab, highly enriched

U-235 is configured into annular core geometries that result in ‘trapped’ thermal fluxes when

the reactor is under operation. Under full-load conditions, in-core reactor fluxes routinely hit

∼1012−15 n/s/sr. More impressively, the unmoderated target flux at ∼GeV class spallation

beamlines can exceed >1017 n/s. Beam ports derived from these intense neutron fluxes are

suitable for technically rigorous applications including neutron diffractometry and scattering

measurements, 3D tomography, radioisotope breeding, and fissile material assay.

2.5.1 Nuclear fusion reactions

The physics that govern thermonuclear fusion reactions are exceedingly complex but ul-

timately they can be diluted at the simplest level back to Einstein’s famous equation for

energy-mass conservation:

E =
√

m2
0c

4 + p2c2 = γm0c
2 = mc2 (2.43)

where E is energy, m0 is the particle or nucleon rest mass, p momentum, and c the

speed of light in vacuum. Fusion like its sister process nuclear fission involves the release

of tremendous amounts of energy from the conversion of excess mass to energy. Behind

either process is the action of the strong nuclear force, which acts on 1-3 fm spatial scales

to confine quarks and form hadrons. By extension, this strong force also binds the protons

and neutrons in the atomic nucleus. For all known elements, a binding energy curve may

be constructed by dividing the total nuclear binding energy of an atom by its number of
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constituent nucleons, see Fig. 2.6.

Figure 2.6: Plot of the average binding energy per nucleon for elements with mass A ≤
238. The mass defect can be released as energy by nuclear fusion of light nuclei (green) and
nuclear fission of heavy nuclei (blue). Image released to the public domain.

At the apex of this curve are “iron group” isotopes which are the most tightly bound

and, therefore, atomically stable. Reactions involving elements on either side of 62
28Ni will

result in an associated release of energy from the mass defect. In the case of fission, heavier

elements (U-235, P-239) are broken apart, resulting in fission fragments with less total mass

than the original fissile species. The fusion process proceeds from the other end of the curve,

wherein two light nuclei (H, He, D) are joined to form an element with a more stable nuclear

configuration, and the stored binding energy is released as kinetic energy in the product

particles or bursts of radiation. This release of energy is immense (MeV) and is typically

∼105−7 times larger than the ionization energies (eV-keV) associated with tightly bound

inner-shell electrons.

Terrestrial control of fission reactions was first demonstrated at the Chicago pile experi-

ment in 1939 and has been refined into an industrial tour de force for global electrical energy
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production since. The relative ease with which fission reactions occur can be understood by

considering that simple thermal neutron capture by a target U-235 nucleus instantly creates

a condition where the binding energy of the excited nucleus exceeds the critical energy neces-

sary for fission. At ambient conditions, U-235 and other fissile materials exhibit high thermal

capture cross sections, and fragmentation results in neutron multiplicity that under proper

conditions can trigger subsequent fission reactions that propagate exponentially. Nuclear

fusion was first demonstrated by Cockcroft and Walton when electrostatically accelerated

protons bombarded a lithium target driving the 7Li(p,α)42He fusion reaction. Recently, a net

Q fusion reaction was realized at the U.S. National Ignition Facility [84] and numerous elec-

trostatic, inertial, and magnetic devices are actively pursuing sustained reactions. In order

to obtain a better understanding of the challenges associated with initiating nuclear fusion

and to understand the role intense laser-plasma interactions play in driving fusion-based

neutron sources, we now will consider specific nuclear fusion reactions and the conditions

under which they occur.

The potential well describing the boundary between the strong nuclear force and the

electrostatic force acting upon the protons in the nucleus has a sharp transitional region

at only a few fm of distance. In the classical electrostatic framework, an ion approaching a

target nucleus will feel an exponential repulsion proportional to its proximity to the Coulomb

barrier. The magnitude of this electrostatic force between two charges qa and qb spatially

separated by a distance r in a vacuum is given by Coulomb’s law:

FCoulomb =
1

4πϵ0

qaqb
r3

r (2.44)

As an illustrative example, we will now consider the neutronic D(d,n)T half-reaction

which was extensively used throughout this work. To estimate the energy necessary to place

fusion nuclei at the edge of the barrier and precipitate favorable conditions for a subsequent

reaction, let us consider the electrostatic field to be conservative in nature and take the work

moving two stripped deuterons qd1 and qd2 from a sufficient distance to local proximity r.
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As in Harms [85], the potential energy U = F · x necessary to establish this configuration is

given as

U(r) =

∫ r

∞
Fc,a(r

′)dr′

=

∫ r

∞

1

4πϵ0

qaqb
(r′)3

r · dr′

=

∫ ∞

r

1

4πϵ0

qaqb
(r′)3

(−rdr′)

=
1

4πϵ0

qaqb
r

(2.45)

This approximation is valid if the deuteron separation distance is larger than the com-

bined radii of the deuteron nuclei, namely r ≥Rd1+Rd2. By inspection of Eq. 2.45, the

potential energy at the point of closest approach between deuterons is that of the Coulomb

barrier and slight modification of Eq. 2.44 gives

U(r) =
1

4πϵ0

qaqb
(Rd1 +Rd2)

(2.46)

where as before Rd1 and Rd2 are the deuteron radii. Using the established value for

this charge radius Rd = deuteron radius = 2.172 × 10−15 m, it is possible to estimate the

minimum kinetic energy required in the center of mass frame to move the two deuterons

close enough to overcome this repulsive barrier and allow the action of the strong nuclear

force to dominate. Simple classical approximation gives U(r = Rd1+Rd2) ≃ 331 keV, which

is 3.84×109 K and roughly two hundred and forty-five times hotter than the core of our

sun. At first glance the strength of this repulsive field would seem to make D-D fusion all

but intractable with known technologies, fortunately, quantum mechanical tunneling reduces

this limit significantly. The inability to define the absolute spatial scale of the deuteron wave

packet leads to a probability distribution for ion tunneling through the Coulomb barrier. The

likelihood of tunneling scales exponentially with relative speed vr of the two fusion species
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and varies as [85]

P (tunnel) ∝ 1

vr
exp

(
−γ

qaqb
vr

)
(2.47)

where γ is a constant of proportionality. This reduces the otherwise extreme kinetic

energy requirements for fusion and also leads to non-negligible chances of fusion at even

ambient conditions, in practice this finite probability is vanishingly small. Further, this vr

scaling highlights the usefulness of ion acceleration by relativistic laser-matter interactions

where locally non-Maxwellian ion populations can exceed ∼1 MeV, easily exceeding the

Coulombic potential for modest pulse energies.

To simplify calculations of thermonuclear reaction densities, we now consider a plasma

in thermodynamic equilibrium and in the absence of external fields. Particles in this plasma

exhibit a Maxwell-Boltzmann velocity distribution function given by

f(v) =
( m

2πkT

)3/2

exp

(−1
2
mv2

kT

)
(2.48)

where m is particle mass, T is absolute temperature, and k is the Boltzmann constant.

The particles in this ensemble will possess a wide range of velocities, speeds, and energies

but the temperature T of the plasma accurately describes the distribution function and is

assumed to be fixed for a given thermal state [85].

Considering the implications of Eq. 2.47, then the general reaction rate Rfu for beams of

two types of monoenergetic particles Na and Nb with relative velocity vr is given by the pro-

portional relationship → Rfu ∝ NaNbvr. This idealized equation reasonably assumes binary

fusion reaction events, as is typical for most non-solar kinetic systems, but ignores situations

where particles may have varying energy and direction of motion as well as interactions with

neutral or partially ionized species. Through the process of velocity distribution normaliza-

tion and the assumption that particle densities are distributions in the velocity phase space

the general reaction rate can be expressed as a system of integrals over all three velocity
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components. The relative speed of the binary reactants at the point of interaction is given

by vr = |va − vb|. Taken together over all velocity space, it can be shown that the general

fusion rate density expression for a binary reaction is [85]:

Rfu =

∫
va

∫
vb

σfu (|va − vb|) |va − vb|NaFa(va)NbFb(vb)d
3vad

3vb

= NaNb

∫
va

∫
vb

σfu (|va − vb|) |va − vb|Fa(va)Fb(vb)d
3vad

3vb

(2.49)

The proportionality associated with tunneling and particle scattering is now expressed by

σfu and is typically referenced against empirical lookup tables. Similarly, analytic execution

of Eq. 2.49 requires explicit knowledge of the particle distribution functions Fi(vi). In prac-

tice, Eq. 2.49 is simplified by averaging the cross-sectional velocity product by normalization

of the velocity components va and vb and invoking the assumption of a Maxwell-Boltzmann

thermal distribution described by Eq. 2.48. Averaging in this manner yields

⟨σv⟩ab =
∫
va

∫
vb

σfu (|va − vb|) |va − vb|Fa(va)Fb(vb)d
3vad

3vb (2.50)

where ⟨σv⟩ab, commonly pronounced “sigma-vee”, is taken to be the reaction rate param-

eter. Conveniently then, binary fusion reaction rates with known interaction cross-sections

and Maxwellian distributions may be calculated with

Rfu = NaNb ⟨σv⟩ab (2.51)

because sigma-v is now uniquely specified as a function of the plasma temperature kT .

Note Rfu is expressed in units of fusion reactions·m−3·s−1.

Fusion power density Pfu is calculated as the product of the rate density Rfu and the

binding energy released per reaction Qfu. Integrating over a time interval τ and for a known

volume V gives the total energy released per fusion event:
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E∗
fu = V

∫ τ

0

Pfudt (2.52)

Straightforward estimates of fast neutron yield for pulsed fusion events (as in the case of

laser-driven fusion) are obtained by dividing the E∗
fu by the fractional energy associated with

the fast neutron and scaling by the reaction probability of the associated reaction channel if

more than one exists. A plot of terrestrially relevant binary fusion cross-sections for a range

of reactant kinetic energies is shown in Figure 2.7.

Figure 2.7: The nuclear fusion cross-section in units of barns for various binary fusion reac-
tions with various center-of-mass kinetic energies. Figure from Ref. [8] used with permission.

Laser-driven neutron sources are typically modeled as thermonuclear reactions, beam-

target fusion reactions, or a complex hybrid of both processes. Two common cases considered

include (1) mass-limited targets with complete target ionization or for bulk thermonuclear

heating from Coulomb explosion, where a Maxwellian population is assumed and appropriate

values of ⟨σv⟩ab are directly substituted; (2) ion-acceleration mechanisms resulting in beam-
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like (delta distribution function) ions impinging on a catcher target, wherein ⟨σv⟩bab tables

are invoked. These modified sigma-v values allow for idealized averaging cases considering

a monoenergetic beam incident on a Maxwellian plasma of various temperatures ranging

from T = 0 → kTion. In either case, empirical (Thomson parabola, track detectors, Faraday

cup) or computational diagnostics (particle-in-cell) are required to properly fit the ⟨σv⟩

parameter for the appropriate particle velocity distributions or approximate temperature of

the ion Maxwellian. For ultrashort-laser matter interactions, τ is generally estimated as the

time it takes for the fusion reactants to diffuse out of the plasma volume assuming their

worst-case drift velocity, typically on the order of 1-100 ps.

2.5.2 Ultrashort laser-driven neutron sources

Figure 2.8: A plot showing the DD fusion neutron yield versus laser pulse energy across a
variety of experimental campaigns. Power law scaling of yield with QSGG = 14, QBL = 2000
and QBL = 4.1×104, and QBL = 7.5×106 is reflected for various pulse energies. Figure and
data compiled in Ref. [9] used with permission.

Figure 2.8 shows the approximate Y = Q · E1.65 scaling for DD fusion neutron yield

achieved across a variety of target types and lasers with pulse durations ranging from fs
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to ns duration [9]. The spatiotemporal focusing of laser energy provides a useful mecha-

nism to achieve particle kinetic energies necessary to initiate nuclear reactions resulting in

short bursts (sub-nanosecond) of secondary radiation. Relevant to the tabletop experiments

performed in this thesis work, ultrashort laser-plasma interactions can initiate fast neutron

generation via binary fusion reactions, stripping reactions, and photoneutron conversion re-

actions. The following reactions represent some of the most extensively studied reaction

mechanisms for laser-driven fast neutron yield:

D + D → 3He + n(2.45 MeV),Q = 3.27 MeV (2.53)

D + T → 4He + n(14.1 MeV),Q = 17.59 MeV (2.54)

D + Li → 8Be + n(13.36 MeV),Q = 15.03 MeV (2.55)

In the case of binary fusion, the D(d,n)3He (En = 2.45 MeV) and the D(t,n)4He (En

= 14.1 MeV) reactions are commonly employed. As shown in Figure 2.7, these hydrogen

isotopes exhibit the highest cross-section for thermonuclear yield and beam-target reactions

generally below the ∼1 MeV threshold. Owing to its intrinsic radioactivity and proliferation

risk, tritium handling requires specific precautions, and therefore DT experiments are typi-

cally reserved for execution at appropriately equipped national laboratories [86]. High-purity

deuterium gas, deuterium oxide, and deuterated hydrocarbons have been widely fielded as

the target material during LDNS experimental campaigns. When irradiated below the rela-

tivistic threshold, researchers have shown that preferential Coulomb explosion of deuterated

cryogenic gas clusters can generate significant neutron yield through both thermonuclear and

beam-target interactions [47–49, 87]. Similarly, ponderomotive evacuation of the electrons

in a near-critical density deuterium plasma can result in a Coulomb explosion of the highly

charged ion channel trailing behind the laser pulse [50].
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Fast neutron production via stripping reactions is a two-step process. First, a relativistic

laser pulse is focused on a thin target consisting of a pure metal (Ti, Au, Cu) coated with

a deuterated contaminant layer or a pure CD plastic. The purity of this contaminant layer

plays an important role in the peak ion energy and species accelerated from the target and

various experiments have explored deuterium conditioning through ion sputter guns [88],

target heating [89] and cryogenic ice films [90]. For kHz repetition relevant intensities of

1018 − 1019 W/cm2, TNSA then accelerates a diverging beam of protons or deuterons into a

secondary target consisting of CD, 7Li or 9Be [91–93]. During this so-called ‘pitcher-catcher’

(P-C) interaction, beam-target fusion or stripping is initiated resulting in fast neutrons with

characteristic energies shown Eq. 2.53-2.55 LDNS based on P-C schemes have resulted in

some of the highest report single shot neutron yields of ⩾ 1010 n/shot/sr [74,94]. Multi-MeV

ion beams generated during the acceleration phase also can contribute to significant beam

anisotropy that could favor medical dose applications or nuclear physics studies related to

fundamental S-process and R-process capture dynamics [95]. P-C based fast neutron sources

are an active field of study for PW-class lasers with sustained target repetition rates posing

a bottleneck to further average flux scaling [60].

Photoneutron sources are commonly encountered in facilities with existing advanced

particle accelerator systems. The application of laser wakefield acceleration of electrons to

multi-MeV energies has recently opened a new pathway toward non-fusion ultrashort fast

neutron sources. In this scheme, an intense USPL is focused into an underdense gas jet

or gas cell, and plasma wave breaking traps and accelerates ∼pC bunches of electrons to

relativistic kinetic energies. The electron beam is then dumped into a high-Z converter

(W, U) and subsequent bremsstrahlung-induced and photoneutron reactions result in the

generation of a fast neutron pulse. Using this method, Jiao et al. [87] recently demonstrated

2.4×106 n/shot from irradiation of a tungsten converter with ∼37 MeV electrons accelerated

in a 90:10 He:N2 gas mixture. Computational simulation has shown that 3FST drivers could

further extend this compact source to flux levels necessary for 99mTc breeding and neutron
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holography [96].

Neutron fluxes derived from intense laser-matter interactions possess many characteristics

that set them apart from non-laser sources discussed in section 2.5. Significant advantages of

LDNS include: (1) short-pulse duration, typically on the order of ∼ 10−12 seconds, (2) sub-

millimeter source size resulting in high neutron fluence, (3) ability to generate characteristic

monoenergetic and accelerator-quality neutron kinetic energies, and (4) high timing fidelity

for coincidence applications.

This experimental thesis further expands on the use of high repetition rate liquid tar-

gets [40, 56, 57] for fast neutron generation applications. Chapter 4 investigates the use of

electrohydrodynamic forces to extract mass-limited fluid jets under technical vacuum con-

ditions supporting extreme matter interaction campaigns involving coupled interactions of

XFEL or relativistic particle beams with TW-class lasers. The use of free-flowing D2O liq-

uid jets is further explored in Chapter 5 to show an order of magnitude enhancement of

D-D fusion neutron generation with intense relativistic structured light beams. Chapter 6

then demonstrates the proof-of-principle extension of USPL-driven neutron generation to

multi-kHz repetition rates enabled by novel ultrashort fiber optics.
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CHAPTER 3

Methods and Capabilities

3.1 Laser systems and diagnostics

3.1.1 The relativistic lambda cubed laser system

High-repetition microscale liquid target experiments discussed in Chapter 4 and Chapter 5

were conducted using the Relativistic Lambda Cubed (λ3) laser laboratory located in the

Center for Ultrafast Optical Science at the University of Michigan. The λ3 system is an

ultrashort CPA Ti:Sapphire laser leveraging cryogenically cooled amplification stages. The

namesake of this USPL is credited to legacy generations of this system that were designed to

focus few-cycle pulses (∼ c/λ) synthesized via nonlinear compression to a near-diffraction-

limited spot (∼ λ2) in order to obtain relativistic on-target laser intensities (IL ≈ c/λ) [97].

Presently, at design pump fluence and with a properly shaped spectral hole, the system is

capable of delivering ∼18 mJ, 35 fs pulses at a nominal 480 Hz pulse repetition rate. Figure

3.1 details the current system architecture and is included for reference.

Initial λcenter = 800 nm ultrashort seed pulses for the λ3 laser are generated by a Kerr-lens

mode-locked Ti:Sa oscillator (Coherent Micra-5) pumped by a ∼5W CW Nd:YVO4 (Coher-

ent Verdi). Intra-cavity dispersion compensating prisms allow for stable output of ∆λ = 120

nm floor-to-floor bandwidth pules with sub-15 fs pulse duration at frep = 80 MHz. During

daily operation, the oscillator is auto mode-locked via an internal voice coil-mounted mirror

and two-axis PZT feedback loop. To ensure proper spectral content and central wavelength,
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Figure 3.1: The University of Michigan’s relativistic λ3 high repetition Ti:Sapphire laser
facility.

the oscillator output is monitored via a compact Czerny-turner spectrometer (OceanOptics

USB400) connected to a desktop computer. Prior to arriving at the first pulse-picker, the

amplitude and phase of the seed pulse is shaped with an acousto-optic programmable dis-

persive filter (AOPDF). This device, herein referred to as a DAZZLER (Fastlite), utilizes

the interaction of RF-synthesized polychromatic acoustic waves to manipulate the spectral

shape and phase of the broadband optical seed. During standard operation, a spectral hole

is ”drilled” into the seed around 790-810 nm to pre-compensate gain narrowing effects of the

upstream regenerative amplifier. Additionally, the first to fourth-order spectral phase may be

arbitrarily adjusted within the tuning range of the DAZZLER to perform online pulse profile

shaping or perform chirp scans without physical manipulation of the compressor gratings.

The first of two Pockels cell pulse pickers is located directly after the DAZZLER. This

module passes individual pulses at 0.480 kHz to set the down-counted system repetition rate

and provide ∼ 104 contrast to pulses injected into the regenerative amplifier. Pulses are

then expanded with a telescope and passed through a two-grating stretcher where they are

51



broadened to approximately 220 ps duration. First-stage amplification is achieved in a mixed-

refrigerant cryo-cooled regenerative Ti:Sa amplifier that is end-pumped with nominally 30 mJ

of 527 nm light from two frequency-doubled Nd:YLF DPSSLs. Electronically synchronized

polarization gating allows for ∼ 107 optical gain during 10-12 cavity round trips. If <40 fs

pulses are required, an additional round trip is added to the timing system to achieve proper

amplifier saturation with DAZZLER-shaped spectral profiles. Once amplified to ∼6 mJ,

pulses are dumped from the regen and pass through a second pulse picker for polarization

cleaning and an additional 103 contrast enhancement. Stretched and amplified pulses are

now sent through a three-pass rod Ti:Sa amplifier pumped again by Nd:YLF DPSSLs with

up to 100 mJ. When under load, this amplifier is cyro-cooled to LN2 temperatures with a

closed-loop helium pulse tube cryohead. A saturated per pass gain of approximately 1.5

delivers pre-compressor pulses with a total energy of ∼ 25 mJ.

Amplified and positively chirped pulses are expanded to a 25 mm Gaussian beam diam-

eter and subsequently compressed with 85% efficiency in a dual holographic transmission

grating Treacy compressor. To reduce the total B-integral accumulated from relaying the

compressed beam to experimental target chambers the beam is further expanded in a 1:2

telescope and apertured on the face of a deformable mirror to an approximately 47 mm 1/e2

beam diameter. At design specifications, the λ3 laser provides 0.51 TW of peak laser power

at a repetition rate of 0.480 kHz for relativistic laser-plasma experiments.

3.1.2 Ultrashort Yb-Fiber Laser System

In Chapter 6, the >1 kHz repetition-rate scaling capability of microscale liquid targets was

validated with a novel fiber optic ultrashort pulse laser. This system represents the functional

culmination of two systematic experiments aimed at simultaneously increasing the average

and peak power delivered by Yb-doped fiber lasers (YDFL). In this unique system, high

average power is realized through coherent beam combining (CBC) of four chirally coupled

core (CCC) fiber power amplifiers. Likewise, peak power enhancement is derived through
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coherent pulse stacking amplification (CPSA) wherein a burst train of 81 individual pulses is

stacked into nominally one large output pulse by active phase compensated Gires-Tournois

interferometer (GTI) cavities. Figure 3.2, shows a high-level system schematic for the scheme

of laser operation.

Figure 3.2: The experimental setup for a high-repetition ultrashort pulse laser system based
on coherent beam combining and coherent pulse stacking amplification in Yb-doped fibers.
Figure courtesy of Alex Rainville.

The spectrally broadband and ultrashort seed for this novel CPA system are delivered by

a nonlinear polarization rotation modelocked oscillator operating at ∼1 GHz. A high-fidelity

electro-optic (EO) timing signal derived from this module provides the asynchronous master

clock to a system of high-speed field programmable gate arrays (FPGAs) that control all

major system parameters. Prior to injection into the dispersive grating stretchers, a pair of

EO phase and amplitude modulators window and shape stacking bursts of 81 pulses at a

rate of fburst =1 MHz. This burst pre-shaping compensates for gain saturation effects of the

later amplification stages and imparts all-important initial phase control of the individual

pulses. Loss incurred in the shaping stage is then recovered by passing the burst through

a single-mode (SM) booster amplifier. Pulses are then stretched to approximately 1 ns in
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duration in a grating stretcher. An alternating series of acousto-optic modulators (AOM)

and successive amplifiers perform two tasks: (1) the burst is down counted to a frequency

of frep 1-10 kHz to ensure proper saturation dynamics within the CCC amplifiers and (2)

the mode field diameter (MFD) is iteratively increased to match the acceptance mode of the

CBC amplifiers and mitigate unwanted nonlinear phase accumulation.

The pulse burst now passes through a chicane of symmetric 50/50 beamsplitters and is

injected with equal amplitude into each CCC fiber amplifier. A series of FPGA-controlled

PZT mirror mounts dynamically phase the burst sequence entering each spatial channel to

ensure optimized coherent combining following power amplification. Up to 7 mJ of energy

is extracted in each amplifier to provide a nominally combined output energy of ∼20 mJ at

the input of the GTI stacker cavities. At the CBC output, the parallel channels are again

combined via 50/50 beamsplitters, and the output is split between feedback diagnostics

running the combining algorithm and the input of the GTI stackers. The stackers consist

of a serial N+1 cavity configuration [27], where the burst phase is actively controlled using

PZT actuators to manipulate tip, tilt, and piston motion of a single high reflector (HR)

mirror within each cavity. Upon exiting the stacker cavities, the optical energy of each pulse

in the burst has now been temporally stacked into the 81st pulse of the burst train. A

stochastic gradient descent (SGD) machine-learning algorithm optimizes the burst stacking

by monitoring SHG conversion in a multi-GHz fast photodiode located post-compressor. The

system’s compressor is of a folded Treacy design and features a half-wave plate and thin-film

polarizer attenuator. Under experimental operation, the CBC + CPSA delivers up to 21

GW of peak power at a scalable repetition rate of 2-10 kHz.

3.2 Ultrashort pulse characterization

The efficiency of ion acceleration and by extension laser-driven fusion neutron yield is sensi-

tive to the peak on-target intensity delivered by a tightly focused ultrashort laser. Temporal
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optimization of the pulse compression is achieved by self-referencing optical measurement

of the pulse duration and iterative adjustment of the system stretcher and compressor to

remove residual chirp. Analogously then, spatial optimization of the focused beam requires

magnified imaging diagnostics to characterize axial symmetry and intensity.

3.2.1 Pulse duration measurement

Ultrafast laser pulses have the shortest duration of any temporal events ever technologically

synthesized by humans. Accordingly, measurement and characterization of optical pulses

is non-trivial as all currently available “high speed” photodetectors and large bandwidth

oscilloscopes are still 100-1000 times slower than pulses generated by modern CPA lasers.

For this reason, ultrashort pulse measurement is cleverly obtained using the pulse itself as

the reference. Two well-established techniques for this purpose are intensity autocorrela-

tion and second harmonic generation frequency-resolved gating (SHG-FROG), both were

diagnostically fielded during shot campaigns of this work.

Figure 3.3: A common non-collinear intensity autocorrelator optical setup. Optomechani-
cal component abbreviations - BS: beam splitter, M: mirror, NLC: nonlinear crystal, RF:
retroreflector, D: detector, L: lens. Figure from Ref. [10] used with permission.
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Due to its narrower gain bandwidth, transform-limited pulses of >300 fs duration were

typical of the CPSA fiber system used in Chapter 6. Compressed pulses from the primary

laser driver and the diagnostic backlight probe were measured and optimized using the

intensity autocorrelation method. The operating principle of this system requires dividing

the input laser pulse into two copies, typically with a thin beam-splitting optic. In one

arm of the device, the replicated pulse is delayed by electromechanical means and is then

focused to overlap with the reference pulse in a nonlinear crystal. Due to their high intensity,

the superimposed beams will generate a bisecting SHG signal that is a function of the lag

between the two pulses. Successive symmetric scans of this delay generate a pulse shape

which can then be fitted to the delay calibration. The second-order correlation function is

given by:

Ac(τ) =

∫ ∞

−∞
I(t)I(t− τ)dt (3.1)

where I(t) is the pulse intensity in the reference arm and I(t − τ) is the pulse intensity

in the delayed arm, t is time, and τ is the variable time delay between the two pulses. The

resulting signal Ac(τ) is integrated by a slow detector, such as an avalanche photodiode. In

the case of an ideal wing-free pulse, the temporal width of the pulse is obtained by dividing

the measured correlation function signal by known fitting factors - 1.543 and 1.414 for the

sech2 and Gaussian fit respectively.

Figure 3.3 shows a representative layout of the non-collinear geometry. In our system,

the calibrated delay is scanned via a computer-controlled voice coil module, the nonlinear

crystal is a ∼100 µm β-barium borate (BBO) crystal, and the envelope detector consists of

an appropriately biased photomultiplier tube (PMT) with high quantum efficiency for the

515 nm SHG signal. Prior to entering the PMT photocathode, the SHG signal is passed

via a blue-green filter to reject fundamental laser light at 1035 nm. Voltages from the PMT

are cleaned with an RF low-pass filter and read out on a 2 GHz oscilloscope at 10 GSa/s

(Agilent).
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Field autocorrelation is a simple and robust method for quantitatively characterizing the

duration of an ultrashort pulse but because it lacks any information regarding the pulse’s

spectral phase it is unable to recover any information regarding residual chirp. One key take-

away from this fact is that an intensity autocorrelation cannot distinguish between a narrow-

band transform-limited pulse and a broadband laser pulse that has been poorly compressed.

Consequently, experimental manipulation of the pulse duration by DAZZLER applied phase

or compressor grating adjustment benefits from the application of the SHG-FROG tech-

nique. During λ3 experiments in Chapters 4-5 a commercial PC-controlled FROG device

(SwampOptics Model 8-9-USB) was used to completely characterize the CPA output pulse

train.

Figure 3.4: Schematic of a non-collinear SHG-FROG for ultrashort pulse characterization.
From the public domain.

Frequency-resolved optical gating captures both the time-dependent intensity and spec-

tral phase of an ultrashort pulse. As shown in Figure 3.4, the rough optical layout of a

FROG is nearly identical to that of an autocorrelator but with the critical addition of an

optical spectrometer. This adaption was first demonstrated in [98] and allows for iterative

reconstruction of the time-dependent electric field of an ultrashort laser pulse. Convention-
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ally the two-dimensional spectrogram trace generated by an SHG-FROG system is referred

to as a FROG trace and is analytically described by

ISHG−FROG(ω, τ) =

∣∣∣∣∫ ∞

−∞
E(t)E(t− τ) exp[−iωt]dt

∣∣∣∣2 . (3.2)

Reconstruction of the laser pulse’s electric field is achieved by a computer algorithm

with minimal computational overhead. Time ambiguity of the trace is a notable drawback

of the SHG-FROG technique as the trace always exhibits symmetry about the time axis.

Familiarity with spectrogram features allows an experimenter to heuristically add or remove

dispersion to lengthen a pulse and proves beneficial in removing phase errors imparted by

poor compressor grating alignment. Shown in Figure 3.5 below, spectral hole drilling and

dispersion pre-compensation with a DAZZLER results in nearly transform-limited pulses

from the relativistic λ3 USPL system.

3.2.2 Spot size measurement

Under experimental conditions, tight focusing (< f/2) geometries are used to deliver the

highest possible beam intensities on target. To prevent beam self-focusing or phase distortion

of the compressed pulses, transmissive lenses generally cannot be used above a few GW

peak power. To avoid imparting spherical aberration, throughout this work d = 50.8 mm

low dispersion metallic (Ag or Au) [Chapter 4 & 5] or dielectric coated [Chapter 6] off-axis

parabolic (OAP) mirrors were used as final focusing optics. Technical limitations in the

surface flatness of OAPs result in reflected wavefront error of λ/4 RMS or larger and will

lead to non-negligible focusing error in the far-field beam profile.
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Figure 3.5: A τ = 35 fs pulse experimentally measured during this thesis work by the SHG-
FROG technique.

Figure 3.6: A 2.86 µm 1/e2 focal spot imaged with a 50x NIR apochromatic microscope
objective and CCD during characterization of the EHD experiment.

Rough manual optimization of an initially astigmatic focus was performed by focusing
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∼ 1 mJ at the best system compression point at atmospheric conditions and optimizing

the spatial convergence of the laser-induced plasma discharge. Fine optimization and mea-

surement of the beam profile at the focus was performed by significantly attenuating the

laser output power below the air breakdown threshold and imaging the focal plane onto a

CCD with a long working distance microscope objective. θx and θy adjustments were then

incrementally performed until the beam’s best focus was obtained. Absolute spatial calibra-

tion was then obtained by imaging a back-lit USAF 1951 resolution test plate or x-ray test

grid with known bar sizes. An empirical methodology to recover a near-diffraction-limited

Gaussian profile using adaptive optics will be discussed further in the following section.

3.3 Radiation diagnostics

Various radiation detection instruments were utilized as plasma and fusion diagnostics

throughout this thesis work. Gaseous discharge and semiconductor photon detectors were

used to characterize and optimize X-ray emission from interactions of focused ultrashort laser

pulses with near-solid density targets. Simultaneously, a suite of thermal and fast neutron

detectors was fielded to monitor both the average and instantaneous shot-to-shot flux during

LDNS experiments employing high repetition liquid targets.

3.3.1 Geiger-Müller detector

Ionizing radiation detectors operating in the Geiger-Müller (GM or G-M) discharge regime

are commonplace in radiation detection applications. First invented by Geiger and Müller

in 1928 [99], these devices comprise one of three generalized categories of gas-filled detec-

tors, with ion chambers and proportional counters defining the remaining two. Similar to

proportional detectors, G-M detectors harness gas multiplication to enhance the charge as-

sociated with ion-pair (IP) generation along the track of ionizing radiation passing through

the detector body. The fundamental similarity ends here because the increased bias voltage
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applied in G-M regime creates substantially higher electric fields than those of a proportional

counter. As a result, IP-seeded avalanche events proceed as a self-propagating chain with

exponential pulse buildup occurring over only a few microseconds. Collective charge effects

ultimately terminate charge accumulation but this limiting point is usually associated with

the same number of avalanche events regardless of the incident radiation energy. It follows

that all pulse events initiated from a GM tube are approximately the same amplitude and

detector functionality is suited only for counting or survey applications [100].

During all high-repetition liquid targetry shot runs, a halogen-quenched end-window

GM tube (Ludlum 44-7) matched with an analog dose survey meter (Ludlum Model 15)

was fielded in close proximity of the target focus. In all instances, the tube’s mica window

was oriented with a line of sight to the laser-target focus to provide a basic radiation safety

survey and for optimized target positioning following chamber evacuation.

3.3.2 Helium-3 proportional detectors

In-situ detection of fusion neutrons emitted from intense laser-plasma-initiated nuclear re-

actions remains a technically challenging effort. Neutrons are neutral particles and therefore

cannot directly trigger ionizing events along their flight paths through matter. Additionally,

energetic neutrons above ∼300 eV do not exhibit strong capture or resonance reactions and

necessitate detection by elastic scattering interactions in hydrocarbon materials with scin-

tillation properties. Thermalization of neutron fields with low Z materials (water, plastic,

graphite) can however allow for feasible detection via inelastic capture reactions in materials

with high absorption cross sections. At the cost of eliminating virtually if not all spec-

troscopic and timing data imprinted on the neutron during its emission, thermal detection

allows for a robust survey and online counting with gas proportional tubes.

Helium-3 along with Boron-10, Gadolinium-157, and Lithium-6 fall into a unique category

of isotopes for which the interaction probability of thermal neutrons with the atomic nucleus

is “large”. He-3 is an inert gaseous daughter product of tritium decay and is terrestrially
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scarce. With a capture cross-section of 5330 b (1 barn = 10−24 cm2) for the reaction given

in Equation 3.3, He-3 is considered a gold standard for thermal neutron detection.

1
0n + 3

2He → 3
1H + 1

1H + 0.764 MeV (3.3)

Thermal neutron proportional detectors filled with 3He or BF3 operate with an applied

anode bias that generally falls between that applied to ion-chambers and GM tubes. Dur-

ing inelastic reactions with the fill gas, thermal neutrons will release kinetically energetic

daughter ions that cause follow-on pair generation as they recoil in the tube. Avalanche

dynamics due to the 1/R field near the wire electrode in the tube are directly proportional

to the kinematic energy deposited by ion Bragg stopping in the detector volume. Specific

care must be taken in biasing this tube such that it remains in the quasi-linear response

region of the detector operation curve. From the conservation of momentum and appropri-

ate scaling with their rest mass, the proton and triton liberated from a He-3 capture are

ejected with 573 keV and 191 keV respectively. Amplified pulse height measured from a

proportional detector corresponds with the deposited energy and contributes to the excel-

lent gamma rejection exhibited by detectors of this type. Below the thermal peak of 764

keV, two plateau regions in the pulse height spectrum are prevalent and can be understood

as wall effects [100]. These areas of incomplete energy deposition correspond to loss of the

proton or triton through tube cathode wall. Multiplication in proportional tubes is limited

and the ∼mV output pulses require gain in low noise charge sensitive preamplifiers prior to

processing by upstream nuclear electronics modules.

Two separate proportional detectors were utilized as online diagnostics for neutron gen-

eration during the microscale liquid target laser-plasma experiments carried out in Chap-

ters 4-6. The first instrument (Ludlum Model 42-31H) was a polyethylene-moderated and

cadmium-loaded sphere containing a tube detector with a 2 atm 3He fill. The detector was

paired with a digital counter and ratemeter (Ludlum Model 3001) and was commercially

calibrated against a NIST traceable source. Designed as a rem-responding detector, this
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system exhibits flat energy response (100 cpm per mRem/hr) across the thermal (0.025 eV)

to fast (≤12 MeV) neutron range. During high-intensity laser-liquid target irradiation this

detector was primarily engaged in radiation safety dose monitoring and for basic spatial

survey purposes.

A second He-3 detector with a significantly larger active volume was configured as a

sensitive neutron counter for rudimentary optimization of the laser-plasma interactions. The

detector element (GE Reuter Stokes RS-P4-808-214) contains a 4 atm charge of He-3 and is

moderated within the annulus of a parallel-piped high-density polyethylene (HDPE) block.

The system consists of a pre-amplifier, shaping amplifier, and timing single channel analyzer

(SCA). Detector bias was set to -1750 V and by calibrating the system pulse response to a

commercial D-D neutron generation (Thermo Fisher MP320) and then optimizing for gamma

rejection against a 10 µCi Cesium-137 disc source. Total coarse and fine gain applied were

G = 200 with 2 µs and 1 µs pulse peaking time and shaping time respectively. Pulse height

discrimination of thermal neutron events was obtained by operating the SCA in the “normal”

operational mode with the lower-level discriminator set for VLLD = 1.3 V and the upper-level

discriminator set to its max value of VULDULD = 10.0 V. Positive pulses corresponding to

detection events were counted with a standard NIM timer/counter module and averaged by

an analog rate meter. During experiments, the detector was mounted between 30-60 cm from

the target focus to obtain reasonable counting rates (≤1000 cpm) and avoid pile-up from

plasma-induced electromagnetic pulse (EMP) interference. Background count for cosmogenic

neutron events was typically 5.2±0.5 cpm as measured over statistically significant (≫180

minute) periods. Intrinsic thermal detector sensitivity as reported by the manufacturer was

for 26±2.6 cps/nv this proportional counter.

3.3.3 Microstructured semiconductor neutron detector

In addition to the proportional counters, the application of a solid-state thermal detector was

explored for applications to optimization of the laser-driven neutron source. The growing
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scarcity of Helium-3 supplies following the rapid deployment of portal detectors over the last

two decades has spurned considerable interest in other neutron detectors with comparable

sensitivity. Microstructured semiconductor neutron detectors (MSND) are a relatively new

class of thermal neutron detector based on capture reactions in Lithium-6 or Boron-10 doped

P-N diodes. A key improvement of MSNDs over similar planar diode technology is an

engineered etch process that creates features inside the semiconductor substrate that is

subsequently back-filled with neutron reactive coatings. This enhancement increases the

total volume of capture-sensitive material leading to higher neutron absorption efficiency

and also increases the effective surface area in contact between the device’s active region and

the reactive film where reaction products are ejected during a thermal capture. Commercially

available MSNDs are compact, γ-radiation hard, draw minimal low-voltage power, and have

thermal detection efficiencies of ε > 30% for single-sided devices and ε ≤ 70% for dual-

stacked designs [101].

1
0n + 6

3Li → 4
2He + 3

1H + 4.79 MeV (3.4)

The detection system used during LDNS experiments consisted of two 1-D tiled Domino®

MSND modules coupled to an SMA-terminated electronic driver board. To moderate fast D-

D neutrons generated from intense laser-plasma interactions, the entire 8 cm2 detector area

was placed at 2.5 cm depth inside of an appropriately designed HDPE block. TTL pulses

from neutron detection events were recorded with a 50 Ω terminated NIM counter/timer

module. Summed background and dark count event rate was measured to be 0.56±0.05

cpm as measured over statistically significant (≫120 minute) periods. Intrinsic thermal

neutron sensitivity for the tiled detector array is 2.4±0.8 cps/nv which empirically scaled to

an approximately 1:10 counting ratio reported by the 4 atm He-3 proportional counter. The

compact size of this detector allowed for close placement to the target chamber center and
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3.3.4 Scintillation detectors and neutron time-of-flight

The thermal neutron detectors introduced thus far provide a great diagnostic capability for

the survey and counting of moderated neutrons exiting an ultrashort laser-driven neutron

source. One primary drawback in the use of these detectors is that spectroscopic data is

lost in the process of achieving inelastic neutron interactions which are fundamental to the

operation of capture-based detectors. Detection of fast neutrons and spectroscopic charac-

terization of their associated energies is possible by using kinematic neutron interactions of

an elastic nature. The solution of the basic momentum transfer equations shows that the

maximum energy transferred to the recoil ion (Erecoil) is given by

Erecoil =
4A

(1 + A)2
En (3.5)

where En is the incident neutron kinetic energy and A is the atomic mass of the recoiling

ion. In a scintillation detector, neutron scattering off of light hydrocarbon materials can eject

a recoil particle that will subsequently deposit its energy to the scattering medium emitting

a scintillation light pulse. Recoil protons have high linear energy transfer (LET) and as they

are slowed in the detector volume, Bragg effects result in almost full deposition of the energy

for energy ranges pertinent to this thesis work. In specially designed liquid scintillators such

as those used in this thesis work (Eljen Technologies, EJ-309), scintillation emission is well

characterized [11,102]. In properly calibrated detectors, the intensity of the light output can

provide spectroscopic insight regarding the incident neutron field while the temporal shape

of the scintillation pulse can enable discrimination between energetic neutron and photon

radiation incident on the detector volume.
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Figure 3.7: A diagram showing the operating principles of the scintillator configured for fast
neutron interrogation via proton recoil. Image from Ref. [11] used with permission.

The typical configuration of a scintillation detector for neutron detection is shown in Fig-

ure 3.7. Fast neutrons incident on the scintillator element of the detector first generate recoil

protons resulting in a fast (ns duration) scintillation pulse. Light emitted during ion-pair

recombination is generally in the UV to blue range of the optical spectrum. Scintillation pho-

tons are coupled out of the detector volume and into a photocathode by means of refractive

index matching grease and light-guide/light-pipe assemblies which further concentrate the

photonic flux. The relatively weak scintillation signal is then amplified by a photomultiplier

tube (PMT) that exhibits good quantum efficiency for light-to-photoelectron production for

the scintillation spectral peak of interest. Amplification in the dynode stages of the PMT

results in a signal gain of 50-60 dB. Electrons traversing the PMT generate a charge pulse

resulting in a time-varying voltage that is read out of the anode. Pulse waveforms are read

by a fast analog-to-digital converter (ADC) and data processing is performed with a PC.

To reduce detector noise induced by the high voltage electromagnetic pulse (EMP) and

prompt γ-flash associated with placing scintillation detectors in close proximity of the laser-

liquid target interactions, pulse shape discrimination (PSD) filtering was used for online

processing of the pulse signals from the liquid scintillation detectors. Using the difference

in the long-lived fluorescence decay in EJ-309 between photon-induced electron recoil scin-

tillation (short) and neutron-induced proton recoil scintillation (long), photon and neutron

signals may be discriminated via the definition of a pulse shape parameter (PSP) which
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serves as a surrogate for the relative length of the pulse.

PSP =
Qtotal −Qshort

Qtotal

=
Qlong

Qtotal

(3.6)

Calculation of the PSP is shown in Eq. 3.6, wherein Qtotal is the entire integrated charge

for a single scintillation pulse, Qshort is the integrated charge in the fast decay component

and Qlong total integrated charge in the pulse tail [103]. In our experiment, these parameters

were configured in the CAEN CoMPASS software suite with specified gate, short gate, and

pre-gate values of 400 ns, 48 ns, and 24 ns respectively. Qtotal is the integrated charge begin-

ning with the pre-gate and accumulated to the gate time where the integration windows are

defined relative to the time of trigger. Qlong is all charge integrated within the time window

between the short gate and the gate. The light output of each liquid scintillator was inde-

pendently calibrated using the Compton edge of a 137Cs gamma source. Fast neutron energy

vs. PSP binning parameters were calibrated using a sealed tube D-D neutron generator with

an approximate isotropic flux of 1-2×106 n/sec (ThermoFisher MP320). Figure 3.8 shows

this calibration setup.

Figure 3.8: Liquid scintillator neutron response calibration performed in the University of
Michigan Neutron Science Laboratory. (a) EJ-309 scintillators and other neutron detectors
were used during experimental campaigns. Detector standoff measured (b) measured to the
target axis (c) of a commercial D-D sealed tube neutron source.

Neutron time-of-flight (nTOF) is a powerful spectral diagnostic for characterizing the

kinetics of fast neutron fluxes. Employment of this technique requires a well-characterized
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flight distance Lflight between a neutron source as well as the neutron’s flight time ∆t as

measured with a time-gated fast recoil detector. These two values can be used to calculate

the particle velocity and therefore its kinetic energy at the time of creation. The relativistic

kinetic energy of a neutron is given by

En = (γ − 1)mnc
2 (3.7)

where mn is the neutron mass, γ the relativistic Lorentz factor, and c the vacuum speed

of light. The energy of the characteristic neutron expected from D(d,n)3He thermonuclear

fusion reaction has a well-known value of En = 2.45 MeV. A maximum normalized vector

potential of a0 ≃ 2 was expected during deuterated liquid target experiments carried out in

this work and the resulting peak ion temperatures were not expected to exceed 3 MeV based

on similar campaigns carried out in Ref. [40, 45, 104]. The neutron has a rest mass energy

of 939.37 MeV and we can therefore reasonably conclude that fast neutrons expected during

LDNS experiments of the thesis are non-relativistic. Simple binomial expansion then gives

us the classical kinetic energy

En =

[
(1 +

v2n
2c2

)− 1

]
mnc

2 =
mnv

2
n

2
(3.8)

further substitution of the particle flight length and flight time coupled with simple

algebraic manipulation gives the following expression for the detected neutron’s energy

En =
mn(

LFlight

∆t
)2

2 · 1.602177× 10−19(J/eV) [MeV] (3.9)

A combination PSD/nTOF fast neutron system was fielded as a primary particle detec-

tion diagnostic during all laser-driven neutron experiments. A minimum of two cylindrical

50x50 mm liquid scintillators (Eljen Technologies, EJ-309 510-20x20-11/309) coupled to

fast PMTs (Hamamatsu, R7724) were used at calibrated distances from the target cham-

ber center (TCC). PMT bias was applied with a computer-controlled desktop high voltage
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supply (CAEN Electronics, DT5533E). Pulse waveforms from each detector were captured

on CH2/CH3 respectively of a 500 MSa/s digitizer loaded with pulse shape discrimina-

tion (PSD) firmware (CAEN Electronics, DT5730S DPP-PSD). Hardware triggering of the

τcoincidence = 512 ns window was initiated utilizing a high-fidelity femtosecond oscillator-

derived TTL timing signal provided to CH0/CH1 buffers of the digitizer and zeroed using

a 1 ns rise time Si photodiode (Thorlabs, DET10A) monitoring ultrashort driver pulses en-

tering the target chamber sourced to digitizer CH4. Particle flight time ∆t was calculated

through post-processing FPGA time-stamped, binned, fast neutron events and subtraction

of the summed pulse delay from: (1) pulse transit time in 50 Ω terminated RG-58/U coaxial

cables, (2) PMT electron transit time, (3) PMT pulse transit time spread, and (4) photo-

diode rise time. Experimental fast neutron energy spectra were deconvolved in MATLAB

using Eq. 3.9.

3.3.5 Neutron bubble detectors

Absolute measurement of the shot-to-shot flux delivered from laser-driven neutron sources

is technically rigorous for the following reasons: 1) intense laser-plasma interactions gener-

ate significant bremsstrahlung that can trigger false detection in virtually all pulse-based

detection methods due to finite gamma rejection properties, 2) high-Z shielding required to

minimize the impact of mixed field presence ultimately places detectors further from the

source leading to diminished fluence at the detector position, 3) the intrinsic pulsed nature

of the source increases the probability of under-counting caused by detector pile-up, 4) direct

fast neutron detection through elastic recoil is inefficient and required moderation leads to

ms scale response times in more sensitive thermal counting modes. In legacy experiments on

0.001-0.1 Hz petawatt-class USPL drivers, some of these factors were mitigated by long re-

covery periods between each laser shot and the large ≫ 107 n/sr/shot yields generated [105].

For kHz repetition-rate experiments, time-averaging of the neuron dose is an accepted mea-

surement for approximating isotropic source flux. The use of superheated droplet recoil
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detectors (bubble detectors) has been a universally accepted metrology to this end since

their introduction to the dosimetry field in 1979 [106].

As their name suggests, bubble detectors operate continuously on the principle of particle

radiation-driven nucleation. The detector volume consists of overexpanded (superheated)

hydrocarbon or halocarbon emulsions [107, 108]. These metastable droplets vaporize when

they are irreversibly nucleated during recoil interactions caused by charged particle recoils.

Macroscopic bubble generation occurs when recoil events generate a trail of sub-microscopic

vapor cavities which exceed the critical radius for bubble formation [107]. Bubble detectors

provide direct fast neutron dose monitoring and exhibit flat response across neutron energies

ranging from 0.2-15 MeV. The dosimeter itself is a completely passive detector and the

accumulated dose can be read by manual inspection or in cases of large doses, read out

via a computer. Following dose exposure, the bubble detectors are reset by rethreading

the compression piston into the detector body and waiting 25-30 minutes. A large LET is

required to generate macroscopic bubbles and as a superlative consequence, bubble detectors

are x-ray and gamma blind and may be fielded in close proximity to intense mixed field

sources. To deconvolve the neutron flux to which the detector was exposed, the bubble

count must be first converted back to dose as per NCRP38 and ICRU66 standards, then,

the dose is scaled using neutron energy range estimates found in Table 1004(B).2 in 10 CFR

20. Calibrated model PD-BND personal bubble dosimeters (Bubble Tech Industries) with a

responsivity of ≥ 20 b/mrem were used directly during Chapters 4 and 5, and for coincidence

detector response calibration in Chapter 6.

3.3.6 Semiconductor photon detectors

Basic radiation detection and counting performed by a standard GM tube lacks any infor-

mation regarding the type of incident ionizing radiation and its spectral energy content. All

on-target focused intensities realized during experiments with the USPL systems described

in this work will result in significant hard X-ray and possibly γ-ray emission. Spectroscopic
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characterization of these emitted photons provides critical insight into the approximate tem-

perature thermal temperature of the plasma electrons (Te), and in turn, can be used as a

metric for the efficiency of laser-plasma energy coupling. ponderomotive scaling for relativis-

tic intensities empirically derived as Th = 215(I18λ2)1/3 keV in [109] predicts that the hot

electron temperature encountered during liquid target experiments will exhibit a cutoff of

∼ 140 keV. This upper energy limit for bremsstrahlung radiation is well suited for measure-

ment by solid-state CdTe single photon detectors. With active areas composed of cadmium

(Z = 48) and tellurium (Z = 52), diodes in these detectors operate in a photoelectric effect-

dominated regime and as such are highly sensitive lower energy photons. CdTe also has a

band gap energy of 1.52 eV and is less susceptible to thermal noise that necessitates cryo-

cooling of high-purity germanium (HPGe) detectors. A thermoelectric-cooled CdTe detector

with a 25 mm2 active area and 100 µm Be entrance window (Amptek XR-100) was paired

with integrated shaping electronics to provide real-time spectroscopy of radiation emitted

from laser-target interactions.

Polynomial calibration of the ADC channel bins to photon energy in keV was accom-

plished by 180-second live time measurements of a ∼1 µCi Americium-241 placed in line-of-

sight to the detector’s entrance window. Well-defined x-ray and γ-ray peaks at 13.95 keV

and 59.54 keV were used for fitting. Device gain was set to G = 2.0 with a 3.2 µs shaping

time, while channel 24 was set as the LLD threshold to prevent spurious pile-up from EMP.

Prior to any experimental measurement the detector was allowed to stabilize for 10 minutes

following device cooling to 232 K and application of the 1000 V bias.

3.4 Adaptive Optics

Significant distortions to the optical wavefront of a laser beam will result in poor ability to

focus the beam. In the high-power laser systems used in this thesis work, such distortions are

a consequence of finite optical diffraction, thermal deformation of optical components at high
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Figure 3.9: A channel-to-energy calibration spectra recorded from a 180s live time measure-
ment of an 241Am check source.

average power, mounting stress on large aperture optics, and imperfect alignment of telescope

systems used to manipulate the beam size. Ultrashort laser-matter interactions are very

sensitive to the peak intensity of the driving laser pulse and uncorrected beam aberrations

cause two major problems: (1) the focused intensity of the beam is far lower than that

predicted by using a diffraction-limited focus, and (2) geometric deformation of the focused

beam and the resulting energy spread out of the center of the focus is unpredictable on a

shot-to-shot basis which leads to poor ability to exactly recreate experimental conditions.

Adaptive optics (AO) were originally developed for astronomical [110] and military [111]

applications to correct beam degradation due to atmospheric propagation. AO utilizes a

closed-loop feedback-based system of optimization where the wavefront is first measured,

error from ideal propagation is calculated and then an active mirror element is actuated to
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compensate for the measured error. Within well-characterized optical systems, this can be

achieved on a single-shot basis but typically multiple iterations are required.

Recent work has focused on applying this powerful technique to optimize the wavefront

quality of high-power femtosecond lasers. Experimental demonstrations reported in [112]

have resulted in record-focused intensities through the recovery of near diffraction limited

focal spots and reduction in compressed pulse duration. Deformable mirrors (DM) are

one of the enabling technologies for this effort and consist of a flexible mirror substrate

that is physically bonded to addressable piezoelectric or micro-electromechanical (MEMS)

actuators. Feedback from wavefront or intensity sampling is then used to manipulate the

actuators resulting in corrective deformations of the mirror surface. Optimization of the

focused beam profile and resulting on-target peak intensity of the Lambda Cubed USPL was

instrumental in laser-driven neutron campaigns discussed in Chapters 4 and 5 of this thesis

work. This section will provide details on the deformable mirror’s characteristics and the

use of an evolutionary algorithm (from here forward called a genetic algorithm or GA) to

optimize beam parameters according to a quantitative Figure-of-Merit (FOM).

3.4.1 Deformable mirror

The NIR compressed output beam of the λ3 USPL is first expanded in a 2:1 off-axis

Cassegrain telescope to an approximately 50 mm 1/e2 Gaussian beam diameter. Prior to

routing to the various laser plasma experimental chambers, this beam is reflected off a pro-

tective silver-coated surface normal deformable mirror (Northrop Grumman AOA Xinetics

DM37PMNS4). This mirror consists of 37 individual electrostrictive actuator channels, each

with up to 4µm of available stroke. High voltage bias is applied to the DM by a custom AOA

serial-to-ADC which is controlled by NI LabView modules controlled by a custom Python

GUI. Application of a 40 V drive signal to all actuators results in a “neutral” mirror shape

with corresponding λ/4 surface figure. During experiments, the applied bias voltage is re-

stricted to Vmirror = 40±30 Volts to reduce actuator stress and prolong DM lifetime. The
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clear aperture of the DM truncates the final usable beam diameter to approximately ∼47

mm and is usually associated with a nominal 10-12% reduction in pulse energy to scattering.

3.4.2 Genetic algorithm

The nonlinear dynamics associated with laser plasmas interactions represent a complex multi-

dimensional parameter space. Machine learning (ML), artificial intelligence (AI), and evo-

lutionary algorithms are well suited to optimize particular experimental parameters such

as electron beam emittance, LWFA bunch charge, and peak laser intensity. Previous work

by Albert et al. led to the development and implementation of an adaptable genetic algo-

rithm code widely used within the University of Michigan High-Field Science cohort [113].

This genetic algorithm (GA) is a representative subset of evolutionary algorithms wherein

optimization is based on the concept of survival of the fittest. Solution space parameters col-

loquially known as chromosomes are made up of strings of integers that represent parameters

to be optimized. Integer values within the strings are known as genes and as in nature, the

algorithm progresses toward an optimal solution by retaining the best genes from previous

generations while discarding those which do not yield improvement to the fitness function.

Iterative operation of the GA results in stochastic optimization of a fitness function usually

referred to as a Figure-of-Merit (FOM).

A flow chart illustrating the basic looping operation of a GA is shown in Figure 3.10. An

initial population of parents with corresponding genes can be initialized randomly or from

a previously optimized solution set. Possible parameter space solutions corresponding with

this initial population is then tested by the user-specified FOM and quantitatively ranked for

fitness. During the process of reproduction, a percentage (in practice 10-20 %) of the highly-

ranked parents are retained to ensure the next trial generation at worst performs as well as

the previous generation. From this set of parents a new population of children are created

through processes of crossover and mutation, heuristically shown in Figure 3.11. During

the crossover, the genes of two selected parents are blended to create a hybrid offspring.
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Figure 3.10: The working principle of a genetic algorithm.

Next, a certain percentage of children are then selected on a random basis, and random

alterations are performed to their genes. This randomization step is critical to ensuring

that the global parameter search space traversed by the GA does not arbitrarily converge

on a local maximum. At this point, the algorithm now evaluates all hereditary population

members relative to the FOM. In instances where all children are found to be quantitatively

inferior to the previous generation, a certain number of the highly-ranked parents are stored

and mixed with the children to form the next test generation. The GA loop progresses in

this manner until a specified termination condition is reached.

In this thesis work, the second-order moment of the intensity registered on the pixels of

a CCD camera was used as the FOM. In this system, an objective was used to magnify and

image the heavily attenuated beam profile of the λ3 beam at focus. Data from this image

was parsed by a Python-based GA whose genes represented bias voltages applied to the

37 electrostrictive actuators of the DM. During optimization, a wavefront-correcting “best

mirror” resulting in the highest intensity at the focus was obtained after 40-70 iterations of
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Figure 3.11: A simple example of the crossover (green) and mutation processes (purple)
applied to sets of chromosomes. The crossover process uses a single-point operator identified
by the dashed rectangle overlaid on the parents.

the GA. The algorithm’s first generation was seeded with small mutations to an initially flat

DM with all actuators set to the middle of their stroke (40 V applied bias). Application

of this AO technique resulted in optimized relativistic on-target intensity used to generate

neutrons from the EHD jet target in Chapter 4 and quasi-Gaussian beam profiles required

for the synthesis of symmetric Laguerre-Gaussian beam modes explored in Chapter 5.
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CHAPTER 4

Electrohydrodynamic Microjet Target

4.1 Introduction

Target synthesis at >1 kHz repetition rates remains a technical challenge for laser ion ac-

celeration schemes. Tape drives [114], rotating target platters [115], Gatling gun [51] style

mechanisms, and thin-film swipers [116] have enabled fresh target replacement per shot

but generally suffer from mechanical alignment hysteresis and target depletion within thou-

sands of shot cycles. Similarly, while producing highly efficient neutron yields through

Coulomb explosion, molecular cluster gas jets [50,117] and cryogenic nozzles [118,119] often

require complex helium cooling systems and impart significant differential pumping demand

(≥1000 L/s) on target chambers. Therefore, liquid targets based on droplets, streams, and

leaves constitute the only technically feasible path for scaling towards multi-kHz acceleration

regimes [40, 45, 56, 59, 104, 120]. Recently, there has been considerable interest in develop-

ing so-called “mass limited” targets, which benefit from enhanced ion acceleration due to

target volume scales which are efficiently matched to the focused Gaussian beam diameter

of the driving laser. Consequently, reduced target mass achieves increased plasma heating

through electron recirculation [121] and the isolation of the target volume yields increased

thermonuclear fusion interaction cross sections through bulk thermal heating and Coulomb

explosion [59]. Recent advances in photonic architectures and nonlinear compression systems

have developed a path toward relativistic ultrashort drivers with repetition rates ranging from
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0.001-1 MHz. Such systems when coupled with suitably engineered high repetition solid den-

sity targets could realize high-brightness tabletop radiation sources with the capability of

continuous operation.

Electrohydrodynamic (EHD) pulsating liquid jets have been explored for a wide variety

of additive printing applications [122–127]. As a microjet and droplet generation mechanism,

EHD jetting is considered one of the few fluid extraction mechanisms that can generate mi-

crofluidic features with dimensions an order of magnitude smaller than the inner diameter of

the emitting nozzle [127]. This remarkable feature of the EHD fluid extraction mechanism

leads to sub-micrometer printing resolution with viscous colloidal or entrained solutions that

would otherwise irreversibly clog ultrafine piezo jet printing nozzles. Our work adapts this

printing technology and extends its application to high repetition, mass-limited target syn-

thesis, for ultrashort laser-driven fusion neutron sources. The tight focusing geometries used

to create near diffraction-limited relativistic on-target intensities usually are accompanied

by beam waists and a depth of focus (defined as two times the Rayleigh range zR) that

are only a few microns in spatial extent. Using pulsed EHD cone jetting, we were able to

synchronously generate deuterated liquid targets of similar scale that optimize absorption of

laser energy resulting in favorable ion kinetics for D-D fusion at tabletop scales. Microscale

EHD fluid targets exhibit many advantages over free-flowing liquid jets [40, 45] and piezo-

electric droplet generators [56, 104], namely: (1) reduced target fluid consumption due to

single nL/min-µL/min operational flow rates, (2) < 5 µm feature sizes, (3) the capability of

operating in accelerator beamline vacuum conditions, (4) repetition rate scaling above 8.4

kHz, and (5) pulsed target generation “on demand.”

This chapter covers the design, development, and testing of an electrohydrodynamic jet

target for mass-limited laser plasma particle acceleration applications. Experiments per-

formed with a kHz-class relativistic driver confirm the capability of the target system to

operate over millions of shot cycles and demonstrate for the first time, D(d,n)3He fusion

neutron production from colliding relativistic femtosecond pulses with electronically syn-
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chronized microscale jet targets. Various regimes of EHD target operation are characterized

and optimized target synthesis parameters are reported.

4.2 Electrohydrodynamic (EHD) target system

4.2.1 Theory of operation

The dynamic behavior of liquids in the presence of strong applied electric fields has been

investigated for over a century for its many applications to aerosol science, materials sci-

ence, biomedicine, and materials processing. Electrohydrodynamic atomization (EHDA) is

a categorical label given to the generation of aerosols, jets, and fine droplets by active per-

turbation of liquids or suspensions by an applied voltage [128]. Pioneering theoretical work

by Sir Geoffrey Taylor in 1964 led to a comprehensive mathematical model for the surface

stress imparted on the meniscus of a liquid droplet under applied electrostatic stress [129].

Figure 4.1: Forces acting upon the fluid during stabilized electrohydrodynamic cone jetting.
Figure from [12] used with permission.

The fundamental dynamics of EHD jet nozzles (see Figure 4.1) in additive microscale

printing processes have been extensively reported by various groups [124, 125, 127]. In the
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typical configuration, a conductive nozzle backed by a pressurized fluid source is mounted

at a stand-off distance of 100-1000 µm from a grounded extraction plane. Fluid pumped

through the nozzle will form a spherical meniscus with a diameter that is approximately equal

to the inner diameter of the nozzle. Stabilized jetting of the EHD nozzle is accomplished by

transiently electrostatically biasing the nozzle and therefore target fluid via transient high

voltage pulses. Application of this external electric field results in the migration of mobile

ionic species within the fluid to the outer surface of the meniscus [122]. This accumulation

of surface charge causes Coulombic repulsion which deforms the meniscus via tangentially

applied stress. Further increases to the applied field cause prolate deformation of the menis-

cus, and upon application of a critical potential Φ0, the meniscus will suddenly transition

to a cone-like shape. The resulting Taylor cone [129] exhibits a characteristic half opening

angle of θTaylor = 49.3◦ [130]. Additional bias in excess of the Φ0 yields an EHD bound-

ary transition between macroscopic charged droplet ejection and microscale jetting from the

apex of the cone structure. The fluid neck-down during this process can result in jet features

with up to 25:1, as in our experiment, reductions in diameter relative to the inner diameter

of the conductive nozzle. In the Rayleigh limit, this filamentary fluid extension then goes

on to break up into fine droplets. During the application of a continuous DC bias, droplet

ejection results in a transitory charge-depleted fluid that subsequently retracts to form an

unperturbed meniscus at the nozzle output. A stochastic, oscillatory, EHD cone jet cycle

will proceed in this manner as the charge repetitively accumulates and is depleted from the

fluid surface.

In our experiment, spatiotemporally synchronized jetting was accomplished by biasing

the EHD nozzle with multi-kHz repetition high voltage pulses. Stabilized, deterministic op-

eration of our nozzle in the cone jet regime was accomplished by triggering jet operation at

integer multiples (10-20x) of the λ3 laser’s repetition rate f = 480.374 Hz. By electronically

matching the duty cycle of the bias pulse to the temporal duration of a single jet cycle (oper-

ating under DC bias potential of the same peak magnitude) one obtains pulse “on demand”
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operation of the EHD cone jet. During our experiment, microscale liquid target generation

in this manner was further empirically optimized through the application of a superimposed

offset voltage on the extraction pulse shape. In this scheme, the fluid meniscus does not

completely relax, and the onset of jetting corresponds with the next applied transient bias.

Our nozzle operates within this pulsed cone-jetting mode as a consequence of applied fluid

backing pressure, absence of drag forces under technical vacuum, and applied offset voltage.

4.2.2 Additive manufacturing of vacuum chambers

As part of this experimental work, advanced additive manufacturing was explored to rapidly

prototype target chambers and test assemblies. Stereolithography (SLA) 3D printing was

developed in 1986 and has quickly scaled in fundamental capabilities related to printing

material, print speed and print spatial resolution. When paired with modern computer-aided

design (CAD) software, SLA printing provides a powerful tool to synthesize complex spatial

geometries that would otherwise prove intractable to machine with computer numerical

control (CNC) techniques. Recently, λ = 405 nm (near UV) curable polymer resins have

been developed that provide highly stable finished workpieces with virtually no residual

volatile organic compounds that result in long-term out-gassing. The use of SLA-printed

vacuum target chambers for these experiments accomplished three goals: (1) adaptable

design allowed for the operation of optical diagnostics at atmospheric conditions, (2) modular

chamber geometry reduced dead space and stand-off distance required for secondary radiation

detectors, and (3) an overall reduction in the iteration time between EHD nozzle testing,

revision, and manufacturing.

Computer 3D models were built in TrueSpace 7.6 software and rendered as 3D objects

in the .stl format. Appropriately scaled models were then uploaded into print preprocessing

software (CHITUBOX 64) and the required supports and raft were added to aid in physical

printing. Slicing was performed in 50 µm vertical layers with 10-12 layers in the bottom

layer count. Optimal bottom and layer exposure times of 60 and 12 seconds respectively
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were empirically determined to deliver the strongest prints and lowest associated feature

defect rate. A standard desktop SLA printer (ELEGOO Mars 2K) was used to print parts

which were subsequently cured and washed in a separate post-processing machine (ELEGOO

Mercury Plus). An agitated bath of > 91% isopropyl alcohol was used during washing cycles

of 90-120 seconds duration. Typical part curing cycles lasted 30-60 seconds depending on

geometry and part complexity.

Figure 4.2: An image of the 3D vacuum chamber (a) as a sliced pre-print CAD rendering
and (b) SLA printed in a photopolymer resin.

When used as part of the completed target chamber, printed vacuum components were

coupled to existing commercial hardware with inert Viton gaskets. 3D-printed flanged sur-

faces were coated with low vapor pressure vacuum grease (Apiezon M) to ensure micro-

scopic leak tightness. Optical grade surfaces supporting the transverse diagnostic probe

were mounted with ultrahigh vacuum (UHV) grade epoxy (Hysol 1C) and allowed to cure

for at least 24 hours prior to testing. A similar process was used to mount the conductive

feedthrough for the EHD ground plane electrode. Extensive print testing performed through-

out experimental shot campaigns performed as part of this chapter has demonstrated the

capability of 3D printed parts to achieve a base pressure of ≤ 1× 10−6 Torr.
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4.2.3 Electronic systems design and operation

Intrinsic coupling between the fluid motion response and the applied electrostatic field is one

of the fundamental characteristics of electrohydrodynamic jetting. As detailed in subsection

4.2.1, Taylor cone formation is possible with applied either DC, AC, or pulsed biases. The

jetting cycle will progress so long as the induced stress forces resulting from the peak field

strength are in excess of the fluid surface tension and environmental forces acting upon the

liquid. One notable drawback of using fluids as targets in LPA experiments is their associated

alignment jitter. Specific to the EHD mechanism, this jitter can result from natural fluid

dynamics, abnormalities in the local electric field, and timing errors in the application of

the extraction bias. In our experiments, we determined that correctly synchronized target

presentation to the focused driver pulse is of utmost importance for high-brightness secondary

radiation sources. Consequently, control and minimization of timing jitter is a key system

design parameter.

Figure 4.3: A schematic of the electronic timing and pulse synthesis change.
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Arbitrary Waveform Generator Parameters
Mode: Triggered N-Cycle Burst

Cycles: 48
Frequency: 4.8040000 kHz

Lead Delay: 0.00 ns
Pulse High Level: 1.280 V
Pulse Low Level: 0.780 V

Pulse Width: 65.000 µs
Leading Edge: 25.00 µs
Trailing Edge: 4.000 ns

Idle State: Start Point
Trigger Delay: 2.0076 ms

Table 4.1: AWG experimental pulse parameters for stabilized EHD operation.

To ensure deterministic target interactions, we chose to operate our target system with a

pulsed high-voltage bias superimposed over a DC offset. High-fidelity timing of the extraction

pulses was accomplished by triggering the extraction pulse generation with synchronous

timing tied to the laser oscillator. Figure 4.3 shows a diagram detailing the electronic timing

and pulse fan out for the EHD nozzle. A synchronous electronic clock reference is derived by

sampling the mode-locked oscillator beam with an intracavity photodiode. frep = 76 MHz

pulses were then down-counted by a timing and delay generator (Stanford Research Systems

DG645). In the λ3 laser chain, this master timing box synthesizes all triggers/delays for

the EO pulse pickers, regenerative amplifier Pockels cell, and Q-switching of the Nd:YLF

pump lasers. From this module, a 10.00±0.01 MHz external synchronization reference and

TTL trigger signals were generated and fed to an arbitrary waveform generator (Tektronix

AFG31002). This AWG was used to synthesize initially small-signal pulses with a linear

ramp-to-square profile.

Table 4.1 details the pulse and delay parameters used throughout experimental campaigns

to drive microscale EHD jetting at frequencies ranging from frep = 0.480-12 kHz. Unless

otherwise noted, the parameters listed in this table were used during LDNS shot campaigns.

These extraction waveforms were then amplified at G = 1000 V/V by means of a fast slew
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rate bipolar amplifier (Trek Inc. 609D-6). The high voltage pulses at the amplified output

of this unit were then passed through two series 10 MΩ ballast resistors and connected to

the EHD nozzle and ground plane. To prevent spurious ground loops and signal ringing

in the system, the vacuum chamber, target extraction plane, and all optomechanics were

bonded in a hub-spoke configuration to the earth ground terminal of the amplifier casing.

Electromagnetic pulse (EMP) generation during the experiment was severe at times and

clamp-on ferrite chokes were used on all serial communication and RF coaxial cables.

4.2.4 Microfluidic system design and operation

Figure 4.4: A diagram of the microfluidic components used during operation of the EHD jet
target.

Stable operation of the EHD target system requires precise control of the flow rate of target

fluid supplied to the syringe tip for pulsed extraction. For this purpose, a custom microfluidic

handling system was constructed using commercial-off-the-shelf components. As shown in

Figure 4.4, the complete system is computer controlled and allows for remote sequencing

of individual devices. During operation, this system performs the following functions: (1)

storage of spare target material, (2) de-gassing of the material prior to injection into the
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target generator, (3) precision metering of fluid to the nozzle, and (4) isolation of the liquid-

vacuum systems.

De-gassing of low-vapor pressure liquids entering a technical vacuum environment is

critical to prevent the spontaneous formation of bubbles. Dissolved atmospheric gases can

form expanding vapor pockets that effectively ‘pump’ material through from the finite dead

volumes present between the final isolation valve and tip-vacuum interface of EHD nozzle.

Furthermore, coalescing macroscopic bubbles prevent the stable formation of a fluid meniscus

at the nozzle output. To address this problem, our system design incorporates the reservoir

shown in Figure 4.4. This 3.0 cc luer lock syringe is the primary storage vessel for excess

target fluid and is connected to a pneumatic manifold which allows for vacuum evacuation

or venting to atmospheric pressure. A hard vacuum is pulled by means of a two-stage rotary

vacuum pump on one arm of the manifold. Pressure is monitored with a standard digital

vacuum gauge and is adjusted by manipulating a fine needle metering valve connecting the

manifold to the atmosphere. Prior to experiments, fluids in the reservoir were de-gassed at

∼10 mTorrr for approximately 90 minutes.

Once de-gassed, target fluid is pulled from this reservoir and flows through an automated

selector valve (LabSmith AV201) to be temporarily stored in the retracted volume of a

programmable stepper-actuated syringe pump (LabSmith SPS01). During normal operation

of the EHD nozzle or to initially purge the microfluidic system of trapped gas volume,

the multi-port valve rotates and fluid is pumped into the back end of the target system.

Connections between individual system elements are made with 300 µm O.D 150 µm I.D

PEEK tubing and CapTite fittings. Prior to entering the Nanofil syringe and barrel assembly

comprising the physical nozzle, the fluid stream must again pass through an automated

isolation valve (AV201). This valve de-couples the microfluidic system from UHV during the

initial target chamber pump down, periods of troubleshooting or during target fluid refill.

Real-time sequencing of the individual microfluidic system components was controlled over

USB by the uProcess software suite (LabSmith uProcess).
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4.3 Target system characterization

4.3.1 Synchronized optical backlighting

The fluid dispensed during the normal operation of the pulsed EHD nozzle is not visible to

the naked eye because of the microscopic spatial scales involved. Furthermore, jetting action

and subsequent droplet formation occurs at speeds that are approximately two orders of

magnitude faster than the response time of human visual perception. To facilitate complete

spatiotemporal characterization of the jetting cycle, photomicroscopy, and pulsed shadowg-

raphy were implemented in tandem as part of an online experimental optical diagnostic.

Figure 4.5: A schematic of the transverse optical backlighter.

Figure 4.5 shows the physical layout of this system. Optical micrographs of the EHD jet

and target interactions are obtained by magnification and relay imaging performed with an

infinity-corrected long working distance 10x microscope objective. The objective is mounted

to an X-Y tip-tilt adapter set in a 30 mm cage system. Directly behind the objectives

Back-lighting was obtained through 20-50 ns pulsed operation of a P = 25 mW, λ = 405
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nm InGaN laser diode. The laser diode was mounted on the center axis of a cage mount

assembly with XY manipulators. A 20x microscope objective was used to both collimate

and focus the elliptical spatial mode emitted by the bare diode face. To protect the laser

diode from scattered femtosecond light or plasma harmonic emission a 4.0 OD hard edge

band-pass filter was placed at the output of the objective facing the target volume.

4.4 High repetition relativistic laser experiment

4.4.1 Experimental setup

Figure 4.6: A top-down overview of the EHD neutron source experimental setup. All sec-
ondary radiation detectors are shown in their approximate position relative to the target
chamber center.

Fusion neutron experiments conducted using the EHD liquid jet target were performed using

the λ3 laser facility at the University of Michigan. The basic experimental setup is shown in

Figure 4.6. Although the system provides up to ∼18 mJ of energy in the compressed NIR

output, relay and reflection losses resulted in maximum focused on-target energy of 10.6 mJ
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during this campaign. Losses were a net result of: (1) aperturing the nominally 50.8 mm

Gaussian beam down to 44 mm at the AR-coated vacuum entrance window, (2) operating

0◦ AOI mirrors at geometrically practical folding angles (∼12-15◦ AOI), (3) and standard

Fresnel loss on the protected gold OAP. To facilitate the compact footprint shown the Fig.

4.6 a 90◦ f / 1.5 off-axis parabolic (OAP) mirror was employed as the final focusing optic.

Using the GA + DM optimized focal spot of 2.7 µm FWHM, a relativistic peak on-target

intensity of 6.7×1018 W/cm2 was used to irradiate the microscale liquid targets.

The experimental vacuum system consisted of two chambers. The primary chamber

consisted of a 9” x 9” x 9” modular commercial vacuum chamber that housed the final

folding optics and the OAP with its micro-positioning stage. This chamber also incorporated

feed-throughs for picomotor power and control connections, pneumatic control required for

venting, and large-diameter connections for pumping. Prior to shot campaigns, the chamber

was evacuated at 170 L/s using two turbomolecular pumps (TMP) to a base pressure of

< 5 × 10−6 Torr. Roughing pressure of 20 mTorr was first attained using a 7.5 CFM scroll

pump (Edwards nXDS10i) and a 22.3 CFM two-stage rotary vane pump (Edwards E2M28).

Chamber pressure in the molecular flow regime was monitored with a calibrated Bayard-

Alpert Pirani combination gauge (Inficon BPG400) paired with a digital gauge controller

(Terranova Model 970). Coupled with the primary vacuum chamber via Conflat were a 3D-

printed chamber that housed the EHD jet electrodes, transverse optical viewports for the

back-lighting diagnostic, and a detachable B-coated laser-grade viewport mounted in the

target forward direction.

Target fluid consisted of a 40:60 ratio mixture of 98% purity deuterated ethylene glycol

(DEG) (Sigma-Aldrich, CAS:15054-86-1) mixed with 99.8% purity deuterium oxide (Sigma-

Aldrich, CAS:7789-20-0). DEG was selected over propylene glycol for its superior vapor

pressure performance (≤ 6 × 10−2 Torr at 20◦C). The ratio was empirically determined to

maximize the D:C ratio and prevent freezing of the jet under base pressure. Volumetric

flow rates commanded to the microfluidic syringe pump ranged from 2.00-4.50 µL/min and
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a corresponding maximum pressure excursion to < 5 × 10−4 Torr in the target chamber

during laser shots. For mixture ratios favoring higher volumetric fractions of D2O, empirical

testing resulted in pressure excursions above 1 mTorr which caused jetting instability due

to capacitively-coupled RF discharge. Operation of the TMPs in the choked-flow regime

validated that plasma discharge between the anode and cathode comprising the EHD jet

nozzle was continuous at local chamber pressures in excess of 15 mTorr. This is best explained

by considering the detrimental consequences of operating with a sub-mm electrode gap at an

approximate minimum of the Paschen discharge (P·d) curve for a mixed volume of hydrogen

and oxygen gas [131].

Figure 4.7: (Left) A CAD rendering of the 3D-printed vacuum chamber showing the mount-
ing configuration for the EHD jet nozzle and extraction electrode. (Right) A photograph
showing the individual unmounted microfluidic jet components.

An exploded diagrammatic view of the experimental EHD jet nozzle is shown in Figure

4.7. During laser-fusion experiments, a stainless steel 35 gauge (135/55 µm O.D./I.D) blunt

syringe tip was used as the jet’s output nozzle. The nozzle was mounted with an adjustable

standoff above a circular copper extraction electrode. This planar electrode was formed

by punching 2.5 mm diameter discs from 200 µm thick copper sheet. Mounting of the
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disc to a gold-plated stalk was achieved by silver soldering at 450F. High-voltage bias was

applied to the otherwise insulated nozzle by a custom ring electrode that sat between the

stainless steel upper and lower annular compression fittings. Conversely, the ground plane

was friction bonded over a 24 AWG copper wire penetrating the bottom of the modular

vacuum chamber. The ring electrode and ground wire were then terminated into the SHV

cable relaying high-voltage pulses from the output stage of the signal amplifier.

4.4.2 Focal spot optimization

Figure 4.8: The λ3 laser beam profile at focus (a) before GA with aberrations, and (b) after
GA as a quasi-Gaussian. The left plot shows the fitness of the 10 elite parents from each
successive generation as the algorithm progresses toward the optimized solution.

Focal spot optimization was used throughout the LDNS campaigns fielding the EHD target

system on the λ3 laser. Prior to evacuating the target chamber, a 50X infinity-corrected NIR

objective and CCD were used to image the attenuated laser at best focus. Initial focusing
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was performed by manually optimizing the OAP tip-tilt adjustment while focusing 2-3 mJ

of the laser’s compressed output at atmospheric conditions. When roughly aligned, the

OAP focus would generate an air plasma in two locations corresponding with the astigmatic

line foci of the sagittal and tangential planes. Continued adjustment of the OAP focusing

in all dimensions would result in convergence of the plasma into a singular discharge and

enhancement in SPM-driven conical white light generation as viewed after focus. At this

point, the laser energy was reduced to a few hundred µJ using an achromatic first-order

half-wave plate and thin film polarizer. Prior to viewing the magnified focus on a computer-

connected CCD the beam was then further attenuated with 7 O.D. neutral density filters.

Figure 4.8a shows a typical focal spot obtained using this procedure and the deformable

mirror set to a uniform flat surface when biased at 40 V on all actuators. The FOM for the

GA was set as the second-order moment of the intensity as measured by the individual pixels

of a monochrome CCD (Imaging Source 31BU03). Elapsed time for a single evolutionary

iteration of the GA was typically 60-62 seconds, with full convergence realized in 30-45

minutes. FOM enhancement was typically 5.5-7 times the initial value and resulted in the

quasi-Gaussian 3.2 µm (1/e2 diameter) focus shown in Fig. 4.8b.

4.4.3 Target positioning and alignment

Ensuring precise alignment of the EHD nozzle to the focused driver beam is one of the

primary operational challenges encountered during high-intensity experiments. The nozzle

was held rigidly in position and the focus of the UPSL beam was manipulated by closed-loop

adjustment of the OAP stage. As part of the modular target chamber design, NanoFil syringe

needles comprising the conductive portion of the nozzle physically penetrated the top of the

chamber through a ∼400 µm orifice. Rough centering of the needle was accomplished by

incorporation of a commercial tapered silicone gasket adapted from an ophthalmic injection

system which was held in place by compression applied with an external annular retainer

fitting machined from stainless steel. Height above the ground plane was set by sliding
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the needle position up or down prior to tightening the compression fitting. A second non-

conductive cylindrical mount was used to hold the NanoFil injection holder (World Precision

Instruments, NanoFil) at calibrated height and perpendicularity above the top of the 3D-

printed target chamber.

During experiments, the final focusing optic (OAP) was mounted on a 5-axis (XYZ, θx,

θy) kinematic stage. Beam-based scanning was previously used during free-flowing liquid

experiments in our group but open-loop actuation resulted in poor position reproducibility.

Here, movement of the beam focus in the cardinal directions was obtained by closed-loop

scanning with compact Picomotor actuators (Newport, Model 8311) driven by a computer-

controlled closed-loop driver (Newport, Model 8734-CL). Minimum resolvable steps were

∆step = 49.6 nm with a full range bi-directional error of ±1 µm. Full range homing of the

CL Picomotors performed during the initial installation of the stage and relative starting

position was recorded during experimental runs.

Prior to evacuating the target chamber to experimental conditions and following the

optimization of the attenuated focal spot, the alignment of the target system was further

optimized by steering in XYZ. To determine the precise location of the geometric focus, a

visible discharge plasma was generated by focusing 500-1500 µJ of the compressed laser in air.

N2 emission spanning the visible range was imaged using the transverse optical diagnostic

described in subsection 4.3.1. During alignment, the position of the discharge was centered

longitudinally under the syringe tip and brought into the objective’s depth of focus showing

the resolved outer diameter of the tip. Figure 4.9 shows an example result of this preliminary

alignment procedure.
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Figure 4.9: Target pre-alignment using an atmospheric breakdown plasma below a 34 Ga.
syringe tip initiated with 37.8 fs, 580 µJ pulses.

To compensate for small drifts in the absolute positioning of the EHD jet nozzle during

chamber evacuation, the position of the longitudinal discharge plasma was minutely adjusted

to remain centered below the syringe tip. Similar adjustments were made to the transverse

position of the discharge to keep the plasma channel in focus as viewed by the micrography

setup. Typical adjustments were on order of < 10 µm in either direction.

Final microscale target alignment prior to full-power shot runs was performed with closed-

loop control engaged on the picomotors. While monitoring the CdTe and G-M detectors,

the pulse delay of the triggered AWG was stepped in successively smaller increments until

plasma self-emission was viewed on the transverse probe line. The Z-height of the beam

waist was chosen so that the laser focus struck at the R-T breakup point of the jet (∼

300− 350 µm below the nozzle output). Target-normal transverse positioning was achieved

by stepping across the jet while monitoring for a parabolic response in the sustained count

rates measured by the radiation detectors. The focus was then commanded back to the

reference position of highest flux. Longitudinal positioning of the beam waist proceeded in

an identical manner but was optimized at high power using the average count rate measured

by the He-3 proportional detector.
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4.5 Experimental results

4.5.1 Stroboscopic confirmation of EHD jet operation

This subsection contains a sample of representative high-resolution time-resolved micro-

graphs of the EHD nozzle during vacuum operation at f = 8.4 kHz.

Figure 4.10: Time-resolved imaging that confirms the proper fluid flow rate associated with
stable Taylor cone formation. The jet diameter was measured to be 2.7±0.5 µm prior to the
onset of R-T breakup. [13]
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Figure 4.11: (left) Time-resolved images of the R-T breakup of the microjet after approxi-
mately 5 µs at a jet frequency of 8.4 kHz and (right) a time-resolved image of the microjet
blown apart by < 10 µJ femtosecond laser pulses.

Figure 4.12: Images (Left to Right): Time-resolved microscopic (10x) images of EHD extrac-
tion of D2O from a 36 Ga blunt NanoFil capillary with 1.0 µL/min flow rates. Subsequent
R-T breakup induced by the Maxwell stress exceeding the fluid’s capillary stress which re-
sults in ejection of a micron-scale droplet train.
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4.5.2 Confirmation of jet synchronization via deterministic sec-

ondary radiation emission

Unlike the free-flowing D2O liquid jet employed in Ref. [40], the EHD microjet operates in a

kHz pulsed regime set by the arbitrary waveform generator synchronized extraction pulses.

Pulsed shadowgraphy of the cone-jet in subsection 4.5.1 confirmed that, as configured, the

EHD drive electronics are capable of end-to-end jetting cycles lasting less than 80 µs. In

the absence of an ultra-high frame rate camera and image recognition software, coincidence

detection of secondary ionizing radiation emitted during laser-plasma interactions provided

quantitative confirmation of successful shot-to-shot laser hits on target. This measurement

was conducted by removing the Pb shielding of the N1 EJ-309 scintillator and logging all

waveforms stored during a coincidence window of τcoinc = 512 ns. A multichannel scaling

(MCS) feature within the CAEN CoMPASS software suite was then used to plot all radiation

counts with a dwell time of 1.0 seconds.

Figure 4.13: MCS readouts for laser-target radiation events registered by a triggered coinci-
dence scintillation detector while the drive laser running at frep = 480 Hz.

Figure 4.13 shows total event rates (all x-ray/γ/n events) of up to the repetition rate of

the drive laser. EHD target system operation was initialized 20 seconds after data acquisition
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began and corresponds with the absence of events registered at the start of the MCS waterfall

plot.

Figure 4.14: MCS readouts for laser-target radiation events registered by a triggered coinci-
dence scintillation detector while the drive laser is chopped to an frep = 80 Hz.

Activation of an electronically synchronized optical chopper wheel at the output of the

regenerative amplifier in the λ3 laser allows for a 6:1 reduction the in the laser repetition rate.

Figure 4.14 shows an MCS readout of radiation events measured with the chopper enabled.

Again, the maximum sustained count rate shows good agreement with the modified laser

frequency of frep = 80 Hz. Deviations from the maximum event rate are a net result of

vibrational jitter caused by a lack of mechanical isolation from the vacuum pumps, and

minor shot-to-shot laser pointing fluctuations intrinsic to free-air propagation of the USPL

beam to the experimental chamber.

4.5.3 X-ray emission from femtosecond laser-liquid interaction

Relativistic laser interactions with an overdense target can lead to extreme acceleration

gradients at the laser-plasma boundary. Resonance absorption, JxB heating, and Brunel

heating mechanisms will create a dense plasma region at the target surface. Hot electrons
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escaping in the backward direction from this region will be drawn by space-charge fields

back toward the “cold” bulk target [132]. Penetration of the target and collision of these

electrons with the high-Z nuclei in the target and wall materials of the vacuum chamber will

generate bremsstrahlung and characteristic X-rays. Analysis of the X-ray spectra can provide

valuable insight into the average temperature of the plasma and is to first order a diagnostic

for characterizing the absorption of laser light into the plasma. In our experiment, a CdTe

x-ray detector located d = 32.0±0.5 cm from the target center continuously monitored x-ray

flux from relativistic laser irradiation of the deuterated jet target. While this diagnostic was

not used for neutron interrogation, it aided in iterative optimization of the jet placement

within the focused beam waist.
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Figure 4.15: Bremsstrahlung x-ray spectra measured during a 300 second run of the EHD
jet target.

The spectroscopic data shown in Figure 4.15 is representative of the x-ray flux measured

during high energy laser shots correlated with isotropic D-D neutron yield of > 4 × 104
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n/s/sr. Three distinct spectral regions are shown. No binned counts are shown below 2.8

keV as this was set as the lower discrimination threshold to prevent pile-up and dead time

saturation. From 2.8 keV ≤ E < 20.3 keV, the total photon count across all channels remains

well below the maximum and relatively unchanged and can be explained by considering the

high attenuation of low energy photon content by the chamber walls and lossy propagation

through the atmosphere. From 20.3 keV ≤ E < 120 keV, the spectrum resembles the expected

Maxwell-Boltzmann distribution attained by the plasma electrons at thermal equilibrium

superimposed on a suprathermal energy tail attributed to ponderomotive acceleration.
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Figure 4.16: Maxwell-Boltzmann estimation of the plasma temperature.

Figure 4.16 shows the post-processing of this spectral data. By defining a region of

interest (ROI) and using log-linear regression between 25-85 keV, a Maxwell-Boltzmann

electron temperature of Te ≃ 29.93 keV with R2 = 0.858 was fit.
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4.5.4 Fast neutron measurement via pulse shape discrimination

Fast neutron interrogation in the presence of intense mixed (n/γ) radiation fields poses a

significant detection challenge, and additional complication is incurred when the sources

emitting ionizing radiation operate in a pulsed regime. Pulse shape discrimination (PSD)

addresses this detection problem by filtering voltage pulse waveforms generated during scin-

tillation events by quantifying the ratio of the integrated charge in the pulse tail corre-

sponding to Qshort and Qlong fluorescent decay components characteristic of the scintillating

medium. The difference in this decay time in EJ-309 scintillators is quite pronounced be-

cause fast neutron-induced proton recoil events lead to a large number of molecular triplet

excited states that phosphoresce over much longer (> 200 ns) durations relative to fast (3.2

ns) singlet fluorescence transitions [133, 134].

In our relativistic LDNS experiment, two EJ-309 liquid scintillation detectors consisting

of identical 50 mm x 50 mm cylindrical liquid scintillator cells (Eljen Technology, EJ-309)

coupled to high-efficiency photo-multiplier tubes (Hamamatsu, R7724), referred to as assem-

blies N1 and N2 (see Fig. 4.6) were mounted with the front surfaces of detector assemblies

located at a distance of 25.0±0.5 cm and 75.0±0.5 cm from the EHD nozzle. These detectors

were setup for nTOF and coincidence PSD as described in Methods subsection 3.3.4.

Fig. 4.17 shows all coincident scintillation events recorded by each detector during a 16

minute shot campaign. Event discrimination is clearly evident with fast neutron and photon

peaks centered at PSP values of approximately 0.25 and 0.07 respectively. The scarcity of

x-ray/γ-ray events is attributed to photon rejection due to the combined filtering from 50

mm Pb bulk shielding and fine Cu mesh Faraday cages surrounding each composite detector

assembly. The observed light output quenching corresponding to the D-D neutron edge at

2.45 MeV (≤1.0 MeVee) and PSP ratio (0.18-0.50) for the fast neutron events measured

by our pulse shape discrimination enabled scintillator assemblies was in good agreement

with data collected during our D-D generator calibration runs and data published for (α,n)

isotopic sources [102].
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Figure 4.17: Binned coincidence scintillation events measured by the 2-inch EJ-309 liquid
scintillators N1 (top) and N2 (bottom) during 4.608×105 laser shots at 10.6 mJ.

4.5.5 Neutron time-of-flight measurements

Within the detection coincidence window, the application of a rectangular cut on fast neutron

events with 0.18 < PSP < 0.50 and a light output distribution between 70-991 keVee allowed

us to construct the γ-rejected TOF timing histograms shown in Fig. 4.18. Relativistic

time-of-flight for the 2.45 MeV DD fusion neutron was calculated as 11.52 ns and 34.56 ns

for the flight length to detectors N1 and N2 respectively. Fast neutron events measured

during our experiments show excellent agreement with the expected transit time and energy

spread measured in similar laser-driven D-D fusion campaigns [56, 59]. As expected, we see
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evidence of up-scattered neutron energies associated with beam-on-target interactions from

target normal sheath accelerated deuterons driven forward into the microjet. We believe

that the increasing event rate past the initial edge of the pulse corresponds to pitcher-

catcher reactions at the target chamber surface. This claim is supported by evidence of

visible carbonization deposited on the chamber walls after only a few minutes of operation.

These deuterium-rich surfaces are 8-12 mm from the geometric focus and subtend ∼1/3 of

the total available solid angle. Assuming a nominal Ti = 50 keV from estimated yield scaling

in similar experiments [40], the deuteron time of flight to the chamber wall would result in

our observed fusion yield delayed by up to 5.5 ns.

Figure 4.18: Fast neutron time-of-flight measurements performed with τcoinc = 512 ns co-
incidence. Liquid scintillation events with proper fast neutron PSP and light output char-
acteristics are shown in 500 ps bins for detectors N1 and N2. (Inset) A normalized plot of
neutron energies corresponding to all registered nTOF events.
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4.5.6 Neutron flux measurement

Absolute neutron flux measurements were performed with an x-ray and γ blind BD-PND

personal neutron dosimeters. During each flux scaling measurement, a minimum of three de-

tectors were placed at varying distances of 4.5-12.0 cm from the target center. Timing error

was reduced by the use of a second investigator to open the regenerative amplifier shutter

and monitor the elapsed dosimeter exposure with a standard stopwatch. To prevent erro-

neous bubble generation from stray laser light reflections, the detectors were kept upright

in their protective aluminum housing when uncompressed. All isotropic yield is reported

with quadrature error propagation factoring in the cumulative error from manufacturer cali-

bration, source-to-detector flight distance, and timing error. Macroscopic bubbles generated

during bubble dosimeter exposure were read out by eye against a high-contrast background

and an average of three unassisted readings were recorded. Figure 4.19 provides a represen-

tative fast neutron dose recorded during high-intensity laser irradiation of the EHD microjet

target with 3.26× 105 laser pulses.

Figure 4.19: Fast neutron dose resulting in the formation of macroscopic bubbles on BD-
PND dosimeters surrounding the laser-plasma target volume. The recorded dose corresponds
to an isotropic flux of approximately Φ = 24,000 n/sec/sr measured over 680 seconds.

104



2 4 6 8 10 12 14

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
10

4

Figure 4.20: Fast neutron isotropic flux measured during a 12 minute dose accumulations
from the EHD jet target at various laser energies.

The maximum isotropic flux recorded during any shot campaign was 4.0 × 104 n/s/sr.

Although fusion D-D neutron yields measured during this work were lower than those previ-

ously reported for similar pulse energies in experimental work by Hah et al. [40], we rectify

this result by considering the hydrocarbon composition of the target material used in our

experiment as well as the five-decade reduction in backing pressure realized with our device.

While deuterons are preferentially accelerated over carbon atoms, owing to their higher Q/M

ratio up to C+5 [105], full stripping of the carbon in the DEG is expected with protons and

C+6 competing for the same pondermotive energy exchange which would further enhance

heating of the deuteron population. Chamber pressure was maintained at or below 5× 10−4

Torr even for flow rates of 4.8 µL/min. At this vacuum level, it is unlikely that a significant

number of ‘pitcher-catcher’ reactions resulted from energetic deuteron expulsion into the
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chamber volume.

4.6 Conclusion

In conclusion, this experimental work is the first demonstration of an electrostatically dis-

pensed reduced mass liquid target for relativistic laser-plasma interactions, with specific

application to high average flux tabletop fast neutron sources. End-to-end system design

and optimized performance for various experimentally relevant parameters were shown for

micron-scale deuterated liquid target generation at multi-kHz frequencies. Irradiation of

2.7±0.5 µm pulsed jets containing 40:60 DEG:D2O mixtures with a tightly focused Ti:Sa

USPL capable of delivering up to 10.6 mJ, 39.5 fs pulses on-target at 480 Hz resulted in

isotropic 2.45 MeV neutron fluxes of up to 4.02(0.54)×104 n/s/4π sr. Pulsed electrohydro-

dynamic target extraction also resulted in the lowest measured volumetric flow rate for a

kilohertz-class target and the first use of deuterated low-vapor pressure solutions without the

need for a complex fluid trap or differential pumping. Extension of the EHD extraction mech-

anism to the high vacuum regime facilitates microscale target synthesis from conductive noz-

zles with inner diameters 20-30 times larger than fluid spatial dimensions. This remarkable

scaling supports clog-free target operation without the need for in-line filters. Furthermore,

this work establishes a path toward the realization of synchronized microdroplets for true

droplet-on-demand targets. Stroboscopic imagery confirms that the current microjet system

is stable at up to 12 kHz operation and extension to higher frequencies is likely possible with

increased amplifier slew rates. This bandwidth overhead suggests that the measured neu-

tron flux of (∼105 n/s) could quickly scale to 106−7 n/s when coupled to relativistic OPCPA

and fiber-based drivers supporting multi-kHz pulse repetition rates. Lastly, this system can

enable high-resolution neutron radiography as the effective source size is smaller than those

demonstrated in previous experimental work.
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4.7 Future work

Relativistic shot campaigns on the jet emitted from the EHD nozzle demonstrated proof-of-

principle for implementation of this EHD target system for tabletop scale generation of fast

neutrons from the D-D fusion reaction. Further improvement of the system could realize

a true droplet-on-demand (DOD) target system for vacuum generation of spatiotemporally

synchronized isolated droplets with <5 µm diameter. Commercially sourced 34-36 Ga stain-

less steel syringe tips were used throughout this because of their short manufacturing lead

time and lack of fabrication overhead. While capable of surviving millions of laser shots,

ultimately the precision electro-machined edges of the syringe tip would suffer shock-induced

ablation causing significant surface irregularities. In turn, these irregularities would cause

severe distortions to the normally symmetric field profile and disrupt proper Taylor cone

formation. Tungsten is rated as a ∼7 on the Mohs hardness scale (compared to 4-4.5 for SS)

is highly durable while also conductive. A precision micromachined tungsten nozzle could

result in improvements to target system longevity and reduced nozzle failure.

Experimental work performed in this chapter specifically focused on EHD target genera-

tion for laser-driven neutron source (LDNS) applications. The use of non-deuterated target

fluid compositions could naturally extend the capability of this source to generate tunable

X-ray fluxes. Experimental demonstration of high-brightness characteristic x-rays would be

possible if a high molarity solution was synthesized from water-soluble elemental salts (CsI,

CuSO4) and mixed with low vapor pressure solvent such as chemically pure ethylene glycol

or glycerol.

RCL impedance characteristics of the conductive nozzle and ground plane system were

not extensively investigated during this work. The transient high-voltage rise time of the

nozzle resulting from impedance mismatch resulted in temporal jetting cycles that were much

longer than those estimated from the specified slew rate of the driver. The large fixed standoff

distance between the ground electrode and the conductive nozzle tip required the application

of peak-to-peak voltages Vpk−pk ≥ 1.1 kV and resulted in significant electromagnetic pulse

107



(EMP) generation. This EMP and the resulting interference necessitated Faraday shielding

of the liquid scintillators, installation of ferrite chokes on instrumentation cabling, and in

one case, caused the permanent failure of a closed-loop motor driver due to a transient

voltage spike across the earth ground to which the experiment was tied. Mounting of the

ground electrode to a small translation stage or linear-servo-mounted stalk would allow for

in-situ positioning adjustment in future experiments. This spatial control would serve two

purposes: (1) adjustable control of the standoff height would allow for a proportional linear

reduction in the applied peak pulse voltage, ultimately reducing RF power coupled into

the EMP, and (2) the ability to lower and clean the stage of carbonized deposits between

experimental runs without removal of the entire electrode assembly. The latter improvement

would reduce spatial error in the ground plane height and positional asymmetry below the

conductive nozzle.
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CHAPTER 5

Orbital Angular Momentum Beam Enhanced

Neutron Generation

5.1 Introduction

Vortices are most often associated with the natural motion of fluid systems, examples include

hurricanes, tornadoes and whirlpools. Like fluids, electromagnetic waves and even photons

can exhibit vortex motion and carry an orbital angular momentum (OAM) [15]. The concept

of an optical vortex was first pioneered by Nye and Berry [135], but it was the seminal

work by Allen et al. [136] that showed paraxial Laguerre-Gaussian (LG) modes carry a well

defined OAM [15]. LG modes mathematically characterize circularly symmetric laser beam

profiles through cylindrical paraxial solutions to the Helmholtz equation and are written in

cylindrical coordinates using the generalized Laguerre polynomials. One of the most unique

characteristics of OAM beams is that the twisting helical phase structure creates an on-axis

phase singularity. This singularity manifests as an intensity null which gives such beams

their ’doughnut-shaped’ far-field intensity pattern [137].

Recently, there has been considerable interest in extending the application of optical

vortices to the realm of ultrashort high-intensity lasers. The body of this work is primar-

ily focused on exploring plasma dynamics resulting from an inward-facing ponderomotive

component associated with the on-axis phase singularity present in OAM beams [15, 138].

Further, OAM beams exhibit an annular intensity profile which is suitable for driving ring-
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shaped electron beams via LWFA [139, 140]. Lastly, ion acceleration with OAM beams has

shown significant promise for ion beam radiotherapy applications due to experimentally con-

firmed sheath focusing effects [141–143] To date, the generation of both high-intensity and

high purity OAM beams has proved challenging due to the limited number of high damage

threshold phase shaping optical elements [144]. As a consequence of these material limita-

tions, the majority of high-intensity OAM laser plasma studies to date have generally been

executed via computational simulations [15, 140, 145] Recently, the development mode con-

version techniques exploiting optical-grade UV fused silica spiral phase plates (SPP), and

epitaxially grown spiral phase mirrors (SPM) have opened access to relativistic experimen-

tation with intense vortex lasers beams.

In this work, we investigate the creation of high repetition tightly focused (f/1.5) LG01

and LG05 ultrashort laser beams carrying orbital angular momentum with near relativistic

intensity. To our knowledge, this is the first experimental demonstration of deuteron acceler-

ation using OAM laser beams incident on a microscale free-flowing D2O liquid jet. We show

that high-order LG modes propagating at grazing incidence to overdense targets result in an

order of magnitude enhancement in fast neutron generation over previously reported normal

incidence interactions with relativistic Gaussian beams. Through the use of particle-in-cell

computational methods, we corroborate the findings of experimental results and confirm

evidence of LG beam collapse due to plasma self-focusing. Following beam collapse, intense

polar filamentation is shown two drive to distinct regions of locally hot ions which possibly

cause late-time beam-beam interactions resulting in enhanced laser absorption into fast par-

ticles and D(d,n)3He fusion yield. Polarization effects on the OAM ion acceleration dynamics

are also investigated.
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5.2 Methods for generating high-intensity OAM beams

By convention, vortex light beams with finite angular momentum are characterized by an

angular-dependent phase Φ = Lϕ, a helical wavefront structure, and an intensity null on

the propagation axis [136]. L (specified by l in the basis set) is the topological charge that

corresponds to OAM carried by each photon and ϕ is the azimuthal angle. Mathematically,

these beams are described by Laguerre-Gaussian (LG) modes, and physical implementa-

tion usually requires some method of mode conversion from Hermite-Gaussian to LG [139].

Within the LGp,l basis set, p defines the radial mode index and l the angular mode index

respectively. All LG beams constitute a set of complete orthogonal basis vectors capable

of representing any arbitrary OAM spatial profile. To the simplest approximation, higher

radial order LG beams exhibit a far-field intensity profile that appears as sets of concentric

rings of with radially diminishing amplitude. Likewise, higher angular order manifests a

singular annular (’doughnut’) mode with a radius that scales with diffraction. Figure 5.1

shows numerical far-field beam profiles for an ever-increasing topological charge.

Figure 5.1: Graphical representation of the laser wavefront, intensity profile, and phase
profiles of OAM modes l =0,1,2,3. Figure from Ref. [14] used with permission.

Established methods for generating the vortex light beams include beam structuring

performed by q-plates [146], digital spatial light modulators (SLMs) [147, 148], spiral phase

plates [137, 149] and most recently, dispersionless spiral phase mirrors [150]. For high-

intensity applications, such as the experiments performed during this work, spiral phase

optics (SPPs and SPMs) provide the primary means of HG to LG conversion. This fact is
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primarily attributed to their high optical damage threshold and ability to shape pulses of

substantial bandwidth, typical of femtosecond laser systems < 100 fs [15].

Figure 5.2: Illustration of the working principles of two classes of spiral phase optics. (a)
Transmissive spiral phase plates (SPP) impart helical wavefront through an engineered az-
imuthally varying optical thickness. (b) A spiral phase mirror (SPM) imparts a helical
wavefront through beam reflection off a helically-structured mirror surface. Figure from
Ref. [15] used with permission.

The operating principle of a spiral phase mirror is straightforward and involves the reflec-

tion of a laser pulse with a planar wavefront (typically the Gaussian near-field of a USPL) off

a helical mirror surface [150]. As detailed in Figure 5.2, the surface of the mirror is structured

such that the optical path length changes as the azimuthal angle advances - with the spiral

step height H set to the desired topological charge [15]. The topological charge of a spiral

phase mirror is given by L = 2H/λ, where λ is the laser’s center wavelength. Local step

height h = Hϕ/2π, with ϕ defined as the azimuthal coordinate. For fabrication purposes, H

is typically an integer multiple of λ/2 as it leads to enhanced symmetry in the resulting focal

spot. Mode shaping in the transmission regime is carried out using a spiral phase plate and

the only difference lies in the modification of the spiral step height expression to account

for the material’s linear optical refractive index n - giving H = Lλ/(n− 1). One important

factor to note is that the OAM beam chirality (direction of azimuthal phase accumulation)
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is reversed following optical propagation from the mirror as opposed to the plate.

In our experiment, we used two spiral phase plates of topological charge L = 1 and 5

to mode convert a normally Gaussian femtosecond laser driver with a center wavelength

of λ = 800 nm. Each SPP was fabricated on an optical grade 1.0 mm thick and 47 mm

diameter fused silica substrate. The LG01 plate was uncoated while the LG05 plate was NIR

anti-reflection coated. Each plate was retained in a standard lens mount and height indexed

to the driver beam axis with a locking collar.

5.3 OAM neutron generation experiment

5.3.1 Experimental setup

This experiment was performed on the λ3 laser systems at the University of Michigan.

An overview of the vacuum target chamber, optical diagnostics, and secondary radiation

detectors is shown in Figure 5.3. Under experimental conditions, the laser delivered up to

16 mJ of laser energy at τp = 66.7±1.0 fs into a 60◦ f/1.5 OAP. Compared to the EHD

jet experiment discussed in Chapter 4, longer pulse duration was used in this campaign

for two reasons: (1) the reduced peak power minimizes the risk of catastrophic beam self-

focusing in the spiral phase plates inserted in the compressed beam to generate OAM modes,

and (2) early empirical work indicated that the optimally compressed laser would filament

prior to the geometric beam waist because high non-linear phase accumulation attributed

to ( 12 Torr) ambient chamber pressures necessitated keeping the liquid jet from freezing.

Operation of the Ti:Sa USPL at a longer pulse duration also relaxes the depth of the spectral

hole drilled by the DAZZLER system and saturated gain of the regenerative amplifier was

obtained with one less gain round trip than required for peak compression. To ensure the

day-to-day repeatability of the system compression, a chirp scan (see Fig. 5.4) was obtained

by manipulation of the second-order phase imparted by the DAZZLER. This scan allowed for

optimization of the FROG trace without the need for manipulation of the compressor grating
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Figure 5.3: The plasma target chamber configuration for experimental investigation of OAM
beam effects on ultrashort laser-driven fast neutron yield. The placement of detectors and
beam optics is not to scale.

separation, thus eliminating random errors caused by hysteresis in the grating translation

stage.

Following iterative beam optimization by the GA + DM, the laser was focused to a

2.86 µm 1/e2 Gaussian spot which resulted in a maximum on-target intensity of 7.5×1018

W/cm2. All beams were focused on the target as linearly P-polarized light, except as noted

in the polarization study where the effects of S-Polarized light on the plasma dynamics were

investigated by inserting a 100 mm diameter 78 µm thick mica half-waveplate into the optical

axis of the driver beam.

Similar to work performed by Hah et al. in Ref. [40] a free-flowing liquid jet was used as

the high repetition laser-plasma target. To create a stable, laminar jet with a diameter of
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Figure 5.4: System pulse duration measured during a DAZZLER chirp scan.

15.2±0.2 µm deuterium oxide of 99.8% isotopic purity (Sigma-Aldrich, CAS:7789-20-0) was

pressurized with a programmable constant displacement/constant pressure syringe pump

(Teledyne Iso). To ensure clog-free jet operation, prior to filling the syringe pump reservoir

all target fluid was passed through 5-micron nylon Luer lock syringe filters. Liquid exiting

the pump at 185 µL/min was routed through 300/150 µm O.D./I.D. PEEK tubing and

filtered by an in-line 10 µm frit filter. The jet nozzle consisted of a precision cleaved fused

silica capillary with 360/15 µm O.D./I.D. (Molex Polymicro) retained in a PEEK CapTite

fitting (LabSmith). The microfluidic jet assembly was rigidly held in a 3D-printed mount

capable of coupling to standard optomechanical components. Absolute target alignment

was performed by manipulating the jet’s transverse and longitudinal position with vacuum-

compatible closed-loop stepper motors (Thorlabs Z812V) connected to matched USB stepper

controllers (Thorlabs KDC101). Jet height was set to ∼300 µm above the geometric focus

of the beam and ensured focused laser pulses were interacting with the laminar cylindrical

profile of the fluid jet, well above the R-T breakup of the stream into a fine droplet spray.
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Figure 5.5: The free-flowing liquid jet target operating at ambient temperature and pressure.

During experiments, the chamber was evacuated with a 7.5 CFM dry scroll pump to

just below 12 Torr as recorded on a digital piezo vacuum gauge (Thermovac TM101). D2O

was allowed to free-flow into the catch reservoir centered below the jet for a period of 20-30

minutes. During this period as ambient vapor pressure rose above 15 Torr, the chamber

was repetitively evacuated back to base pressure. This process was performed 6-8 times

after which the target chamber was “fully conditioned” with a dense background of pure

deuterium oxide vapor. This step was critical to ensure superlative neutron yield resulting

from TNSA deuterons causing pitcher-catcher fusion reactions during their flight through

this distributed vapor ‘catcher’.

The pulsed laser diode (LD) optical backlighting system described in subsection 4.3.1

was again used for probing laser-target interactions in this experiment. To further enhance

the edge contrast between plasma self-emission and the liquid microjet structure, the central

wavelength of InGaN LD and matched visible filters were changed to λ = 450 nm. Focal

spot characterization of the pure Gaussian (PG), and OAM beam modes were as described

in subsection 3.2.2. Procedures for the alignment and optimization of LG beams used during
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this experiment is further explained in the next subsection.

5.3.2 Characterization of spiral phase plate generated OAM laser

modes

Prior to commencing high-intensity laser shots on the free-flowing liquid target, the funda-

mental Gaussian spatial mode of the drive laser was optimized for axial symmetry and peak

intensity. As in Chapter 4, the λ3 deformable mirror and genetic algorithm were allowed to

iteratively optimize the highly attenuated and magnified f/1.5 focal spot. Upon algorithm

convergence, a 2.86±0.25 µm (1/e2 diameter) Gaussian spot was obtained. SPPs with a

topological charge of l = 1, 5 were then inserted and centered with an X-Z translation stage

to the radial axis of the driver beam approximately 35 cm from the front surface of the

final focusing optic. By closing an upstream 50.8 mm O.D. adjustable iris, the attenuated

driver beam was apodized allowing for minute adjustment of SPP positioning in both optical

planes. To compensate for the minor elliptical asymmetry of the compressed Ti:Sa spatial

mode, the transverse positioning was further adjusted to yield a nominally uniform ring

intensity profile. A representative result of this adjustment is shown in Figure 5.6.

Figure 5.6: The apodized and attenuated LG05 beam at focus integrated over four consecutive
laser shots.
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Figure 5.7: The attenuated LG05 at beam focus integrated over four consecutive laser shots.

HG-to-LG modal conversion is not a pure process and any spatial hot spots or asymmetry

in the near-field laser mode will manifest as intensity inhomogeneities in the OAM beam.

Practical visualization of this effect is shown in Figure 5.7, and the consequences on our

experiment are explained in the experimental results.

Figure 5.8: Highly attenuated focal spot images of the (a) PG, (b) LG01, and (c) LG05 beam
modes used during this experiment. All intensity images were taken as single-shot exposure
with identical electronic gain.

Figure 5.8, shows a set of tightly-focused pure Gaussian, LG01, and LG05 beam modes

representative of those used to irradiate the liquid microjet at relativistic intensity.

The intensity distribution for the OAM beam of topological charge L can be analytically

computed in the far-field using Fraunhofer diffraction and Fourier transforms. Assuming

integer values of L, then the far-field intensity distribution of an SPP generated OAM beam
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is given by [15]
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where In(X) is the modified Bessel function of the first kind, I0 is the peak intensity of

the PG beam and, the beam waist assumes its normal form

w0 =
λf

πR0

≈ 2

π
λf# (5.2)

with f# the OAP focusing f-number, f the focal length of the optic, and R0 the near

field beam radius [15]. Employing a split-step Fourier beam propagation model, we calcu-

lated theoretical intensity distributions expected for the nominally 2.86 µm Gaussian focus

delivered by GA optimization of the compressed USPL driver beam. As seen in Figure 5.9,

the experimentally generated OAM modes show good agreement with radial position and

normalized amplitude of the peak intensity. Experimental line-outs were taken in ImageJ as

the average of the beam intensity as measured in the orthogonal axes of the beam. Reduced

intensity of the experimentally characterized l = 5 beam is attributed to the summed effects

of the apparent beam ellipticity shown in Fig. 5.7 and diffractive beam propagation prior

to reaching the OAP. Sensor saturation shown for the experimental PG case could not be

avoided without losing the necessary dynamic range to measure a single-shot exposure of the

LG05 beam under identical conditions. During transverse experiments investigating neutron

yield as a function of beam position relative to the jet, each OAM beam mode was inde-

pendently asymmetry compensated, and the differing X-Z micrometer spatial positions were

recorded. Chirality effects were not investigated in this experiment and SPP orientation to

the driver beam was held constant throughout this study.
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Figure 5.9: (top) Axis averaged, Gaussian normalized intensity line-outs of the PG, LG01,
and LG05 experimental beams and (bottom) Gaussian normalized theoretical beam intensity
for the same modes from Fourier beam modeling.

5.3.3 Target alignment procedure

The process for aligning the free-flowing liquid jet to the focused USPL beam was straightfor-

ward and followed a similar scheme as was used in Chapter 4 but with slight modifications.

Because jet operation was possible at ambient atmospheric conditions, the liquid stream was

initialized by starting the microfluidic pump in constant pressure mode (3900-4500 psi) and

monitoring the fluid flow rate until the target volume flow rate of 180-190 µL/min was ob-

tained. The pump was then reprogrammed to run in a constant volume flow regime with PID

control holding the target flow rate at the empirically optimized value of 185 µL/min. While
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running at 480 Hz pulse repetition rate, the focus-optimized USPL driver was attenuated

to 1-2 mJ and allowed to strike the jet. At atmospheric pressure, the jet position was then

homed to the target center in the Thorlabs Kinesis control software. Using the handheld

G-M counter in survey mode, the jet was then minutely adjusted in both transverse and

longitudinal positions until a maximum count rate was recorded as measured at the edge of

the vacuum chamber. At this point, the beam was shuttered and the chamber evacuated

following the procedure in subsection 5.3.1. Removable lead shielding (x-ray apron) and 1.5

mm equivalent Pb-glass were then installed to prevent unnecessary dose exposure from the

acrylic chamber lid. Full laser power was then delivered to the target surface. Intense laser

pulses interacting with the stream at grazing incidence caused a visible generation of second-

harmonic light in the near-UV. The backward propagating SHG signal was collimated by

the OAP and visible on the laser system enclosure after reflecting off a 101.6 mm protected

silver mirror. Similar to the method used in Ref. [40], optimization of this SHG signal cor-

responded with intense x-ray generation on all dose survey equipment. The longitudinal

position of the jet was then manipulated until He-3 NIM count rates measured 600-800 cpm

which was corroborated by measurements of 80-100 µSv/hr on a calibrated REM ball above

the target chamber center.

5.4 Grazing incidence experimental results

Previous work by our group in [40] observed up to 2.2 × 105 n/s/sr D-D fusion neutron

yield from relativistic Gaussian beam interaction with free-flowing D2O liquid microjet at

near normal incidence. An initial attempt to recreate the pre-plasma enhancement noted in

this experiment led to confirmation that grazing incidence laser-target interaction ultimately

corresponds with the highest isotropic neutron flux. In this section, we further expand the

findings of this work by investigating grazing incidence interaction of sub-relativistic optical

vortices with overdense free-flowing liquid jet targets at rough vacuum conditions.
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5.4.1 Neutron flux measurement

The isotropic D-D flux from grazing incidence interaction with the D2O jet was character-

ized using the absolute dosimetry provided by neutron bubble detectors and relative counts

measured by three EJ-309 proton-recoil detectors. During each run, bubble detectors were

placed at a distance of d = 30.5±0.5 cm and d = 34.2±0.5 cm from the laser-plasma in-

teraction region. The PSD-enabled liquid scintillators N1-N3 were located at distances of d

= 65.0±0.5 cm, 170.0±0.5 cm, and 150.0±0.5 cm and relative angles to the driver beam of

180◦, 90◦, and 355◦ respectively. The accumulation time for a series of PG and LG05 shots

at full laser power (15.75±0.25 / 66.5 fs / 480.3 Hz) was 300 seconds.

During our experiments, the average isotropic flux measured for beams of topological

charge l = 5 over 2.63×106 laser shots was 8.43(0.17)×105 n/s/sr and the maximum recorded

dose during any single run was logged at 1.45(0.34)×106 n/s/sr. In comparison, the average

isotropic flux measured for Gaussian beams over 7.78 × 105 laser shots was 2.56(0.55)×105

n/s/sr. This relative signal enhancement of 3.29±0.71 for the OAM to PG case as measured

by the bubble detectors was completely unexpected. Post-processing of the parsed scintilla-

tion events corroborated this relative fast neutron signal enhancement and was additionally

calculated for each detector as: N1 - 3.29±0.69, N2 - 3.18±0.67, and N3 - 3.41±0.72. Fig-

ure 5.10 and Figure 5.11 provide a representative visualization of the fast neutron signal

enhancement seen with high-order OAM shots.

5.4.2 nTOF interrogation of Gaussian and high-order OAM beam-

driven D-D fusion

Neutron time-of-flight (nTOF) using pulse shape discrimination enabled and time-gated EJ-

309 was again fielded in this experimental study. For simplicity, we consider the dynamics

of only PG and LG05 in this study. All PSP and coincidence parameters were the same as

in the EHD experiment and minor changes to the setup included: (1) movement of the 1 ns
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Figure 5.10: Scintillation events measured during a 300 s accumulation of 480 Hz PG shots
on the heavy water jet.

fast rise-time photodiode to within close proximity of large aperture alignment iris at the

entrance of the vacuum chamber, (2) addition of flight length to further resolve the < 500

keV deuteron kinetics associated with laser-jet energy coupling, and (3) addition of a third

detector allowing neutron measurement in the target forward and backward direction. The

flight length to the front surface of the EJ-309 detectors was d = 0.65±0.5, 1.77±0.5 and

1.55±0.5 m for detectors N1, N2, and N3 respectively.
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Figure 5.11: Scintillation events measured during a 300 s accumulation of 480 Hz LG05 shots
on the heavy water jet.

Figure 5.12: Fast neutron time-of-flight measurements performed with τcoinc = 512 ns coin-
cidence. Liquid scintillation events with proper fast neutron PSP and light output charac-
teristics are shown in 500 ps bins for detectors N2 and N3.
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Figure 5.13: Fast neutron time-of-flight measurements performed with τcoinc = 512 ns coin-
cidence. Liquid scintillation events with proper fast neutron PSP and light output charac-
teristics are shown in 500 ps bins for detectors N2 and N3.
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Figure 5.14: A normalized plot of neutron energies corresponding to all registered nTOF
events for the PG beam (top) and LG05 beam (bottom).

Aside from the difference in magnitude for the total binned events between the LG05 and

PG case, the nTOF measurement elucidates no fundamental difference in the ion population

dynamics. As seen in Figure 5.14, the maximum ion energy cutoff for both beams was

∼1 MeV and the bulk of the characteristic En = 2.45 MeV D-D neutrons arrived at the

detector plane with down-scattered energy. These results are consistent with similar LDNS

experiments performed in the presence of a low-pressure background of deuterated vapor.

[40,56]. A lack of extension to the high energy tail of the LG05 measured fast neutron spectra

suggests the bulk ion temperatures vary little if any from the Gaussian case. This suggests

that improved volumetric heating likely plays a role in the neutron flux enhancement and

further investigation is carried out in a computational model.
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5.5 Transverse target scan experiment

To further explore the dynamics of OAM enhancement of D-D fusion yield from the free-

flowing D2O liquid jet target, a series of transverse scans were conducted. The purpose of

this experiment simultaneously investigated what effect three independent variables may play

on the measured isotropic fast neutron yield. First, we considered the case of higher peak

intensity in the OAM beam mode by introducing an SPP with a topological charge of l = 1.

Second, as is often done in solid-target absorption and x-ray yield experiments [132, 151]

we inserted an HWP to rotate the incoming linear polarized driver beam to the S-polarized

state. Third, using the LG05 optimal longitudinal positions from the previous experiment,

we then scanned the spatial position of the target across the tightly focused beams in an

attempt to elucidate what role grazing incidence irradiation plays in the intense vortex beam

interaction with the overdense target.

The experimental setup was the same as in the grazing incidence experiment. During

each scan, a series of 4.00 µm closed-loop steps were made starting from the farthest trans-

verse position of the l = 5 OAM beam that coincided with the x-ray yield measured above

the laboratory background. At each position, total PSD filtered counts within the fast neu-

tron ROI from the N1 EJ-309 detector located at 180◦ and d = 0.65±0.5 cm from the plasma

target was used as the detection figure-of-merit. For a dwell time of t =40.0 seconds, co-

incidence neutron events from laser-jet interaction were recorded in the CAEN CoMPASS

software suite. The chamber pressure was maintained at 12.0± 1.0 Torr, as read out on the

digital vacuum gauge, throughout the entire scan. Due to the long elapsed time required for

this series of measurements, ablation to the capillary nozzle would result in significant jet

deflection or outright stoppage of target fluid flow. In these cases, data logging was aborted

and the nozzle was replaced. Vapor pressure conditioning of the chamber followed the proce-

dure outlined in subsection 5.3.1. Data from the previous campaign was discarded and a new

baseline for grazing incidence interaction of the LG05 beam was taken. When two successive

300-second bubble detector dose measurements indicated nominal yield was within 10% of
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the average yield measured in the grazing incidence experiment, the transverse scan was re-

sumed. This was typically accompanied by >600 cpm as measured by the He-3 proportional

counter and REM-ball survey dose rates of 70-80 µSv/hr at the surface of the chamber lid

above the experiment. While N2/N3 counts were logged during this evolution, the solid angle

subtended by the close proximity of the N1 detector afforded greater signal-to-background.

Additionally, in all cases of target normal interaction (mid-point of the transverse position)

but especially for the P-polarized Gaussian beam (a0 = 1.89), bremsstrahlung and prompt

γ flash were severe. This secondary radiation from the hot electron population caused de-

tector pileup that washed out the low-frequency neutron counts typically still registered on

the heavily shielded N1 detector.

From Figure 5.15, it is immediately clear that the LG05 beam interacts over a spatial

scale that extends over ∼20 beam diameters (DLG05 = 5.0 µm) and approximately ∼7 liquid

jet diameters. A similar interaction scale length is also evident for the LG01 beam even

though the measured intensity profile was ≈0.44 the diameter of the larger l = 5 LG mode.

Asymmetry shown in the amplitude for the measured relative neutron yield at either edge

of the jet for the OAM modes is possibly due to distortion of the annular mode profile

(hotspots) or the incident chirality. All three beams show a pronounced reduction in neutron

yield at target-normal incidence independent of the incident beam polarization state. This

is expected due to plasma mirroring effects as the target is ncrit ≃ 190. All three scans

performed with P-polarized beams show a bi-modal distribution of peak counts across the

transverse scan profile but only the spatial rise and fall distances of the PG case are of

the order of the 1/e2 beam diameter. The broad spatial range over which the OAM beams

efficiently couple energy into plasma surrounding the liquid jet suggests that there is an

extended region of critical density (ncrit = 1.742× 1021 cm−3 for Ti:Sapphire light at λ =800

nm) vapor at the microjet’s edge. This is unsurprising, as the local density changes five

decades in magnitude from approximately ne = 3.8× 1018 cm−3 to ne = 3.3× 1023 cm−3 in

this same region. The true magnitude of this scale length is unknown and further complicated
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Figure 5.15: Total neutron events measured in the PSP ROI during the 40 second dwell time
at each transverse position. Solid and dashed lines correspond with the P-polarization and
S-Polarization of the driver beam respectively.

by the slow hydrodynamic response time of a finely atomized mist that blows out of the laser-

liquid interaction volume. This extended scale length supports plasma inhomogeneity which

we further study in a computational simulation that follows.
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Figure 5.16: Neutron signal normalized to the maximum count recorded for the case of P-
Polarized light with topological charge l = 5. Solid and dashed lines correspond with the
P-polarization and S-Polarization of the driver beam respectively.

Following normalization of the binned fast neutron scintillation events shown for all cases

in Figure 5.15 to the maximum count measured for the LG05 scan (i.e. ηmP=5 = 1.0), we

construct the plot shown in Figure 5.16. As expected we see that in the PG case, the P-

polarized light effectively couples into the target through resonance absorption [75] at oblique

incidence but S-polarized light causes negligible heating across the entire transverse profile.

In sharp contrast, efficient coupling (ηmS=5 = 0.80 and ηmS=1 = 0.49) and of S-polarized light

is observed for both OAM beam scans and a likely explanation arises from the advancing

helical phase which drives skewed propagation of the Poynting vector [152].

130



5.6 Particle-in-cell simulation

Computational tools can provide valuable insight into the often complex and nonlinear dy-

namics of intense light-matter interactions. The particle-in-cell (PIC) computational method

falls into a special class of partial differential equation solvers known as particle-mesh tech-

niques. These codes solve the complete set of Maxwell’s equations on a grid using currents

and weighted charge densities corresponding to discrete particles mapped to the grid. PIC

simulations are especially important in modeling the computational complexity of relativistic

laser physics by means of representative macroparticles, without which the kinetic modeling

of liquid jet ion densities ni =∼ 1023 cm−3 would be computationally intractable on even

the most powerful high-performance computing clusters.

5.6.1 OSIRIS 4.0

OSIRIS 4.0 is a fully relativistic 3-Dimensional grid-based electromagnetic PIC code de-

veloped by a consortium including UCLA (Los Angeles, CA) and Superior Tecnico Lisboa

(Lisbon, Portugal) [16, 153]. The code is object-oriented in nature but is compiled in FOR-

TRAN prior to execution by a node. Depending on the complexity of the simulation being

run, OSIRIS has the added benefit of computational efficiency necessary for execution on a

single personal computer but with the capability of scaling to high-performance computing

clusters. OSIRIS is capable of running a variety of high-order particle weighting schemes that

allow for practical resolution of λD and minimizes fictitious species heating from particle-to-

field and grid-to-particle interpolation steps.

As shown in Figure 5.17 OSIRIS solves for the evolving motion of representative

macroparticles (fluid elements representation electron or ion species) using an iterative

method:

1. Simulation loop parameters, boundary conditions, particles, and electric and magnetic

fields are initialized from user-provided input decks
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Figure 5.17: The general OSIRIS computational PIC cycle which includes relativistic electro-
magnetic models necessary to handle laser-plasma interactions. Figure sourced from Ref. [16]
with permission.

2. Electromagnetic fields are interpolated on the grids relative to the position of macropar-

ticles

3. Particles are ’pushed’ using the Lorentz equations of motion

4. Currents and charge densities are calculated from the new macroparticle positions

5. Resulting electromagnetic fields are solved using Maxwell’s equations and the new

current and charge densities

6. Step in time and update loop variables as necessary

Within OSIRIS 4.0 a unit normalization scheme is used to minimize the total number

of computational operations invoked during the multiplication of large floating point vector

and scalar values. All units are normalized to fundamental plasma parameters which ad-

ditionally have the beneficial effect of yielding minimized machine error, grid heating, and
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reduced computational cost required to handle a 3D grid [153]. The normalization of key

computational parameters is as follows: time is normalized to t′ = t × ωp, frequency to

ω′ = ω/ωp, and momenta u’ = p/mspc where msp is the individual species mass. Grid size

selection is equally important as it the spatial sampling frequency must be higher than the

smallest physical features, usually the USPL wavelength and Debye length. Lastly, the time

steps used for advancing the computation loop must be small enough to resolve the shortest

time scale of physically significant kinetic processes. These grid and time considerations

taken together must satisfy the Courant–Friedrichs–Lewy (CFL) convergence condition for

numerical stability: ∆t < 1
∆2

x
+ 1

∆2
y
+ 1

∆2
z
.

5.6.2 OAM laser interaction with free-flowing liquid jets

To develop a physical explanation for the marked enhancement of fusion neutron yield exper-

imentally observed for grazing incidence irradiation of overdense targets with sub-relativistic

intensity OAM beams, a basic particle-in-cell (PIC) computational model was constructed.

This joint effort was supported in large part by fellow University of Michigan graduate

student member Nicholas Ernst and employed the OSIRIS 4.0 PIC framework.

Before the development of a full computational 3D model of the laser-jet target inter-

action, we began by extending the findings of Wilson et al. [145] which showed analytical

evidence of near relativistic Laguerre-Gaussian beam self-focusing in a homogeneous, near-

critical density plasma. In our test simulation, laser pulses of a0 = 0.1 and varying azimuthal

mode order were launched through a linear plasma gradient from 0.1-1 ncrit. Results shown

in Figure 5.18 confirmed that PG and higher-order OAM modes exhibit self-steepening and

deflection into the density up-ramp. For the LG07 beam, at only t = 655.2 fs the initially

annular shape of the beam has begun to collapse and the early onset of filamentation is

evident. Hypothesizing that a similar gradient-driven collapse might occur in the presence

of the overdense jet, we then developed a reduced-resolution full-3D PIC model.

This computational investigation was used to simulate the temporal evolution of the
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Figure 5.18: Propagation of intense laser pulses through a linear plasma gradient. Azimuthal
mode order scales from left to right and time steps advance by row.

ultrashort laser propagation, complex laser-plasma interactions, and resulting particle ki-

netics. To our best approximation, we attempted to model the experimental parameters

utilized in the λ3 cubed shot campaigns albeit with necessary computational truncation in

certain instances. A spatial interaction volume of 133.7 x 35.6 x 45.8 (µm) was built in our

computational model using a simulation box with dimensions of 3312 x 128 x 164 (X1, X2,

X3) cells, with a grid resolution of λ/20 in the X1 and λ/4 in the X2 and X3 dimensions

respectively. In order to meet the CFL condition, time steps dt = 0.131 fs were used and

our model showed no evidence of grid heating (stability) out to τsim = 350 fs.

The free-flowing D2O jet was initialized as a cylindrical uniform cold plasma with a

diameter D = 15.2 µm. Jet density was modeled as ncrit = 10 to relax necessary conditions

to reduce numerical artifacts. The effect of finite laser pre-pulse contrast (≤ 10−7) in tandem

with a D2O vapor pressure of 12 Torr in the physical experiment induces a pre-plasma and

associated density scale length at the liquid jet’s boundary. To accurately capture the plasma

inhomogeneity associated with this scale length a 4th-order Gaussian roll-off was applied

to the heavy water jet model. Macro particles representing deuterium and oxygen ions
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were initialized on the grid with a +1 charge at a density of 18 particles per cell and with

normalized charge-to-mass ratios. Corresponding electron macro-particles were similarly

placed with a -1 charge and grid density of 18 particles per cell.

Figure 5.19: A cartoon diagram showing the beam propagation axes and orientation for data
slices from the PIC OSIRIS simulation.

.

In the simulation, a Gaussian (PG) laser pulse with Ep = 14 mJ, τp = 66.8 fs FWHM, and

a focused beam waist of 2w0 = 4.8 µm FHWM were used as a relativistic (a0 = 1.0) reference

case. Using a built-in suite for OAM beam generation, an LG05 beam was launched with

equivalent pulse energy and temporal duration and a properly scaled focused beam waist

of 2w0 = 8 µm peak-to-peak. As modeled, and in good agreement with theory, the tightly

focused LG05 mode corresponded with an initial normalized peak vacuum intensity of a0 =

0.41. All laser fields were launched as linear P-polarized light unless otherwise noted. Figure

5.19 shows a basic diagram of the PIC model.
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Figure 5.20: An X2-X3 transverse slice of the (left) LG05 and (right) PG beam offset r =
16.67 µm from the jet center. The vector arrows represent the normalized amplitude of
electron current and the green-purple shading is the normalized electric field strength.

Figure 5.21: An X2-X3 transverse slice of the (left) LG05 and (right) PG beam offset r = 25.0
µm from the jet center. The vector arrows represent the normalized amplitude of electron
current and the green-purple shading is the normalized electric field strength.

The notable differences in Figure 5.20 and Figure 5.21 provide a heuristic for the major
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findings of this series of simulations. Each figure shows a comparison of transverse X2-X3

slices taken at t = 118 fs of the PG and LG05 beam after propagation at different radial

offsets in the density down-ramp at the liquid jet’s edge. At both distances, we can plainly

observe that the OAM beam has self-focused and the development of two intense anti-nodes

corresponding to the points where the laser energy has become concentrated during beam

self-compression. This effect was previously characterized in [145, 154, 155] and is known

to exhibit the characteristic bi-lateral spatial structure seen in our simulation. At the r =

16.67 µm offset position, this collapse is limited in its extent and the beam scrapes along the

critical surface driving the formation of two moderate-temperature electron populations. As

expected, the Gaussian beam creates an axial channel of hot electrons which ponderomotively

expels suprathermal electrons orthogonally into the jet and outward into the low-density

background. In contrast, fundamentally different behavior is seen when the two beams

are translated further into the shallow density ramp at r = 25.0 µm. Here, the PG beam

diffracts and only weakly interacts with the underdense plasma while the high-order OAM

beam takes on the appearance of a cylindrical line-focus. This flattening along the critical

surface creates a large volumetric region of hot electrons and large amplitude perturbations

to the electric field that likely correspond to intense beamlet formation. Under the effects

of this spatially optimized self-focusing, the LG05 attains near relativistic intensity of a0 ≥

0.73. We believe this configuration, as represented in Figure 5.21, qualitatively corroborates

with enhanced resonance absorption at the critical surface and increasing neutron yield at

transverse beam positions exceeding 1.5 jet diameters. Lastly, the magnitude and structure

of currents formed during the LG05 beam interaction with the jet are markedly different

from those seen in the PG case. The Gaussian beam radially expels electrons forming

a starburst current flow. Conversely, the self-focusing OAM beam presents with a dense

region of counter-flowing electron motion that strongly resembles the efficient laser-plasma

coupling of optimized resonance absorption [75, 156]. Indeed, this extended planar region

of resonance absorption would lead to a large area of volumetric heating, and the shearing
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current flow likely caused by helical phase rotation would impart strong plasma oscillations

along the interaction region. Further modeling and confirmation of the instability growth

rate of such an effect would show excellent agreement with [157], where rippling of the

critical surface was shown to enhance coupling of non-normally incident laser radiation.

Furthermore, this filament-induced rippling overrides the role of the incident polarization

state in light-plasma coupling [151], and would explain why efficient neutron generation was

seen in our experimental campaign for the case of incident S-polarized beams.

5.7 Conclusion and future works

In conclusion, we demonstrate the application of self-focusing near relativistic optical vortex

beams to generate a record isotropic fast neutron yield of 1.45 × 106 n/s/sr. Beams with a

topological charge of l = 5 were shown to deliver up to a 3.3x enhancement of fast neutron

yield over the standard Gaussian beam. This completely unexpected result was achieved

with only modest laser energies of 16 mJ and relaxed compressed pulse duration (τp =

66.7 fs ) requirements suitable for laser media with narrow band gain windows. Tabletop

neutron flux of this level is comparable to that characteristic of commercial sealed-tube D-D

generators [83] but with a FWHM pulse duration of 20 ns. Further repetition rate scaling

of this interaction could easily generate of-order 107−8 n/s and would be well suited for time-

resolved prompt gamma neutron activation analysis studies [158]. The marked reduction in

polarization sensitivity to laser-plasma energy coupling for OAM-target interactions in our

physical experiment was investigated through a simple PIC model and a rudimentary link

to electron density rippling resulting in plasma wave excitation drawn.

The results of this study provide a solid groundwork for experimentation both in the laser

lab and in PIC models. To reduce the effects of B-integral accumulation, the experiment

should adopt the use of reflective SPMs with lower dispersion. Homogeneity of the far-field

OAM spatial intensity profiles could likewise be substantially improved through the use of
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iterative wavefront optimization algorithms such as those first demonstrated in our group’s

parallel work [144]. In terms of the PIC simulation, the use of higher macroparticle densities

could further reduce numerical artifacts associated with the overdense target geometry and

the added resolution would provide better insight into the critical surface rippling suggested

by our preliminary model.
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CHAPTER 6

High-Repetition Ultrashort Fiber Laser

Experiment

6.1 Introduction

Ultrashort fiber lasers have seen widespread application in telecommunications systems [159],

precision optical timing [159], frequency comb generation [160, 161], and industrial materi-

als processing [162, 163]. Historically, breakthroughs in relativistic laser-plasma accelera-

tion [46, 47, 50, 74, 78, 105, 164] have been dominated by solid-state CPA lasers built around

Ti:Sapphire [23] and Nd3+-doped phosphate glass [165, 166]. Seminal work by Snitzer et

al. [167] on double-clad fibers began a revolution in high average power ultrashort fiber

lasers that has rapidly accelerated by the subsequent development Yb-doped photonic crys-

tal fiber amplifiers [168] and Yb-doped chirally coupled core (CCC) fibers [169]. In parallel

to widespread progress in extractable pulse energy and average power from a single fiber

channel, channel multiplexing known as coherent beam combination was successfully demon-

strated [68]. Lastly, management of parasitic ultrashort pulse non-linear phase accumulation

associated with the long propagation lengths of fibers was demonstrated through experimen-

tal demonstration of divided pulse amplification (DPA) [67] and coherent pulse stacking

amplification (CPSA) [69, 70]. Synergistically, and taken together, these advances have led

to the demonstration of kilohertz repetition-rate, multi-mJ ultrashort fiber laser architec-

tures capable of delivering 101−2 GW of peak and near kW average powers [170–174]. To
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date, and to the best of our knowledge, utilization of such systems for laser-plasma acceler-

ation or demonstration of high-field science has been limited only to hard x-ray [55,175,176]

THz radiation generation [177].

In this work, we extend the application of a novel Yb-doped ultrashort fiber laser sys-

tem in the University of Michigan Galvanauskas laboratory. We show that the high-power

coherent beam combining and coherent pulse stacking architectures are capable of stable

operation at multi-GW peak powers for elapsed laser-plasma experimental campaigns of

> 1700 seconds. In a proof-of-principle demonstration, and to the best of our knowledge for

the very first time, we demonstrate nuclear fusion reactions driven by an all-fiber ultrashort

laser system. As part of this joint collaboration, we also show a proof-of-principle applica-

tion of gain-managed nonlinear amplification (GMNA) [178] in Yb-doped fibers to engineer

an ultrashort, off-color, and temporally synchronous backlighting laser for transverse optical

probing of intense laser-matter interactions.

6.2 High repetition ultrashort fiber laser-driven neu-

tron source

6.2.1 Experimental setup

This experiment utilized an almost identical target chamber configuration to the experi-

mental work presented in Chapter 5 and the layout is shown in Figure 6.1. Modifications

to the setup are noted as follows: Because this system lacks adaptive optics, tight focusing

was achieved with a 50.8 mm f/1 90◦ YAG-coated off-axis parabolic mirror (Edmund Op-

tics). Basic operating principles of the CBC + CPSA laser driver are discussed in subsection

3.1.2 and are well characterized in [179]. During this experiment, the USPL delivered λL =

1035±5 nm nominally 2.75 mJ pulses at a pulse repetition frequency of frep = 1.95 kHz.

Using intensity autocorrelation the compressed pulse duration of the high-intensity driver
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Figure 6.1: The experiment setup used for the high repetition ultrashort fiber laser-driven
neutron source. (left) The vacuum target chamber and D2O microjet target and (right) a
diagram of the incoming driver and probe beam paths.

pulse was measured as τp = 501 fs using a deconvolution factor of 1.34. As shown in Figure

6.2, the focused driver beam was measured to have a Gaussian profile of 2w0 = 4.4 ± 0.1

µm resulting in peak on-target intensities of up to 7.2×1016 W/cm2 and an estimated peak

power of ∼5.5 GW.

Figure 6.2: An image of the highly attenuated Yb-CPSA laser beam profile at focus.
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During experimental runs, the amplified and stacked 81-pulse burst train was measured

to have nanosecond pre-pulse contrast of no better than 10−1 and stacking efficiency was

measured at η= 68.9%. An oscilloscope trace of the stacked burst sampled from a fast

(< 22ps) beam sampling photodiode in the compressor is shown in Figure 6.3.

Figure 6.3: An oscilloscope trace of the high-power stacked and compressed burst train
coming from the CBC and CPSA stacking setups.

Although the mass-limited characteristics of the EHD microjet target would have proved

beneficial for this campaign we chose to use the free-flowing D2O jet as our ion acceleration

source. Ultimately we were concerned that high-voltage transients and EMP emitted from

the EHD target system could adversely affect the phase-sensitive feedback stabilization loop

running the CPSA setup, or worse damage the primary high-speed FPGAs controlling the

various phase and amplitude shaping electro-optic elements in the system front end. A

consumable fused silica capillary nozzle was again used to generate a d = 15.2±0.2 µm target

stream with nominal flow rates of 225 µL/min. Following the basic alignment procedures

outlined in the EHD and OAM chapters, the chamber was evacuated and conditioned to

allow the buildup of ambient D2O vapor pressure to ∼12 Torr.

Transverse optical probing of the laser-jet interaction was performed with an ultrashort
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synchronous off-color backlight system that is further detailed in section 6.3. The fast neutron

detection methodology is further discussed in the next subsection.

6.2.2 Neutron flux measurement

Given the proof-of-principle nature of this experiment, we attempted to maximize event

counting by placing the fast neutron detectors as close to the target interaction volume as was

spatially achievable. Similar work with sub-relativistic lasers of <1 mJ of energy in [41,180]

suggested that measured yield would be of order 1-10 n/s/sr. Neutron fluxes of this level

are near the absolute noise floor of detection because of the cosmogenic neutron background

present under normal conditions [181]. Fast neutron-induced proton-recoil is ideally suited for

neutron interrogation under these conditions and two EJ-309 detectors N1/N2 were mounted

at 10.9±0.5 and 11.4±0.5 cm from the OAP’s beam waist. The detectors were operated

with pulse shape discrimination enabled and with an optically triggered coincidence window

of τcoinc = 512 ns. To maximize the solid angle subtended by the detectors’ liquid wells,

secondary high-Z shielding was not used and as a consequence x-ray/γ photon count rates

were significant but remained below the level necessary to paralyze the detectors. This bright

gamma flash coinciding with the high-intensity laser pulses interacting with the overdense

D2O jet required modification of the PSP cuts used for n/γ discrimination. For N1 the

energy cut range was set to between 120-1150 keV and PSP values of 0.25-0.50 were binned

as fast neutron events. Likewise, for N2 the energy cut range was set to between 120-1150

keV, and PSP values of 0.25-0.45 were binned as fast neutron events. A moderated 3He

proportional detector was additionally used for target positioning optimization.
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Figure 6.4: (top) Binned coincidence scintillation events measured by scintillator detector N1
during 1.41×106 Yb-CPSA laser shots at 2.75 mJ. (bottom) 43 fast neutron events registered
in the PSP cut ROI.

Figure 6.5: (top) Binned coincidence scintillation events measured by scintillator detector N2
during 1.41×106 Yb-CPSA laser shots at 2.75 mJ. (bottom) 31 fast neutron events registered
in the PSP cut ROI.
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Coincident ultrashort fiber laser-driven fast neutron events (PSP of 0.3) measured over

a ∆t = 1725 second experimental campaign are clearly shown in Figure 6.4 and Figure

6.5. Measurement of a non-coincident laboratory fast neutron background accumulated for

∆t = 10,800 seconds yielded an average event rate of 0.04±0.0057 counts per second (cps)

over both detectors. Assuming Poisson statistics, the total number of counts expected for

worst-case chance coincidence detection within our detection window was 0.069±0.08 total

events. Total region of interest (ROI) neutron events measured for N1/N2 were 43 and 31

respectively and ultrashort fiber laser-driven nuclear fusion is claimed with > 3σ confidence.
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Figure 6.6: Measured isotropic neutron flux for CBC + CPSA fiber laser-driven neutron
campaigns at various pulse energies.

Applying EJ-309 detector response calibration obtained in the University of Michigan

Neutron Science Laboratory, the binned ROI counts were converted to a floor estimate of

isotropic neutron flux. As shown in Figure 6.6, we estimate a maximum sustained isotropic

flux during our experiment of ϕ = 6.12±0.62 n/s/4π sr. This yield is in reasonable agreement

with fluxes reported from LDNS experiments with low contrast or sub-10 GW peak power

systems [180].
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6.3 Synchronous off-color ultrashort backlight system

Optical diagnostics play a crucial role in interrogating the complex and rapidly evolving

physics associated with relativistic light-matter interactions. The practical application of

ultrashort and few-cycle optical probes has been reported in studies of laser-driven ion ac-

celeration [57, 182], plasma channeling [183], and the channel structure of laser wakefield

accelerators [184, 185]. To date, further adoption of these systems has been limited due to

several factors: (1) most solid-state lasers use Kerr-lens modelocked oscillators with cavity

repetition rates of >80 MHz and large mechanical delay stages must be used to achieve

temporal delay between the >12.5 ns spaced pulses, (2) optical backlight pulses at the

fundamental and second-harmonic of the driver frequency are often washed at by plasma

self-emission or scattering from the energetic driver beams, and (3) ‘picked’ backlight pulses

must be separately amplified and compressed - necessitating added system complexity and

cost. In this work, we apply the recently discovered technique of gain-managed nonlinear

amplification (GMNA) [178, 186] in Yb-fibers to spectrally broaden, amplify and compress

off-color ultrashort laser pulses. Arbitrary delay from fs-ms temporal durations is achieved

by seeding the system with pulses derived from a 1 GHz oscillator and pulse picking with a

high-damage threshold quartz AOM. Operation of the system is shown through time-resolved

imaging of a propagating hydrodynamic shock front.

6.3.1 Gain-managed nonlinear amplification theory of operation

Gain managed nonlinear amplification [178, 186] takes advantage of the co-evolving gain

dynamics of co-pumped Yb-doped fiber lasers. As the pump light is absorbed along the

length of the fiber amplifier, the gain spectrum shifts to longer wavelengths enabling spectral

broadening. But unlike self-phase modulation, the resulting ultra-broadband pulses exit the

fiber amplifier with a nearly quadratic spectral phase. When properly applied, this technique

can result in the generation of NIR pulses with a transform-limited duration of ∼40 fs [186].
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It is currently theorized that the pulse evolution during the GMNA process is due to the

presence of a nonlinear attractor although this is still an open question.

6.3.2 System design

Figure 6.7: A schematic showing the fundamental components of the GMNA system. Figure
courtesy of Alex Rainville.

The design of this system was substantially based on previous work by our collaborators

in Frank Wise’ group at Cornell [178] and is diagrammatically shown in Figure 6.7. An

ultrashort seed for the system is derived from a nominally 1 GHz non-linear polarization

rotation modelocked Yb-fiber oscillator generating ∼70 fs pulses. Approximately 5% of the

oscillator energy is beam-split and coupled into a single-mode fiber (PM 980) for routing

to the backlight setup. A single-mode pre-amplifier then boosts the energy to 10 pJ prior

to burst shaping in a 10 GHz fiber-integrated EOM (iXblue). Using the Yb-CPSA FPGA

back-end, we then down count the burst to 5 MHz and create a pulse windowed by 200 ns

on both the leading and trailing edge. A second pre-amplifier then boosts the pulse energy

to 100 pJ prior to pulse burst compression in a compact Treacy compressor featuring 1000

line/mm dielectric transmission gratings. The nominally 150-200 fs pulses are now injected

into a 3.5 m long, cladding-pumped, effectively single-mode LMA fiber. This high-power

amplifier is 2x CW pumped at 915 nm with up to 60W of power.

The amplified and ultra-broadband 5 MHz burst train leaves the YDFA with a pulse

duration of 20-30 ps and pulse energy of ∼600 nJ. Following collimation and residual pump
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stripping by a dichroic mirror, the now free space beam is launched through a 40 dB isolator.

A high damage threshold quartz AOM (Gooch & Housego) then picks the ‘windowed’ pulse

within the burst at repetition rates set by the master Yb-CPSA system (typically 1.95 kHz).

The diffracted pulses are then sent through a second Treacy compressor stage containing

a pair of matched gratings. Finally, the NIR 200 nJ off-harmonic pulses transit a 30 cm

optical path length mechanical delay line which provides temporal scanning in the ps-fs

range. Figure 6.8 shows a single-shot measurement of the compressed GMNA output.

Figure 6.8: An intensity autocorrelation trace of the compressed NIR off-harmonic backlight
signal. Trace deconvolution recovered a pulse duration of τp = 41 fs at a center wavelength
of λ = 1080 nm.

Focused frequency doubling in a 500 µm BBO crystal provides approximately ∼20 nJ

of visible green light centered at 542±10 nm. This beam is then placed through a 5.0 OD

hard edge YAG filter at 1064 nm to strip the residual NIR spectral content and sent to a

telescope for collimation and sizing for delivery to the experimental chamber. The spectra

before and after this filtering process is detailed in Figure 6.9.
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Figure 6.9: (left) The amplified and spectrally broadened backlight output signal and (right)
off-harmonic light in the visible spectrum generated from SHG of the output.

This realization of this system was the result of a joint developmental effort with Univer-

sity of Michigan EECS graduate students Alex Rainville and Christopher Pasquale. This au-

thor aided in the implementation of the physical system and build-out of the bias electronics

but the ultimate system design was performed by members of the Galvanauskas laboratory.

During proof-of-principle experiments, my work focused on the successful demonstration of

time-resolved imaging of ultrashort laser-plasma interactions and the temporal evolution of

liquid target stability dynamics.

6.4 Proof-of-principle time-resolved imaging demon-

stration

The following proof-of-principle imaging sequences were taken by backlighting the irradiation

of a d = 15.2 µm free-flowing liquid jet with ∼1 mJ / τ = 3 ps pulses from the main CPSA

system running at a repetition rate of 1.95 kHz. Images were collected with a monochrome

USB CCD with 1280x960 pixel resolution (Imaging Source DMK41BU02). The camera was

externally triggered from a TTL delay generator (Stanford Research DG535) and exposure

was set to 1/10000 s and electronic gain was set at its maximum value of 36 dB. Micrograph
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magnification is provided by an infinity-corrected 10x long working distance microscope

objective (Mitutoyo). To enhance contrast and reduce image saturation due to the plasma

self-emission, the off-color light is further filtered with a 4.0 OD hard edge band pass filter

with a pass band of 550±20 nm FWHM.

Figure 6.10: Time-resolved imagery of the hydrodynamic shock front propagation from a
laser-perturbed microscale liquid jet.

In Figure 6.10 we clearly see the formation of a radially propagating hydrodynamic shock

front. Through image post-processing (ImageJ), we estimate that the early time (t ≤ 20

ns) target-normal shock velocity reaches an astounding 2,725±45 m/s (Mach = 8.22) before

stagnation. In this sequence, the FPGA-to-EOM timing signal was coded with simple Python

script modifications, and owing to the 1 GHz front-end seed, no additional mechanical delay

was necessitated. As a point of reference, attempted acquisition of this same frame sequence

with the pulsed 405/450 nm LD backlight used in the λ3 experiments would have failed to

resolve the shock as the minimum rise time for resolvable image features was at least 35.0

ns.
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Figure 6.11: Time-resolved onset of late time liquid-target recovery.

The promise of 3FST laser drivers exceeding frequency repetition rates of 10 kHz poses

a significant laser-targetry problem. To this end, Figure 6.11 reveals two critical insights.

First, the space-charge effects and thermal pressure wave of the resulting intense laser-plasma

interaction cause the hydrodynamic stagnation of the liquid jet. Although this sequence is

truncated at ∆t = 1.015 µs, the time-resolved video of this interaction reveals that the stream

was not able to recover laminar flow until 18-22 µs after irradiation. At f = 45.5 kHz, this

places a true ceiling on the usefulness of liquid targets. In truth, this is likely overestimating

the jet response because we see the parabolic deflection of the stream outward from the

focused beam waist. This causes the significant upward ejection of bulk liquid filaments

and droplets seen in Fig. 6.11. Subsequent collision of these fluid fragments with the upper

laminar portion of the stream could seed hydrodynamic instability and warrants further

investigation as to its effects on maximum on-target shot rates.

6.5 Conclusion and outlook

In summary, this work presents a meaningful extension of the application of high-power ul-

trashort fiber laser systems into the realm of high-field science. To the best of our knowledge,

we demonstrated for the first time a tabletop neutron source driven by an all-fiber ultra-
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short driver. Irradiation of a free-flowing laminar D2O liquid jet with 5.5 GW laser pulses

at frep = 1.95 kHz resulted in statistically significant D(d,n)3He fusion reactions detected

through coincidence proton-recoil measurements. The GMNA synchronous off-color back-

lighting system is capable of time-resolving plasma dynamics and further system refinement

promises increased contrast through polarization filtering. The novelty of this design resides

in the arbitrary ability to delay the system from fs-ms time scales by straightforward elec-

tronic pulse delay. Furthermore, this design has wide applicability as the YDFL gain band

is well aligned with Yb3+-doped solid-state laser media that is now ubiquitously deployed in

thin-disk systems [26].

Although the isotropic yield measured during this campaign is a fraction of that realized

in the optical vortex experiments, the significance of this work should not be understated.

The poor system contrast measured during this campaign is a natural consequence of the

coherent pulse stacking process and recently, methods for contrast improvement to >30 dB

have been shown for cases where the phase control algorithm allows burst post-pulsing at only

marginal expense to the system stacking efficiency [179]. In addition, this experiment was

carried out with compressed pulses that were atypical of the properly compressed system

(∼330 fs) and the application of non-linear phase management techniques could further

improve peak power by a factor of 3. Programmatic scaling of the system toward the 3FST

stated objective of realizing a 100 mJ / <100 fs / 10 kHz all-fiber ultrashort driver would

deliver relativistic peak intensities of 1.9 × 1019 W/cm2 if used in the same experimental

chamber. This exciting development could further extend ultrashort fiber laser systems to

efficiently drive high-brightness tabletop fast neutron sources.
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CHAPTER 7

Conclusions and Outlook

7.1 Conclusion

This experimental thesis work has demonstrated various pathways toward the generation

of fast neutron sources through the engineered application of intense laser light. In three

separate cases, the use of only a few mJ of tightly focused ultrashort laser energy successfully

initiated D(d,n)3He fusion reactions at tabletop scales. The results from these campaigns

advance the field of high-field science by further characterizing the dynamics of relativistic

laser interactions with near solid-density targets in the high repetition rate regime.

This work resulted in the conceptualization, design, and physical implementation of a

novel high-repetition target system capable of synthesizing liquid-density deuterated targets

only 2.7 µm in diameter. The pulsed electrohydrodynamic microjet target was shown to op-

erate at beamline-quality vacuum levels (< 10−5 Torr) without ancillary cryogenic pumping

or costly high-volume flow rate turbomolecular pumps. The target fluid flow rates achieved

were an order of magnitude lower than those previously reported for similar piezo-droplet

target generators or for laminar free-flowing liquid jets. The EHD target system was built

with commercial-off-the-shelf components and demonstrates the use of additive manufactur-

ing technology to rapidly iterate modular vacuum components into a fielded design. Up to

4× 104 n/s/sr isotropic flux was measured over sustained periods (>3600 s) of pulsed target

operation at f = 4.8 kHz without degradation in output flux or target system failure.
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First-of-their-kind experiments carried out with near relativistic intensity optical vor-

tices demonstrated record fast neutron yield of 3 × 103 n/shot for modest pulse energies of

only ∼ 16 mJ of incident S-polarized laser energy. As part of a parametric scan investi-

gating transverse beam position and incident beam polarization, it was shown that beams

of light with finite orbital angular momentum (topological charge m = 1 and m = 5) can

efficiently couple into critical density plasmas in both linear polarization states. These un-

expected findings build upon earlier theories regarding filamentation dynamics resulting in

enhanced resonance absorption in critical density plasmas. A basic computation PIC model

qualitatively validated the empirical findings of an optimized radial offset distance for OAM

beam self-steepening and collapse in the presence of an inhomogeneous plasma density gra-

dient. Experimental results suggest that volumetric plasma heating scales with topological

charge and that OAM beams of higher azimuthal order could lead to lead to an even higher

brightness laser-driven neutron source.

Proof-of-principle experiments demonstrated for the first time D-D fusion driven by a high

average power, all-fiber, ultrashort laser driver. This extends the application of fiber optic

technology to the high-field physics domain and establishes the preeminence of wall-plug

efficient laser systems as practical drivers for laser-plasma particle acceleration. Lastly, the

engineered application of GMNA in Yb-doped fibers led to the successful development and

experimental demonstration of an off-harmonic optical backlighting system that is capable

of arbitrary delay over 9 decades of temporal duration.

As a point of reference, the per/shot isotropic neutron yields estimated from the three

laser-driven neutron source experiments discussed in this work are shown relative to pub-

lished work in Figure 7.1.
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Figure 7.1: Isotropic fast neutron yield per shot across various laser-driven fast neutron
experimental campaigns. Adapted from [9] with permission to show the D-D yields measured
during this thesis work.

7.2 Future work

Future improvements to each individual experiment were suggested within their respective

thesis chapters. This author envisages that the primary future work related to this doctoral

thesis should involve coupling these complementary and parallel efforts into a single high-

brightness tabletop laser-driven fast neutron source. Planned upgrades to the CBC + CPSA

ultrashort fiber laser system will lead to the practical implementation of a TW-kW LPA

driver. Further peak power enhancement and contrast improvement from implementing

CafC techniques would deliver near-relativistic intensity. The use of a dispersionless spiral

phase mirror to generate high-order optical vortices with such a beam could serve to further

boost the on-target intensity to levels that were previously only feasible with legacy Ti:Sa

systems. In tandem, refined multi-physics modeling would allow the EHD nozzle to operate
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in a true ‘droplet-on-demand’ scheme and the mass-limited nature of such targets would

only further enhance expected thermonuclear heating. Ultimately, the convergence of these

three efforts could deliver a modular, sub-ns pulsed source of fast neutrons, with an isotropic

flux of order 108−9. A high-brightness source of this scale has far-reaching implications for

neutron radiography, materials testing, PGNAA, and special nuclear materials assay.
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