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ABSTRACT

The research outlined in this dissertation provides a holistic exploration into the intricate

factors influencing user expectations and trust in Automated Vehicles (AVs), both of which

are central to the acceptance and adoption of such transformative technologies. AVs, with

their potential to revolutionize transportation through enhanced safety, efficiency, and con-

venience, have generated widespread interest. However, persisting apprehensions around

AV safety, performance, and reliability create a barrier to their widespread acceptance and

utilization, suggesting a discrepancy between the theoretical advantages of AVs and public

perceptions thereof. To unravel this discrepancy and effectively accelerate AV adoption, this

dissertation undertakes a multifaceted investigation into the factors shaping public percep-

tions, specifically focusing on the formation of expectations and trust.

My research pivots around three core research questions: What individual factors shape

people’s expectations of AVs? How do these expectations impact their trust in AVs? How

does the gender similarity between humans and AV explanation voices affect trust, and how

is this moderated by gender-role congruity? The answers to these questions elucidate the

intricacies of cognitive and affective trust development in the context of AV adoption.

Results from my dissertation highlight three major findings. One, individual characteris-

tics such as demographic factors such as age, gender, and ethnicity, along with personality

traits (e.g., extraversion, agreeableness, conscientiousness), significantly shape people’s pre-

conceived expectations of AVs. Two, expectations significantly mold the level of trust in

AVs, influenced by the disconfirmation effect. Three, the study demonstrated that the im-

pact of gender similarity between users and the AV’s explanatory voice could be moderated

by the expected role of the vehicle.

Overall, this dissertation embarks on a profound exploration of expectations, trust, and

design elements, offering critical insights that will shape the forward path for AVs develop-

ment and implementation. It dissects the intricate dynamics of expectation and trust forma-

tion, essential for the user acceptance and adoption of AVs. The study also underscores the

powerful role of both user-centric and voice characteristic design in influencing these factors.

By bringing these components to light, this research helps navigate the complexities and

potentials of AVs, paving the way for an imminent paradigm shift in transportation.
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CHAPTER 1

Introduction

1.1 Motivation

Automated vehicles (AVs) have the potential to revolutionize transportation by providing

safer, more efficient, and convenient travel options. Despite the myriad of benefits AVs

offer, recent studies reveal that the general public remains apprehensive about their safety

and readiness for widespread adoption [37, 158, 178, 57]. Surveys indicate that over 50%

of Americans perceive AVs as riskier than human-operated vehicles, with a significant 7%

expressing reluctance to purchase a fully autonomous car [111]. Moreover, a substantial

78% of Americans report feeling uneasy about riding in an AV, while a mere 19% express

confidence in their capabilities [171]. This reluctance to embrace AV technology could hinder

the realization of its full potential, thus preventing society from fully benefiting from its many

advantages. To accelerate AV acceptance and promote their integration into everyday life, it

is crucial to explore the factors that influence the public’s willingness to adopt these vehicles.

There is substantial empirical evidence that underscores the influence of expectations on

technology adoption in general, while research focusing specifically on the role of expectations

within the context of AVs is still in its infancy. Expectations refer to beliefs about the future

performance of a particular technology [12]. Numerous studies have emphasized the vital role

expectations play in shaping public attitudes toward technology, as well as influencing their

willingness to adopt new innovations across various domains [77, 18, 17, 185]. Expectation

Disconfirmation Theory (EDT) posits that a customer’s satisfaction and future purchase

intentions hinge on whether a product or service failed to meet, met, or exceeded their initial

expectations [72, 126, 148]. If expectations are set too high or too low, users may experience

disappointment, distrust, or be deterred from trying the technology [94, 96]. Therefore,

establishing an appropriate level of expectation is crucial for encouraging individuals to

adopt AVs and minimizing disappointment. To better understand the relationship between

expectations and AV adoption, it is vital to identify factors shaping public expectations

1



and recognize variations in AV expectations among specific individuals. Although individual

differences have been demonstrated to affect technology adoption, there is limited knowledge

regarding how these differences influence AV expectations.

Trust is another essential factor in determining AV adoption. Defined as the trustor’s

willingness to be vulnerable to the actions of the trustee, trust plays a crucial role in the

acceptance of technology, including AVs [71, 76, 103, 120, 205]. Studies suggest that the

degree of trust in AVs directly correlates with the willingness to adopt them. Recent sur-

veys have found that a lack of trust in AV systems is the most frequently cited reason for

drivers’ reluctance to adopt this technology [1, 206]. Moreover, Choi and Ji (2015) applied

the Technology Acceptance Model (TAM) to show that trust significantly affects perceived

usefulness, and both factors determine behavioral intentions to adopt AVs [24]. Thus, trust

is a key predictor of AV adoption, and fostering trust can encourage AV adoption. Although

setting appropriate expectations has the potential to cultivate trust, few studies have exam-

ined the effect of expectations on trust in AVs. Research has shown that individuals are more

likely to trust a system if its observed accuracy exceeds their expectations, suggesting that

system accuracy expectations can significantly impact trust [199]. However, the specific role

expectations play in nurturing trust in AVs remains unclear. Further research is necessary to

better understand the relationship between expectations and trust in AVs and to investigate

the underlying mechanisms through which expectations influence trust.

Providing explanations for AV actions is another approach to promoting trust in AVs.

Explanations refer to the reasoning or logic behind actions, offering users essential informa-

tion that often justifies decisions made by the AV [202]. This information helps users develop

a mental representation of the system’s functions and competencies, enabling them to take

appropriate precautions in sudden takeover scenarios, understand future AV functions, and

build confidence in the technology [37, 53, 92, 181]. Prior research has identified a significant

positive relationship between providing AV explanations and trust in AVs [37, 53, 64, 165].

Although research on how explanations affect AV trust has progressed, there has been limited

focus on AV explanation voice design and the multi-dimensional aspects of trust.

First, while numerous preceding studies have placed an emphasis on delivering ex-

planations via auditory means in AVs, there remains a significant gap in understanding

how different voice characteristics influence users’ trust. The Computer Are Social Actor

(CASA) paradigm posits that people tend to interact with technology in a similar fash-

ion as they would in social interactions, essentially perceiving technology as a social entity

[138, 54, 56, 104]. Notably, specific voice attributes such as gender can relay socially rel-

evant cues, thereby potentially swaying individuals’ attitudes and adoption of technology.

Empirical studies suggest that the perceived similarity in demographic attributes between

2



humans and voice agents can improve the quality of human-agent interactions. For instance,

when users perceive similarity in attributes such as gender, personality, ethnicity, or age,

the results are generally positive, manifesting as enhanced satisfaction and heightened emo-

tional responses [42, 43, 99]. Furthermore, user preferences for voice characteristics may

oscillate based on the perceived alignment between the voice’s gender and the projected role

of the technology, an inclination mirroring gender-role congruity and societal gender stereo-

types. As such, female voices often find favor in scenarios where help is needed, while male

voices are predominantly preferred in authoritative or knowledge-based contexts [106]. Yet,

when a perceived incongruity arises between the gender and role, it can trigger a sense of

”lack-of-fit,” often resulting in negative performance evaluations and potential constraints

[69, 70, 68, 116]. Despite these insights, the relationship between similarity in human and

AV explanation voices, gender-role congruity, and trust formation within the context of AVs

remains largely uncharted. Consequently, further detailed research is required to demystify

these dynamics, potentially facilitating the design of more effective AV systems that engender

trust and align with user preferences and needs.

Moreover, although numerous studies have been conducted on trust in the realm of AVs,

much of this research assumes that trust is uni-dimensional rather than multi-dimensional

[37, 53, 165, 64]. Lewis and Weigert’s (1985) trust theory posits that trust is a multifaceted

concept, consisting of two essential types: cognitive trust and affective trust [109]. Cognitive

trust arises from a rational process that distinguishes between trustworthy, distrusted, and

unknown agents, involving the identification of reasons for trust and the accumulation of

evidence demonstrating trustworthiness [109, 121]. In contrast, affective trust is based on

an emotional connection between all parties involved in the relationship. Individuals invest

emotionally in trust relationships, show genuine care and concern for their partners’ well-

being, recognize the inherent value of such relationships, and believe that these feelings are

mutual [109, 121, 156]. While research on interpersonal trust has emphasized the importance

of differentiating between cognitive and affective trust, the application of this distinction in

the AV domain remains unexplored. It is unclear whether AV-related antecedents will have

varying effects on cognitive and affective trust. Future research could help address this gap

and deepen our understanding of the multi-dimensional nature of trust in AVs.

The primary objective of this dissertation is to foster AV adoption by extensively

examining AV expectations and their influence on trust development in these vehicles.

Moreover, this research seeks to provide recommendations regarding AV explanation voice

design to establish trustworthy human-AV interactions that strengthen trust from both

cognitive and affective perspectives. To achieve this objective, a series of studies will be

conducted, integrating insights from the domains of human-AV interaction, interpersonal
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relationships, and information systems.

RQ 1: What are the individual factors that shape people’s expectations of AVs?

RQ 2: How do people’s expectations of AVs impact their trust in AVs?

RQ 3: How does the gender similarity between humans and AV explanation voices

affect the effectiveness of AV explanations in fostering both cognitive and affective trust in

AVs? Additionally, to what extent does gender-role congruity moderate this effect?

1.1.1 Individual Factors and AV Expectations

The Society of Automotive Engineers (SAE) has developed a classification system for driving

automation, consisting of six levels ranging from 0 to 5 (Figure 1.1). As the levels increase,

the need for driver involvement decreases. At level 3, the automated driving system may

prompt human driver intervention when needed. However, at levels 4 and 5, the automated

driving system assumes full responsibility for all driving tasks under certain and all condi-

tions, respectively [169]. In the context of this study, AVs pertain to vehicles at level 4 and

above. AVs hold the potential to substantially enhance vehicle safety by eradicating human-

related errors and optimizing traffic flow, thereby reducing carbon dioxide emissions and fuel

consumption [8, 170, 16]. Furthermore, they have the potential to improve mobility access

for elderly and physically impaired individuals by enabling them to safely navigate traffic

[141]. Given that public opinion plays a pivotal role in the adoption of AVs, comprehending

the factors that influence people’s perspectives is of utmost importance [4, 38, 24].

Expectations significantly influence users’ technology adoption decisions [24, 9, 180].

These expectations, which are beliefs regarding the future performance of technology [12],

pertain to system attributes such as the ability to enhance task performance, boost effi-

ciency, and improve work quality [186]. Initial expectations about technology are shaped by

an individual’s existing knowledge and the communication channels or information sources

they utilize [201]. Prior research indicates that customer satisfaction and subsequent future

purchase intentions are influenced by whether a technology or service fails to meet, meets,

or surpasses initial expectations [72, 126, 148]. Excessively high expectations can lead to

disappointment after using the technology, resulting in distrust and rejection [94]. On the

other hand, overly low expectations may deter people from using the technology in the first

place [96]. Consequently, establishing appropriate expectations is essential for encouraging
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Figure 1.1: SAE J3016 levels of driving automation [27]
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individuals to utilize AVs and minimizing disappointment by aligning or surpassing expecta-

tions with actual experiences. By comprehending the variations in AV expectations among

specific individuals, we can set suitable expectations and design AVs to meet or exceed those

expectations for each user.

Expectations related to certain technologies have been demonstrated to vary significantly

among individuals; however, we possess limited knowledge about if or how such differences

are manifested in the context of AVs. The concept of ”individual differences” encompasses

attributes such as demographics and personality [63, 161]. Previous research has explored

the effect of individual differences on technology adoption [49, 2, 168, 125, 117]. Employing

the technology acceptance model, Agarwal and Prasad (1999) [2] discovered that individual

differences influence technology acceptance through their impact on personal beliefs about

technology. Similarly, AV research has indicated that individual differences affect AV adop-

tion. For instance, multiple studies have revealed that women exhibit greater concerns about

AVs and are less inclined to adopt them compared to men [168]. Age has also emerged as a

crucial individual difference in the adoption of AVs, with younger drivers being more likely

to embrace AVs than older drivers [125, 117]. Nonetheless, the issue of whether individual

differences shape AV expectations has garnered minimal attention. This lack of focus is

unexpected, considering the significance of expectations in technology adoption overall and

AV adoption specifically. Please refer to Chapter 2 Background section for a comprehensive

review of the literature relevant to this study.

Considering the significance of individual differences in AV adoption and the sparse at-

tention devoted to their impact on AV expectations, Chapter 2 of this dissertation carries

out an online survey to bridge this knowledge gap (Figure 1.2). Comprising a representative

sample of 443 U.S. drivers, the survey collects data on age, gender, race and ethnicity, edu-

cation, income, marital status, geographic region, driving frequency, driving experience, and

personality. The study investigates the relationship between these essential characteristics

and individual differences in AV expectations. The results hold considerable implications for

both AV adoption research and AV design.

Figure 1.2: Research model in Chapter 2.
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1.1.2 Expectations and Trust in AVs

Trust in AVs has been widely studied, concentrating on identifying its determinants and

effects based on a variety of trust theories and models. Nevertheless, the role of expectations

in shaping trust in AVs has been relatively underexplored. Expectations pertain to beliefs

about a technology’s future performance, often linked to the outcomes of current actions

[12]. The Expectation Disconfirmation Theory (EDT) provides valuable insights into how

users compare their expectations to actual experiences, forming disconfirmation that ulti-

mately influences their attitudes and technology adoption [148, 36, 187]. Disconfirmation

denotes the degree to which technology performance aligns with or deviates from initial ex-

pectations regarding specific attributes [10]. According to EDT, negative disconfirmation

arises when experiences fail to meet expectations, resulting in a disappointment effect that

deters users from further adoption and usage intentions [123, 176, 95]. Conversely, positive

disconfirmation occurs when experiences surpass expectations, generating a positive surprise

effect that boosts satisfaction and fosters future usage intentions [95]. EDT has also been

applied to investigate the role of trust as an adoption predictor in relation to expectations.

Prior research indicates that excessively high expectations can lead to disappointment, and

ultimately, distrust and rejection of technology following its use [94]. On the other hand,

low expectations may dissuade people from utilizing technology altogether [96]. Despite this,

limited literature delves into the role of expectations in the cognitive appraisal process and

how they impact the development of trust in AVs from an EDT perspective.

Developing trust in AVs is closely tied to individuals’ risk perception while driving. Risk

perception is a blend of uncertainty and the severity of potential outcomes involved [128].

Studies have shown that trust and risk are connected to uncertainty and vulnerability. As

a result, cultivating trust in AVs is linked to individuals’ risk perception [71]. Furthermore,

trust is predicated on risk, as parties need to be open to vulnerability and perceive a certain

degree of risk to establish trust [48, 198, 22]. For instance, Zhang et al. (2019) [204] discov-

ered a significant negative correlation between risk and trust, a finding also supported by

Verberne et al. (2012)’s study, which reported an increase in AV trust as risk decreased [188].

Additionally, previous research indicates that both external factors, such as weather, and

internal vehicle characteristics, like driving speed, significantly affect perceived risk, which

in turn influences trust in AVs [4, 61]. To gain a deeper understanding of the interplay

between expectations, disconfirmation, and trust in AVs, it is vital to examine how individu-

als’ risk perception of both internal and external factors moderates the relationship between

disconfirmation and trust. By considering the role of risk perception, we can develop a more

comprehensive understanding of the factors shaping individuals’ trust in AVs and ultimately

foster the adoption of this technology. For a comprehensive review of the relevant literature
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utilized in this study, please refer to the Background section in Chapter 3.

Chapter 3 of this dissertation seeks to examine the impact of disconfirmation between

expectations and perceived performance on trust in AVs, and how the perceived risk of

driving situations may potentially modify this relationship (as illustrated in Figure 1.3).

To accomplish this, an online survey was conducted with 443 drivers in the US. The study

evaluated two types of weather conditions as external environmental factors: sunny and

snowy, and two types of driving behavior of AVs as internal factors: normal and aggressive

driving. The findings of the study uncovered a complex interplay between expectations,

disconfirmation, and trust in AVs, emphasizing the significant role of expectations in the

cognitive appraisal process and their impact on building trust in AVs. Furthermore, the study

highlights the moderating effects of both internal and external risk factors on the relationship

between disconfirmation and trust in AVs. Therefore, understanding these factors is essential

for devising effective strategies to enhance trust in AVs and encourage their adoption.

Figure 1.3: Research model in Chapter 3.

1.1.3 AV Design for Building Cognitive and Affective Trust

Disconfirmation, the process of comparing initial expectations with actual AV performance,

can substantially impact trust in AVs. To bolster trust, it is vital to not only comprehend

users’ expectations but also enhance AV performance. Numerous studies have explored ways

to develop AV features that foster improved human-AV interaction, including the implemen-

tation of AV explanations. These explanations offer passengers information about AV actions
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to augment understanding and transparency [202]. By rendering AV actions predictable and

intelligible, AV explanations allow users to develop accurate mental models of the AV system,

ultimately boosting confidence and trust [92]. Furthermore, AV explanations assist drivers

in forming a rough representation of the system’s functions and capabilities, enabling them

to take suitable precautions in sudden takeover situations, comprehend future AV functions,

and build confidence in them [37, 53, 181].

Prior research on AV explanations has primarily utilized two modalities: auditory and

visual. Auditory explanations have generally been conveyed via a neutral-toned male or

female voice with a standard American accent, while visual explanations have been presented

in text form [37, 92, 85, 86, 165, 142, 64, 193]. Despite the emphasis on auditory explanations,

the influence of voice characteristics on users’ trust in AVs has not been adequately explored,

despite their significant implications for human-technology interactions.

The Computer Are Social Actor (CASA) theory suggests that individuals interact with

technology in a similar manner to social interactions, treating technology as a social entity.

As such, voice characteristics, including gender, serve as channels for conveying socially

relevant cues, influencing attitudes and the extent of technology adoption [54, 56, 138, 104].

Importantly, individuals often unconsciously apply social theories and models, such as the

similarity-attraction theory and role congruity theory, in their interactions with technology.

The similarity attraction theory postulates that individuals are naturally inclined towards

those who share similar attributes [97, 129, 191]. It posits that people are more likely to form

relationships and perceive others more positively when they believe them to share similar

beliefs, attitudes, values, personality traits, or interests [59, 190, 60]. This principle extends

to technology design; for instance, users often perceive recommendation agents matching

their ethnicity as more sociable and useful [155]. Moreover, Lee et al. (2007) [105] discovered

that people tend to trust synthesized speech more and learn more effectively when the voice

gender aligns with their own.

Beyond the impact of similarity on user preferences, the role congruity theory underlines

how perceived role congruity can affect outcomes when existing stereotypes align with the

characteristics perceived as necessary for success in a particular role [82]. For example, roles

associated with male stereotypes often include high levels of assertiveness and dominance,

while roles related to female stereotypes generally involve nurturing and deference [82]. This

concept of gender-role stereotype and congruity extends to technology as well, with users

typically preferring a male voice for delivering informational content and a female voice for

more relational, social communication [106].

Implementing the principles of the similarity attraction theory and role congruity theory

in technology design can greatly enhance user experiences and nurture trust in human-
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technology interactions. It is increasingly acknowledged that the gender similarity between

human users and voice agents, along with gender-role congruity, can shape user preferences

and thus improve the dynamics of interaction. Yet, research investigating these factors’

influence on trust formation in the context of AVs is notably limited. In particular, there is

a significant knowledge gap surrounding how gender similarity and the alignment between

voice gender and the perceived AV role influence trust formation in human-AV interactions,

particularly with respect to cognitive and affective trust. This gap highlights the need for

more comprehensive research to guide the design of AV agents that effectively promote trust.

The Background section in Chapter 4 provides an in-depth examination of the literature

relevant to this study.

Chapter 4 of this dissertation (Figure 1.4) seeks to examine the impact of gender simi-

larity between human users and AV explanation voice, along with the potential moderating

effect of gender-role congruity on the development of cognitive and affective trust in AVs.

Figure 1.4: Research model in Chapter 4.

1.2 Dissertation Overview

This dissertation embarks on an in-depth exploration of trust in AVs, divided into three

distinct studies. Each one delves into diverse research questions associated with the com-
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plex relationship between trust and expectations in AVs, while also shedding light on the

cognitive and emotional mechanisms at play during trust formation. The core objective of

the dissertation is to broaden the understanding of AV adoption by critically analyzing the

interplay between trust and expectations regarding this groundbreaking technology.

AVs hold the potential to revolutionize transportation by enhancing road safety, promot-

ing independence, reducing traffic congestion, and curbing pollution [37, 178, 57]. Yet, the

challenges related to the public’s acceptance and adoption of this technology are substan-

tial. Recent surveys reveal considerable apprehensions among US drivers about riding in

an AV and discomfort at the idea of sharing the road with them [111]. However, a smaller

proportion of the population displays positive attitudes towards this technology [171]. To

fully capitalize on the potential benefits of AVs for society, boosting their acceptance and

adoption is of paramount importance.

Expectations, which significantly influence users’ technology adoption decisions [24, 9,

180], relate to system attributes like task performance and efficiency enhancement [186].

These are molded by individual’s knowledge and information sources [201]. Misaligned ex-

pectations can result in disappointment or deter usage [94, 96], underscoring the necessity of

understanding variations in AV expectations to set appropriate ones. Although individual

differences in technology expectations are recognized [63, 161, 49, 2], understanding about

how these differences emerge in AVs is limited. Previous research has shown that individual

differences like gender and age influence AV adoption [168, 125, 117], but studies on how

these differences shape AV expectations are scarce. This knowledge gap emphasizes the im-

portance of potential research in the role of expectations in AV adoption. Our investigation

of these differences and their impact on AV expectations will yield invaluable insights into

the process of AV adoption.

Further, the correlation between trust and adoption is compelling, especially concerning

AVs. Despite substantial research into the determinants and effects of trust, the role of expec-

tations in trust formation remains under-researched. Applying Expectation Disconfirmation

Theory (EDT) provides insights into how users’ comparison of expectations with actual ex-

periences leads to disconfirmation that influences adoption [148, 36, 187]. Disappointment

discourages users when experiences fall short of expectations [123, 176, 95]. On the other

hand, when experiences surpass expectations, a positive surprise effect amplifies satisfaction

and usage intentions [95]. While prior research connects excessively high or low expectations

to rejection or non-use of technology [94, 96], few studies explore the role of expectations in

shaping trust in AVs from an EDT perspective. Trust in AVs also connects to an individual’s

risk perception [71], a mix of uncertainty and potential severity of outcomes [128]. External

factors such as weather and internal vehicle characteristics like driving speed significantly
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affect perceived risk, thereby influencing trust in AVs [4, 61]. Several studies found negative

correlations between risk and trust [204, 188]. Therefore, understanding the interplay be-

tween expectations, disconfirmation, and trust in AVs necessitates considering individuals’

risk perception of both internal and external factors. This approach can yield a more holistic

understanding of factors shaping trust in AVs, thereby promoting AV technology adoption.

Recognizing that disconfirmation, or the comparison of expectations to AV performance,

significantly influences trust in AVs is crucial. Improving AV performance and understanding

user expectations is key to building trust. Research highlights AV explanations as a means

to enhance human-AV interaction, making AV actions more predictable and understandable,

thereby fostering trust [202, 92]. They assist users in comprehending the AV system’s ca-

pabilities, particularly in abrupt takeover situations [37, 53, 181]. The majority of research

concentrates on auditory and visual explanations, with the impact of voice characteristics on

trust largely unexplored, despite potential implications. The Computers are Social Actors

(CASA) theory suggests that users treat technology as a social entity, with voice character-

istics influencing attitudes and technology adoption [54, 56, 138, 104]. Similarity attraction

and role congruity theories also affect technology interaction. Similarity attraction theory

posits that individuals tend to be drawn to those with similar attributes, influencing tech-

nology design [97, 129, 191, 59, 190, 60, 155, 105]. Role congruity theory emphasizes how

perceived role congruity, swayed by gender-role stereotypes, influences outcomes [82, 106].

Incorporating these theories into technology design improves user experience and trust. The

gender similarity between users and voice agents, along with gender-role congruity, shapes

user preferences, enhancing interaction dynamics. However, research on their influence on

trust in AV interactions, particularly cognitive and affective trust, is limited, signifying a

need for further investigation to effectively guide AV agent design.

Overall, in a comprehensive endeavor to deepen our understanding of the current knowl-

edge landscape in the field and identify pertinent research gaps, we meticulously conducted

an extensive literature review. This dissertation, divided into three distinct but intercon-

nected studies, aims to enrich the scholarly dialogue on the subject.

1.2.1 Chapter 2

Chapter 2 focuses on an encompassing nationwide survey that investigates the preliminary

expectations of AVs among a diverse set of user groups, each with distinct individual

characteristics. Given the pivotal role of expectations in the acceptance and adoption of

new technology, this study seeks to unpack the distinctive levels of AV expectations that

materialize before users have firsthand AV experiences. The findings are listed below:

12



Chapter 2 Finding Highlights:

• Drivers’ expectations of AVs show considerable variation by demographic characteris-

tics and personality traits.

• Younger, educated, unmarried, White non-Hispanic men with frequent but less expe-

rienced driving habits generally have higher AV expectations.

• Drivers exhibiting high levels of extraversion, agreeableness, conscientiousness, and

emotional stability tend to have higher AV expectations.

1.2.2 Chapter 3

Chapter 3 delves deeper into understanding the implications of these diverse initial expecta-

tions on the formation of trust in AVs. It employs a survey-based methodology to scrutinize

how cognitive appraisals of discrepancies between initial expectations and AV performance

influence trust formation, under the theoretical umbrella of Expectation Disconfirmation

Theory (EDT). Additionally, the chapter sheds light on the potential moderating role of

internal and external risks in the relationship between disconfirmation and cognitive trust.

The findings can be summarized as follows:

Chapter 3 Finding Highlights:

• Disconfirmation, the discrepancy between expectations and performance, significantly

impacts trust in AVs.

• Negative disconfirmation, where performance falls short of expectations, results in

diminished trust

• Positive disconfirmation, where performance exceeds expectations, promotes increased

trust.

• Perceived risk, influenced by both internal and external factors, significantly impacts

the relationship between disconfirmation and trust in AVs.

1.2.3 Chapter 4

Chapter 4 shifts the spotlight onto an essential facet of AVs – the design – underscoring

its significance in nurturing trust and facilitating effective human-AV interactions. This
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chapter argues for the inclusion of unique voice characteristics in AV explanations, a feature

aimed at not only bolstering cognitive trust but also fostering affective trust, anchored in

the principles of similarity attraction theory and role congruity theory. The ultimate goal

is to devise an AV that is deemed trustworthy and user-friendly by virtue of features that

resonate with users at both cognitive and emotional levels. The key findings are outlined as

follows:

Chapter 4 Finding Highlights:

• A higher level of cognitive and affective trust is fostered when the AV voice aligns with

the user’s gender, as opposed to when interacting with a dissimilar voice.

• The effect of gender similarity on affective trust is negatively influenced when the

gender of the AV voice contradicts its gender-stereotypically expected role.

The research framework illustrated in Figure 1.5 summarizes the objectives of this dis-

sertation. This work aims to contribute significantly to the rapidly evolving research field

of AVs, proposing practical design recommendations that facilitate the formation of optimal

trust in and adoption of AVs.
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Figure 1.5: Research framework.
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CHAPTER 2

Individual Differences and Expectations of

Automated Vehicles

2.1 Introduction

Automated Vehicles (AVs) hold the promise to transform transportation radically, with

potential benefits including reduced automobile accidents, preservation of human lives, and

decreased fuel consumption and environmental pollution. Despite these advantages, public

adoption of AVs remains unpredictable, with a substantial proportion of people expressing

hesitancy towards using AVs. Given this situation, public sentiment is crucial for the broader

acceptance of AVs, necessitating a deep understanding of the factors shaping these opinions.

Among the many influencing factors, expectations stand out as pivotal determinants for

technology adoption decisions. Setting realistic and appropriate expectations is therefore

vital to motivate individuals towards AV usage. While previous studies have highlighted

the influence of individual differences on technology acceptance, the impact of these differ-

ences on AV-specific expectations remains underexplored. To bridge this knowledge gap, we

conducted an online survey with 443 U.S. drivers to examine the link between individual

differences and expectations surrounding AVs.

Our research furnishes valuable insights into how individual traits shape expectations

about AVs and carry significant implications for research on AV adoption and the design of

AVs. By identifying the relationship between individual characteristics and expectations, this

study contributes to the efforts in facilitating a smoother transition towards AV adoption,

thereby harnessing the transformative potential of this groundbreaking technology 1.

1This chapter is published in the International Journal of Human–Computer Interaction 2022, VOL. 38,
NO. 9, 825–836; https://doi.org/10.1080/10447318.2021.1970431
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2.2 Background

In this section, we provide an overview of the literature that shaped and inspired our research.

Initially, we examine literature that highlights the importance of expectations in technology

adoption, with a particular emphasis on how it impacts the adoption of AVs. Subsequently,

we review previous research on individual differences, such as personality and demographics,

and their connection to AV adoption. Specifically, we delve into research that has explored

the impact of individual differences on the public’s concerns regarding the adoption of AVs.

2.2.1 Expectations and Technology Adoption

The importance of expectations has been greatly emphasized concerning consumer satisfac-

tion and the adoption of technology. In this paper, expectations are defined as beliefs about

the future performance of a given technology [12]. The Expectation-Confirmation Theory

(ECT), also known as Expectation-Disconfirmation Theory (EDT), provides an explanation

of the impacts of expectations on technology adoption. The ECT was initially used to un-

derstand consumer satisfaction with a given product [72]. Generally, customers were more

satisfied with a product when it met or exceeded their expectations and were less satisfied

with the product when it failed to meet their expectations. One implication of this finding is

that setting initial expectations is vital to promoting consumer satisfaction [126, 148, 180].

Research on technology adoption has found similar results: when technology performance

exceeds expectations, users are much more likely to adopt that technology [17, 187, 119, 167].

Researchers have also examined the impacts of expectations on the intention to adopt AVs.

For example, Tussyadiah, Zach, and Wang (2017) conducted a survey study with 325 U.S.

residents and found that the likelihood of using AVs (e.g., self-driving taxis) was positively

associated with their expectations of the AVs’ reliability, functionality, and helpfulness [184].

Similarly, Ro and Ha (2019) examined 1,506 survey responses from South Korea to identify

relationships among expectations, attitudes, and behavioral intentions [157]. Ro and Ha

found that expectations are positively associated with attitude toward using an AV, which

in turn is positively associated with intention to use. Körber, Baseler, and Bengler (2018)

examined and found that AV expectations are associated with trust in an automated driving

system; they also found that trust in an automated driving system is positively correlated

with reliance on the automated driving system [92].

Expectations have also been employed in broader technology adoption theories including

the technology adoption model and the unified theory of acceptance and use of technology

(UTAUT). For example, Kaur and Rampersad (2018) surveyed 101 responses to examine

the effects of key factors (e.g., performance expectancy, reliability, security, and privacy) and
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found that expectations positively influence the adoption of AVs [78]. Similar to Kaur and

Rampersad, researchers Madigan, Louw, Wilbrink, Schieben, and Merat (2017) surveyed

315 respondents from the city of Trikala, Greece, and applied UTAUT to investigate the

factors that influence users’ acceptance of AVs (i.e., automated road transport systems)

[118]. Results provided evidence that expectations regarding performance have a significant

impact on the intention to use AVs. The results also indicated that effort expectations was

not a pivotal factor to impact the intention to use, suggesting that AV adoption is unlikely

to be influenced by the effort required to operate AVs. In all, the existing literature has

consistently found a strong link between AV expectations and attitudes toward and the

adoption of AVs.

2.2.2 Individual Differences and Automated Vehicles

Individual differences are the enduring psychological characteristics that distinguish one

person from another and help define a person’s individuality [28]. Individual differences have

been linked to the adoption of various technologies across many settings [25, 63, 100, 124].

Demographics and personality traits have been used to represent individual differences [100,

161]. Various studies have assessed the impact of individual differences on AV acceptance.

Next, we present and discuss the literature on individual differences and AV adoption.

Age is among the most important individual differences in predicting AV acceptance.

The AV literature found that older drivers generate more negative attitudes and reluctance

to adopt AVs. For example, Schoettle and Sivak (2014) conducted a survey with 1,533

respondents from the U.S., the U.K., and Australia to understand their opinions and concerns

about accepting AVs [168]. The results indicated that younger drivers are less concerned

about AVs, more interested in having AV technology on their vehicle, and more likely to ride

in AVs than older drivers. Older drivers also tend to distrust AVs, while younger drivers

have shown higher trust in AVs and higher intention to use AVs [49, 55, 88]. Driver’s age

has an important role in understanding the impact of AV explanation on AV trust. Zhang

et al. (2021) found that older drivers had higher trust in an AV when it asked for permission

to take action, while for younger and middle-aged drivers this actually lowered trust and

increased their anxiety [203]. They also found that younger drivers have the lowest anxiety

when the AV provided explanations after it took action. On the contrary, this condition

produced the highest level of anxiety for middle-aged and older drivers [203].

Gender is a prominent factor in predicting whether someone accepts AV. For instance,

Nordhoff et al. (2018) obtained 7,755 survey responses from 116 countries to investigate

the determinants of acceptance of driverless shuttles [145]. Their results revealed that men
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are much more willing to accept driverless shuttles than women. Esterwood et al. (2021)

conducted an online survey with 428 participants to understand the impact of demographic

differences on the acceptance of autonomous buses. The results showed that males expressed

a higher intention to ride an autonomous bus than females. They also found that females

were more concerned about self-driving vehicles and are less likely to believe in their potential

benefits than men [49].

Race and ethnicity have also been investigated as a determinant of AV acceptance. Prior

research has been conducted to examine the relationship between race/ethnicity and AV-

related attitudes and adoption. For example, Howard and Dai (2014) found that individuals

who self-identified as Hispanic and Asian tend to value AVs’ potential to improve mobility

for people with driving impairments [73]. Asian Americans had a significantly higher positive

attitude towards autonomous buses than White Americans. Another study found that Asian

Americans also had a significantly higher positive attitude toward and expressed greater

intention to ride autonomous buses than those identifying as White Americans [49].

Education level is closely associated with AV acceptance. For instance, Schoettle and

Sivak (2014) found that higher education levels are associated with the intention to adopt

AV technology [168]. Individuals with higher education levels were found to be more likely

to have advanced driving technology on their vehicle, more likely to say they would read or

work while using AVs, and less likely to say that they would not ride in an AV [168].

Prior research also explored the role of income in influencing AV acceptance. Howard

and Dai’s (2014) survey study found that people with lower income are more concerned with

safety issues and giving up control while higher-income drivers pay more attention to liability.

Marital status also has an impact on attitudes toward AVs [73]. Results of Howard and Dai’s

(2014) study suggested that married people are less concerned with cost and amenities (e.g.,

the ability to text message or multitask while driving) but place high importance on safety.

Driving experience and frequency are two individual differences that play roles in under-

standing the acceptance of advanced driving-related technology like AVs. Koul and Eydgahi

(2018) found a negative relationship between driving experience and AV adoption [88]. In

Koul and Eydgahi, drivers’ intention to use an AV decreased slightly as their years of driv-

ing experience increased. Driving frequency has also been found to be negatively associated

with AV acceptance. Rödel et al. (2014) conducted a survey and found that frequent drivers

prefer unassisted driving to technology-assisted driving. Frequent drivers described using

the assisted vehicle technology as more challenging and less controllable than people who

drove less often [166]. Frequent bus riders had a higher positive attitude and intention to

ride autonomous buses than in-frequent riders [49].

Geographic region, which has often been used as a proxy for differences in prevailing values
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and belief systems, has also been identified as a factor that impacts the acceptance of driving

technology. Carley et al. (2013) conducted a survey study in large U.S. cities to examine the

intention to purchase plug-in electric vehicles [21]. The results noted a significant difference

in electric vehicle adoption across major cities in the United States. Also, the purchase

intention of alternative-fuel vehicle technologies differed by geographic regions due again to

potential differences in culture, values and beliefs [153, 175]. However, geographic region’s

impact on attitudes toward and adoption of AVs still needs further investigation.

Another class of individual differences—personality—is also associated with AV adoption.

Personality is defined as ”generalized and personalized determining tendencies—consistent

and stable modes of an individual’s adjustment to his environment,” which can be used

as a label to describe traits that represent an individual’s predisposition toward behav-

ior or objects [3]. The Big Five is the most popular set of personality traits used across

many domains, providing a comprehensive taxonomy of individual differences. The Big Five

personality model includes openness to experience, conscientiousness, extraversion, agree-

ableness, and emotional stability [33]. Openness to experience represents the flexibility of

thought and tolerance of new ideas [122]. Conscientiousness reflects self-control and a need

for achievement and order [149]. Extraversion is the extent to which an individual is as-

sertive, outgoing, talkative, and sociable [33]. Agreeableness represents the extent to which

someone is kind, considerate, likable, and cooperative [152]. Emotional stability is the degree

to which someone is well-adjusted, emotionally stable, and secure [152].

Kyriakidis, Happee, and de Winter (2015) investigated the relationship between person-

ality traits and concerns over fully AVs [91]. They found that respondents who scored high

on emotional stability or lower on agreeableness were more likely to believe that automation

was less silly and were also less comfortable with AV data transmission. In addition, T.

Zhang et al. (2020) investigated the role of social and personal factors in AV acceptance us-

ing a questionnaire survey with 647 drivers in China. Results indicated that drivers with an

openness to new experiences are more likely to trust and accept AVs [205]. On the contrary,

drivers low in emotional stability tended to have distrustful attitudes and lower intentions

to use AVs.

To summarize, individual differences (i.e., demographics and personality) have significant

impacts on attitudes toward and adoption of AVs. However, the literature offers little insight

into the role of individual differences associated with AV expectations and AV adoption

although a strong link between the two has been found [184, 92, 157].
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2.3 Method

To examine whether individual differences impact AV expectations, we conducted a na-

tionwide representative survey with 443 participants using an online survey platform. This

research complied with the American Psychological Association code of ethics and was ap-

proved by the university’s institutional review board. All participants provided informed

consent.

2.3.1 Survey Instrument and Respondents

We conducted a survey using an online survey platform in the period of July–September

2018. We developed and distributed a questionnaire for the target study population on

www.qualtrics.com. Each respondent’s key demographics and individual differences includ-

ing age, gender, race and ethnicity, education, income, marital status, census region, fre-

quency of driving, driving experience, and personality, along with his/her expectations of

AVs, were collected for further analysis. All recorded information was anonymous.

The study population targeted U.S. drivers because the United States is one of the coun-

tries expected to be an early adopter of AVs in hopes of achieving greater safety and envi-

ronmental benefits [37, 159]. To select a representative sample of U.S. drivers, we used the

Qualtrics Online Sample tool to recruit participants [11]. There were four steps to obtain a

research sample that could represent the characteristics of U.S. drivers. The first step, ac-

cording to the 2014–2015 statistics of the U.S. Department of Transportation and the AAA

Foundation [182], was to collect the percentages of subpopulations based on demographics

involving age (18+), gender, region, and ethnicity. For the next step, we calculated the study

sample size based on a 95% confidence level, 5% confidence interval, 50% population pro-

portion, and total number of U.S. drivers (225 million), which is driven by the population’s

size reported by the U.S. Census Bureau. The third step was to calculate the numbers of

qualified U.S. drivers based on each studied demographic percentage and sample size and to

provide it to the Qualtrics sample service. Finally, the Qualtrics online sample service se-

lected and included participants within the bounds of the criteria by the embedded screener

and collected data from a random and representative sample.

A total of 443 respondents filled out the survey completely. The Qualtrics Online Sample

service filtered out partial responses and participants who declined to consent to the study

process. Each qualified respondent was paid $3 for their participation and responses. A

demographic breakdown for the respondents is presented in Table 2.1.
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Table 2.1: Demographic information on study participants

Demographic
Characteristics

Population
Percentage

Sample
Percentage

Number

Age
Younger Driver (18-54) 63.8% 63.7% 282
Older Driver (55+) 36.2% 36.3% 161

Gender
Male 49.0% 49.0% 217
Female 51.0% 51.0% 226

Region

Northeast 17.0% 16.5% 73
West 24.0% 23.5% 104
South 38.0% 40.1% 178

Midwest 21.0% 19.6% 87

Ethnicity

White non-Hispanic 65.3% 65.2% 289
Black/African American

non-Hispanic
14.1% 14.0% 62

Hispanic 14.8% 14.9% 66
Other 5.8% 5.8% 26

Educationa

High school/GED 39.0% 23.6% 97
Some college 21.0% 24.3% 100

College graduate 40.0% 52.1% 214

MaritalStatusb

Never married 23.5% 32.3% 143
Married 51.7% 42.0% 186

Living with partner 6.5% 5.4% 24
Widowed 7.5% 4.5% 20

Divorced/separated 10.8% 15.8% 70

Income
Low Income ($35k/yr) N/A 25.1% 111

Medium Income
($35k-$100k/yr) N/A 62.8% 278

High Income ($100k/yr) N/A 12.2% 54

Driving Frequency
Drives almost every day 68.5% 84.0% 372

Drives sometimes or rarely 18.1% 16.0% 71

DrivingExperiencec
Low (12 yrs) N/A 21.0% 93

Medium (13-45 yrs) N/A 58.0% 257
High (46 yrs) N/A 20.3% 90

Extraversion
Solitary/reserved N/A 57.8% 256

Outgoing/energetic N/A 42.2% 187

Agreeableness
Challenging/detached N/A 43.6% 193

Friendly/compassionate N/A 56.4% 250

Conscientiousness
Efficient/organized N/A 40.6% 180
Easy-going/careless N/A 59.4% 263

Emotional Stability
Sensitive/nervous N/A 48.3% 214
Secure/confident N/A 51.7% 229

Openness to Experience
Consistent/cautious N/A 53.7% 238
Inventive/curious N/A 46.3% 205

Note. a: Education showed only for respondents age 24+. b: Marital status is shown only for
respondents age 18+. c: Driving experience excluded four invalid answers.
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2.3.2 Dependent Variable

To measure people’s expectations of AVs, we used a questionnaire developed by Van Ryzin

(2004) with a 7-point Likert rating scale ranging from 1 (low) to 7 (high) [185]. There were

three items in the questionnaire: (1) How would you rate your overall expectations regarding

the driving of a self-driving car?; How would you rate your expectations regarding the

effectiveness of a self-driving car?; and (3) How would you rate your expectations regarding

the safety of a self-driving car?

2.4 Results

Our overall objective was to use AV expectations to help identify potential barriers to the

adoption of AVs by specific subgroup populations. Therefore, our analysis was designed

to detect subgroup population differences based on demographics across our representative

sample. Contrary, we did not attempt to build a general predictive model which might fail to

detect subgroup differences in smaller subgroups. Nonetheless, our results may help others

explore and build valid predictive models.

To accomplish our overall objective, a statistical analysis was performed using IBM SPSS

Statistics software. One-way analysis of variance (ANOVA) was used to examine the poten-

tial differences in the expectation of AVs based on individual differences. The alpha level

was set at 0.05 for all statistical tests. All post hoc comparisons utilized a Bonferroni alpha

correction. The construct reliability of the initial expectation, 0.94, was above the acceptable

threshold of 0.70. Also, we applied convergent validity through exploratory factor analysis

to determine whether this measurement construct was valid. All three items loaded above

the 0.7 thresholds. The summary of responses is shown in Table ??.

2.4.1 Age and Expectations of AVs

Respondents were divided into two age groups: younger (18–54 years) and older drivers

(55 years and older) based on previous age categorizations [98, 189]. ANOVA revealed a

statistically significant effect of people’s age on their expectations of AVs (F = 208.856, p

< 0.001, η2 = 0.106). Compared to older drivers (mean = 3.04, standard deviation [SD] =

1.86), younger drivers (mean = 4.40, SD = 1.93) tended to have higher expectations of AVs.
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Table 2.2: Study results

Demographic
Characteristics

Number
Expectations

Mean St. dev. F p value

Age*
Younger Driver (18-54) 282 4.40 1.93

208.856 0.001
Older Driver (55+) 161 3.04 1.86

Gender*
Male 217 4.31 1.98

69.818 0.001
Female 226 3.52 1.96

Region

Northeast 73 3.93 2.16

0.657 0.578
West 104 3.79 2.03

South 178 3.96 1.94

Midwest 87 3.91 2.02

Ethnicity*

White non-Hispanic 289 3.68 1.99

14.944 0.001

Black/African American
non-Hispanic

62 4.40 1.94

Hispanic 66 4.32 2.07

Other 26 4.21 1.83

Education*

High school or GED 97 3.66 2.00

5.192 0.001Some college 100 3.58 2.09

College graduate 214 3.98 1.95

Marital Status*

Never married 143 4.47 1.84

20.319 0.001

Married 186 3.74 2.06

Living with partner 24 3.92 2.21

Widowed 20 3.25 1.80

Divorced/separated 70 3.37 1.94

Income

Low Income ($35k/yr) 111 3.73 2.01

2.659 0.070
Medium Income
($35k-$100k/yr)

278 3.94 2.01

High Income ($100k/yr) 54 4.07 1.98

Driving Frequency*
Drives almost every day 372 3.97 2.02

10.411 0.001
Drives sometimes or rarely 71 3.55 1.93

Driving Experience*

Low (12 yrs) 93 4.94 1.68

119.065 0.001Medium (13-45 yrs) 257 3.89 2.03

High (46 yrs) 90 2.79 1.64

Extraversion*
Solitary/reserved 256 3.76 1.96

12.328 0.001
Outgoing/energetic 187 4.10 2.06

Agreeableness*
Challenging/detached 193 3.64 2.13

22.256 0.001
Friendly/compassionate 250 4.10 1.89

Conscientiousness*
Efficient/organized 180 3.59 2.16

44.699 0.001
Easy-going/careless 263 4.12 1.88

Emotional Stability*
Sensitive/nervous 214 3.79 2.09

5.846 0.016
Secure/confident 229 4.02 1.93

Openness to Experience
Consistent/cautious 238 3.88 1.90

0.250 0.617
Inventive/curious 205 3.93 2.13

Note. Asterisks mark the demographic variables that have significant effects on expectations of AVs.
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2.4.2 Gender and Expectations of AVs

Gender was significant (F = 69.818, p < 0.001, η2 = 0.038). Male drivers (mean = 4.31, SD

= 1.98) had higher expectations of AVs than female drivers (mean = 3.52, SD = 1.96).

2.4.3 Geographic Region and Expectations of AVs

Expectations were not significantly different among drivers of different regions (e.g., North-

east, West, South, Midwest) (F = 0.657, p = 0.578, η2 = 0.001). Drivers who lived in the

West had the lowest mean (mean = 3.79, SD = 2.03) compared to drivers in the other three

regions.

2.4.4 Ethnicity and Expectations of AVs

Ethnicity was significant (F = 14.944, p < 0.001, η2 = 0.025). As illustrated in Figure

2.1, post hoc analysis indicated that White non-Hispanic participants tended to have lower

expectations than people in the other three ethnic groups: White non-Hispanic (mean =

3.68, SD = 1.99) vs. Black/African American non-Hispanic (mean = 4.40, SD = 1.94, p

< 0.001); White non-Hispanic vs. Hispanic (mean = 4.32, SD = 2.07, p < 0.001); White

non-Hispanic vs. Other (mean = 4.21, SD = 1.83, p = 0.047). There was no significant

difference among the other three groups.

2.4.5 Education and Expectations of AVs

Educational level was also significant (F = 5.192, p = 0.001, η2 = 0.009). As illustrated in

Figure 2.2, post hoc analysis revealed that college-educated drivers had higher expectations

of AVs (mean = 3.98, SD = 1.95) than drivers with some college education (mean = 3.58,

SD = 2.09, p = 0.002) and those with high school/GED or less education (mean = 3.66, SD

= 2.00, p = 0.022). However, there was no difference between high school graduates and

those with some college.

2.4.6 Marital Status and Expectations of AVs

As shown in Figure 2.3, there was a significant effect of drivers’ marital status on their

expectations of AVs (F = 20.319, p < 0.001, η2 = 0.044). Post hoc comparisons revealed

that drivers who had not married had higher AV expectations (mean = 4.47, SD = 1.84)

than married drivers (mean = 3.74, SD = 2.06, p < 0.001), widowed drivers (mean = 3.25,
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Figure 2.1: Summary of the responses, by ethnicity, to people’s expectations of AVs

Figure 2.2: Summary of the responses, by education, to people’s expectations of AVs.
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SD = 1.80, p < 0.001), and divorced/separated drivers (mean = 3.37, SD = 1.94, p < 0.001).

There was no difference between never-married drivers and drivers who lived with a partner.

Figure 2.3: Summary of the responses, by marital status, to people’s expectations of AVs.

2.4.7 Income and Expectations of AVs

Participants were divided into three groups by income (i.e., low: $0–$34,999; medium:

$35,000–$99,999; high: $100,000 or more). There were no significant differences based on

income (F = 2.659, p = 0.070, η2 = 0.003). However, lower-income drivers had the lowest

expectations of AVs (mean = 3.73, SD = 2.01) and high-income drivers had the highest

expectations of AVs (mean = 4.07, SD = 1.98).

2.4.8 Driving Frequency and Expectations of AVs

Participants were divided into two groups according to driving frequency (i.e., sometimes or

rarely drive; drive almost every day). There was a significant effect of driving frequency on

expectations (F = 10.411, p = 0.001, η2 = 0.006). Drivers who sometimes or rarely drove

had lower expectations of AVs (mean = 3.55, SD = 1.93) than people who drove almost

every day (mean = 3.97, SD = 2.02).
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2.4.9 Driving Experience and Expectations of AVs

Drivers were divided into three groups based on the mean and one standard deviation of

their driving experience. The three groups were low (have driven equal to or less than 12

years), medium (have driven more than 12 years and less than 45 years), and high (have

driven more than 45 years). Drivers with less than 12 years of driving experience had higher

expectations of AVs than the other two groups (F = 119.065, p < 0.001, η2 = 0.119): low

(mean = 4.94, SD = 1.68) as shown in Figure 2.4.

Figure 2.4: Summary of the responses, by driving experience, to people’s expectations of
AVs.

2.4.10 Personality and Expectations of AVs

The Big Five personality traits scores were divided into two groups consisting of high or

low scores based on their means. Scores above the mean were classified as high and those

below the mean were classified as low. ANOVA indicated that there were significant effects

of extraversion (F = 12.328, p < 0.001, η2 = 0.007), agreeableness (F = 22.256, p < 0.001,

η2 = 0.012), conscientiousness (F = 44.699, p < 0.001, η2 = 0.025), and emotional stability

(F = 5.846, p = 0.016, η2 = 0.003) on expectations. Drivers who were high in each of those

personality traits had higher expectations than those who were lower in each personality
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trait. However, there was no significant difference between people who were high and low in

openness to experience (F = 0.250, p = 0.617, η2 = 0.000).

2.4.11 Summary of the Results

The findings of this paper can be organized into two overarching results. One, we found

significant effects of demographic factors. Results revealed that drivers’ expectations of AVs

differ greatly by age, gender, ethnicity, education level, marital status, driving frequency,

and driving experience. More specifically, drivers who were younger, male, non-White non-

Hispanics, more highly educated, never married, with a higher drive frequency and with less

driving experience were prone to have higher expectations of AVs. Two, this study provides

evidence that personality traits do impact AV expectations. In general, drivers who were

high in extraversion, agreeableness, conscientiousness, and emotional stability revealed higher

expectations of AVs. The next section provides a detailed discussion of the findings and their

contributions to the literature.

2.5 Discussion

The goal of this research was to understand whether AV expectations differ by individual

differences. Results of this study highlight the significant differences in AV expectations

based on age, gender, race and ethnicity, education level, marital status, driving frequency,

driving experience, and personality traits. Results of this study can also provide future

research with a rich set of factors to explore when predicting AV expectations.

Our results contribute to the literature in the following ways. First, our findings that AV

expectations differ among individuals in a representative sample of U.S. drivers highlight the

importance of and extend the literature on individual differences in AV expectations. Prior

research discussed individual differences related to public concerns and opinion regarding

AVs, and to the best of our knowledge, only one paper discussed expectations related to

individual differences; in that paper, men and drivers with higher educational levels had

higher expectations of AVs [168]. Results of our study confirm this assertion that male

drivers and those with higher education levels tend to have higher expectations. Further,

our study adds to the literature by uncovering other key individual difference factors. More

specifically, drivers who were older, female, White non-Hispanic, or rarely involved in driving

did not have higher expectations of AVs, whereas drivers who were younger, male, more

highly educated, never married, had a higher driving frequency, had less driving experience,

and were high in extraversion, agreeableness, emotional stability and conscientiousness were
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prone to have higher expectations of AVs. In all, the results of this study provide new

insights into how individual differences can influence expectations, which act as a predictor

of attitudes and behaviors around AVs, including trust, satisfaction, and adoption intention.

Second, the results of this study provide new insights into the relationships between in-

dividual differences and AV acceptance. Based on the technology adoption theories (i.e.,

TAM and UTAUT) and expectation-confirmation theory (ECT), expectations are one de-

terminant of technology adoption [72, 78, 118]. Expectations that are too low can discourage

individuals from ever using a technology, which leads to low technology adoption. However,

expectations that are too high can lead to disappointment by setting the bar too high and

creating a greater discrepancy between expectations and performance, which will also lead

to low technology adoption [94, 96]. In other words, people are less likely to adopt AVs if

their expectations are too low but they are also less likely to continue to use them if their

expectations are too high and the AV fails to meet those expectations. By understanding

which groups are likely to have low or high expectations, we can begin to design interventions

to address these issues.

Results of this study found that older drivers tend to have lower expectations compared

to younger drivers. This aligned with and helped explain prior literature that suggested that

older drivers have negative attitudes toward AV adoption [168, 65, 130]. Because older adults

have lower expectations and less interest in driving with AVs, they are less likely to adopt

AVs. Similarly, prior literature revealed that male drivers and those who have higher edu-

cational levels have a higher acceptance of AVs [145, 168]. Our results support and explain

this assertion by highlighting the higher expectations that men and people with a higher

education level have of AVs. Our results could also explain the relationships between driv-

ing experience and AV adoption. Prior research suggested a negative relationship between

driving experience and AV adoption [88]. Our study’s findings align with prior research by

suggesting that less experienced drivers have higher expectations of AVs.

Our results also found significant effects of extraversion, agreeableness, conscientiousness,

and emotional stability on AV expectations. Specifically, our findings suggest that people

who are high in these personality traits are prone to have higher expectations of AVs. Previ-

ous literature found that drivers with low emotional stability tend to have negative attitudes

and lower intentions to use AVs [91, 205]. Our findings aligned with this assertion by sug-

gesting a positive relationship between emotional stability and expectations. To summarize,

expectations that are too high or too low can prevent people from having positive attitudes

and adopting AVs. Individual differences, including demographics and personality traits, are

critical factors to consider because of their impacts on drivers’ expectations of AVs. That be-

ing said, understanding the effects of individual differences on expectations can help predict
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and support AV design and adoption.

Finally, this study emphasizes the importance of finding influential factors that can impact

AV expectations in terms of expectation calibration. This study provides evidence and

examples of how groups with different traits (i.e., individual differences) react differently in

terms of their initial expectations, which serves as the baseline for calibration. For example,

results showed that men have higher expectations of AVs compared to women. To encourage

both men and women to drive with an AV and decrease disappointment, some effective

measures could be done to calibrate their expectations of AVs based on their different initial

expectations. Therefore, the results of this study demonstrate the need to account for

individual differences in AV expectations.

2.6 Limitations and Future Research

Our study has several limitations. First, this study focused on examining drivers’ demograph-

ics and personality traits. However, individual differences could be found in all psychological

characteristics, physical and mental abilities, knowledge, habits, personality, and character

traits [196, 160]. These include, for instance, cultural differences, religious differences, and

motor ability differences. Future studies should examine the relationships between these

attributes and expectations of AVs. Second, this study targeted U.S. drivers. Future re-

search could focus on different populations from various countries and investigate whether

the results can be replicated. Third, there were large differences in the sample size across

groups, which might limit our interpretations of the comparisons across groups. Fourth,

this was a cross-sectional observational study, which allowed us to examine whether there

were differences but not why there were differences. Future experimental studies could ex-

amine causal relationships between individual traits and AV acceptance along with other

potential mediation mechanisms. Researchers might also wish to investigate the relationship

between AV expectations and AVs’ actual adoption, and the relationship between individual

differences and different aspects of expectation (i.e., safety and effectiveness expectations).

Fifth, individual difference variables were grouped to summarize and test for differences in

AV expectations among groups. Despite reaching statistical significance, the effect sizes

of education, income, driving frequency, extraversion, emotional stability were quite small.

In addition, although detecting subgroups’ differences is empirically loosely related to de-

veloping a predictive model of AV expectations, it is not clear that the data set we have

collected allows us to make strong causal inferences to build valid predictive model. Further

research is needed to make causal claims regarding just why these particular demographics

and traits were significant. We hope that the results of this paper highlight future directions
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that others can explore to build valid predictive models. Finally, this study did not consider

the participants’ previous experiences with AVs when investigating the relationship between

individual differences and AV expectations. Although the level 5 fully automated vehicles

are not available on the market, participants might have experienced AV-related technology

(e.g., AV simulator and virtual AV platforms) before participating in the survey. Individuals

who had prior experiences could have different AV expectations from those who had no ex-

perience. While we assume all subjects had roughly similar AV experience, future research

could investigate whether previous AV-related technology experience influences people’s ex-

pectations of AVs. In all, more research is needed to investigate AV expectations.

2.7 Conclusion

This study examined U.S. drivers’ expectations of AVs from the perspective of individ-

ual differences. The findings in this study emphasize the importance of individual differ-

ences, including demographics and personality, on understanding expectations of AVs. More

specifically, higher expectations are more often generated by drivers who are younger, male,

non-White non-Hispanic, with higher education, never married, with a higher frequency of

driving, less driving experience, and who are high in extraversion, agreeableness, emotional

stability, and conscientiousness. The results of this study provide a basis for conducting

future research related to expectations and AVs. Our results have important implications

on the future design of AVs.
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CHAPTER 3

Expectations and Trust in Automated

Vehicles

3.1 Introduction

Trust, or lack thereof, in Automated Vehicles (AVs) presents a significant barrier to their

widespread acceptance and smooth integration into existing transportation systems. While

research into trust in AVs is extensive, there remains a dearth of understanding regarding

the influence of expectations in shaping this trust. Expectation Disconfirmation Theory

(EDT) sheds light on this dynamic, suggesting that users compare their expectations with

actual experiences, leading to a disconfirmation that influences their attitudes and technology

acceptance decisions. Further, trust in AVs is intimately linked with individuals’ perception

of risk while driving, which encompasses elements of uncertainty and the potential severity

of outcomes.

In an effort to more comprehensively understand the intricate relationship between ex-

pectations, disconfirmation, and trust in AVs, and to further assess the potential moderating

role of risk perception, we implemented an online survey that engaged 443 US drivers. Our

research approach included an examination of an external risk factor - weather, and an

internal risk factor - driving behaviors of AVs. Our results reveal a complex interaction be-

tween expectations, disconfirmation, risk perception, and trust in AVs. They underscore the

significance of expectations in the cognitive appraisal process and illuminate how these ex-

pectations can either foster or erode trust in AVs. If we aim to accelerate the acceptance and

adoption of AVs, it is of paramount importance to comprehend these interactions and devise

effective strategies to build trust in this innovative technology. The interwoven dynamics of

expectations, experience, and risk perception provide fertile ground for such trust-building

strategies.
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3.2 Background

3.2.1 Trust in AVs and Expectation Disconfirmation Theory

3.2.1.1 Trust in AVs

Trust is a crucial factor in the realm of automation, as evidenced by extensive prior research.

It refers to the willingness of one party to be vulnerable to the actions of another party based

on the expectation that the other will perform a particular action that is essential to the

trustor, irrespective of the ability to monitor or control that other party [120, p. 712]. In

the context of automation, when operators trust automated systems, they are more likely to

assign control to them [39, 103, 131]. Moreover, trust is a vital component in the relationship

between operators and new technology, as people may struggle to accept and utilize novel

technologies due to a lack of trust. However, excessive trust or mistrust in new technology

can also be problematic, as it may lead to failure to intervene when the technology falters

[102].

The successful integration of AVs into transportation systems relies heavily on trust.

Various models and theories have been developed to understand how trust affects people’s

intentions to use AVs. For example, the Technology Acceptance Model (TAM) demonstrates

how trust significantly influences perceived usefulness, with both factors impacting the be-

havioral intention to adopt AVs [32]. Research has also shown that trust positively affects

drivers’ attitudes towards using AVs [205]. The formation and development of trust in AVs

are complex, and researchers have conducted extensive studies to identify the factors that

contribute to its basis. For instance, Oliveira (2020) [147] evaluated drivers’ trust in various

configurations of interfaces within a fully automated vehicle that communicated driving sta-

tus and intended behavior. The study found that animate representations and augmented

reality interfaces scored higher on three trust bases: familiarity, reliability, and confidence.

These trust bases align with the trust theory defined by Sheridan (1989) [173]. Similarly,

Gold et al. (2015) [58] found that driving experience increased self-reported trust in AVs,

and older participants rated AVs more highly than younger drivers in terms of all trust

components. These components include reliability, competence, responsibility, predictabil-

ity, dependability, and faith and align with the trust dimensions proposed by Barber (1983)

and Rempel et al. (1985) [6, 156].

In conclusion, trust is a critical component in AV acceptance and utilization. Various

models and theories have been developed to understand how trust influences people’s in-

tention to use AVs, and multiple factors contribute to trust formation and development in

AVs. Further research is necessary to improve drivers’ trust in and acceptance of AVs by
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investigating the factors that affect trust in AVs.

3.2.1.2 Expectation and Expectation Disconfirmation Theory (EDT)

Expectations significantly impact attitudes toward and adoption of technology. Expectations

refer to individuals’ beliefs about the future performance of technology [12]. These beliefs are

shaped by the quality and reliability of the information received from various sources, such

as advertising, media reports, media interviews, and interpersonal communication [201, 183].

Research has shown that expectations are a critical factor in the acceptance and adoption

of AVs, as individuals are more likely to accept and drive with AVs if their expectations are

higher [78, 184]. Positive expectations also lead to positive attitudes and reliance on AVs

[92, 157].

The Expectation-Disconfirmation Theory (EDT) is a psychological theory that explains

how expectations influence individuals’ attitudes and behaviors towards a particular prod-

uct or service by comparing their expectations with their actual experiences [36, 148, 187].

Performance, in the context of EDT, refers to an individual’s beliefs about the technology’s

performance during a usage period [95, 20]. Disconfirmation refers to the extent to which

technology performs either better or worse than initially expected on those attributes [10].

Disconfirmation can be positive when a technology’s performance exceeds expectations or

negative when a technology’s performance falls short of expectations [148, 72].

EDT has been applied in various fields, including marketing and consumer behavior

[123, 87], psychology [154], information systems [176], and service quality [79]. For example,

Mellers et al. (1997) [123] found that individuals were more satisfied with a positive out-

come when a negative outcome was expected and more dissatisfied with a negative outcome

when a positive outcome was expected. Staples et al. (2002) [176] discovered that individu-

als with unrealistically high expectations had lower perceptions of system effectiveness and

satisfaction compared to those with accurate or low expectations.

In summary, EDT suggests that individuals form expectations, compare them with actual

experiences, and generate disconfirmation. Attitudes and behaviors towards a particular

product or service are further influenced based on this comparison. However, the impact of

such cognitive appraisals on trust in the context of AVs remains to be explored.

3.2.1.3 Expectation Disconfirmation Theory (EDT) and Trust

Trust is a crucial variable in many domains, yet its connection to the Expectation-

Disconfirmation Theory (EDT) has not been extensively examined. Trust-building in trust

research is often described as an expectation-disconfirmation process [94, 107, 108], and the
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use of terms such as ”expect” and ”expectations” in defining trust further supports this

link. For example, Zaheer [200] defines trust as the expectation that an actor is trustworthy,

predictable, and fair, while Zucker [207] defines it as a set of expectations shared by all those

involved in an exchange. Trust theory suggests that trust grows when it is positively con-

firmed but declines when it is negatively disconfirmed [132, 107, 108]. As these definitions

and theories indicate, trust progression is determined by disconfirmation of trust-related

expectations, making it closely linked to EDT [107, 162, 164].

Lankton’s (2012) research [95] applied EDT to understand the trust people have in tech-

nology. The study discovered that disconfirmation enhances trust as it becomes more posi-

tive, while negative disconfirmation decreases trust. Furthermore, negative disconfirmation

has a more significant negative impact on trust than positive disconfirmation has a posi-

tive effect. However, additional research is needed to explore how such cognitive appraisal,

through the lens of EDT, affects trust in the context of AVs.

3.2.1.4 Analytical Advances in Expectation Disconfirmation Theory (EDT)

The concept of disconfirmation is a critical aspect of the EDT and is determined by two

key components: expectations and performance perception. There are two ways to calculate

the level of disconfirmation: the first is by computing the difference between expectation

and performance (Difference scores), while the second is by directly observing the degree

of disconfirmation. However, the first approach has some limitations, such as individuals’

unawareness of whether the calculated disconfirmation is associated with expectation and

perceived performance or only one of them. Moreover, the results simply reveal the three-

dimensional relationship and untested constraints are imposed on the congruence equations

[45, 46, 187]. To avoid the issues associated with differences in scores, a direct measurement

of disconfirmation was developed. However, this method also has its limitations. The prob-

lem of oversimplification is still unresolved since the direct measure and outcome measure are

related in a two-dimensional way, unlike the three-dimensional relationship revealed by the

first approach. Additionally, the direct measurement of disconfirmation produces a unidi-

rectional measure that does not differentiate between positive and negative disconfirmation

[45, 46].

Previous research has proposed the polynomial model and response surface methodology

as effective means to understand the complex three-dimensional relationship between expec-

tations, perceived performance, and outcomes (e.g., satisfaction and trust). These methods

address the limitations associated with difference scores and direct measurements in examin-

ing disconfirmation levels in the EDT. The polynomial model, based on the theoretical model

Z = f(X,Y), can detect the relationship between component and outcome measures by exam-
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ining curvilinear terms [45, 46]. However, the results generated by polynomial modeling can

be difficult to interpret. Therefore, response surface methodology is used to present a set

of visual and statistical tests to better demonstrate how these results describe the surfaces

they imply. Response surface methodology emphasizes three primary characteristics of sur-

faces generated from polynomial models: a stationary point, principal axes, and slopes along

various lines of interest. This approach provides a more comprehensive understanding of the

contours and details of the plotted surface, helping researchers to better comprehend the

three-dimensional relationship between expectations, perceived performance, and outcomes

in the EDT [45, 46, 187].

3.2.2 Perceived Risk and Trust in AVs

Perceived risk is the subjective belief that pursuing a desired outcome carries a chance of

experiencing negative consequences [23]. In the context of driving, perceived risk is shaped

by evaluating the likelihood and severity of potential accidents, with factors such as ad-

verse weather, high-speed driving, and abnormal vehicle behavior influencing a driver’s risk

perception [110].

In the realm of trust, perceived risk is a fundamental aspect, as trust inherently involves

elements of vulnerability and uncertainty arising from unpredictable circumstances and asso-

ciated risks [103]. This interplay between vulnerability, uncertainty, and perceived risk makes

the latter a crucial component of trust. Numerous studies propose a causal chain in which

perceived risk informs trust, which subsequently impacts acceptance [204, 112, 120, 128].

Mayer et al. (1995) [120] posits that trust is tied to the perceived risk of a specific outcome,

and Mitchell (1999) [128] contends that risk predicts trust. Trust hinges on the willingness

of the involved parties to embrace vulnerability and acknowledge varying degrees of risk.

Empirical evidence corroborates this relationship, as research has revealed that perceived

safety risks negatively affect the acceptance of AVs [204, 4]. Hebert et al. (2021) [4] further

underscore the substantial impact of both internal and external risks on trust in automated

driving systems (ADS).

In summary, perceived risk is a critical factor in understanding trust in automation,

as it significantly influences trusting behavior and the acceptance of automated systems.

Recognizing the importance of both internal and external risks is essential for fostering trust

over time.
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3.3 Hypothesis Development

Our hypothesis development draws upon the Expectation Disconfirmation Theory (EDT)

and trust theory. EDT suggests that individuals form initial performance expectations,

serving as a reference point for evaluating perceived performance after an experience. This

cognitive comparison is known as disconfirmation. EDT predicts that when disconfirmation

is more positive (performance exceeds expectations), individuals experience greater pleasure,

leading to increased positive attitudes and intention to use. Conversely, when disconfirmation

is more negative (performance falls short of expectations), individuals experience displeasure,

resulting in negative attitudes.

Trust theory posits that the cognitive appraisal of disconfirmation affects trusting

intention. When AV performance exceeds expectations, positive disconfirmation occurs,

potentially encouraging individuals to trust the system more. Previous research has

shown that users are more likely to explore and utilize an information system when

initial expectations are significantly surpassed [75]. This tendency may stem from users

investigating various features to enhance productivity beyond their initial expectations,

thereby achieving equilibrium between expectations and performance through increased

trust [95, 17]. Conversely, negative disconfirmation arises when perceived AV performance

falls short of expectations, which may lead to a reduction in trusting intention. Prior

studies have demonstrated that users are less likely to trust e-commerce websites when

performance does not meet expectations, as the resulting disappointment diminishes

the perception of trustworthiness [17]. Such negative trust disconfirmation can render

relationships unsustainable and expensive to mend. Consequently, we predict that pos-

itive disconfirmation will promote trust in AVs, while negative disconfirmation will hinder it.

H1A: Positive disconfirmation will positively influence trust in AVs.

H1B: Negative disconfirmation will negatively influence trust in AVs.

Operating a vehicle inherently involves risks stemming from both external and inter-

nal factors, especially in diverse driving situations. External risks are tied to uncertainties,

such as adverse weather conditions, which significantly influence risk perception. In the

United States, weather-related risks contribute considerably to high traffic accident rates

and disrupted traffic flow [80]. Factors like slippery roads and reduced visibility heighten

these risks, making safe navigation of roads challenging for drivers [47]. Moreover, internal

characteristics within the vehicle also affect the perceived risk of driving. Aggressive

driving styles can impair a driver’s performance and raise the likelihood of accidents. Such

38



behavior encompasses unsafe and hostile driving practices, disregarding other drivers, and

includes actions like frequent or unsafe lane changes, failure to signal or yield, tailgating,

and ignoring traffic controls [127].

Extensive research has established a sequential relationship between trust and perceived

risk, showing that trust formation is influenced by the level of perceived risk in a specific

environment or interaction. Generally, as perceived risk increases in technology engagement,

trust decreases. For instance, Corbitt et al. (2003) found that users’ perceived risk neg-

atively affected their trust in online banking systems [29]. Various risk factors, including

privacy, security, product pricing, and customer service risks, have been identified as trust

determinants. Lower levels of these risks led to increased trust in e-commerce platforms [81].

Moreover, prior studies confirmed that perceived privacy risks negatively impact trust in

electronic transactions, emphasizing the role of perceived risk as a precursor to trust [34]. In

the context of AVs, individuals become vulnerable to potential performance issues when they

allow an AV to assume control of driving tasks. Risk is an intrinsic factor that influences

trust. As risk levels decrease, higher trust has been observed in AV research [4, 81, 146, 151].

In other words, the AV literature supports the negative relationship between risk percep-

tion and trust formation. Therefore, it is crucial to examine factors related to risks in AVs

when assessing trust. In conclusion, including risk perception is vital for a comprehensive

evaluation of trust in human-vehicle interaction.

We propose that both external and internal risk factors, like weather and AV driving

behavior, can affect the relationship between disconfirmation and trust in AVs. Severe

weather conditions can significantly impact trust in AV systems, as drivers may doubt

the AV’s ability to accurately assess the situation and make appropriate decisions. This

uncertainty leads to a decrease in their willingness to be vulnerable and trust the AV system

during inclement weather compared to fair weather. Internal risk factors, such as AV driving

behavior, can also substantially impact trust. For instance, an AV exhibiting aggressive

driving behavior may be perceived as less capable and safe by drivers, resulting in a decline

in confidence in the system and further diminishing trust. Therefore, we hypothesize that

both external and internal risk factors affect the relationship between disconfirmation of

expectation and performance and trust in AVs. Specifically, we suggest that severe weather

conditions will lead to reduced trust in AVs. Similarly, AVs displaying aggressive driving

behavior will also undermine trust in AVs.

H2: The impact of disconfirmation on driver’s trust in AVs can be moderated by

weather and AV driving behavior, with snowy weather and aggressive driving resulting in

reduced trust compared to sunny weather and normal driving behavior, respectively.
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3.4 Method

We obtained data from 443 participants through a nationwide survey using the web-based

survey tool Qualtrics. This study adhered to the ethical guidelines outlined by the Amer-

ican Psychological Association and was approved by the Institutional Review Board of the

University of Michigan. All participants provided informed consent before participating.

3.4.1 Survey Instrument and Respondents

In July and September 2018, we conducted an online survey via www.qualtrics.com to inves-

tigate the attitudes and perceptions of U.S. drivers towards AVs. To ensure a representative

sample, participants were screened for demographic characteristics associated with the driver

population in the United States. The collected data was anonymous.

We followed a four-step process using Qualtrics Online Research Service to select a rep-

resentative sample of U.S. drivers. First, we collected the percentages of subpopulations by

demographic variables such as age (18+), gender, region, and ethnicity, based on 2014–2015

statistics from the U.S. Department of Transportation and the AAA Foundation [182]. Sec-

ond, we calculated the study sample size using a confidence level of 95%, a confidence interval

of 5%, a 50% population proportion, and the U.S. Census Bureau’s population size of 225

million. Third, we calculated the number of qualified U.S. drivers based on the studied de-

mographic percentage and sample size and provided this information to Qualtrics. Finally,

Qualtrics’ online sample service collected a random and representative sample of respondents

based on the criteria selected by an embedded screener to include participants that met the

criteria.

Out of the participants who completed the survey, 443 respondents provided complete

responses and consented to participate. We excluded participants who declined to consent

or provided incomplete responses. Each qualified respondent received a $3 compensation for

their participation and responses. Table 2.1 presents a breakdown of the respondents’ de-

mographics, including age, gender, race, ethnicity, education, income, marital status, census

region, frequency of driving, driving experience, personality, and expectations about AVs.

3.4.2 Study Design

The study utilized a within-subjects design with four conditions, as shown in Table 3.1. Two

independent variables were manipulated, which were related to risk factors influencing AVs,

namely external factor (i.e., weather) and internal factor (i.e., AV driving behavior). As

part of the study, four videos were created to depict the different experimental conditions.
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Table 3.1: Experimental design.

AV Driving Behavior

Normal(N) Aggressive(A)

Weather
Sunny(N) NN NA

Snowy(W) WN WA

Screenshots from each of these videos, illustrating the conditions, can be seen in Figures 3.1.

Figure 3.1: Video screenshots of four conditions

3.4.2.1 Independent Variables

Weather Conditions: In this study, we manipulated weather conditions as an external

factor by using two levels: sunny (N) and snowy (W). We altered the environment in which

the AVs operated to manipulate the weather conditions, adjusting road visibility and video

brightness accordingly. Specifically, videos depicting sunny weather conditions had higher
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road visibility and video brightness compared to those showing snowy weather conditions.

AV Driving Behaviors: We identified two types of AV driving behaviors: normal (N) and

aggressive (A). We operationalized these behaviors by adjusting the speedometer reading

and the frequency of car shakes in the video clips. Video clips presenting aggressive driving

behavior had a higher number of car shakes and a higher average speed, whereas those

depicting normal driving behavior had fewer car shakes and a lower average speed.

AV Expectation: To measure participants’ expectations of AVs before experiencing them

in the study, we administered a questionnaire with a 7-point Likert rating scale ranging

from 1 (low) to 7 (high) [185]. The questionnaire consisted of three items designed to assess

participants’ overall expectations, effectiveness, and safety regarding self-driving cars. The

items were as follows: (1) How would you rate your overall expectations regarding the driving

of a self-driving car?; (2) How would you rate your expectations regarding the effectiveness

of a self-driving car?; and (3) How would you rate your expectations regarding the safety

of a self-driving car? Our goal in using this questionnaire was to measure participants’

pre-existing beliefs and attitudes towards AVs, which may have influenced their subsequent

perceptions and behaviors in the study.

Perceived Performance: We administered a questionnaire to assess participants’ realistic

perceptions of the capabilities and performance of AVs. The questionnaire consisted of three

items, rated on a seven-point Likert scale (1 = low, 7 = high), which aimed to evaluate

participants’ perceptions of the AVs they had just experienced. The items were as follows:

(1) How would you rate the driving of the self-driving car you just experienced?; (2) How

would you rate the effectiveness of the self-driving car you just experienced?; and (3) How

would you rate the safety of the self-driving car you just experienced? The questionnaire was

designed to assess participants’ subjective evaluations of the AVs they had just encountered

and to compare these evaluations with their pre-existing expectations, as assessed in an

earlier questionnaire. This comparison aimed to provide insight into the potential impact of

experience on participants’ perceptions of AVs.

3.4.2.2 Dependent Variable

The level of trust in AVs was measured using the Scale of Trust in Automated Systems,

developed by Jian et al. (2000) [76]. This validated 12-item scale is commonly used to

collect data on trust in both human and automated systems. We made appropriate revisions

to the trust questionnaire to suit the context of AVs. To derive the composite subjective

trust score, we averaged the responses to all 12 items in the questionnaire.
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3.4.2.3 Manipulation Check of Risk Conditions

Participants were presented with four videos, each representing varied AV driving behaviors

and weather conditions. Our aim was to determine whether participants could discern the

differences between these scenarios in terms of their internal and external influences. Fol-

lowing the viewing of each video, participants were requested to assess their perceived risk

associated with different weather conditions, utilizing a 7-point Likert scale. This measure

was adapted from the questionnaire used in Hayes’ 1998 study [66]. Subsequently, we eval-

uated whether participants could distinguish between two distinct AV driving behaviors,

employing a perceived unsafety scale. This scale, consisting of eight items, was also adapted

from Hayes’ 1998 study [66], and utilized a 5-point Likert scale for responses.

3.4.3 Data Analysis Approach

This section covers the use of polynomial regression, response surface methodology, and the

analytical model applied in this study.

3.4.3.1 Polynomial Regression

Previous research has used difference scores as predictors of certain outcomes [44, 45]. Dif-

ference scores can be algebraic, absolute, or squared differences between two components.

Polynomial regression is an empirically-driven statistical technique that employs equations

to test the relationship between difference scores and outcomes [45]. For instance, Equation

3.1 can be used to assess how the change in outcome (Z) is related to the squared difference

score between two measures (X and Y) as these measures increase or decrease:

Z = b0 + b1(X − Y )2 + e (3.1)

e represents a random distribution term, and the positive sign on b1 indicates that Z

increases as the difference between X and Y changes in either direction [45, 44]. The equation

can be expanded as follows:

Z = b0 + b1X
2 − 2b1XY + b1Y

2 + e (3.2)

Equation 3.2 can be further relaxed and added with the low-order terms, which generate

Equation 3.3:

Z = b0 + b1X + b2Y + b3X
2 + b4XY + b5Y

2 + e (3.3)
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When combining Equations 3.2 and 3.3, four constraints are established: (1) the coeffi-

cient on X equals zero, (2) the coefficient on Y equals zero, (3) the coefficient on X2 and Y 2

is identical, and (4) the sum of coefficients on X2, Y 2, and XY equals zero. In prior research

using polynomial regression equations, these constraints were usually rejected. Therefore,

response surface methodology is necessary to correctly interpret the coefficients of uncon-

strained quadratic equations in such cases.

3.4.3.2 Response Surface Methodology

Response surface methodology is a useful tool for testing and describing the key surface

features that correspond to quadratic equations. It resolves the challenge of interpreting

coefficients in unconstrained quadratic equations [45, 44, 89, 13]. The response surface is

interpreted by three main features: (1) Stationary points, which correspond to those at

which the slope of the surface is zero (minimal, maximal, or saddle point of the surface);

(2) Principal axes, which are the lines that run perpendicular to each other and intersect

at the stationary point. The slopes and intercepts of both principal axes can be computed

using the coefficients in Equation 3.3; (3) Slopes along lines of interest, such as the principal

axis and confirmation/disconfirmation axis, that are relevant to testing and interpreting the

hypothesis [45, 18].

3.4.4 Proposed Study Model

The study model is based on the expectation disconfirmation theory. Hypothesis 1 proposes

that people will trust AVs more when their performance exceeds expectations, while trust

will be negatively impacted when performance falls short of expectations. This hypothesis

can be tested and explained using the following equation:

Z = b0 + b1E + b2P + b3E
2 + b4EP + b5P

2 + e (3.4)

Z represents AV trust, E represents expectations towards AVs, and P represents perceived

performance.

To test Hypothesis 2 (H2), we propose that two moderators, weather conditions and AV

driving behavior, play a significant role in the relationship between AV trust and expectation-

disconfirmation. The equation representing this hypothesis is as follows:

Z = b0+b1E+b2P+b3E
2+b4EP+b5P

2+b6V +b7EV +b8PV +b9E
2V +b10EPV +b11P

2V +e

(3.5)
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Z represents trust, E represents AV expectations, P represents perceived performance,

and V represents the moderator (i.e., weather conditions or driving behavior of the AV).

The terms EV, PV, E2V , EPV, and P 2V are included to test the moderation effect. The

increment in R2 generated by these terms will be used to test the moderation effect of the

two variables.

3.5 Result

3.5.1 Construct Reliability and Validity

To reduce multicollinearity and improve the interpretation of the polynomial equation co-

efficients, the expectation and perceived performance scales were centered by subtracting

the scale midpoints from the actual score [46]. Construct validity and reliability were evalu-

ated using a sequential approach suggested by Wille (1996) [194]. Firstly, Cronbach’s alpha

was computed, and the results showed that the alpha values for all constructs were 0.80 or

higher, indicating acceptable levels of construct reliability. Secondly, the validity of the mea-

surement constructs was assessed using principal component analysis with varimax rotation,

resulting in a five-factor solution. As displayed in Table 3.2, all items had factor loadings of

0.7 or higher, indicating acceptable construct validity. An overview of the means, standard

deviations, and correlations is provided in Table 3.3.

3.5.2 Hypotheses Testing

Our study involved an exploratory analysis that utilized polynomial regression and response

surface analysis. Through our analysis, we discovered that the higher-order equation ex-

plained a more substantial amount of variance compared to the first-order equation, as

evidenced by the results in Table 3.4. Consequently, we rejected the linear model and chose

the quadratic model instead. Furthermore, the F-test results demonstrated that the R2

value of the quadratic equation was significantly higher than that of the linear equation

when predicting trust in AVs based on expectations of AVs and perceived performance.

3.5.2.1 Manipulation Check

The results from this portion of our study illustrated that participants were significantly

capable of differentiating various weather conditions. Snowy weather was associated with

a higher perceived risk (mean = 4.722) compared to sunny weather (mean = 4.116, p <

0.001). In terms of AV driving behaviors, aggressive driving behavior led to a heightened
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Table 3.2: Factor loadings and items.

Variable Items
Cronbach’s

Alpha

Component

1 2 3

Trust

The just shown self-driving car was deceptive.

0.93

0.81

The just shown self-driving car behaved in an underhanded
manner.

0.87

I was suspicious of the just shown self-driving car’s intent,
action, or output.

0.92

I was wary of the just shown self-driving car. 0.89

I worried that the just shown self-driving car action will
have a harmful or injurious outcome.

0.84

I was confident in the just shown self-driving car. 0.92

The just shown self-driving car provided security. 0.93

The just shown self-driving car had integrity. 0.91

The just shown self-driving car was dependable. 0.93

The just shown self-driving car was reliable. 0.93

I can trust the just shown self-driving car 0.94

I am familiar with the just shown self-driving car. 0.76

Expectation

How would you rate your overall expectations regarding
the driving of a self-driving car?

0.96

0.96

How would you rate your expectations regarding the
effectiveness of a self-driving car?

0.96

How would you rate your expectations regarding the
safety of a self-driving car?

0.95

Perceived
Performance

How would you rate the driving of the just shown self-
driving car?

0.95

0.84

How would you rate the effectiveness of the just shown
self-driving car?

0.84

How would you rate the safety of the just shown self-
driving car?

0.83

Table 3.3: Descriptive statistics and correlation matrix.

Variable Means Std.Dev 1 2 3
Expectation -0.25 2.10 1

Perceived performance -0.29 2.05 0.57** 1
Trust 3.93 1.78 0.22** 0.47** 1

Note: **p < 0.001
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Table 3.4: Predicting trust using expectation and perceived performance.

Dependent
Variable

Independent Variables
First-Order

Linear Equation
Second-Order

Quadratic Equation
R2 R2

Trust

Expectation
0.48**

-0.057*

0.49*

-0.059*
Perceived Performance 0.442** 0.447**

Expectation2 -0.031*
Expectation x Perceived Performance 0.025*

Perceived Performance2 0.018
Note: *p < 0.05, **p < 0.001

perception of unsafety (mean = 3.797) relative to normal driving behavior (mean = 3.289,

p < 0.001). These findings underscore the sensitivity of participants to both environmental

and behavioral variations in AV operation.

3.5.2.2 Expectation-Disconfirmation Theory and Polynomial Regression Anal-

ysis

Based on the EDT, we propose that as disconfirmation becomes more negative, trust in AVs

will decrease (H1A), while as disconfirmation becomes more positive, the intention to trust

will increase (H1B). To support these hypotheses, two conditions on the response surface need

to be met: the slope of the disconfirmation axis should be negative, while the confirmation

axis should be positive. Additionally, the slope of the disconfirmation axis should be higher

than the slope of the confirmation axis, since positive disconfirmation is linked with a higher

level of trust outcome [18]. Table 3.6 shows that the slope of the disconfirmation axis is

-0.506, while the confirmation axis slope is 0.388, meeting both conditions. Therefore, these

results provide empirical evidence that the discrepancy between experiences and expectations

influences trust in AVs. Trust increases when expectations are met or exceeded and decreases

when expectations fall short, supporting H1A and H1B.

Table 3.5: Stationary points and principal axes.

Dependent
Variable

Stationary Point First Principal Axis Second Principal Axis

X0 Y0 p10 p11 p20 p21

Trust -4.655 -9.184 10.182 4.160 -10.303 -0.240

To gain a better understanding of the relationship between disconfirmation and trust in

AVs, we conducted a detailed response surface analysis. The key features and corresponding

results of this analysis are presented in Tables 3.6 and 3.5. Our approach followed the
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Table 3.6: Slopes along lines of interest.

Dependent
Variable

Y = X Y = -X Surface Along
First Principal Axis

Surface Along
Second Principal Axis

ax a2x ax a2x ax a2x ax a2x

Trust 0.388** 0.012 -0.506** -0.038 3.580 0.385 -0.335 -0.036

Note: **p < 0.001

steps outlined by Edwards and Harrison (1993) [46]. Specifically, we began by examining

the location of the stationary point to determine whether the surface was centered at the

origin of the XY plane. Our results showed that the surfaces for expectation and perceived

performance predicting trust in AVs were saddle-shaped (see Figure 3.2). Furthermore,

we found that the stationary point was located beyond the front edge of the XY plane,

specifically at X0 = -4.655 and Y0 = -9.184. These findings provide valuable insights into

the complex interplay between disconfirmation and trust in AVs.

Figure 3.2: Response surface analysis for disconfirmation predicting trust in AVs

In the second step of our analysis, we examined the intercepts and slopes of the principal

axes of the surface, which describe its orientation in the XY plane. The first principal axis,
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Y = p10 + p11X, had an intercept and slope of 10.182 and 4.160, respectively, but neither was

statistically significant. This indicates that the axis is not significantly different from the X

= Y line. We found that the surface was flat along the first principal axis (a2x = 0.385, not

statistically significant; ax = 3.580, not statistically significant). The second principal axis

had an intercept and slope of -10.303 and -0.240, respectively, but neither was statistically

significant, indicating that the axis is not significantly rotated or shifted from the X = -Y

line. Along this axis, the surface had a flat contour and a slightly negative slope where it

crossed the y-axis (a2x = -0.036, not statistically significant; ax = -0.335, not statistically

significant). These findings provide further insights into the shape and orientation of the

surface and how it relates to the complex interplay between disconfirmation and trust in

AVs.

As a final step, we examined the surface along the Y = X and Y = -X lines. The Y = X

axis surface manifested no notable curvature (a2x = 0.012, not statistically significant) and

exhibited positivity at the origin (ax = 0.388, p < 0.001). In contrast, the surface along the

Y = -X axis displayed a negative slope, without any observable curvature (a2x = -0.038, not

statistically significant; ax = -0.506, p < 0.001).

Taken together, the response surface analysis revealed three key findings. First, the

surface showed an upward surface along the Y = X line, indicating that drivers tend to have

higher trust in AVs when both expectation and perceived performance are high compared to

when both are low. Second, the surface exhibited a downward tendency along the Y = -X line,

indicating that trust in AVs increases at a constant rate (0.506) as perceived performance

increases toward expectation and continues to increase when expectation and performance

are equal (X = 0, Y = 0). This means that when the AV’s performance falls short of

expectations, the greater the deviation from those expectations, the lower the level of trust in

AVs. Third, the surface along the Y = -X line also revealed that trust in AVs increases when

perceived performance exceeds expectations. Specifically, the greater the AV’s performance

exceeds expectations, the higher the level of trust in AVs. This comprehensive analysis sheds

light on the intricate relationship among expectation, disconfirmation, and trust in AVs and

provides support for both hypotheses H1A and H1B.

3.5.2.3 Moderated Polynomial Regression Analysis

To assess whether external factors such as weather and internal risk factors like AV driv-

ing behavior influence the relationship between disconfirmation and trust in AVs, we used

moderated polynomial regression techniques [46, 44, 42]. We incorporated the variable V

as a moderator into the quadratic regression equation for X, resulting in equation Y. We

then measured the moderation effect by including the terms V, XV, YV, XYV, X2V, and
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Table 3.7: Results of moderated polynomial regression analysis for weather conditions.

Dependent
Variable

Independent Variables Coefficients
Model

1 2

Trust

Expectation b1 -0.059* -0.235**
Perceived Performance b2 0.447** 0.673**

Expectation2 b3 -0.031* -0.072
Expectation x Perceived Performance b4 0.025* 0.021

PerceivedPerformance2 b5 0.018 0.068
Weather b6 -0.325*

Expectation x Weather b7 0.119*
Perceived Performance x Weather b8 -0.162**

Expectation2 xWeather b9 0.033
Expectation x Perceived Performance x Weather b10 0.003

PerceivedPerformance2xWeather b11 -0.037
R2 0.478** 0.492**

R2Change 0.014**
Note: *p < 0.05, **p < 0.001

Y 2V and examining the increase in R2. This approach helps to determine whether the ef-

fects of disconfirmation on trust in AVs are contingent upon specific external or internal

factors, providing a more nuanced understanding of the complex relationship between these

variables.

The results presented in Table 3.7 show that including weather as a moderator in the

model led to a statistically significant increase in R2, with an F change value of 5.236 (p

< 0.001). This finding suggests that weather, as an external risk factor, moderates the

relationship between disconfirmation and trust in AVs, providing support for hypothesis

H2A.

Our analysis also supports hypothesis H2B, which suggests that AV driving behavior

acts as an internal risk factor that moderates the relationship between disconfirmation

and trust in AVs. Including AV driving behavior as a moderator in the model leads to a

significant increase in R2, with an F change value of 5.461 and a p-value of less than 0.001,

as shown in Table 3.8. These findings confirm that AV driving behavior influences the

relationship between disconfirmation and trust in AVs, providing support for hypothesis

H2B. The results suggest that both external factors, such as weather, and internal factors,

such as AV driving behavior, play a critical role in shaping the complex relationship between

disconfirmation and trust in AVs. To gain a clearer understanding of how trust varies

with disconfirmation and risk perceptions, we performed a more detailed response surface

analysis for each of the experimental conditions.

Moderated Polynomial Regression Analysis for Weather
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Table 3.8: Results of moderated polynomial regression analysis for AV driving behavior.

Dependent
Variable

Independent Variables Coefficients
Model

1 2

Trust

Expectation b1 -0.059* -0.177*

Perceived Performance b2 0.447** 0.632*

Expectation2 b3 -0.031* -0.072

Expectation x Perceived Performance b4 0.025* 0.050

PerceivedPerformance2 b5 0.018 0.028

AV Driving Behavior b6 -0.432*

Expectation x AV Driving Behavior b7 0.091

Perceived Performance x AV Driving Behavior b8 -0.144*

Expectation2 xAV DrivingBehavior b9 0.027

Expectation x Perceived Performance x AV Driving Behavior b10 0.010

PerceivedPerformance2xAV DrivingBehavior b11 -0.012

R2 0.478** 0.492**

R2Change 0.014**

Note: *p < 0.05, **p < 0.001

Table 3.9: Coefficients for response surface analysis predicting trust in AVs at sunny versus
snowy weather.

Dependent
Variable

Independent Variables Coefficients
Weather

Sunny Snowy

Trust

Intercept b0 4.178 3.853

Expectation b1 -0.116** 0.004

Perceived Performance b2 0.511** 0.348**

Expectation2 b3 -0.040* -0.007

Expectation x Perceived Performance b4 0.024 0.027

PerceivedPerformance2 b5 0.031 -0.006

Note: *p < 0.05, **p < 0.001
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Sunny Weather: The association between expectation, perceived performance, and trust

in Autonomous Vehicles (AVs) under sunny weather conditions is depicted in Figure 3.3.

The coefficients used in the response surface analysis, which predict trust in AVs in sunny

weather, are documented in Table 3.9. As found in the comprehensive data analysis, the

surface portrayed a saddle shape with a stationary point residing at X0 = 3.514, Y0 = -6.88,

as specified in Table 3.10. Table 3.11 showed that the slope of the first principal axis was

6.081 (not statistically significant), and the intercept of the axis was 14.490 (not statistically

significant). The analysis of the Y = X line revealed a surface without curvature and a

positive slope at the origin (a2x = 0.015, not statistically significant; ax = 0.395, p < 0.001).

In contrast, the Y = -X line demonstrated a surface void of curvature and exhibited a

negative slope (a2x = -0.033, not statistically significant; ax = -0.627, p < 0.001). Overall,

these findings were consistent with those obtained from the analysis of all data surfaces.

Figure 3.3: Response surface for sunny weather condition

Snowy Weather: In snowy weather conditions (Figure 3.4), we observed a saddle-shaped

surface for expectation and perceived performance that predicted trust in AVs. The station-

ary point was located beyond the XY plane at X0 = -16.834 and Y0 = -8.87 (Table 3.10). The

slope of the first principal axis was slightly greater than 1 (p10 = 1.038, p¡0.05), indicating a
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Table 3.10: Stationary points and principal axes for sunny and snowy weather condition.

Weather
Stationary Point First Principal Axis Second Principal Axis

X0 Y0 p10 p11 p20 p21

Sunny -3.514 -6.882 14.490 6.081 -7.459 -0.164

Snowy -16.834 -8.877 8.592 1.038* -25.099 -0.964*

Note: *p < 0.05

Table 3.11: Slopes along lines of interest for sunny and snowy weather condition.

Weather

Y = X Y = -X Surface Along
First Principal Axis

Surface Along
Second Principal Axis

ax a2x ax a2x ax a2x ax a2x

Sunny 0.395** 0.015 -0.627** -0.033 8.802 1.252 -0.303 -0.043

Snowy 0.352** 0.014 -0.344** -0.040 0.490* 0.015* -1.299 -0.039

Note: *p < 0.05, **p < 0.001

slight counterclockwise rotation of the surface off the Y = X line (Table 3.11). The surface

was convex along the first principal axis (a2x = 0.015, p < 0.05) and had a significant positive

slope where it crossed the y-axis (ax = 0.490, p < 0.05). The slope of the second principal

axis was slightly lower than -1 (p20 = -0.964, p < 0.05), indicating a slight counterclockwise

rotation of the surface off the Y = -X line. The surface along the Y = X line displayed a

non-curved profile with a positive slope at its origin (a2x = 0.014, not statistically significant;

ax = 0.352, p < 0.001), and the surface along the Y = -X line showed a lack of curvature

and had a negative slope at its origin (a2x = -0.037, not statistically significant; ax = -0.035,

p < 0.001).

Overall, the results from the analysis of the surface for snowy conditions were generally

consistent with those for sunny conditions, with two exceptions. First, although trust

increased as perceived performance increased toward and exceeded the initial expectation

for both conditions, the rate of increase in trust was slower in snowy conditions than in

sunny conditions (0.344 vs. 0.627). This indicates that drivers are more cautious in forming

trust when facing high external risk conditions, such as snowy weather. Second, based on

the curvature along the first principal axis and tendency along the Y = X surface, we can

conclude that trust increases at a faster rate when both expectation and performance are

high than when both are low.

Moderated Polynomial Regression Analysis for AV Driving Behavior
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Figure 3.4: Response surface for snowy weather condition

Normal AV Driving Behavior: Figure 3.5 displays the corresponding surface for normal

AV driving behavior conditions. The stationary point was located at X = -4.971, Y = -

9.036 (Table 3.13). The first principal axis had an intercept and slope of 7.612 and 3.349,

respectively, indicating that the axis is not significantly rotated or shifted from the X = Y

line (Table 3.14). The second principal axis had an intercept and slope of -10.520 and -0.299

and is not significantly different from the X = -Y line. Along the Y = X line, the surface had

an insignificant curvature of 0.011 and a slope of 0.402 at the points X = 0, Y = 0. Along

the Y = –X line, the surface had a non-significant curvature of –0.069 and a slope of 0.574

at the point X = 0, Y = 0. These results provide further understanding of the intricate

relationship between disconfirmation, risk perception, and trust in AVs in the context of

normal AV driving behavior. The negligible curvature and positive slope along the Y = X

line suggest that drivers have higher trust in AVs when their expectations and perceived

performance are high. Conversely, the insignificant curvature and negative slope along the

Y = –X line indicate that trust increases as the AV’s performance exceeds expectations.

Aggressive AV Driving Behavior: Figure 3.6 illustrates the response surface analysis

for normal AV driving behavior conditions. The stationary point was located at X = -8.475
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Table 3.12: Coefficients for response surface analysis predicting trust in AVs at normal versus
aggressive AV driving behavior.

Dependent
Variable

Independent Variables Coefficients
AV Driving Behavior

Normal Aggressive

Trust

Intercept b0 4.227** 3.795**

Expectation b1 -0.086* 0.006

Perceived Performance b2 0.488** 0.343**

Expectation2 b3 -0.045* -0.018

Expectation x Perceived Performance b4 0.040* 0.031

PerceivedPerformance2 b5 0.016 0.004

Note: *p < 0.05, **p < 0.001

Table 3.13: Stationary points and principal axes for normal AV driving behavior.

AV Driving
Behavior

Stationary Point First Principal Axis Second Principal Axis

X0 Y0 p10 p11 p20 p21

Normal -4.971 -9.036 7.612 3.349 -10.520 -0.299

Aggressive -8.475 -10.035 6.371 1.936 -14.413 -0.517

Table 3.14: Slopes along lines of interest for normal AV driving behavior.

AV Driving
Behavior

Y = X Y = -X Surface Along
First Principal Axis

Surface Along
Second Principal Axis

ax a2x ax a2x ax a2x ax a2x

Normal 0.402** 0.011 -0.574** -0.069 2.668 0.268 -0.552 -0.056

Aggressive 0.349** 0.017 -0.337** -0.045 0.966 0.057 -0.558 -0.033

Note: **p < 0.001
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Figure 3.5: Response surface for normal AV driving behavior

and Y = -10.035 (Table 3.13). The first principal axis had an intercept of 6.371 and a slope

of 1.936 (Table 3.14). The second principal axis had an intercept of -14.413 and a slope of

-0.517, which indicates that it is not significantly different from the X=-Y line. Along the

Y = X line, the surface demonstrated no curvature, with a curvature value of 0.017, and it

presented a slope of 0.349 at the origin (X = 0, Y = 0). On the other hand, along the Y =

-X line, the surface had a non-significant curvature of -0.045 and a negative slope of -0.337

at the point X = 0, Y = 0. Compared to AVs with normal driving behavior, those with

aggressive behavior tend to elicit a slower rate of increase in trust as perceived performance

moves towards, meets, and exceeds expectations.

3.5.3 Summary of the Results

This paper presents three overarching conclusions. First, the findings indicate that as dis-

confirmation becomes more negative, trust in AVs decreases. This is evidenced by the

negative slope along the Y=-X surface, supporting H1A. Second, positive disconfirmation

has a positive impact on trust in AVs. Trust continuously increases when perceived per-

formance exceeds expectations, thus supporting H1B. Furthermore, moderation effect tests
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Figure 3.6: Response surface for aggressive AV driving behavior

for weather and driving behaviors reveal that these factors significantly influence the rela-

tionship between expectation disconfirmation and trust in AVs, supporting H2A and H2B.

In addition, response surface methodology tests demonstrate that the rate at which trust

increases varies depending on the risk conditions. For instance, in risky situations such as

snowy weather and aggressive driving behavior, trust increases at a less steep rate than

in sunny and normal AV driving behavior conditions, respectively. The following section

describes the findings and their contributions to the literature.

3.6 Discussion

3.6.1 Expectation, Disconfirmation, and Trust in AVs

This study offers a significant contribution to the literature on trust in AVs by elucidating

the role expectations play in shaping trust. While previous research has demonstrated that

positive expectations towards automated driving systems increase individuals’ subjective

trust [92], this study delves deeper by revealing the mechanism through which expectations
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influence trust and emphasizing the crucial role of disconfirmation in determining trust in

AVs.

The findings of the study show that AVs are perceived as more trustworthy when their

performance exceeds expectations, leading to a positive disconfirmation effect that engenders

a favorable response. Conversely, negative disconfirmation has a detrimental effect on trust,

resulting in disappointment and distrust. When AVs do not perform as well as expected,

it leads to a negative disconfirmation effect, which can undermine people’s trust in them.

Moreover, the study uncovered significant effects of varied levels of confirmation on trust.

The results suggest that when the perceived performance of AVs aligns with high expecta-

tions, trust in AVs is greater than in cases where low expectations are met by low-performing

AVs.

In summary, the study’s findings support and explain previous research on the role of

expectations in fostering trust in AVs. High-performing AVs generate more trust than lower-

performing AVs when meeting or exceeding people’s high expectations. However, when

performance falls short of expectations, trust is negatively affected.

3.6.2 Perceived Risk, Disconfirmation, and Trust in AVs

This study underscores the crucial role of perceived risks, both internal and external, in

influencing the impact of disconfirmation on trust in AVs. The findings suggest that per-

ceived risk significantly affects the rate at which trust fluctuates, whether it decreases or

increases. Notably, when AVs fail to meet expectations, trust declines more rapidly in low-

risk conditions (e.g., sunny weather and normal driving behavior) compared to high-risk

conditions (e.g., snowy weather and aggressive driving behavior). A possible explanation

for this phenomenon is that people may recognize the challenging circumstances in high-risk

situations and take into account the fact that AVs operate under more demanding and risky

conditions. This understanding can enhance their perception of the technology’s competence

and reliability, reducing the negative impact of performance failures on trust. In contrast,

in low-risk conditions, people may anticipate flawless AV performance, leading to a greater

loss of trust when their expectations are not met. Moreover, people may have a higher base-

line trust in AVs in low-risk conditions due to the perceived safety and predictability of the

driving situation. As a result, when AVs fail to meet their expectations, individuals might

experience a more profound sense of disappointment and betrayal, causing a more rapid

decline in trust. In comparison, people may have a lower baseline trust in AVs in high-risk

conditions because of the perceived complexity and uncertainty. Consequently, when AVs

perform poorly in these situations, people may be less surprised and disappointed, resulting
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in a slower decline in trust.

Furthermore, the study reveals that trust in AVs increases more rapidly in low-risk sit-

uations than in high-risk ones when the AVs perform better than expected. This finding

is counterintuitive, as we might anticipate trust to rise more quickly in high-risk situations

when performance exceeds expectations, considering that people may be surprised and im-

pressed by the AV’s ability to successfully complete tasks under challenging and unfavorable

conditions. A potential explanation for this counterintuitive phenomenon is that individuals

may be emotionally averse to high-risk situations. When driving conditions are unfavorable,

people might be more reluctant to drive and adopt a cautious approach in high-risk situations

to protect themselves from potential harm. This natural inclination to avoid high-risk situ-

ations could result in a slower increase in trust toward AVs, even when they perform better

than expected. Conversely, in low-risk conditions, people may be more open to trusting AVs,

as they perceive a lower threat in the driving environment. As a result, their intention to

trust AVs may increase more rapidly than in high-risk conditions. These findings align with

previous research demonstrating that risk perception influences individuals’ evaluations and

trust in AVs. In conclusion, these findings emphasize the importance of considering both

internal and external risk factors when cultivating trust in AVs. By addressing these factors,

we can better understand the dynamics of trust development and work towards creating an

environment where users can confidently rely on AVs in various driving situations.

3.6.3 Design Implications

The findings of this study provide valuable insights into designing AVs to enhance user

trust and promote widespread adoption. It is crucial for AV manufacturers and designers to

concentrate on meeting or exceeding users’ expectations in order to instill confidence in the

technology. To engender trust, AVs should operate efficiently and effectively across a wide

range of driving conditions, including high-risk situations.

Effectively managing user expectations is essential for building trust in AVs. AV designers

must transparently communicate the capabilities and limitations of their systems to users.

By offering clear and concise information about the potential risks and benefits of using AVs,

designers can manage user expectations and foster trust in the technology. Users should also

be informed of situations in which AVs may not perform optimally, such as during high-risk

conditions. Furthermore, AV designers should prioritize creating adaptable vehicles that

can handle various driving conditions and cater to user preferences. Equipping AVs with

features that provide personalized and comfortable driving experiences will help meet the

unique needs and expectations of individual users.
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In conclusion, by focusing on meeting and surpassing user expectations, managing those

expectations, and designing adaptable AVs for different driving conditions and user prefer-

ences, designers can build trust among users and encourage the widespread adoption of this

transformative technology.

3.6.4 Limitation and Future Research

While this study sheds light on the relationship between expectations, perceived perfor-

mance, and trust in AVs, it is vital to acknowledge certain limitations that must temper our

interpretation of the findings. To begin with, the study relied heavily on survey methods

to ascertain variables, raising potential issues about method bias and external validity. For

instance, the real-world conditions may not be accurately represented by the videos used in

this study, possibly undermining the generalizability of the findings. To bolster the external

validity and reduce these biases, it is advisable for future research to adopt field settings,

offering a more authentic context for study.

Moreover, although the study collected demographic and driving-related information from

participants, it left unexplored numerous influential factors, such as personality traits, the

tendency to be an early adopter, and the influences of surrounding social systems. These

elements can significantly shape an individual’s perception and trust in AVs. For instance,

personality traits can exert a significant impact on expectations, performance perception,

and trust, making it important for future research to probe these interrelationships for a

more layered understanding of trust dynamics in AVs.

Furthermore, an individual’s inclination to be an early adopter of novel technologies can

sway their acceptance and adoption of AVs. As suggested by the Diffusion of Innovations

theory, potential adopters with an affinity for innovations are more likely to accommodate

the necessary changes for the adoption of a new technology [163, 51]. Therefore, future re-

search should take into account the early adopter tendencies of individuals when examining

the acceptance and adoption of AV technology. The social system within which an individ-

ual operates can also exert substantial influence on their technology-related decisions and

perceptions. A crucial factor in diffusion of innovations research, a social system includes ex-

ternal pressures (such as media influence, mandates from organizations or government) and

internal factors (like social relationships, proximity to influential figures) [51]. A deeper con-

sideration of these multifaceted roles within a social system can offer a more comprehensive

view of the factors impacting an individual’s decision to adopt AVs.

Finally, it’s important to note that the results of this study are closely tied to the con-

structs measured, which constrains their generalizability. The investigation of other con-
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structs beyond trust could yield diverse insights and contribute to a more complete under-

standing of the factors driving the adoption and usage of AVs.

In conclusion, while this study provides essential insights into the relationship between

expectations, performance perception, and trust in AVs, these identified limitations call

for further research. Future studies should strive to address these limitations to provide a

more comprehensive and nuanced understanding of the factors influencing the adoption and

acceptance of AVs.

3.7 Conclusion

This study investigates the challenges of incorporating AVs into transportation systems,

specifically focusing on the prevalent lack of trust many people have towards them. Although

trust in AVs has been extensively researched, the role of expectations in shaping trust remains

underexplored. The Expectation Disconfirmation Theory (EDT) offers a valuable framework

for comprehending how users compare their expectations to actual experiences, resulting in

disconfirmation, which in turn affects their attitudes and adoption of technology. To better

understand the interplay between expectations, disconfirmation, risk perception, and trust

in AVs, an online survey involving 443 drivers in the United States was conducted. The

survey’s findings highlight the significant role of expectations in the cognitive appraisal

process and their impact on building trust in AVs. This study emphasizes the necessity

of ongoing research and development of AVs, as well as the implementation of effective

strategies to enhance trust in this emerging technology. By gaining a deeper understanding

of the factors influencing trust in AVs, we can work towards establishing a safer and more

efficient transportation system that benefits everyone.
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CHAPTER 4

Finding the Right Voice: Exploring the

Impact of Gender Similarity Between Human

and Automated Vehicle Voice and

Gender-Role Congruity on the Efficacy of

Automated Vehicle Explanations

4.1 Introduction

Existing research has primarily concentrated on the aspect of auditory explanations within

the realm of human-AV interactions, with less emphasis on understanding how voice char-

acteristics impact user trust in AVs. This paper endeavors to address this gap, delving into

the influence of gender similarity between the human user and the AV’s explanation voice,

and the concept of gender-role congruity, on user preferences in relation to cognitive and

affective trust towards AV explanation voices.

To advance our understanding in this domain, we conducted an online survey. The out-

comes from this survey provide a nuanced comprehension of the demographic and perceptual

elements at play. Our findings reveal that gender similarity between human users and the

AV explanation voice significantly sways both cognitive and affective trust. When the gender

of the human user and the AV voice align, trust in AVs is enhanced compared to groups

where genders are dissimilar.

Additionally, the principle of gender-role congruity serves as a substantial moderating

influence in the dynamic between gender similarity and affective trust. The profound impact

of gender similarity is notably moderated when the gender of the AV’s voice is incongruous

with the societal role traditionally attributed to that gender. To put it more simply, if the

AV voice matches the user’s gender, but this gender doesn’t align with what is traditionally
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expected for the role that the AV is performing (based on societal gender stereotypes), then

the increase in affective trust is not as strong. On the other hand, when the gender of the

AV voice is in line with both the user’s gender and traditional gender-role expectations, the

increase in trust is more noticeable. So, gender-role congruity — or how well the gender of

the AV voice aligns with traditional gender-role expectations — can influence the level of

trust users place in AVs.

Consequently, integrating these insights into future research and design practices can

substantially enrich the advancement of AV technology. It can pave the way for fostering

heightened levels of trust and confidence among users, which in turn can expedite the broader

acceptance and adoption of AVs.

4.2 Background

4.2.1 Explanations and Automated Vehicles

According to the Cambridge Advanced Learner’s Dictionary, explanations are given to make

something clear or easy to understand. In the context of AVs, explanations refer to the

rationale provided by the AV to make its actions comprehensible. Explanations are crucial

for AV acceptance, as they supply users with essential information regarding automation

decisions, leading to improved user-AV interactions [37]. AV explanations render the vehicle’s

actions predictable and intelligible, assisting drivers in forming accurate mental models [92].

These models serve as approximate representations of the AV’s functions and capabilities,

helping the driver understand appropriate actions in any given situation [53, 181]. Therefore,

explanations are vital in ensuring users trust the AV’s abilities and make informed decisions

while operating it. Research on AV explanations has identified two key areas: explanation

content and explanation timing [37, 61, 92, 53, 85, 86, 64, 193, 143].

Explanation content pertains to the information presented to the driver. Prior studies

have investigated the influence of AV explanation content on driver reactions. AV explana-

tion content can be categorized into three groups: (1) ”what” (2) ”why” or (3) ”what” +

”why”. The ”what” content describes the actions taken or to be taken by the AV [85, 193].

The ”why” content specifies the reasons for a specific action taken or to be taken by the

AV [85, 86]. The ”what” + ”why” provides information on both the action taken/will be

taken and the underlying reasons [37, 85]. Previous research has demonstrated that varying

content can impact drivers’ attitudes and behaviors. The literature can be organized into

three overarching findings. First, the why-only explanation content leads to the best driver

outcomes, promoting positive attitudes, including acceptance, trust, preference, understand-
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ability, alertness, and a sense of control, reducing negative emotions such as anxiety, and

assisting drivers in driving safely [85, 86, 193]. Second, the what-only explanation content

is associated with the worst driver outcomes, resulting in more dangerous driving and reluc-

tance to accept the AV [85]. Lastly, the what + why explanation content has mixed results.

Although the what + why explanation induced positive emotional valence and safe driving

performance, drivers experienced anxiety and annoyance when receiving the what + why

explanation [53, 85, 143]. Furthermore, the effectiveness of the why + what explanation was

contingent upon three factors: driving event, driving environment, and explanation point of

view [61, 64].

The effectiveness of AV explanations largely depends on their timing. Research on AV

explanations has highlighted two distinct timing approaches: providing explanations before

or after the AV takes action. Offering explanations before AV actions is generally preferable,

as it can elicit positive emotions such as trust and preference while mitigating negative

feelings like anxiety and workload [37, 92, 53, 86, 165, 143, 172]. Conversely, presenting

explanations after the AV has acted yields mixed outcomes. Although this approach does

not enhance trust and preference for AVs [37, 92], it does improve the driver’s comprehension

of the situation, particularly for less aggressive drivers and following accidents [92, 172].

4.2.2 Explanations and Voice Characteristic

Previous research has predominantly employed auditory and visual modalities to convey

explanations to users. Although auditory modality is the more prevalent approach, studies

have presented auditory explanations with varied characteristics, potentially overlooking the

influence of voice attributes on user perceptions. For instance, Du et al. (2019) [37] utilized

a male voice with a standard American accent in a simulation setting, while Körber et al.

(2018) [92] and Foster (2017) [53] employed a female voice actor’s natural voice for delivering

explanations. Moreover, Ruijten et al. (2018) [165] allowed participants to select a gender for

the AVs they would operate, integrating a male or female voice into the interface accordingly.

However, past research on explanations has insufficiently considered the potential effects

of voice features, such as gender, which have been demonstrated to significantly impact

perceptions and behaviors in human-technology interactions. This underscores the need

for more comprehensive research to examine the role of voice characteristics in explanation

design and to improve user experiences.
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4.2.2.1 Voice Gender and Preference

The human tendency to anthropomorphize, attributing human-like characteristics to non-

human entities, is pervasive, extending to computational devices as indicated by various

studies [54, 138, 140]. Intriguingly, this behavior manifests even in the presence of minimal

social cues, with individuals prone to ascribe attributes like gender, ethnicity, and age to

machines [42, 134]. The critical role of voice in human communication and its increasing

integration into technological devices [135] underscore its significance in the development of

socially interactive technologies.

A significant element in voice design that has drawn considerable interest is the gender

associated with the voice. Most voice assistants are either defaulted to a feminine voice or

offer only female voices, which is reportedly based on companies’ anecdotal evidence suggest-

ing a general preference for female voices across various cultural and gender demographics

[67, 113, 50]. Characteristics such as warmth, gentleness, cooperation, and assistance are

routinely linked with female voices [84]. Dong’s 2020 study supports this, revealing a general

preference for female voices in automated vehicles (AVs) among drivers. This preference is

often attributed to the familiarity of female voices frequently used in vehicular navigation

systems [35].

Yet, it’s debatable whether the universal adoption of female voices across all technolog-

ical contexts is appropriate. Some studies suggest that the user’s voice gender preference

can be significantly swayed by the technology’s perceived role [84, 115]. This echoes the

inclination of users to engage with technology following the same social norms they use

in human-human interactions, possibly including gender stereotypes. Factor-analytic re-

search delineates gender stereotypes into two overarching categories: communal and agentic

[15, 41, 83]. Communal traits, generally ascribed to women, embody a concern for oth-

ers, with qualities such as helpfulness, kindness, emotional expressivity, and nurturing [40].

In contrast, agentic attributes, traditionally associated with men, convey assertiveness and

control, and include traits like ambition, dominance, independence, and confidence [40].

These stereotype-laden characteristics notably influence user preferences in various con-

texts. For example, during purchasing decisions, users frequently favor voices that exude

authority and confidence—traits linked to male stereotypes. However, when users seek as-

sistance, they tend to prefer voices that are comforting and cooperative, which are traits

often associated with women [84, 115]. This correlation mirrors the relationship between

gender stereotypes and perceived roles, with women often perceived as adept helpers and

problem-solvers, and men viewed as authoritative solution providers like CEOs or supervi-

sors [133, 62, 31]. Interestingly, the perception of dominance extends to technology, where

female-voiced computers are deemed less dominant and serious than their male-voiced coun-
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terparts when delivering evaluations [139]. Furthermore, regardless of the apparent gender

of a robot, studies indicate that humans show a preference and respond more favorably to

robots when their gender and occupational roles are congruent [179]. These findings extend

to the realm of AVs, where the voice gender preference is influenced by the vehicle’s per-

ceived social role—whether it is mainly informative or socially interactive [106]. Users often

find a male voice more appealing when delivering information about the AV’s actions and

environment, while a female voice is favored when the vehicle offers social communication,

such as sharing personal anecdotes or addressing user concerns.

Additionally, user gender can significantly affect the preference for the gender of a voice

assistant. Existing research indicates that male users tend to prefer male robotic voices,

whereas female users lean towards female voices [42]. This gender-aligned preference was

further corroborated by Lee et al. (2000), who found that female participants were more

inclined to agree with a female Text-to-Speech (TTS) voice, while male participants exhib-

ited a similar preference for male TTS voices [99]. Yet, the interplay between user gender,

voice gender preference, and gender-role congruity within the context of AVs remains under-

explored. Specifically, the impact of gender similarity, i.e., the matching of the user’s gender

with the AV’s voice gender, and the gender-role congruity, i.e., the alignment between the

gender of the AV voice and its role, has not been thoroughly investigated. This understud-

ied area suggests a compelling direction for future research that would not only enhance our

understanding of user preferences and behavior but could also provide valuable insights for

the design and development of future AV systems.

4.2.3 Trust in Automated Vehicles and Explanation

Previous research has delved into the connection between trust in AVs and the provision

of explanations. Drawing from various trust theories, researchers have identified numerous

trust dimensions and constructs. For instance, Forster et al. (2017) [53] examined the

impact of AV explanations on trust using Lee and See’s (2004) [103] trust theory, which

encompasses three dimensions: performance, process, and purpose. Their findings indicated

that offering an explanation significantly enhanced trust across all dimensions. Similarly,

Du et al. (2019) [37] investigated the influence of explanation timing on trust, employing

Rempel et al.’s (1985) [156] and Barber’s (1983) [6] six trust dimensions (i.e., competence,

predictability, dependability, responsibility, reliability, and faith). Their study revealed that

delivering explanations before the AV takes action bolstered trust more than providing no

explanation or offering an explanation after the AV takes action. Other research, such as

those conducted by Ruijten et al. (2018) [165] and Hatfield (2018) [64], has also explored trust
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in AVs using Sheridan’s (1989) [173] trust theory, which centers on familiarity, reliability,

and confidence. Ruijten et al. found that furnishing explanations effectively fostered trust

in AVs compared to providing no explanation. Conversely, Hatfield’s findings demonstrated

that offering transparency through explanations did not impact trust during forced moral

outcomes.

In summary, trust plays a pivotal role in AV-related research, and supplying explanations

can considerably boost trust across multiple dimensions. Further investigation of trust in

AVs is essential to enhance and encourage trust in these vehicles moving forward.

4.2.4 Cognitive and Affective Trust

Current research on AVs has yet to thoroughly examine the impact of explanations provided

by AVs on trust from both cognitive and affective perspectives. This gap in research presents

a significant theoretical challenge for several reasons. First, although trust is acknowledged

as a multidimensional factor in AV research, it is predominantly approached from a cogni-

tive perspective, neglecting the distinction between affective and cognitive trust. Existing

literature primarily focuses on logical reasons for trusting AVs, overlooking the emotional

investment and connection people may develop with AVs. Second, trust theory development

has differentiated trust from various states, dimensions, and processes that are sometimes

conflated. By distinguishing cognitive and affective trust, we can achieve a higher hierarchi-

cal perspective, better understanding and explaining trust.

Interpersonal relationship literature underscores the importance of differentiating between

affective and cognitive trust [109, 121]. Cognitive trust in relationships is primarily founded

on reasoning and evidence of trustworthiness. Individuals consciously choose whom to trust

and why, based on sound reasons supporting the trustworthiness of the person or entity in

question [109, p. 970]. Consequently, trust in relationships is a rational, experiential process

requiring the identification of reasons to trust and evidence of trustworthiness. Conversely,

affective trust, or emotional trust, is a complementary aspect of trust involving emotional

connections between individuals. This emotional connection transcends cognitive evaluations

of trustworthiness, encompassing a sense of emotional bonding among individuals. Trust

relationships involve emotional investments, genuine care, and concern for partners’ well-

being. A belief in the intrinsic value of these relationships and an expectation of reciprocity

in these feelings are present [156, 121, 109]. In summary, interpersonal relationships comprise

both cognitive and affective dimensions of trust. While cognitive trust primarily relies on

rational evaluations of trustworthiness, affective trust extends beyond reasoning to include

emotional connections. Both cognitive and affective trust are essential for establishing and
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maintaining robust, healthy relationships.

Though trust in AVs has not been extensively studied within the context of Lewis and

Weigert’s (1985) trust theory, recent research by Lee et al. (2022) [101] aimed to investigate

trust in AVs through both cognitive and affective lenses. The study explored the impact

of politeness strategies on drivers’ perceptions of trust in AVs. The research consisted of

two studies. In the first study, video clips depicting various driving scenarios were used to

compare the effects of a straightforward demand for required actions from the vehicle (e.g.,

”Keep paying attention to the road”) with politeness strategies that incorporated requests

for the driver’s assistance (e.g., ”Could you keep your hands on the wheel?”), providing

a reason for the request (e.g., ”School zone is ahead”), and expressing gratitude for the

assistance (e.g., ”I’d appreciate your help”). The study discovered that employing politeness

strategies in AVs can enhance both cognitive and affective trust in the vehicle. The second

study used a driving simulator to assess the impact of each politeness strategy on trust in

AVs. The results indicated that requesting help and expressing gratitude can boost affective

trust in AVs by activating politeness perception and social presence heuristics. However,

providing reasons did not significantly influence either cognitive or affective trust in AVs. In

conclusion, Lee et al.’s (2022) study emphasize the importance of considering both cognitive

and affective trust in AVs. Implementing politeness strategies can improve trust in AVs,

particularly regarding affective trust, which is crucial for fostering positive relationships

between humans and automated driving systems.

4.3 Hypothesis Development

This study aims to investigate the effects of gender similarity between AV explanation voices’

gender and the respective genders of human recipients. Furthermore, it explores the poten-

tial moderating impact of gender-role congruity on this relationship. Our primary focus is

on understanding how these factors may shape cognitive and affective trust within the AV

context. The theoretical model for our investigation is based on the ”Computers Are Social

Actors” (CASA) paradigm, the Similarity Attraction Theory, and the Role Congruity The-

ory. This theoretical framework provides us a nuanced perspective on the interplay among

these factors and their potential implications on trust formation.

The CASA paradigm fundamentally reimagines the relationship between humans and

computers. It pushes beyond the simplistic perspective that views computers as mere life-

less tools, positioning them instead as influential social entities [54, 56, 138, 104]. In this

innovative perspective, computers become dynamic constituents within social systems, pos-

sessing essential attributes such as agency [138], personality [136, 137], and a sense of social
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presence [197, 114, 14]. These attributes profoundly reconfigure how humans perceive and

interact with digital entities. In the realm of these interactions, voice has emerged as a

crucial feature across various technologies. Its role is not peripheral, but central to shaping

user experiences and perceptions [42, 140, 195, 93]. Much like the subtle intricacies in human

interactions, users form assumptions and modify their behaviors based on the auditory cues

technology presents. Interestingly, these voice cues trigger identical brain regions to those

stimulated in direct human-to-human exchanges [140], further attesting to the potency of

voice as a social medium.

Tailoring the voice of AVs to emulate human characteristics, particularly gender, can pro-

foundly shape users’ perceptions of AVs. This notion is anchored in the similarity attraction

theory, a well-recognized construct in social psychology. The theory posits that individuals

tend to form affirmative connections with others who mirror them across multiple domains

[97, 129, 191, 7]. Byrne (1971) succinctly expressed this idea by stating, ”similarity between

two individuals enhances liking, which in turn influences interactions and behaviors” [19,

p. 266]. Consequently, individuals are magnetically drawn to others who reflect their de-

mographic traits, such as age, race, education level, socio-economic status [59, 190, 60], as

well as attitudes [150, 174] and beliefs [7, 90]. Grounded in this theory, individuals are likely

to experience comfort and validation when surrounded by similar others, thereby fostering

robust and deeper relationships [7, 19]. Furthermore, the likelihood of personal information

disclosure increases among individuals who perceive similarity with others, thereby enriching

the relational experience [7].

Notably, the relevance of the similarity attraction theory extends beyond human-human

interactions to human-computer interactions. The CASA paradigm, when combined with

the similarity attraction theory, suggests that individuals are more likely to trust and build

relationships with entities or technologies that resemble them. In the realm of human-AV

interactions, this implies that users might display a higher inclination to trust and engage

with AVs if the AV voice is specifically tailored to reflect their characteristics, with

particular focus on gender. Cognitive trust in an AV is largely determined by an individual’s

perception and past experiences relating to its reliability and integrity [109, 121]. It is

expected that individuals will be more attracted to and seek information about AVs when

the voice of the AV explanation mirrors their own. This can instigate a positive feedback

loop where the relationship becomes progressively stable and stronger as trust and similarity

mutually reinforce one another. As a result, the customization of an AV’s voice to align

with users’ gender could enhance cognitive trust in AVs.

H1: Cognitive trust in AVs can be positively influenced by matching the gender of the AV
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explanation voice to those of the user.

Extending the influence of the similarity attraction theory to affective trust creates a

comprehensive understanding of trust dynamics in human-AV interactions. Affective trust

is deeply rooted in emotional bonds, feelings of empathy, and mutual care in relationships

[109, 121]. When individuals perceive similarities with others - or, in this case, with

technologies such as AVs - they tend to experience heightened comfort and emotional

security, facilitating the growth of affective trust.The design of AV voice - in particular,

its gender - can foster this kind of emotional resonance between the user and the AV. As

users perceive the AV voice as similar to their own, it can spark a sense of familiarity

and connection, evoking positive emotions that enhance affective trust. This emotional

bond not only contributes to the development of trust but also may result in users feeling

more understood and represented by the technology. This sense of validation and mutual

understanding might drive users’ willingness to engage more deeply with the AVs and rely

on them more confidently.

H2: Affective trust in AVs can be positively influenced by matching the gender of the AV

explanation voice to those of the user.

The relationship between gender similarity and trust can be further affected by the mod-

erating role of gender-role congruity. According to role congruity theory, social groups tend

to be favorably evaluated when their perceived characteristics align with traditional social

roles [40]. Gender stereotypes often play a significant part in these assessments, focusing on

the perceived fit between characteristics traditionally associated with certain genders and

specific roles. When an individual’s gender seems incongruous with their role, it often trig-

gers perceptions of a ”lack-of-fit,” leading to negative performance evaluations and potential

limitations [69, 70, 68, 116]. For instance, the disproportionate representation of males in

leadership roles throughout history might result in heightened scrutiny for female leaders, as

observers may perceive them as lacking leadership attributes typically associated with males

[82].

In the context of AVs, we propose that gender-role congruity could influence user interac-

tions with these vehicles and moderate the impact of gender similarity on both cognitive and

affective trust. For cognitive trust, we hypothesize that incongruity between the perceived

gender of the AV and the role ascribed to it could lead to less favorable evaluations of

the AV, suppressing the belief in the AV’s competency to fulfill its designated tasks. As

such, the influence of gender similarity on cognitive trust could be less pronounced and the
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difference between the gender similarity and dissimilarity groups could be less significant in

cases where gender and role are incongruent, compared to cases where they are congruent.

Affective trust, complementing cognitive trust, could similarly be affected by congruity

between role perception and voice characteristics. A mismatch between the perceived role

of the AV and its voice characteristics could lead to a negative emotional response and

connection, suppressing the affective trust generated by gender similarity. Therefore, we

hypothesize that gender-role incongruity will suppress the increase in affective trust due to

gender similarity, resulting in a less rise in affective trust compared to gender-role congruity

cases.

H3: The relationship between gender similarity and (a) cognitive trust, and (b) affective trust

can be moderated by gender-role congruity. Specifically, the positive effect of gender similarity

may be diminished when the gender of the AV voice is incongruent with the perceived role

of the AV, resulting in a less noticeable difference in trust between gender similarity and

dissimilarity groups.

4.4 Method

This study received approval from the institutional review board at the University of Michi-

gan in compliance with the ethical guidelines of the American Psychological Association.

Informed consent was obtained from all participants.

4.4.1 Participants

Our study was carried out through an online survey involving a group of 326 U.S. drivers,

recruited from the diverse participant pool at CloudResearch. The demographic makeup of

our participants was well-balanced between genders, comprising 160 women and 166 men.

Among the women, there were 75 younger adults whose average age was 22.51 years (with

a standard deviation [SD] of 3.09 years), and 85 older adults with an average age of 62.15

years (SD = 5.37 years). In the men’s group, there were 88 younger adults with an average

age of 22.52 years (SD = 4.85 years) and 78 older adults, averaging 61.83 years of age (SD

= 6.16 years). In the preparatory stage before launching our study, we performed a power

analysis based on Cohen’s (1988) criteria, to accurately determine the necessary sample

size. This in-depth analysis predicted a substantial effect size of 0.8 for our research [26].

Subsequently, with the utility of the GPower3.1 statistical tool, we established our alpha at

0.05 and power at 0.8. From this, we determined that a total sample size of fewer than 96

71



participants would be adequate for conducting the ”ANOVA: repeated measures, between

factors” group comparison. This led to the realization that our actual participant count of

326 surpassed the basic requirement, thereby solidifying our potential to yield statistically

significant results.

To ensure the delivery of high-quality data, we adopted two stringent measures. Primarily,

we shortlisted workers who had demonstrated a high performance in prior tasks, reflected by a

minimum 95% approval rating and the successful completion of at least 1,000 approved tasks.

Additionally, to ward off hurried or disengaged responses, we incorporated two attention-

check queries within the body of our survey. We also incorporated eligibility screening to

verify participants’ suitability for our study. We ensured that they held a valid driver’s

license, had no visual or auditory impairments that could affect the outcome, and used

devices with the ability to play audio content. Upon successful completion of the survey,

which generally took between 25 to 30 minutes, participants were compensated with a $5
remuneration.

4.4.2 Study Design

This study implemented a between-subjects experimental design, premised on a two-factor

matrix, namely gender similarity and gender-role congruity. Both factors were classified into

two categories, thus leading to a 2x2 experimental design. The research aimed to probe

the effects of gender similarity between human participants and the voices utilized in the

AV explanations. In addition, it investigated the potential moderating effect of gender-role

congruity on two distinct types of trust: cognitive and affective.

4.4.2.1 Independent Variable

In this study, we focused on two primary independent variables: the gender similarity be-

tween humans and AV explanation voices, and the gender-role congruity. For gender simi-

larity, we categorized participants based on whether their gender matched the gender of the

AV explanation voice they heard. As such, the gender similarity variable was split into two

groups - similarity and dissimilarity. The similarity group comprised participants who heard

an AV explanation voice that matched their own gender (for example, a male participant

hearing a male AV voice), whereas the dissimilarity group included instances where the par-

ticipant’s gender did not match the AV explanation voice (for instance, a male participant

hearing a female AV voice). Table 4.1 illustrates the total number of participants across AV

explanation voice conditions, segmented by gender.

With respect to gender-role congruity, we factored in participants’ perceptions of the role
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Table 4.1: Total number of participants by gender.

Voice Gender
Female Male

Participants
Gender

Female 85 75
Male 79 87

Table 4.2: Experimental design and participant distribution.

Gender-Role Congruity
Congruity Incongruity

Gender
Similarity

Similarity 79 93 172
Dissimilarity 83 71 154

162 164

of AVs and the congruence of this role with the gender of the AV voice. We delineated

the perceived roles of AVs into two categories: the ‘driving assistant‘ and the ’driving su-

pervisor.’ Participants indicated their perceived role of an automated vehicle on a slider

scale. Subsequently, we matched the AV voice gender with the participant’s self-identified

perceived AV role, adhering to prevailing gender stereotypes (i.e., male for driving super-

visor; female for driving assistant) [133, 62, 31]. Participants who perceived the AV as a

’driving assistant’ and heard a female voice were categorized under the gender-role congruity

group. Conversely, those perceiving the AV as a ’driving assistant’ but encountered a male

voice were categorized under the gender-role incongruity group. The distribution among the

gender similarity groups and gender-role congruity groups can be observed in Table 4.2.

In our study, we created AV voices using two text-to-speech platforms: Murf and Uber-

duck. These services offer the ability to transcribe text into human-like speech, allowing

for the creation of varied personas based on different demographic characteristics [192]. To

counterbalance the potential interaction effect of a participant’s age and the perceived age

of the AV voice, we crafted four distinct voices characterized by two levels of gender (male

and female) and age (younger and older). To minimize bias, we deliberately assigned partici-

pants from different age groups to corresponding voice conditions. The Murf Text-to-Speech

application facilitated the creation of ’younger’ voices, resulting in two personas: Natalie

(young female voice) and Nate (young male voice). On the other hand, we utilized the

Uberduck platform to generate ’older’ voices, leading to two additional personas: Charlotte

(older female) and Jim (older male). Finally, to ensure an immersive experience for our par-

ticipants, these voice files were synchronized with pre-recorded scenarios using the CapCut

editing tool. This ensured that the spoken explanations were appropriately matched with
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the corresponding actions demonstrated in the videos.

Throughout the study, participants engaged with six video scenarios demonstrating AVs

in action from the driver’s perspective. Figure 4.1 provides a glimpse of one such scenario

titled ”Oversized vehicle ahead”. These scenarios spanned various driving contexts, including

urban, highway, and rural environments, portraying the appropriate responses of the AV in

each situation. To ensure the clarity of AV actions, each scenario included a comprehensive

”what+why” explanation delivered by the AV voice. These explanations articulated the

actions the AV was about to undertake and provided reasons behind such decisions, serving

to inform participants about the functioning and reasoning capability of the AV system.

Appendix B offers a detailed outline of these ”what+why” explanations for each driving

scenario.

Figure 4.1: A video screenshot for ”Oversized Vehicle Ahead” scenario

4.4.2.2 Dependent Variables

This study evaluated two trust-related dependent variables, namely cognitive trust and af-

fective trust. An overview of all utilized questionnaires is provided in Table 4.3.

Cognitive Trust: To assess cognitive trust in AVs, we implemented a seven-item measure

adapted from McAllister’s (1995) [121] and Lee’s (2022) [101] studies. To suit the context

of AVs, we modified these items accordingly. Participants were asked to rate each item on

a 7-point Likert scale, with ”1” denoting ”strongly disagree” and ”7” signifying ”strongly

agree”.
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Table 4.3: Factor loading.

Variable Items
Cronbach’s

Alpha

Component

1 2

Cognitive
Trust

This self-driving car demonstrates expertise.

0.93

0.83

Given the driving behavior of this self-driving car, I see
no reason to doubt its competence.

0.83

I can rely on this self-driving car’s driving capabilities. 0.83

I believe that other drivers who use this self-driving car
will regard it as trustworthy.

0.80

Most people will trust and rely on this self-driving car,
even those who don’t know much about it.

0.64

This self-driving car’s analysis of driving situations was
accurate.

0.82

I can trust this self-driving car’s instructions. 0.83

Affective
Trust

I can freely share my concerns with this self-driving car.

0.95

0.85

This self-driving car will listen to me when I share my
struggles in understanding its actions.

0.87

If this self-driving car was no longer available to me,
I would feel a sense of loss.

0.76

This self-driving car would respond caringly if I shared
my concerns with it about driving.

0.90

I would make considerable emotional investments in
this self-driving car.

0.82

This self-driving car will help me with great care. 0.79

This self-driving car will kindly help me when I need it. 0.83

This self-driving car will take care of me with thoughtful
consideration.

0.84

Affective Trust: We evaluated affective trust via a questionnaire formulated on the ba-

sis of McAllister’s (1995) [121] and Lee’s (2022) [101] affective trust questionnaires. The

participants were instructed to rate each item on a Likert scale from 1 indicating strong

disagreement to 7 implying strong agreement.

4.4.3 Study Procedure

Participants for this study were recruited through the ’Connect’ crowdsourcing platform on

CloudResearch. Those who agreed to participate were directed to an online survey hosted

on the Qualtrics platform. Prior to starting the study, participants were provided with a

clear and concise explanation of the study’s objectives, and they were informed that their

participation was voluntary. They were also instructed to ensure that their devices had

75



functioning audio and visual capabilities to fully engage with the study materials.

After providing their informed consent, participants were given an overview of the ca-

pabilities of the AV used in the study. This summary emphasized that the AV was fully

autonomous, adhered to traffic regulations, and could modify its routes based on alternative

suggestions or available navigation data from sources like Google Maps. Before proceeding

with the main study, participants were asked to provide information about their driving

experience, previous encounters with AVs and automated driving systems, and their general

perceptions of AVs. This background information aimed to capture participants’ relevant

experiences and perspectives.

The study consisted of six videos, each presenting a unique driving scenario from the

viewpoint of the AV’s driver’s seat. After watching each video, participants were required to

complete a survey designed to assess their perceptions of the AV, including measures of af-

fective and cognitive trust. These surveys allowed participants to provide feedback on their

emotional connection with the AV and their beliefs about its competence and reliability.

Upon completion of all six videos and surveys, participants were asked to provide demo-

graphic information, including their age, gender, educational attainment, race/ethnicity,

and income. This information helped ensure a diverse participant pool and enabled the

examination of potential demographic influences on perceptions of AVs.

4.5 Results

4.5.1 Reliability and Construct Validity

An assessment of construct validity and reliability was undertaken to confirm the appropri-

ateness and consistency of the measurement constructs employed in this study. Construct

validity pertains to the degree of accuracy with which a scale encapsulates the concept it

intends to measure [5]. This form of validity is further categorized into convergent and dis-

criminant validity, both of which were evaluated using exploratory factor analysis in this

study. Convergent validity is exhibited when scale items have factor loadings of 0.60 or

above on their corresponding constructs, while discriminant validity is demonstrated when

scale items bear loadings of 0.35 or below on unrelated constructs [52]. As delineated in

Table 4.3, all scale items either met or surpassed these benchmarks, hence affirming their

validity. Construct reliability signifies the internal consistency of a set of scale items [144].

A prevalent metric for assessing this is Cronbach’s alpha [177, 30]. Table 4.3 showcases that

the reliability of all constructs either met or exceeded the generally acceptable threshold of

0.70, thereby confirming their reliability. In addition, Table 4.4 lists the means, standard
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Table 4.4: Descriptive statistics

Variable Mean Std.Dev Anxiety Unsafety

Cognitive Trust 5.165 1.033 1.000

Affective Trust 3.541 1.372 0.475** 1.000

*Correlation is significant at the 0.01 level (2-tailed).

deviations, and correlations.

4.5.2 Hypothesis Testing

The hypothesis was evaluated using a sample consisting of 326 participants. We utilized

linear mixed models to investigate the effects of gender similarity (between the participant

and the AV explanation voice) and gender-role congruity on the dependent variables, namely

cognitive and affective trust. This statistical method allowed us to discern if there were

significant variations between the mean values of independent groups, based on these two

unique factors. To account for non-independence in all the linear mixed models, participants

were considered as random effects. All statistical analyses were executed using IBM SPSS

28.0 statistical software. The significance threshold for all statistical tests was established at

an alpha level of 0.05. To control for Type I error across multiple comparisons, we applied

a Bonferroni correction to all post hoc analyses.

4.5.2.1 Manipulation Check

As a crucial component of the manipulation check, participants were asked to discern the

perceived age and gender of the voice presented in each video after viewing it. The outcomes

of this process confirmed that our manipulation of the AV explanatory voices was effective

and produced the intended impact on the participants. More specifically, a significant dis-

crepancy was observed in the perception of voice age between the younger and older voice

groups (F(1, 1956) = 1704.715, p < 0.001). Participants were able to successfully differ-

entiate between younger and older voices, validating the age-based voice manipulation. In

addition, participants demonstrated a high success rate in distinguishing the intended voice

gender manipulations (F(1, 1956) = 25142.004, p < 0.001). This result suggests an accurate

perception of the gender of the AV explanatory voices, affirming the effectiveness of the

manipulation pertaining to gender. These findings collectively confirm the reliability of our

manipulations in the study.
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4.5.2.2 The Effect of Gender Similarity on Cognitive Trust

To examine H1, which explores the main effect of gender similarity on cognitive trust, a one-

way ANOVA was conducted. The results demonstrated a statistically significant difference

in cognitive trust between the gender similarity and dissimilarity groups (F(1, 1956) = 7.310,

p = 0.007). Figure 4.2 illustrates the mean scores, with participants in the gender similarity

group (mean = 5.224, SD = 0.961) displaying higher levels of cognitive trust compared to

those in the dissimilarity group (mean = 5.098, SD = 1.104). These findings provide support

for H1, suggesting that aligning the gender of the AV voice with that of the user positively

impacts cognitive trust.

Figure 4.2: The average scores of cognitive trust between gender similarity/dissimilarity
groups

4.5.2.3 The Effect of Gender Similarity on Affective Trust

The analysis of our data demonstrated a significant main effect of the gender similar-

ity/dissimilarity group on affective trust (F(1, 1956) = 28.017, p < 0.001). Specifically,

when the gender of the human and AV explanation voice matched, participants reported

higher levels of affective trust (mean = 3.695, SD = 1.315) compared to the dissimilarity

group (mean = 3.369, SD = 1.413). These findings provide support for H2, indicating that

matching the gender of the AV voice to that of the user positively influences affective trust.
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Figure 4.3: The average scores of affective trust between gender similarity/dissimilarity
groups

4.5.2.4 The Interaction Effect of Gender Similarity and Gender-role Congruity

on Cognitive Trust and Affective Trust

To investigate the potential moderating effect of gender-role congruity on cognitive trust

(H3), a two-way ANOVA was conducted, including both gender similarity and gender-role

congruity as factors. The analysis did not reveal a significant interaction effect between

gender similarity and gender-role congruity on cognitive trust (F(1, 1954) = 1.560, p =

0.212), as presented in Table 4.5. However, the results did show a significant main effect

of gender similarity/dissimilarity on cognitive trust (F(1, 1954) = 7.926, p = 0.005). These

findings suggest that the impact of gender similarity on cognitive trust is not influenced

by gender-role congruity. Therefore, H3a, which posits a moderating effect of gender-role

congruity, was not supported.

For affective trust, a significant two-way interaction between gender similarity and gender-

role congruity was found (F(1, 1954) = 5.154, p = 0.023), as depicted in Figure 4.4 and

supported by the results in Table 4.6. The effects of gender similarity/dissimilarity were

observed in both the gender-role congruity groups of participants, but the impact was more

pronounced in the gender similarity group. Specifically, in the gender-role congruity group

(represented by the orange line in the figure 4.4), when the gender of the AV voice and the
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Table 4.5: ANOVA summary table of cognitive trust.

Source of Variation Sum of Squares df MeanSquare F p
(Intercept) 51710.18 1 51710.18 48681.805 0

Gender Similarity (GS) 8.419 1 8.419 7.926 0.005**
Gender-Role Congruity (GRC) 2.282 1 2.282 2.149 0.143

GS x GRC 1.657 1 1.657 1.56 0.212
Error 2075.554 1954 1.062
Total 54314.878 1957

Note: “df” indicates degree of freedom; “F” indicates F statistic; “p” indicates p value.

Table 4.6: ANOVA summary table of affective trust.

Source of Variation Sum of Squares df MeanSquare F p
(Intercept) 24277.337 1 24277.337 13427.767 0

Gender Similarity (GS) 62.82 1 62.82 34.746 0.001**
Gender-Role Congruity (GRC) 84.743 1 84.743 46.871 0.001**

GS x GRC 9.318 1 9.318 5.154 0.023*
Error 3532.822 1954 1.808
Total 28237.297 1957

Note: “df” indicates degree of freedom; “F” indicates F statistic; “p” indicates p value.

perceived role were congruent, the gender similarity group displayed a significantly higher

level of affective trust in the AV (mean = 3.996, SD = 1.169) compared to the dissimilarity

group (mean = 3.498, SD = 1.466, p < 0.001). However, in the gender-role incongruity group

(represented by the green line in the figure 4.4), where the gender and role were incongruent,

the effect of gender similarity on affective trust was weakened. The increase in affective trust

when the voice gender matched the user’s gender was not as substantial as in the gender-

role congruity group, and the difference between the similarity (mean = 3.440, SD = 1.378)

and dissimilarity group (mean = 3.218, SD = 1.334) was less statistically significant (p =

0.011). Moreover, posthoc comparisons among these groups showed notable differences. For

both gender similarity (p < 0.001) and dissimilarity groups (p = 0.015), the affective trust

was significantly higher in the gender-role congruity group than in the incongruity group.

Nonetheless, our analysis revealed no significant difference between the groups characterized

by gender similarity paired with gender-role incongruity and those exhibiting gender dissim-

ilarity alongside gender-role congruity (p = 0.483). This intriguing outcome suggests that

gender similarity is not invariably linked to enhanced affective trust. Notably, when gender

similarity is coupled with gender-role incongruity, participants demonstrated a trust level

comparable to the group displaying gender dissimilarity and gender-role congruity.

These findings suggest that the relationship between gender similarity/dissimilarity and

affective trust is subject to the moderating effect of gender-role congruity. When there is
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congruence between the gender of the AV voice and the perceived role, gender similarity

significantly enhances affective trust. However, when there is incongruence between the

gender and role, the effect of gender similarity on affective trust is attenuated. Therefore,

H3b, which proposes the moderating effect of gender-role congruity on affective trust, was

supported.

Figure 4.4: Effect of two-way interaction between gender similarity and gender-role congruity
on affective trust

4.5.3 Summary of the Results

The study investigated the influence of gender similarity between human users and the gender

of the AV explanation on both cognitive and affective trust. It further explored whether

these relationships could be moderated by the factor of gender-role congruity. For cognitive

trust, our findings demonstrate a significant impact of gender similarity. Specifically, the

similarity between the user’s gender and the AV explanation voice’s perceived gender led

to higher levels of trust compared to the dissimilarity group. Thus, H1 was supported.

Affective trust followed a similar trend. Gender similarity significantly influenced people’s

perceptions and their affective trust in the AV. Higher levels of affective trust were observed

when the gender of the user matched the perceived gender of the AV. Therefore, H2 was

supported. When considering the potential moderating effect of gender-role congruity, this
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study found that its impact on the relationship between gender similarity and cognitive

trust was not significant. The primary determinant of cognitive trust was gender similarity

alone, which did not support H3a. However, the results pertaining to affective trust were

different. While gender similarity continued to impact both participants in the gender-

role congruity/incongruity groups, its effect was less pronounced for the incongruity group.

That is, in instances where the AV explanation voice gender and perceived AV role were

incongruent, the significant effect of gender similarity on affective trust was mitigated. This

resulted in a less substantial difference in affective trust levels between the gender similarity

and dissimilarity groups. Consequently, H3b was supported. The following section provides

a more in-depth discussion of the findings and their contributions to the literature, along

with the study’s limitations.

4.6 Discussion

4.6.1 Gender Similarity and Cognitive and Affective Trust

Prior research in the AV field has predominantly leveraged auditory explanations to com-

municate information about AV actions and underlying rationale. However, a thorough

exploration of diverse voice characteristics, such as gender, remains somewhat neglected de-

spite the notable impact these characteristics can have on attitudes and behaviors towards

speech-based technology. Modern technologies frequently utilize varying voices, characterized

by different genders, to deliver information. However, there is no consensus on which voice

type is most preferred or generates the most favorable outcomes. While some studies suggest

a general preference for a female voice in voice assistants due to its comforting and warm

delivery [84, 35], other research proposes the user’s gender might moderate their preference

for a technology’s voice [42, 99]. The similarity attraction theory suggests that individuals

are more likely to trust and establish relationships with entities, including technologies, that

resemble themselves [42, 43, 99].

Our research endeavor seeks to extend the existing body of literature into the AV domain

and reconcile these discrepancies. To this end, we scrutinize trust within the AV sphere

through the lens of two distinct perspectives: cognitive trust and affective trust. Cognitive

trust is primarily based on reasoning and evidence of trustworthiness. In the AV context, it

involves a rational, experiential process where users discern reasons to trust AVs. Notably,

our research emphasizes the importance of both the gender of the AV explanation voice

and the user in shaping cognitive trust. Consistent with the similarity attraction theory, we

found that users tend to trust AVs more when the voice gender is similar to their own. This
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preference stimulates active engagement, enhancing understanding of the AV’s logic and

operational environment. Positive feedback loops thus reinforce the human-AV relationship

as users gain deeper insight into the AV’s competencies and capabilities, providing rational

and experiential grounds for placing trust in AVs. Consequently, the customization of an

AV’s voice to align with users’ gender could enhance cognitive trust. In relation to affective

trust, our findings clearly demonstrate an enhanced level of trust when the gender of the AV

explanation aligns with the user’s own gender. These observations underscore the validity of

the similarity-attraction theory, which proposes that individuals are more inclined to connect

with entities resembling themselves. In this context, users are likely to experience a greater

sense of comfort and connection when interacting with AVs that mirror their own gender.

This familiarity triggers positive emotional responses, thereby augmenting affective trust.

Our findings play a pivotal role in resolving the ongoing ambiguity regarding the pre-

ferred gender of the voice used in the AV domain. Historically, a female voice has been

favored due to its perceived comforting presence within technological environments. How-

ever, our study indicates that this may not universally apply across all contexts and user

groups. The choice of voice gender should not be a static decision but rather a dynamic

one that can adapt according to the user’s gender. This flexibility can promote a deeper

connection, understanding, and ultimately, trust in AV systems, optimizing user interaction

and engagement.

4.6.2 Gender Similarity, Gender-Role Congruity, and Cognitive

and Affective Trust

In addition to the effect of gender similarity between humans and AV explanation voice,

existing literature also indicates potential influences of gender-role congruity on perceptions

and the adoption of technology. Prior research suggests that a technology’s perceived role can

significantly influence a user’s preference for the gender of the voice [84, 115]. This mirrors

the propensity of users to interact with technology adhering to the same social norms they

employ in human-to-human interactions, which may involve gender stereotypes [74, 106, 179].

Users frequently favor male voices that project authority and confidence—characteristics

stereotypically associated with men in decision-making scenarios. In contrast, when users

seek assistance, they tend to prefer voices exuding comfort and cooperation, traits often

linked to women. As per the role congruity theory, social groups are generally evaluated

positively when their perceived attributes align with traditional social roles. However, when

an individual’s gender seems incongruous with their role, it frequently triggers perceptions

of a ”lack-of-fit”, resulting in negative performance evaluations and potential limitations
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[69, 68, 70, 116].

The influence of these gender-role congruity factors forms a pivotal component of our

study. We seek to explore their potential moderating effects on the relationship between

gender similarity and trust—both cognitive and affective—in AVs. With regard to cognitive

trust, we found no evidence to support a moderating effect of gender-role congruity on the

relationship between gender similarity and cognitive trust. Instead, we identified a prominent

main effect: gender similarity significantly promotes people’s cognitive trust in AVs. In terms

of affective trust, we found the benefits of gender similarity to be less pronounced when the

gender of the AV voice is incongruent with the perceived role of the AV, leading to a more

gradual increase in trust. These results bring forth three crucial insights for the field.

First, in the context of affective trust, we discovered that gender similarity between hu-

mans and the AV voice plays a substantial role in enhancing trust. However, when a mis-

match arises between the voice gender and the perceived role of the AV, it seems to impair

people’s emotional engagement. This in turn dampens the beneficial impact of gender sim-

ilarity on affective trust. This observation not only resonates with prior research pointing

towards the detrimental impact of gender-role incongruity on perceptions, but it also draws

attention to its intricate relationship with gender similarity in molding affective trust.

Second, we noted no interaction effect between gender similarity and gender-role congruity

on cognitive trust. This suggests that while gender-role incongruity could undermine people’s

emotional responses, it doesn’t seem to impinge upon their rational assessments. In essence,

individuals depend on other sources of information to formulate and validate reasons to place

cognitive trust in the AV (e.g., the positive reinforcement driven by gender similarity).

Lastly, the contrasting patterns regarding the interaction effect of gender similarity and

gender-role congruity between cognitive and affective trust underscore the need to distinguish

between these two forms of trust. This insight carries significant implications for both

theoretical advancements in trust research and practical applications in the design of AVs

to maximize user trust.

4.6.3 Design Implications

The findings of this study have several implications for the design of AV voices. First, the

gender of the AV voice should be deliberately designed considering the human user’s gender

and their perceived role of the AV. The AV should ideally use a voice that matches the

user’s gender to explain its actions. For example, male users should be presented with a

male voice, while female users should be presented with a female voice. This strategy not

only promotes cognitive trust but also helps build an emotional bond between the user and

84



the AV, fostering affective trust and further enhancing the human-AV interaction.

Second, although gender similarity consistently leads to positive outcomes, its impact on

affective trust can be compromised by gender-role incongruity. Therefore, AV design should

consider not only the user’s gender but also the users’ perceived role of the AV to further

bolster affective trust. It is generally advantageous to combine gender similarity and gender-

role congruity to generate the highest level of affective trust. For instance, for male users

who perceive the vehicle as a driving supervisor, a male voice explaining the AV’s actions

would be the optimal choice. Conversely, for female users who perceive the vehicle as a

driving assistant, a female voice would be ideal. Nevertheless, scenarios where the AV voice

neither matches the user’s gender nor their role perception should be avoided, as these can

lead to the lowest levels of affective trust. An example of such a situation would be providing

a female voice for male users who perceive the vehicle as a driving supervisor.

In order to optimize the benefits of AVs and facilitate the relationship between humans

and AVs, both the user’s gender and perceived role of the AV should be carefully considered.

This can be accomplished by setting a default voice that aligns with these factors, educating

users about the potential functions and roles of the AV, and allowing drivers to personalize

the voice to their preference. By addressing these elements, designers can more effectively

encourage trust and user adoption of AV technology.

4.6.4 Limitations and Future Research

The limitations of this study are worth noting. First, participants were sourced from an

online subject pool familiar with the format of online studies, which may not adequately

represent the broader population’s knowledge and experience within the AV field. Second,

while the experimental setup provided strong internal validity, its external validity may

be limited, necessitating future studies in field settings to bolster generalizability. Third,

it’s possible that participants engaged in hypothesis guessing, altering their reactions and

responses based on their assumptions of the researcher’s desired outcomes—although no

evidence of this was found in our study. Moreover, this study exclusively addressed the gen-

der aspect of the human-voice characteristics, leaving other traits such as personality, age,

and race/ethnicity unexplored. Future research could delve into these interactions between

various human and voice characteristics to determine their potential impact on human-AV

interactions, providing invaluable insights for the design of future AVs. Additionally, this

study did not examine other features associated with AV explanations, including the defi-

nition, generation, selection, and evaluation of alternative courses of action for individuals.

These and other potential attributes related to AV explanations warrant further investiga-
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tion. In conclusion, a more comprehensive understanding of the impact of AV explanations

and their effective design requires additional research.

4.7 Conclusion

In this study, we delved into the effects of gender similarity and gender-role congruity on both

cognitive and affective trust. To our knowledge, this is the first exploration into the impact of

voice characteristics on explanation effectiveness within the context of Level 5 automation.

Our findings underscore the significance of considering gender similarity between human

users and the AV explanation voice, along with its interplay with gender-role congruity,

when determining the effectiveness of AV explanations from the standpoints of cognitive and

affective trust. Overall, our research contributes to a more comprehensive understanding of

the elements influencing AV explanation effectiveness, providing invaluable insights that will

prove essential for the design of future automated vehicles.
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CHAPTER 5

Discussion and Conclusion

In this dissertation, we embark on an exploration of the intricate dynamics that surround the

relationship between user expectations and trust formation in Automated Vehicles (AVs).

This analysis is underpinned by comprehensive consideration of the cognitive and emotional

mechanisms that drive trust creation. The work conducted throughout the course of this

research comprises three in-depth studies, each geared towards illuminating the impact of

expectations and trust on AV adoption. In doing so, it also contributes new insights to

the growing body of AV literature, particularly in the context of AV design and human-AV

interaction.

Chapter 2 launches our examination with a study on initial AV expectations across a

diverse range of user groups. With a keen focus on identifying variances in pre-experience

expectations, we aim to categorize distinct expectation levels among prospective users. This

foundational understanding of users’ anticipations provides an important baseline for the

analysis that follows.

Chapter 3 takes a detailed look into the impact of expectations on the construction of

trust in AVs. This segment scrutinizes the cognitive assessment of divergences between

pre-existing expectations and the actual performance of AVs, as well as the subsequent

effects on trust development. Furthermore, we explore how risk perception could potentially

moderate this dynamic. Drawing upon the Expectation Disconfirmation Theory (EDT), our

findings present an intricate relationship between expectations, actual performance, and the

consequent disconfirmation that arises. This complex interplay substantially informs the

development of cognitive trust in AVs, an insight that carries considerable implications for

both theoretical understanding and practical applications in the realm of AV technology

adoption.

Finally, in Chapter 4, we underscore the indispensable role of AV design in fostering

trust. Through the third study, we aim to elevate human-AV interaction and perception by

advocating for the inclusion of explanation voice characteristics in AV design. This design
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feature seeks to promote both cognitive and affective trust, guided by the principles of the

similarity attraction theory and role congruity theory. By enhancing the understandability

and approachability of AVs, we aim to facilitate stronger, more positive human-AV inter-

actions, and ultimately, higher levels of AV adoption. The four main contributions of this

dissertation are presented in detail below.

5.1 Contributions

5.1.1 Unraveling the Influence of Individual Differences on Ex-

pectations for Automated Vehicles

Chapter 2 of this dissertation undertakes a comprehensive exploration of the intricate ways

individual differences shape expectations for autonomous vehicles (AVs), both validating and

extending upon established literature in the field. Our study not only corroborates previous

research suggesting that male drivers and those with higher levels of education tend to harbor

greater expectations for AVs, but also broadens the understanding of this area by identifying

additional influential factors.

Key among these new insights is the impact of various demographic and personality char-

acteristics on AV expectations. We found that younger drivers and those who are unmarried

tend to have more optimistic outlooks on AVs. Similarly, those who engage in frequent driv-

ing, despite having comparatively less driving experience, also manifest higher expectations

of this technology. Equally noteworthy is the role of personality traits in shaping AV expec-

tations. Our research revealed that individuals characterized by high levels of extraversion,

agreeableness, emotional stability, and conscientiousness tend to be more optimistic about

the capabilities and potential of AVs. These findings suggest that individual personality

traits could serve as potent predictors of attitudes towards AVs.

This enriched understanding of how individual differences influence attitudes and behav-

iors towards AVs contributes to a comprehensive picture of the dynamics underpinning trust,

satisfaction, and the intention to adopt this emerging technology. Through this research, we

pave the way for more targeted and effective strategies for AV introduction and acceptance,

catering to the unique expectations of diverse user groups.

88



5.1.2 Illuminating the Role of Expectations in Trust Formation

and Automated Vehicle Adoption

Chapter 2 of this dissertation furnishes a more comprehensive understanding of the complex

interplay between individual characteristics, expectations, and the adoption of AVs. Our

findings affirm that older drivers, who typically maintain lower expectations of AVs, harbor

more negative attitudes toward their adoption, in alignment with existing literature. Con-

currently, we reinforce previous studies that suggest higher levels of AV acceptance among

male drivers and those with advanced educational levels, as these groups generally foster

higher expectations of AVs. Moreover, this research broadens our comprehension of the dy-

namics of technology adoption. By pinpointing demographic groups prone to excessively low

or high AV expectations, we pave the way for the design of interventions to moderate these

biases and, in turn, cultivate a more extensive acceptance of AVs.

Building upon the groundwork laid in Chapter 2, Chapter 3 delves deeper into the mech-

anisms and processes through which expectations impact trust. Drawing on expectation

disconfirmation theory, we underscore the key role of performance-related disconfirmation

in trust dynamics. Our research indicates that positive disconfirmation, which occurs when

the performance of AVs surpasses expectations, engenders trust. Conversely, negative dis-

confirmation, resulting from performance that does not meet expectations, can erode trust.

Further, our research brings to light the significant role of perceived risk—both internal and

external—in modulating the impact of disconfirmation on trust. We discern that perceived

risk considerably affects the velocity of trust change. Specifically, trust degrades more quickly

under low-risk conditions when expectations go unmet, while it accelerates more rapidly in

low-risk scenarios when performance outstrips expectations. These findings underscore that

individuals’ perceptions of safety, predictability, and the intricacy of the driving conditions

significantly sway their trust in AVs. This revelation emphasizes the multifaceted relation-

ship among expectations, trust formation, and the eventual adoption of AVs.

5.1.3 Suggesting Design Strategies for Optimizing Automated Ve-

hicle Adoption

Chapter 3 of this dissertation underscores valuable insights with far-reaching implications

for the design of AVs, especially in promoting user trust and catalyzing extensive adoption.

The findings reveal the critical role of fulfilling, or ideally surpassing, user expectations. As

such, this chapter advises the necessity for clear and open communication about the abilities

and restrictions of AV systems. This level of transparency is instrumental in setting realistic

user expectations concerning AV performance. Furthermore, the chapter accentuates the
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need for creating versatile AVs that can handle a wide array of driving conditions. The

adaptability of AVs to different environments and situations is essential in meeting diverse

user preferences.

Chapter 4 of this dissertation underscores the significance of careful and intentional design

of AV voices, tailored according to the user’s gender and their perceived roles of AVs. Such

design considerations are crucial for building user trust and enhancing user engagement,

drawing from the tenets of similarity-attraction theory and role congruity theory. This

study serves as a pioneering effort to delineate cognitive trust from affective trust, recognizing

that existing research has predominantly centered on the logical elements that contribute

to trust in AVs, while often sidelining the emotional bonds users form with these systems.

By differentiating cognitive from affective trust, our research offers a more in-depth and

nuanced understanding of how trust is cultivated within the AV context. Our findings

propose that fostering both cognitive and affective trust is facilitated when the gender of

the AV voice aligns with that of the user. Moreover, the study underlines that the interplay

between gender similarity and gender-role congruity significantly influences affective trust.

Specifically, when there is an incongruity between the voice’s gender and the perceived role,

it could potentially soften the effect of gender similarity on affective trust.

This chapter, in presenting the interaction between gender similarity and gender-role

congruity, provides tangible insights for AV voice design aimed at optimizing user interaction

and engagement. Our research accentuates the need for a holistic approach in the design

of AVs, one that incorporates both logical and emotional aspects. This could catalyze a

heightened level of user trust, potentially driving higher acceptance and adoption rates of

AVs.

5.2 Limitation and Future Work

Our research offers valuable insights into the relationship between individual traits, expec-

tations, performance perception, and trust in AVs. However, it’s important to note its

limitations.

First of all, the dissertation, composed of three individual studies, heavily relies on sur-

vey methods and video simulations to gather data. While these methodologies have their

benefits, such as providing controlled environments and easy data collection, they come with

inherent drawbacks that may limit the scope and applicability of the findings. First, sur-

veys, although widely used due to their efficiency in collecting large amounts of data, could

potentially introduce method bias. This can distort the data, rendering results that are not

entirely reflective of real-world scenarios. Second, the use of video simulations, while useful
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in presenting standardized scenarios to all participants, may not perfectly emulate real-world

conditions. The virtual environment can’t fully reproduce the intricacies and unpredictabil-

ity of actual road conditions, thus limiting the extent to which we can generalize the findings.

Given these limitations, future research should consider adopting more realistic, field-based

methodologies to supplement survey and simulation data. Real-world experiments, like driv-

ing tests in actual AVs or interactive experiments in controlled traffic environments, could

provide richer, more accurate data about drivers’ behaviors and perceptions. In addition,

using mixed methods research - blending qualitative and quantitative approaches - can yield

more nuanced insights. For example, in-depth interviews or focus group discussions could

reveal underlying reasons or motivations for drivers’ attitudes towards AVs that might not

be captured by survey or simulation methods.

Second, while the investigation of demographic and driving-related factors provides a solid

starting point, it is imperative to broaden the scope of research in order to fully comprehend

the intricacies of perception and trust in AVs. To achieve a comprehensive understanding

of trust dynamics in AVs and their adoption, it is essential for future research to explore

the main or moderating effects of additional factors. One such variable to explore is an

individual’s social system, which encompasses the network of interpersonal influences, media

exposure, cultural norms, and societal pressures. The cultural context and societal norms

prevalent in a given society can significantly shape the level of trust placed in technological

innovations such as AVs. A society that embraces and welcomes technological advancements

may foster individuals who are more inclined to trust and utilize AVs. By examining the

impact of social systems on trust in AVs, researchers can unravel the complex interplay be-

tween societal factors and individual perceptions. Furthermore, the propensity to be an early

adopter of new technologies warrants consideration. Drawing on the Diffusion of Innovations

theory, individuals who demonstrate a predisposition towards early adoption are likely to

be more receptive to embracing AVs. Their openness to change and willingness to adapt to

new technologies can influence their acceptance and adoption of AVs. Understanding the

characteristics of these early adopters, such as their motivations and attitudes, can inform

strategic approaches to the introduction and implementation of AV technology. In conclu-

sion, by delving into the influence of factors such as the social system and early adopter

propensity, future research can enhance our understanding of the variables that shape per-

ceptions and trust in AVs. Expanding the scope of investigation will provide a more nuanced

perspective and contribute to the development of a comprehensive model of AV acceptance.
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APPENDIX A

Questionnaires

A.1 Individual Difference and Expectation

A.1.1 Expectation Questionnaire

Please answer the following questions. ( Low=1; High=7)

• How would you rate your overall expectations regarding the driving of a self-driving

car?

• How would you rate your expectations regarding the effectiveness of a self-driving car?

• How would you rate your expectations regarding the safety of a self-driving car?

A.1.2 Demographics and Personality Questionnaires

Age: What is your age?

Gender: How would you describe your gender?

• Male

• Female

• Prefer not to answer

• Prefer to self describe

Region: Which region do you live in?

• Northeast (Connecticut, Maine, Massachusetts, New Hampshire, New Jersey, New

York, Pennsylvania, Rhode Island, and Vermont)
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• Midwest (Illinois, Indiana, Iowa, Kansas, Michigan, Missouri, Nebraska, North Dakota,

Ohio, South Dakota, and Wisconsin)

• South (Alabama, Arkansas, Delaware, Florida, Georgia, Kentucky, Louisiana, Mary-

land, Mississippi, North Carolina, Oklahoma, South Carolina, Tennessee, Texas, Vir-

ginia, District of Columbia, and West Virginia)

• West (Alaska, Arizona, California, Colorado, Hawaii, Idaho, Montana, Nevada, New

Mexico, Oregon, Utah, Washington, and Wyoming)

Ethnicity: Please specify your ethnicity.

• White non-Hispanic

• Black or African American, non-Hispanic

• Hispanic

• Other

Education: What is the highest level of education you have received or are pursuing?

• High school graduate (high school diploma or equivalent including GED)

• Some college

• College graduate

Marital Status: What is your marital status?

• Never married

• Married

• Living with partner

• Widowed

• Divorced/Separated

Income: What was your total household income before taxes during the past 12 months?

• Less than $25,000

• $25,000 to $34,999
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• $35,000 to $49,999

• $50,000 to $74,999

• $75,000 to $99,999

• $100,000 to $149,999

• $150,000 or more

Driving Frequency: How often do you drive?

• Drives almost every day

• Drives sometimes or rarely

• Never drives

Driving Experience: By year

Personality: Here are a number of personality traits that may or may not apply to you.

Please select a number next to each statement to indicate the extent to which you agree or

disagree with that statement. You should rate the extent to which the pair of traits applies

to you, even if one characteristic applies more strongly than the other. (Strongly disagree=1;

Strongly agree=7)

I see myself as:

• Extraverted, enthusiastic

• Critical, quarrelsome

• Dependable, self-disciplined

• Anxious, easily upset

• Open to new experiences, complex

• Reserved, quiet

• Sympathetic, warm

• Disorganized, careless

• Calm, emotionally stable

• Conventional, uncreative
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A.2 Expectations and Trust in Automated Vehicles

A.2.1 Expectation Questionnaire

Please answer the following questions. ( Low=1; High=7)

• How would you rate your overall expectations regarding the driving of a self-driving

car?

• How would you rate your expectations regarding the effectiveness of a self-driving car?

• How would you rate your expectations regarding the safety of a self-driving car?

A.2.2 Perceived Performance Questionnaire

Please answer the following questions. ( Low=1; High=7)

• How would you rate the driving of the just shown self-driving car?

• How would you rate the effectiveness of the just shown self-driving car?

• How would you rate the safety of the just shown self-driving car?

A.2.3 Trust in AVs Questionnaire

Please select the number for each question which best describes your feeling or your impres-

sion. (Strongly disagree=1; Strongly agree=7)

• The just shown self-driving car was deceptive.

• The just shown self-driving car behaved in an underhanded manner.

• I was suspicious of the just shown self-driving car’s intent, action, or output.

• I worried that the just shown self-driving car’s action will have a harmful or injurious

outcome.

• I was confident in the just shown self-driving car.

• The just shown self-driving car provided security.

• The just shown self-driving car had integrity.

• The just shown self-driving car was dependable.
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• The just shown self-driving car was reliable.

• I can trust the just shown self-driving car.

• I am familiar with the just shown self-driving car.

A.2.4 Risk Conditions Questionnaires

Weather Condition: Do you agree or disagree that each of the following sentences

describes the just shown video? Please select one answer for each statement. (Strongly

disagree=1; Strongly agree=7)

• The weather made the driving situation risky.

• Due to the weather conditions the likelihood of a collision was high.

• There was a high chance of an accident occurring because of the weather.

• Due to the weather conditions the driving situation was unpredictable.

AV Driving Behavior: Do you agree or disagree that each of following word or phases de-

scribe the just shown self-driving car? Please select one answer for each statement. (Strongly

disagree=1; Strongly agree=5)

• Dangerous

• Safe

• Hazardous

• Risky

• Could get hurt easily

• Unsafe

• Chance of death

• Scary
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A.3 AV Voice and Cognitive and Affective Trusts

A.3.1 Cognitive Trust Questionnaire

Do you agree or disagree with each of the following sentences describes this self-driving car?

Please select one answer for each statement. (Strongly disagree=1; Strongly agree=7)

• This self-driving car demonstrates expertise.

• Given the driving behavior of this self-driving car, I see no reason to doubt its compe-

tence.

• I can rely on this self-driving car’s driving capabilities.

• I believe that other drivers who use this self-driving car will regard it as trustworthy.

• Most people will trust and rely on this self-driving car, even those who don’t know

much about it.

• This self-driving car’s analysis of driving situations was accurate.

• I can trust this self-driving car’s instructions.

A.3.2 Affective Trust Questionnaire

Do you agree or disagree with each of the following sentences describes this self-driving car?

Please select one answer for each statement. (Strongly disagree=1; Strongly agree=7)

• I can freely share my concerns with this self-driving car.

• This self-driving car will listen to me when I share my struggles in understanding its

actions.

• If this self-driving car was no longer available to me, I would feel a sense of loss.

• This self-driving car would respond caringly if I shared my concerns with it about

driving.

• I would make considerable emotional investments in this self-driving car.

• This self-driving car will help me with great care.

• This self-driving car will kindly help me when I need it.

• This self-driving car will take care of me with thoughtful consideration.
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A.3.3 Perceived AV Role Questionnaire

Please adjust the slider to represent your perceived role of a self-driving car.

• My driving assistant

• My driving supervisor
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APPENDIX B

Scenario Description - Chapter 4

B.1 Scenario: Severe Accident Ahead

• Description: After identifying the severe road hazard ahead, the automated vehicle

rerouted.

• Explanation: ”Severe accident ahead, Rerouting.”

• Video Example: https://www.youtube.com /watch?v=- A67F4p6a8&t=1s

B.2 Scenario: Abrupt Stop Ahead

• Description: The automated vehicle changed lanes due to a roadway obstruction.

• Explanation: ”Roadway obstruction, Changing lanes.”

• Video Example: https://www.youtube.com /watch?v=OzdIeb-Stng

B.3 Scenario: Oversized Vehicle Ahead

• Description: As an oversized vehicle blocked the roadway ahead, the automated vehicle

slowed down until the vehicle turned at the intersection.

• Explanation: ”Oversized vehicle blocking the roadway, Slowing down.”

• Video Example: https://www.youtube.com /watch?v=66lcgGRpz3s
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B.4 Scenario: Emergency Vehicle Approaching from

the Rear

• Description: The automated vehicle yielded when an emergency vehicle approaching

from behind activated its siren.

• Explanation: ”Emergency vehicle approaching from the rear, Yielding.”

• Video Example: https://www.youtube.com /watch?v=YQLA1k9uj1M

B.5 Scenario: Emergency Vehicle Approaching from

the Front

• Description: The automated vehicle stopped when an emergency vehicle approaching

from the front activated its siren.

• Explanation: ”Emergency vehicle approaching from the front, Stopping.”

• Video Example: https://www.youtube.com /watch?v=CvqBO66WowY

B.6 Scenario: Road Obstruction

• Description: The automated vehicle rerouted in view of road construction ahead.

• Explanation: ”Identified road obstruction, Rerouting.”

• Video Example: https://www.youtube.com /watch?v=tRYr xvUYNA&t=1s
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[80] Markku ; Summala Kilpeläinen, Heikki. Effects of weather and weather forecasts on
driver behaviour. Transportation research. Part F, Traffic psychology and behaviour,
10(4). Publisher: Elsevier India Pvt Ltd.

[81] Dan J Kim, Donald L Ferrin, and H Raghav Rao. A trust-based consumer decision-
making model in electronic commerce: The role of trust, perceived risk, and their
antecedents. Decision support systems, 44(2):544–564, 2008. Publisher: Elsevier.

[82] Joseph K Kim, Crystal M Harold, and Brian C Holtz. Evaluations of abusive supervi-
sors: The moderating role of the abuser’s gender. Journal of Organizational Behavior,
43(3):465–482, 2022. Publisher: Wiley Online Library.

[83] Amanda J Koch, Susan D D’Mello, and Paul R Sackett. A meta-analysis of gen-
der stereotypes and bias in experimental simulations of employment decision making.
Journal of applied psychology, 100(1):128, 2015. Publisher: American Psychological
Association.

107



[84] Anne M Koenig. Comparing prescriptive and descriptive gender stereotypes about
children, adults, and the elderly. Frontiers in psychology, 9:1086, 2018. Publisher:
Frontiers Media SA.

[85] Jeamin Koo, Jungsuk Kwac, Wendy Ju, Martin Steinert, Larry Leifer, and Clifford
Nass. Why did my car just do that? Explaining semi-autonomous driving actions
to improve driver understanding, trust, and performance. International Journal on
Interactive Design and Manufacturing (IJIDeM), 9(4):269–275, November 2015.

[86] Jeamin Koo, Dongjun Shin, Martin Steinert, and Larry Leifer. Understanding driver
responses to voice alerts of autonomous car operations. International Journal of Vehicle
Design, 70(4):377–392, January 2016. Publisher: Inderscience Publishers.

[87] Praveen K Kopalle and Donald R Lehmann. Strategic management of expectations:
The role of disconfirmation sensitivity and perfectionism. Journal of Marketing Re-
search, 38(3):386–394, 2001. Publisher: SAGE Publications Sage CA: Los Angeles,
CA.

[88] Sahil Koul and Ali Eydgahi. Utilizing technology acceptance model (TAM) for
driverless car technology adoption. Journal of technology management & innovation,
13(4):37–46, 2018. Publisher: SciELO Chile.

[89] Carol T Kulik, Greg R Oldham, and J Richard Hackman. Work design as an ap-
proach to person-environment fit. Journal of vocational behavior, 31(3):278–296, 1987.
Publisher: Elsevier.

[90] Ko Kuwabara, Jiyin Cao, Soomin Sophie Cho, and Paul Ingram. Lay Theories of
Instrumental Relations: Explaining Individual Differences in Dispositional Similarity-
Attraction. Academy of Management Journal, February 2022. Publisher: Academy of
Management.

[91] Miltos Kyriakidis, Riender Happee, and Joost CF de Winter. Public opinion on au-
tomated driving: Results of an international questionnaire among 5000 respondents.
Transportation research part F: traffic psychology and behaviour, 32:127–140, 2015.
Publisher: Elsevier.

[92] Moritz Körber, Lorenz Prasch, and Klaus Bengler. Why Do I Have to Drive Now?
Post Hoc Explanations of Takeover Requests. Human Factors, 60(3):305–323, May
2018. Publisher: SAGE Publications Inc.

[93] Karl Reiner Lang and Sirkka Jarvenpaa. Managing the paradoxes of mobile technology.
Information systems management, 22(4):7–23, 2005.

[94] Nancy Lankton, D Harrison McKnight, and Jason Bennett Thatcher. Incorporating
trust-in-technology into Expectation Disconfirmation Theory. The Journal of Strategic
Information Systems, 23(2):128–145, 2014. Publisher: Elsevier.

108



[95] Nancy K Lankton and Harrison D McKnight. Examining two expectation disconfirma-
tion theory models: Assimilation and asymmetry effects. Journal of the Association
for Information Systems, 13(2):1, 2012.

[96] S. Laumer, A Eckhardt, Y. Dwivedi, M. Wade, and S. Schneberger. Information
systems theory, volume null of null. 2012.

[97] Bruce D Layton and Chester A Insko. Anticipated interaction and the similarity-
attraction effect. Sociometry, pages 149–162, 1974. Publisher: JSTOR.

[98] Chaiwoo Lee, Bruce Mehler, Bryan Reimer, and Joseph F Coughlin. User percep-
tions toward in-vehicle technologies: Relationships to age, health, preconceptions,
and hands-on experience. International Journal of Human-Computer Interaction,
31(10):667–681, 2015. Publisher: Taylor & Francis.

[99] Eun Ju Lee, Clifford Nass, and Scott Brave. Can computer-generated speech have
gender? an experimental test of gender stereotype. In CHI ’00 Extended Abstracts on
Human Factors in Computing Systems, CHI EA ’00, pages 289–290, New York, NY,
USA, April 2000. Association for Computing Machinery.

[100] Hyun-Joo Lee, Hyeon Jeong Cho, Wenwen Xu, and Ann Fairhurst. The influence
of consumer traits and demographics on intention to use retail self-service checkouts.
Marketing Intelligence & Planning, 28(1):46–58, 2010. Publisher: Emerald Group
Publishing Limited.

[101] Jae-gil Lee and Kwan Min Lee. Polite speech strategies and their impact on drivers’
trust in autonomous vehicles. Computers in Human Behavior, 127:107015, February
2022.

[102] John Lee and Neville Moray. Trust, control strategies and allocation of function in
human-machine systems. Ergonomics, 35(10):1243–1270, 1992. Publisher: Taylor &
Francis.

[103] John D Lee and Katrina A See. Trust in automation: Designing for appropriate
reliance. Human factors, 46(1):50–80, 2004. Publisher: SAGE Publications Sage UK:
London, England.

[104] Jong-Eun Roselyn Lee and Clifford I Nass. Trust in computers: The computers-are-
social-actors (CASA) paradigm and trustworthiness perception in human-computer
communication. In Trust and technology in a ubiquitous modern environment: Theo-
retical and methodological perspectives, pages 1–15. IGI Global, 2010.

[105] Kwan Min Lee, Katharine Liao, and Seoungho Ryu. Children’s Responses to
Computer-Synthesized Speech in Educational Media: Gender Consistency and Gender
Similarity Effects. Human Communication Research, 33(3):310–329, July 2007.

[106] Sanguk Lee, Rabindra Ratan, and Taiwoo Park. The voice makes the car: Enhancing
autonomous vehicle perceptions and adoption intention through voice agent gender
and style. Multimodal Technologies and Interaction, 3(1):20, 2019. Publisher: MDPI.

109



[107] Roy J Lewicki and Barbara B Bunker. Developing and maintaining trust in work
relationships. Trust in organizations: Frontiers of theory and research, 114:139, 1996.

[108] Roy J. Lewicki, Edward C. Tomlinson, and Nicole Gillespie. Models of Interpersonal
Trust Development: Theoretical Approaches, Empirical Evidence, and Future Direc-
tions. Journal of Management, 32:991–1022, 2006. Place: US Publisher: Sage Publi-
cations.

[109] J. David Lewis and AndrewWeigert. Trust as a Social Reality. Social Forces, 63(4):967–
985, June 1985.

[110] Mengyao Li, Brittany E Holthausen, Rachel E Stuck, and Bruce N Walker. No risk no
trust: Investigating perceived risk in highly automated driving. pages 177–185, 2019.

[111] Paul Liernert and Maria Caspani. Americans still don’t trust self-driving cars,
Reuters/Ipsos poll finds | Reuters, April 2019.

[112] Peng Liu, Run Yang, and Zhigang Xu. Public acceptance of fully automated driving:
Effects of social trust and risk/benefit perceptions. Risk Analysis, 39(2):326–341, 2019.
Publisher: Wiley Online Library.

[113] Nora Ni Loideain and Rachel Adams. From Alexa to Siri and the GDPR: the gender-
ing of virtual personal assistants and the role of data protection impact assessments.
Computer Law & Security Review, 36:105366, 2020. Publisher: Elsevier.

[114] Matthew Lombard and Kun Xu. Social responses to media technologies in the 21st
century: The media are social actors paradigm. Human-Machine Communication,
2:29–55, January 2021. Publisher: Communication and Social Robotics Labs.

[115] Sydney Lynch and Marianne Campbell. Adolescents Voice Preference in Auditory
Advertisements: A Study in Gender Stereotypes and Multi-Media Marketing. Journal
of Student Research, 10(1), 2021.

[116] Karen S Lyness and Madeline E Heilman. When fit is fundamental: performance
evaluations and promotions of upper-level female and male managers. Journal of
Applied Psychology, 91(4):777, 2006. Publisher: American Psychological Association.

[117] Qi Ma, Alan HS Chan, and Pei-Lee Teh. Insights into older adults’ technology accep-
tance through meta-analysis. International Journal of Human–Computer Interaction,
37(11):1049–1062, 2021. Publisher: Taylor & Francis.

[118] Ruth Madigan, Tyron Louw, Marc Wilbrink, Anna Schieben, and Natasha Merat.
What influences the decision to use automated public transport? Using UTAUT to
understand public acceptance of automated road transport systems. Transportation
research part F: traffic psychology and behaviour, 50:55–64, 2017. Publisher: Elsevier.

[119] Likoebe M Maruping, Hillol Bala, Viswanath Venkatesh, and Susan A Brown. Going
beyond intention: Integrating behavioral expectation into the unified theory of accep-
tance and use of technology. Journal of the Association for Information Science and
Technology, 68(3):623–637, 2017. Publisher: Wiley Online Library.

110



[120] Roger C Mayer, James H Davis, and F David Schoorman. An integrative model of
organizational trust. Academy of management review, 20(3):709–734, 1995. Publisher:
Academy of Management Briarcliff Manor, NY 10510.

[121] Daniel J. McAllister. Affect- and Cognition-Based Trust as Foundations for Interper-
sonal Cooperation in Organizations. Academy of Management Journal, 38(1):24–59,
February 1995. Publisher: Academy of Management.

[122] R. R. McCrae, P. T. Costa, R. Hogan, J. Johnson, and S. Briggs. Handbook of person-
ality psychology, volume null of null. 1997.

[123] Barbara A. Mellers, Alan Schwartz, Katty Ho, and Ilana Ritov. Decision Affect The-
ory: Emotional Reactions to the Outcomes of Risky Options. Psychological Science,
8(6):423–429, 1997. Publisher: [Association for Psychological Science, Sage Publica-
tions, Inc.].

[124] Matthew L Meuter, Mary Jo Bitner, Amy L Ostrom, and Stephen W Brown. Choos-
ing among alternative service delivery modes: An investigation of customer trial of
self-service technologies. Journal of marketing, 69(2):61–83, 2005. Publisher: SAGE
Publications Sage CA: Los Angeles, CA.

[125] Jonas Meyer, Henrik Becker, Patrick M Bösch, and Kay W Axhausen. Autonomous
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