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ABSTRACT

The mathematical study of information elicitation has led to elegant theories about the

behavior of economic agents asked to share their private information. Similarly, the study

of information aggregation has illuminated the possibility of combining independent sources

of imperfect information so that the combined information is more valuable than that from

any single source. However, despite a flourishing academic literature in both areas, some of

their key insights have yet to be embraced in many of their purported applications. In this

dissertation, we revisit prior work in the applications of crowdsourcing and peer assessment

to address overlooked obstacles to more widespread adoption of their key contributions.

We apply simulation-based methods to the evaluation of information elicitation mech-

anisms and information aggregation algorithms. First, we use real crowdsourcing data to

explore common assumptions about the way that crowd workers make mistakes in labeling.

We find that a common assumption from theoretical work, that workers identify correct

labels with a constant probability, is implausible in the data sets we consider. We further

find different forms of heterogeneity among both tasks and workers, which have different

implications for the design and evaluation of label aggregation algorithms.

Then, we turn to peer assessment. Despite many potential benefits from peer grading,

the traditional paradigm, where one instructor grades each submission, predominates. One

persistent impediment to adopting a new grading paradigm is doubt that it will assign grades

that are at least as good as those that would have been assigned under the existing paradigm.

We address this impediment by using tools from economics to define a practical framework

for determining when peer grades clearly exceed the standard set by the instructor baseline.

We simulate realistic grading data using a model from prior work, and find that peer grad-

ing is unlikely to be clearly preferable to instructor grading for participants unless we either

significantly increase the workload of students or make stronger assumptions about partici-

pants’ utility functions. We also study the effectiveness of various interventions to improve

the quality of peer grading and the optimal allocations of peer and instructor resources under

a fixed grading budget.

Lastly, we propose measurement integrity, which quantifies a peer prediction mechanism’s

ability to assign rewards that reliably measure agents according to the quality of their re-
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ports, as a novel desideratum in many applications. We perform computational experiments

with mechanisms that elicit information without verification in the setting of peer assessment

to empirically evaluate mechanisms according to both measurement integrity and robustness

against strategic reporting. We find an apparent trade-off between these properties: The

best-performing mechanisms in terms of measurement integrity are highly susceptible to

strategic reporting. But we also find that supplementing mechanisms with realistic para-

metric statistical models results in mechanisms that strike the best balance between them.
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CHAPTER 1

Introduction

The mathematical study of information elicitation (Section 1.1.1) has led to elegant theories

about the behavior of economic agents asked to share their private information. Similarly, the

study of information aggregation (Section 1.1.2) has illuminated the possibility of combining

independent sources of imperfect information so that the combined information is more

valuable than that from any single source, thereby harnessing the “wisdom of crowds” [100].

However, despite a flourishing, active academic literature in both areas, some of their key

insights have yet to be embraced in many of their purported applications. In this dissertation,

we revisit prior work in both areas with applications in mind, in order to address important

overlooked obstacles impeding more widespread adoption of their key contributions. A key

component of this endeavor involves looking beyond the question of “What is the next

research question within the dominant model?” and interrogating the implicit and explicit

assumptions of that model or considering a new model or methodology altogether.

We find that simulation-based computational experiments are a powerful tool for con-

ducting these lines of inquiry. Computational experiments have distinct strengths that com-

plement the strengths and supplement the weaknesses of theoretical work. Computational

experiments are more naturally outcome-oriented. Simulated outcomes can be generated

cheaply, frequently, and reliably under a wide range of parameter specifications. In contrast,

making general theoretical statements about ex post outcomes is difficult in many cases.

While theorems have the advantage of potentially applying to a larger range of settings,

such theorems are may fail to give tight bounds, be hard to interpret, or both. In contrast,

computational experiments readily provide interpretable results, albeit on a chosen set of

inputs.

Computational experiments can also uniquely complement human-subjects experiments.

Computational experiments allow for access to latent variables that are not readily observable

in human-subjects experiments. Also, in human-subjects experiments, outcomes may depend

heavily on hard-to-quantify factors such as the subject population and their training. In

particular, it can be difficult to explain the mathematical inner workings of a mechanism
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in a way that makes properties like incentive-compatibility salient and it can be costly to

conduct an experiment with enough repeated interactions between subjects and a mechanism

that such properties can be discovered organically by the participants. In computational

experiments, we can decouple exploring the properties of a mechanism from learning how to

effectively explain the mechanism to users. Simulated agents can be instructed to precisely

follow a behavior against which we would like to evaluate a mechanism’s robustness. Or,

simulated agents can be allowed to repeatedly interact with mechanisms for many iterations

and learn strategies to maximize their rewards. In both cases, the behaviors of agents can be

grounded in empirical results from human-subjects research. Further, simulation code can

be shared publicly, so that experiments can be easily replicated or modified for subsequent

inquiries as new behavioral insights are discovered.

On the other hand, computational experiments have their own limitations. Importantly,

simulation often requires the complete specification of a model of the setting–instead of

making a few comparatively mild assumptions about a generic underlying model, as in

theoretical work. This potentially limits the generalizability of simulation results beyond

the specific model that is adopted. We will see, however, that this limitation can be a

useful one. In particular, limiting ourselves to a particular model (e.g., of peer assessment

in Chapter 4), or family of models, allows us to uncover features of an application setting

that appear to be a significant driver of many of our results. Such effects are more difficult

to uncover when the particularities of an application are abstracted away.

Ultimately, the strongest evidence for the utility of the methodologies that we develop

based on computational experiments are in the clear, unambiguous results that we obtain

from applying them.

1.1 Preliminaries

1.1.1 Information Elicitation

The study of information elicitation is concerned with understanding the properties of (eco-

nomic) mechanisms that are designed to collect reports about the private signals observed by

agents in some population on behalf of a principal. As is common in economics, a mechanism

is a function that collects reports from the agents—and, in some cases, its own public or

private information—as inputs and then outputs payments as compensation for the reports.

Payments are typically thought of as being monetary, but this is not required. When private

information is costly for agents to acquire or to report, then incentives become a critical

concern and a number of questions are raised: How can agents be incentivized to submit
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reports to a mechanism? Which mechanisms incentivize agents to expend the cost to collect

useful information and report that information truthfully? Etc. The literature on infor-

mation elicitation in economics has, accordingly, largely focused on questions of this type.

However, it is important to emphasize that incentives are not the only relevant concern in

many applications.

Information elicitation is typically modeled as a game in the sense invoked by “game

theory”: an interaction between multiple strategic actors—in this case the principal, who

commits to a mechanism, and the agent(s), who may report strategically—where the outcome

depends on the choices of all relevant parties. The primary solution concepts in game theory,

and thus in information elicitation, are equilibria. Further, the assumptions made about the

nature of the agents interacting with a mechanism are the typical assumptions made in game

theory. The agents are assumed to be “rational” in the sense that they have a well-defined

utility function that encodes their preferences over the possible outcomes, they assume a

prior distribution over outcomes and update their beliefs according to Bayes’ rule whenever

new information is revealed, and they synthesize their beliefs and preferences in order to

select actions that maximize their expected utility. It is worth keeping in mind that these

assumptions are sometimes unrealistic, especially when real people, not economic agents, are

the ones who will interact with a given mechanism.

Perhaps the most prominent paradigm in information elicitation is forecasting, in which

the reports submitted are probabilistic forecasts of an event for which the outcome will

eventually be publicly observable. Historically, in the application of weather forecasting, it

was observed that verification schemes for assessing the quality of forecasts could sometimes

lead a forecaster to want to report something other than their true private belief in order

to try to “game” the verification scheme. Eventually, Glenn Brier proposed a solution to

this problem—a new verification scheme in which it was always in the best interest of a

forecaster (from their perspective) to report their true private beliefs [7]. Brier’s solution

was later discovered to be a special case of a class of mechanisms called proper scoring rules

that take a probabilistic forecast and the outcome of the forecasted event as input and then

output a score such that the forecaster will always (weakly) maximize their ex ante expected

score by reporting their true belief. Subsequently, an elegant mathematical theory of proper

scoring rules has been developed [28] and that theory has been applied in various settings,

including in the development of prediction markets, which are discussed in Section 1.1.3.

In general, forecasting is a special case of the information elicitation with verification

paradigm, in which it is assumed that the mechanism is able to collect its own reliable

ground truth signals for (a subset of) the objects about which it will collect or has collected

possibly unreliable reports from the agents. As in forecasting, the ground truth signals
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are usually used by the mechanism in order to verify agents’ reports and determine their

reliability. Unlike in forecasting, though, a mechanism in this paradigm does not generally

collect ground truth signals for every task about which it collects agent reports. This is

because in many settings, the ground truth is costly to collect, as opposed to forecasting

where the ground truth is typically a publicly observable outcome. As a result, in many

cases, the goal of using an information elicitation mechanism is to collect honest reports to

use as inputs in an information aggregation scheme (Section 1.1.2) that can determine the

ground truth (with high probability) for a large number of tasks at a much lower cost than

would be necessary to compensate a single reliable expert to submit reports for the same set

of tasks.

1.1.1.1 Peer Prediction

The paradigm for information elicitation without verification is called peer prediction [60].

In the peer prediction paradigm, mechanisms do not rely on access to ground truth signals

in assigning payments. In many settings, this paradigm is necessitated by some practi-

cal limitation—ground truth may be prohibitively expensive to collect or, as in the case of

opinion surveys, may not exist at all. However, it is also possible and may sometimes be ben-

eficial to apply techniques from peer prediction to supplement mechanisms from information

elicitation with verification.

Without ground truth, peer prediction mechanisms rely on collecting reports from mul-

tiple agents on each task and leveraging an assumption that agents’ private signals are

correlated in some way, so that it is feasible to verify an agent’s report using the reports of

their peers. Many state-of-the-art peer prediction mechanisms can be understood through

an insightful information-theoretic framework described by Kong and Schoenebeck [47].

Generally, peer prediction mechanisms are characterized by two properties:

1. An equilibrium concept related to truthful reporting.

2. An assumption on the joint prior distribution of signals that is sufficient to guarantee

inducement of the equilibrium concept.

Given that the sufficient assumption holds, an equilibrium concept describes circumstances

for which, if an agent were to know the strategies of their peers, truthful reporting would

(weakly) maximize their expected utility. The sufficient assumption describes the weakest

known correlation structure for the joint prior distribution of signals under which there

is a known mathematical proof that the equilibrium concept applies. We will revisit this

characterization of peer prediction mechanisms in Chapter 4.
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1.1.2 Information Aggregation

Information aggregation is often the impetus for information elicitation. The principal wants

to harness the “wisdom of crowds,” but recognizes that aggregating reports that have been

strategically manipulated is likely to interfere with that objective.

Similarly to information elicitation, information aggregation can be conceptualized as

encompassing two distinct paradigms, which differ based on whether the notion of ground

truth is relevant for a particular application. The most prominent paradigm for information

aggregation is the paradigm in which the goal is to discern some ground truth. This paradigm

is closely linked with the long-standing idea of the wisdom of crowds, the mathematical study

of which dates back at least to the Condorcet Jury Theorem, proved in 1785 [17]. Hong and

Page [35] describe the result in the following manner:

The theorem applies to a group of voters who must identify or predict the cor-

rect answer from among two alternatives. In the canonical version, each voter

independently knows the answer with the same probability. If that probabil-

ity exceeds one-half, four results follow: the majority identifies correctly with

a higher probability than each individual, collective accuracy increases in indi-

vidual accuracy and in group size, and large groups approach but never achieve

perfect accuracy. (Hong and Page 2015)

Modern research on the wisdom of crowds has expanded beyond the limited setting con-

sidered by Condorcet to include a wide array of settings, including empirical studies about

the practical performance of crowds compared to individual experts [100; 106] and theoreti-

cal work on the performance of crowds with correlated signals [35]. In both theoretical and

empirical work, the fundamental principle is that it is often more reliable to aggregate the

opinions (or predictions, responses, etc.) of multiple people, even if those people are rela-

tively non-expert, instead of relying on the opinion of a single expert. Watts [106] goes so

far as to contend that this principle alone is sufficient for harnessing the wisdom of crowds,

suggesting that empirical evidence indicates that aggregation itself is what matters and that

(within reason) the particular method of aggregation is far less important.

Nevertheless, much of the literature on information aggregation is concerned with meth-

ods, looking for ways to improve over naive (but powerful) baselines like majority voting (for

discrete responses from a small set of possibilities) or averaging (for continuous responses).

For example, Prelec et al. [76] propose a method that selects the “surprisingly popular”

response as the most likely true answer and show that, under certain assumptions, their

method can correctly recover the ground truth even when the majority is wrong.

Information aggregation without ground truth is studied in social choice theory [5; 6]. In
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social choice theory, the information to be aggregated is generally some representation of

the preferences of the individual agents participating in a mechanism over a set of possible

outcomes. For example, the agents may want to collectively select a single winner from a

set of candidates in an election. The goal is to design mechanisms that incentivize agents

to report their preferences honestly and that select outcomes that achieve some notion of

fairness with respect to those preferences. Voting rules are an important component of

social choice theory and, as demonstrated by the Condorcet Jury Theorem, voting rules that

arise in the context of aggregating preferences can also be applied as methods for recovering

ground truth.

Lastly, note that, while it is useful as an abstraction to consider the study of information

aggregation as bifurcated by the relevance of ground truth, there are cases that do not fit

neatly into this account. In particular, there are important settings where it is possible to

conceptualize the existence of ground truth in the abstract, but where, in reality, the “truth”

is not objective or uncontested. For example, consider the task of labeling content from social

media according to its level of “toxicity.” Different groups within the population may each

have a shared within-group understanding of what content would be deemed toxic, but their

standards may conflict. That is, the “truth” may vary according to the culture of each

group, as is modeled in cultural consensus theory (e.g., Batchelder et al. [4]). Consequently,

as argued by Gordon et al. [30], aggregating information without properly accounting for

inherent disagreement can create the illusion of consensus. This illusion of consensus can

lead to problems in downstream applications, e.g., training a machine learning classifier to

label content according to toxicity.

1.1.3 Social Computing and Human Computation

In applications, information elicitation and information aggregation are frequently coupled

together as parts of a larger system. Such systems are often either social computing systems

or systems that leverage human computation [70]. In social computing systems, the focus is

on human interactions that are mediated by a computational system. For example, review

sites and social networking sites largely derive their value from social interactions that they

facilitate. In human computation systems, “computational” tasks that have proven difficult

to solve with electronic computers are outsourced to humans to complete. The quintessential

human computation system is Amazon’s Mechanical Turk (MTurk), for which the conceit

behind both the name and concept of the system is the appearance that the system is

completely automated, despite the fact that there is actually an essential, hidden human

component that makes the system work.
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Theoretical work on information elicitation and aggregation has been instrumental in

the design of some notable social computing and human computation systems. In the vi-

sion paper “Mathematical Foundations of Social Computing,” Chen et al. [13] discuss three

prominent success stories of mathematical research applied to social computing: participa-

tory budgeting, prediction markets, and fair division. Each of these stories is, at least in part,

about information elicitation and aggregation. Participatory budgeting and fair division are

both applications of social choice theory. Fair division fits less neatly into the notion of

information aggregation discussed above, because the nature of the item being divided plays

an important role, but it still involves aggregating the preferences of the agents using the sys-

tem. Participatory budgeting, in which agents interact with a mechanism to “vote” on how

to allocate a limited budget, is a more pure application of the idea of aggregating preferences.

Prediction markets, moreover, are a triumph of the synthesis of information elicitation and

aggregation and are deeply rooted in the mathematical theory of those disciplines.

Prediction markets allow agents to buy and sell securities that disburse a fixed payout

depending on the outcome of a future event that is being forecasted. For example, in an

election with two candidates, a market could involve securities that pay out $1 in the event

that a particular candidate wins the election. The price of a security in the market can

be interpreted as an aggregation of the individual forecasts of the agents participating in

the market, i.e., a collective forecast. For example, if the price falls below the expected

value that an agent assigns to the payout of the security—which is equal to the probability

that the agent assigns to the outcome under which the security pays out—it is in their best

interest economically to purchase securities until the price becomes equal to their expected

value. Thus, a principal interested in predicting the outcome of some future event can run a

prediction market in order to harness the wisdom of crowds and produce a reliable forecast.

Prediction markets also apply ideas from information elicitation to correctly manage agents’

incentives. The price in the market is set by an automated market maker whose behavior is

derived from an application of the theory of proper scoring rules. As a result, the price is set

correctly to elicit honest forecasts. Further, the market maker has bounded risk (it cannot

lose an unbounded amount of money) and is not susceptible to arbitrage [13].

However, despite these remarkable success stories, the mathematical literature on infor-

mation elicitation and aggregation—and in particular on peer prediction—has so far had a

limited impact in two common purported applications: crowdsourcing and peer assessment.

1.1.3.1 Crowdsourcing

Crowdsourcing encompasses a variety of practices that leverage the power of a “crowd” of

people to complete a task or series of tasks. Geiger et al. [26] use a systems-theoretic approach
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to abstract crowdsourcing tasks into four categories based on the nature of the interactions

between the individuals participating in the system (Are contributions processed in isola-

tion or are contributions valuable due to their interaction with those of other participants?)

and whether the inputs are considered homogeneous (Are the inputs qualitatively the same,

e.g., labels selected from a specified set, or different, e.g., distinct solutions proposed for a

complex problem?). The contemporary techniques in information elicitation and aggrega-

tion domains are best-suited for two of the resulting categories: crowd processing, in which

inputs are homogeneous and contributions are processed in isolation, and crowd rating, in

which inputs are homogeneous and contributions are processed collectively. A related term

from outside of the systems-theoretic paradigm that also describes these two categories is

microtask crowdsourcing, which is used to distinguish simple, relatively straightforward tasks

like labeling from more complex, intellectually-intensive tasks like submitting a solution to

a machine-learning competition and open-ended, creative tasks like writing.

In academic research, MTurk is the most popular crowdsourcing platform. It is often

used for conducting experiments, including studies of the role of incentives in the quality

and quantity of work completed that help to motivate the need for incentive-compatible

information elicitation mechanisms for social computing and human computation tasks [34;

58].

1.1.3.2 Peer Assessment

Peer assessment is a pedagogical technique in which students are asked to give feedback on

the work of their peers and, consequently, receive feedback from their peers about their own

work. First and foremost, peer assessment is associated with myriad benefits for students

[56; 97]. Additionally, it can benefit a course’s instructional staff, particularly in a Massive

Open Online Course (MOOC). Due to large class sizes in MOOCs, it is often intractable

for the instructors alone to provide timely and productive feedback. Peer assessment can

be done for its own sake, but it can also take the form of peer grading, a special case of

peer assessment in which student feedback is used directly to compute grades for student

submissions. It is reasonable to expect that in many cases, students will have some intrinsic

utility for giving helpful feedback to their peers, even if it is somewhat costly. However, if

students are assigned grades for the quality of their feedback in a peer assessment system,

then extrinsic incentives—the kind primarily studied in information elicitation (and game

theory more broadly)—become more salient.
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1.2 Overview

This dissertation features an ensemble of three works applying simulation-based methods to

the evaluation of information elicitation mechanisms and information aggregation algorithms.

We design and implement these methods to develop empirical predictors of their performance

in two important applications—crowdsourcing and peer grading. In doing so, we frequently

introduce new dimensions of analysis along which to predict performance and argue that

these new dimensions are important complements to the existing ones.

1.2.1 Part 1: Crowdsourcing

In Chapter 2, we explore the following question: Do common assumptions about the way that

crowd workers make mistakes in microtask (labeling) applications manifest in real crowd-

sourcing data? Prior work only addresses this question indirectly. Instead, it primarily

focuses on designing new label aggregation algorithms, seeming to imply that better perfor-

mance justifies any additional assumptions. However, empirical evidence in past instances

has raised significant challenges to common assumptions. We continue this line of work, using

crowdsourcing data itself as directly as possible—using non-parametric and parametric simu-

lation techniques for statistical hypothesis testing—to interrogate several basic assumptions

about workers and tasks. We find strong evidence that the assumption that workers respond

correctly to each task with a constant probability, which is common in theoretical work, is

implausible in real data. We also illustrate how heterogeneity among tasks and workers can

take different forms, which have different implications for the design and evaluation of label

aggregation algorithms. As a whole, the insights that we uncover about the plausibility (or

implausibility) of various assumptions establishes a firmer foundation for future work both

in the theoretical and the empirical study of label aggregation.

The work that is presented in this chapter was jointly authored with Grant Schoenebeck

and appeared in the proceedings of the 39th Conference on Uncertainty in Artificial Intelli-

gence (UAI 2023) [10].

1.2.2 Part 2: Peer Assessment

In Chapter 3, we turn our attention to peer grading. Despite the many potential benefits

of peer grading, the traditional grading paradigm, where one instructor (or their assistant)

grades each submission, is still predominantly used. One persistent impediment to adopt-

ing a new grading paradigm is doubt that the new paradigm will assign grades that are

at least as good as the grades that would have been assigned under the existing paradigm.
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We address this impediment by using tools from economics to define a practical framework

for determining when peer grades clearly exceed the standard set by the instructor grading

baseline. We demonstrate the efficacy of our framework in simulated experiments using a

realistic Bayesian model of peer grading from prior work. We find that, according to that

model, instructors set a high standard for grading quality that is difficult for student graders

to definitely outperform. However, we also find that the concrete objective functions defined

within our framework prove useful for (1) evaluating interventions in the peer grading sys-

tem to improve grading quality and (2) unearthing trade-offs in the problem of allocating

grading work between instructor and student graders when there is a limited grading bud-

get. Although our framework only addresses one aspect of the larger problem of designing,

implementing, and promoting the adoption of reliable peer grading systems—i.e., assigning

high-quality numerical scores to submissions—it frames that aspect in a unique way that

we believe will prove useful in other areas like evaluating the quality of written feedback

provided by peer graders.

The work that is presented in this chapter was jointly authored with Yichi Zhang and

Grant Schoenebeck.

In Chapter 4, we propose measurement integrity, which quantifies a mechanism’s ability

to assign rewards that reliably measure agents according to the quality of their reports, as a

novel desideratum in many natural applications. Like robustness against strategic reporting,

the property that has been the primary focus of the peer prediction literature, measurement

integrity is an important consideration for understanding the practical performance of peer

prediction mechanisms.

We perform computational experiments, both with an agent-based model and with real

data, to empirically evaluate peer prediction mechanisms according to both of these impor-

tant properties. Our evaluations simulate the application of peer prediction mechanisms to

peer assessment—a setting in which ex post fairness concerns are particularly salient. We

find that peer prediction mechanisms, as proposed in the literature, largely fail to demon-

strate significant measurement integrity in our experiments. We also find that theoretical

properties concerning robustness against strategic reporting are somewhat noisy predictors

of empirical robustness. Further, there is an apparent trade-off between our two dimensions

of analysis. The best-performing mechanisms in terms of measurement integrity are highly

susceptible to strategic reporting. Ultimately, however, we show that supplementing mech-

anisms with realistic parametric statistical models can, in some cases, improve performance

along both dimensions of our analysis and result in mechanisms that strike the best balance

between them. Altogether, our approach and the lessons that we derive from it constitute a

10



significant step toward transforming peer prediction mechanisms from interesting theoretical

objects to practical tools for information elicitation in real applications.

The work that is presented in this chapter was jointly authored with Grant Schoenebeck

and appeared in the proceedings of the 24th ACM Conference on Economics and Computa-

tion (EC’23) [9].
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Part I

Crowdsourcing
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CHAPTER 2

Testing Conventional Wisdom (of the Crowd)

2.1 Introduction

As a whole, crowds can be surprisingly wise [100], but individuals within the crowd are un-

surprisingly prone to making mistakes. This is true for complex applications like prediction

markets—where individuals collaborate to create a probabilistic forecast for some event by

trading securities linked to particular outcomes of that event. And it is equally true for sim-

pler applications like microtasks—where individuals collaborate to complete a simple task,

like labeling an image, by performing the task individually and submitting their responses

to be algorithmically aggregated in a way that will discern the correct label from the various

responses with high probability. Given this fallibility, then, it is important to understand

how workers make mistakes.

Clearly, how workers make mistakes on individual tasks has important implications for

the design of aggregation algorithms. These algorithms frequently leverage insights that

flow from assumptions about how errors are made. For example, some algorithms, like

those proposed by Burnap et al. [8] and Welinder and Perona [109] rely on the assumption

that there are expert workers, who label more accurately than a typical worker. Under

this assumption, a clear aggregation strategy emerges: identify the experts, then take the

majority answer from the expert labels.

But how workers make mistakes on individual tasks also has important implications for

the evaluation of aggregation algorithms. When an algorithm is tested on a group of data

sets, the degree to which the results of those tests will be indicative of performance on future

data depends on the degree to which the test data sets are representative of the future

data. The (approximate) validity of basic assumptions about how workers make errors are

important dimensions along which test data may or may not be representative of future data,

because those assumptions are a key factor in the design of aggregation algorithms.

Further, it is important to understand the nature of individual mistakes in order to

13



quantify uncertainty about labels. Uncertainty quantification can be used, e.g., as in active

learning, to train classifiers that achieve a given level of accuracy at a lower cost than

otherwise [11; 71; 88]. More specifically, the estimated parameters of an error model can also

be used to improve the utility of a labeled data set as a training set for a machine learning

algorithm, as shown by Lalor et al. [49], and to improve the reliability of crowdsourced

experiments, as shown by Katsuno et al. [43].

The importance of understanding errors, thus, leads to a natural question: What evidence

is there in real crowdsourcing data for the various assumptions that underlie the common

error models? Surprisingly, work towards answering this question is largely absent from

the literature. The most direct evidence for the utility of an error model is typically just

that an algorithm based on it outperforms previous algorithms in aggregating labels to

recover the ground truth. However, there are many factors that confound the relationship

between an underlying model and the performance of an algorithm that is designed using that

model, including the choice of test data sets. As a result, assessing the validity of modeling

assumptions solely through algorithmic performance offers a limited view. It is insufficient

for supporting any theoretical claims that follow from those assumptions. Moreover, it is

insufficient for understanding how representative a group of test data sets is of future data

and for assessing the utility of the various error models for uncertainty quantification.

We address these limitations by directly exploring the degree to which there exists evi-

dence in real data sets to justify several common assumptions about worker errors. In doing

so, we uncover some regularities that hold across a diverse collection of data sets alongside

much variation in other fundamental characteristics. Specifically, we find that:

• Errors depend on the category of each task’s correct response. In particular, workers

do not have a constant probability of correctness for all tasks (Section 2.4).

• Whether errors appear to depend on factors beyond the correct response category

varies (Sections 2.5.1 and 2.5.2).

• Worker proficiency distributions are well-characterized by (generally reliable) modal

workers (Section 2.5.2).

• Exceptionally reliable “expert” workers do not appear to play a significant role (Sec-

tion 2.5.2.2).

2.1.1 Related Work

Challenging Assumptions. In this work, we test common assumptions about crowd-

sourcing workers and tasks using publicly-available data to help guide future research and
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practice. Prior work includes three particularly notable examples that do exactly that. Yin

et al. [118] uncover a robust network of communication among crowdsourcing workers. A

key lesson of their analysis is that the group of workers that complete a task on Amazon

Mechanical Turk (a popular crowdsourcing platform) is not a random sample of all active

workers, because workers talk to their peers about tasks that are enjoyable, lucrative, etc.

More directly in the domain of label aggregation, Li et al. [51] demonstrate that the com-

mon assumption that the average number of labels per task is small (≤ 3) often does not

hold. Rather, in the publicly-available data sets they identify, the average number of labels

per task is commonly at least 5. Further they show that, in this label-dense setting, many

state-of-the-art aggregation algorithms perform no better than a simple majority vote, de-

spite being much more computationally expensive. Lastly, Wei et al. [108] argue that certain

noise models from the image classification literature fail to adequately describe real-world

noise in two new benchmark data sets that they introduce for image classification tasks.

In testing the assumptions that we consider, we rely crucially on an additional assump-

tion that is typical in crowdsourcing—that the underlying tasks have an objective ground

truth category that can be recovered by aggregating labels. This assumption makes sense for

the tasks that we consider, which are relatively simple to complete and in many cases have

objectively correct responses. However, it is not an appropriate assumption for all crowd-

sourcing tasks. Recent work, e.g., by Basile et al. [3],Gordon et al. [30], and Plank [75], has

explored alternative approaches to working with crowdsourced data in those settings where

it does not make sense to assume that tasks have an objective ground truth.

Aggregating Labels. The assumptions that we focus on in this work are generally implicit

in the error models that are employed in the design of label aggregation algorithms. Just

two such families of error models are nearly ubiquitous in the literature, and they imply

different assumptions about the heterogeneity of tasks and workers:

1. Dawid-Skene models (Section 2.2.1) assume that a worker’s errors on a task depend

primarily on the correct response for the task and their own proficiency [15; 42; 53; 54;

78; 109; 126].

2. Item response theory models (Section 2.2.2) generally assume that tasks, independently

of the correct response, follow a particular pattern of heterogeneity that affects a given

worker’s probability of responding correctly in specific ways [2; 44; 111; 113].1

The most common approach in designing a label aggregation algorithm is to adopt a

1Otani et al. [67] also use a model based on item response theory in the related setting of pairwise
comparisons.
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model from one of these families. But there are a few prominent exceptions to this trend.

For example, Zhou et al. [127, 128] adopt a very flexible error model under which each task-

worker pair is associated with its own distribution over the possible responses. This model

makes relatively few assumptions about the nature of workers and tasks, but as a result,

also has limited utility for extrapolating to unseen examples. Another unique approach by

Jung and Lease [41] is to apply probabilistic matrix factorization, a collaborative filtering

technique, to predict labels from each worker on all tasks before aggregating the predicted

labels via majority vote or some other algorithm.

Bayesian Annotation Models. In this work, we seek to validate or invalidate assump-

tions using data itself, and therefore to be agnostic to specific aggregation algorithms or

models, as much as possible. However, certain outcomes are difficult to distinguish with-

out an underlying model. For example, is a certain group of workers with high accuracy a

group of experts, or were they just assigned easy tasks? As a result, in Section 2.5.2.1 we fit

models from the Dawid-Skene and item response theory families and use the parameters of

the best-fitting models to further explore the data. In that section, our work resembles that

of Paun et al. [72] and Lakkaraju et al. [48], who each consider sets of Bayesian annotation

models and evaluate their utility for various estimation and prediction tasks, including label

aggregation.

Although Paun et al. and Lakkaraju et al. draw from essentially the same families of mod-

els that we consider, our work has significant methodological differences. And, ultimately,

we apply models toward a different end—to answer specific questions about the data them-

selves and how they relate to common assumptions from the label aggregation literature,

rather than to answer questions about the relative utility of the models for solving problems

where the data is an input or qualitative questions about interpreting the parameters of

more complex models.

2.2 Modeling

The fundamental elements of an error model are tasks and workers. In our setting, a task

is an object that is associated with a collection of categories or labels with a fixed, finite

size k. Among these categories, exactly one applies to the object. That category is called

the ground truth. For example, a task might be an image of a duck, with the categories

“Duck” and “No Duck.” In that case, “Duck” is the ground truth. A worker’s job is to

select the ground truth category that applies to the object for each task assigned to them.

Each instance of a worker selecting a category for a task is called a response.
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2.2.1 Dawid-Skene

The most popular models in the label aggregation literature are Dawid-Skene (DS) models,

which were proposed as a way to understand and mitigate individual errors in clinical di-

agnoses [15]. In a DS model, the interactions between workers and tasks are parameterized

by a collection of confusion matrices. A confusion matrix M is a k × k stochastic matrix.

Entry mij denotes the probability of a worker reporting category j on a task for which the

ground truth is i. Typically, each worker is associated with their own confusion matrix, but

variants of that basic model include models where a single confusion matrix is shared among

a cluster of workers or among the entire population.

Intuitively, DS models suppose that the probability of a particular worker making an error

on a particular task can depend on that task’s ground truth category, but only on that. In

our running example, that means that duck images and non-duck images may have different

patterns of errors, but every image of a duck (and every image that is not of a duck) is more

or less equally recognizable as such. We decompose this into two distinct assumptions: The

first is that the pattern of errors is category-dependent. The second is that tasks with the

same ground truth are homogeneous.

2.2.2 Item Response Theory

Item Response Theory (IRT) [19; 79] was developed in psychometrics for the purpose of

designing tests (e.g., academic assessments) and interpreting their results. In contrast to DS

models, IRT models parameterize both workers and tasks. Each worker i is characterized

by an ability parameter θi, which may be a scalar or a vector. The value of θi represents

i’s adeptness at the underlying skill being “measured” by a particular test, i.e., set of tasks.

Each task j is characterized by up to three scalar parameters: a discrimination parameter

aj, a difficulty parameter bj, and a “guessing” parameter cj ∈ [0, 1]. The worker and task

parameters interact in the following way to determine the probability of a correct response

on task j from worker i:

Pr[correct] = cj + (1− cj) expit (aj (θi − bj)) , (2.1)

where expit(x) = exp(x)
1+exp(x)

is the standard inverse-logit (i.e., logistic) function. In this func-

tion, ceteris paribus, the discrimination parameter controls the rate of change in the prob-

ability of correctness as the worker’s ability varies. The guessing parameter captures the

intuition that, with a finite number of categories, it is possible to produce the correct re-

sponse without identifying it by responding randomly.
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Equation (2.1) captures the three basic IRT models. The difference between these models

is that the simpler models impose stronger constraints on the task parameters. In the

One-Parameter Logistic Model (1PL), aj = a, a constant, and cj = 0 for all tasks j. In

the Two-Parameter Logistic Model (2PL), cj = 0 for all tasks j. In the Three-Parameter

Logistic Model (3PL), all of the task parameters are allowed to vary.

On the whole, IRT models suggest that the probability of a particular worker making an

error on a particular task comes down to an interaction between the characteristics of the

worker and the characteristics of the task. However, the characteristics of tasks that are

assumed to be relevant are different under IRT than under DS. In particular, the ground

truth category is generally not taken into consideration.

2.3 Data

Given a worker and a task, the DS model predicts a complete response distribution over the

possible categories. IRT predicts a probability that the response will be correct, but does

not predict which category will be chosen if the response is not correct. To remove this

asymmetry, we limit our analysis to data sets with binary categories, so that specifying a

probability of correctness is equivalent to specifying a complete distribution over the cate-

gories. In addition to binary categories, we also require the data sets to have ground truth

labels. This introduces an important assumption we make throughout: that ground truth

labels are sufficiently reliable.

The Statistical QUality Assurance Robustness Evaluation (SQUARE) ([98]) from She-

shadri and Lease [89] project, a benchmarking resource for label aggregation research, pro-

vides six data sets that meet our criteria2 and are meant to be used to evaluate label aggre-

gation algorithms:

• BM involves labeling the sentiment of tweets as either positive or negative [62; 63].

• HCB involves determining whether a particular Web page is relevant to a given search

query [98].

• RTE involves textual entailment, i.e., deciding whether a given statement implies a

subsequent one [96].

• TEMP involves deciding two events’ temporal order [96].

2It also lists a seventh data set, SpamCF, which appears to meet our criteria, but upon closer inspection
only contains ground truth categories for tasks where the workers were in unanimous agreement.

18



Workers Tasks Responses
gt = 0 gt = 1

BM 83 1000 2545 2455
HCB 722 3267 8767 10932
RTE 164 800 4000 4000

TEMP 76 462 2590 2030
WB 39 108 2340 1872

WVSCM 17 159 1219 731
SP 143 500 4900 5100

Table 2.1: Summary of each crowdsourced data set.

MAD 95% CI Med TS Max TS p
BM 0.382 (0.318, 0.476) 0.100 0.167 0.001

HCB 0.364 (0.333, 0.471) 0.166 0.197 0.001
RTE 0.138 (0.131, 0.200) 0.088 0.111 0.001

TEMP 0.085 (0.050, 0.167) 0.061 0.119 0.020
WB 0.408 (0.319, 0.550) 0.058 0.179 0.001

WVSCM 0.238 (0.148, 0.436) 0.079 0.179 0.001
SP 0.065 (0.053, 0.091) 0.049 0.071 0.006

Table 2.2: Summary of randomization inference results: Testing null hypothesis of category
independence.

• WB involves labeling images by whether they contain a certain kind of bird [109].

• WVSCM involves labeling whether images of smiles are of “Duchenne” smiles [113].

Several of these data sets are no longer available through the SQUARE project site, so we

provide alternative links [61; 95; 110].

We also consider the following additional data set, which was released subsequently to

the SQUARE project:

• SP involves labeling the sentiment of a sentence extracted from a movie review as

either positive or negative [101].

2.4 Category-Dependent Errors

We begin with a model-agnostic, non-parametric approach. We apply randomization

inference—also known as a permutation test—to the hypothesis that the errors in the data

from our various sources are not category-dependent. Specifically, in each of 999 (unique)
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permutations, we randomly assign the ground truth category for each task (while preserving

the size of each category) and then compute each worker’s frequency of correctness condi-

tioned on the (assigned) ground truth category. The test statistic is the median absolute

difference between these frequencies. To obtain an exact p-value for this hypothesis test, we

compute the number out of all 1000 computed medians3 that are at least as extreme as the

median observed under real categories.

Using this test, we find very strong evidence to reject the null hypothesis that errors in

each data set are not category-dependent. For nearly every data set, the median observed

under the real categories is the most extreme, corresponding to a p-value of 0.001 for our

test. In the remaining datasets, TEMP and SP, the observed median is still quite extreme,

corresponding to p-values of 0.020 and 0.006, respectively.4 As a result, it is apparent that,

even for this diverse collection of tasks with binary categories, category matters a great deal

in determining the pattern of errors in crowdsourcing data.

In addition to being statistically significant, the dependence on categories is also prac-

tically significant. In Table 2.2, we show the median absolute difference (MAD) between

frequencies of correctness conditioned on the ground truth categories for each data set and

estimate a 95% confidence interval for these values via bootstrap resampling. We emphasize

that these values are absolute differences. Large values do not necessarily imply that one

category is substantially easier than the other; workers can differ in the category for which

their responses are more accurate. Then, we compare the true median absolute differences—

our test statistic (TS)—to the median and maximum values of the test statistics observed in

the permuted data during our randomization inference. In this comparison, the true value of

the test statistic, and even the lower bound of the confidence interval, is often much greater

than the maximum value of the test statistic observed in any permutation.

2.5 Task & Worker Heterogeneity

In this section, we explore the degree to which tasks and workers exhibit heterogeneity with a

variety of approaches. For tasks, we say they are heterogeneous if the probability of a correct

response from a worker tends to vary with the underlying task (and homogeneous otherwise).

For workers, we say they are heterogeneous if the probability of a correct response on a task

tends to vary with the worker who is providing the response (and homogeneous otherwise).

3999 under permutations of the ground truth categories and 1 under the real ground truth categories
from the data.

4Further, if the mean absolute difference in frequency of correctness is used in place of the median as the
test statistic, then the observed mean is the most extreme value (and, thus, p = 0.001) for every data set.
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2.5.1 Model-Agnostic Analysis

Heterogeneity in Tasks. Previously, we found that there is strong evidence that tasks are

heterogeneous based on their category. The next question we consider is whether tasks are

homogeneous—i.e., whether workers have a constant probability of correctness—within each

category. We once again employ randomization inference to test the null hypotheses that

tasks within each ground truth category are homogeneous. Consequently, we perform two

hypothesis tests in each data set—one per category. For these tests, our test statistic is the

difference in the mean (DiM) frequency of correct responses between apparently easy tasks

and apparently difficult tasks in the given category. The apparently easy and apparently

difficult tasks are the upper and lower half, respectively, of the set of all tasks in that category

when sorted according to their fraction of correct responses. We perform the randomization

inference by (uniquely) permuting the identifiers of the tasks in the list of responses within

the given category (999 times). This preserves the number of times each task appears in the

set of all responses, but changes which workers are associated with which tasks. We obtain

exact p-values as above. The results of these tests are displayed in Table 2.3.

For most categories, in most data sets, this test suggests rejecting the null hypothesis of

homogeneity. However, in contrast to our randomization inference for categories, there is

some reason to be skeptical of the practical significance of some of the results, even when

they appear statistically significant. The values of the test statistics for the permutations

are surprisingly consistent, even to the point of being nearly invariant for category 0 in the

BM data set. As a result, there are certain values for which the difference between the true

value of the test statistic in the real data and the values observed in the permutations (as

summarized by the median and maximum values in Table 2.3) are quite small, even though

the value in the real data is the most extreme value (and thus the associated p-value is

small). For example, the true value in category 1 for both the HCB and RTE data sets is

less than 0.06 more than the median of the values from the permutations. This suggests that,

although we may reject the null hypothesis of homogeneity, the actual difference between

homogeneity and the particular kind of heterogeneity that appears to be present in those

data sets may not be very meaningful. We will return to this point in Section 2.5.2.1, when

we test the fit of models with different assumptions about task heterogeneity. In particular,

we find that the results of this test are fairly predictive of the results of model fitting.

Heterogeneity in Workers The assumption that is perhaps the most ubiquitous in label

aggregation—which is rarely even explicitly acknowledged as an assumption—is that workers

vary in their proficiency, e.g., by having different probabilities of correctness than other

workers (when completing a task in a given category). This assumption, however, is not
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gt DiM Med TS Max TS p

BM
0 0.235 0.235 0.235 0.998
1 0.603 0.346 0.386 0.001

HCB
0 0.437 0.354 0.376 0.001
1 0.338 0.292 0.309 0.001

RTE
0 0.242 0.239 0.265 0.412
1 0.244 0.193 0.217 0.001

TEMP
0 0.142 0.227 0.262 1.000
1 0.186 0.194 0.228 0.723

WB
0 0.176 0.111 0.150 0.001
1 0.266 0.125 0.174 0.001

WVSCM
0 0.351 0.228 0.281 0.001
1 0.419 0.208 0.281 0.001

SP
0 0.184 0.102 0.119 0.001
1 0.210 0.109 0.125 0.001

Table 2.3: Summary of randomization inference results: Testing null hypothesis of task
homogeneity.

universal. For example, the image classification error models that are discussed by Wei et al.

[108] assume that workers are homogeneous.

To explore this assumption, we once again employ randomization inference. This time,

we test the null hypothesis that workers are homogeneous when completing tasks in the same

category. The test is very similar to our randomization inference concerning heterogeneity

of tasks in Section 2.5.1. We perform two hypothesis tests in each data set—one for each

category. For these tests, our test statistic is the difference in the average frequency of correct

responses between apparently more proficient workers and apparently less proficient workers

in the given category. The apparently more proficient workers and less proficient workers are

the upper and lower half, respectively, of the set of all workers when sorted in order of each

worker’s fraction of correct responses in the given category. To perform the randomization

inference, we (uniquely) permute the identifiers of the workers within the given category,

thereby preserving the number of times each worker appears in the set of all responses, but

changing which tasks are associated with which workers (999 times). Lastly, to obtain an

exact p-value, as in Section 2.5.1, we calculate the number of test statistics out of 1000 that

are at least as extreme as the true test statistic from the original data. The results of these

tests are displayed in Table 2.4.

We find that for each data set, in at least one category, there is strong evidence to reject

the null hypothesis that workers are homogeneous. Unexpectedly, there are some data sets

(BM, HCB, and TEMP) for which this does not hold for both categories. However, there
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gt DiM Med TS Max TS p

BM
0 0.226 0.188 0.316 0.103
1 0.469 0.384 0.456 0.001

HCB
0 0.649 0.534 0.564 0.001
1 0.391 0.430 0.468 0.999

RTE
0 0.273 0.215 0.261 0.001
1 0.229 0.183 0.220 0.001

TEMP
0 0.254 0.237 0.307 0.197
1 0.359 0.236 0.304 0.001

WB
0 0.381 0.089 0.130 0.001
1 0.462 0.113 0.164 0.001

WVSCM
0 0.398 0.175 0.282 0.001
1 0.318 0.183 0.297 0.001

SP
0 0.178 0.134 0.204 0.009
1 0.188 0.138 0.201 0.002

Table 2.4: Summary of randomization inference results: Testing null hypothesis of worker
homogeneity.

are reasons to interpret this result cautiously. As always, lack of evidence against the null

hypothesis does not necessarily constitute evidence for it; in this case, we believe the null

hypothesis is a priori unlikely. A possible explanation for these results that would not

necessarily support the null hypothesis would be that for some categories, in some data

sets, workers did not complete enough tasks for it to be clear that they have heterogeneous

proficiency.

Another way in which the results from this test are somewhat weaker than those from

our randomization inference about task heterogeneity is that, as we will see in Section 2.5.2,

they are not obviously corroborated by our model-informed analysis. In the plot of logit-

probabilities of correctness (Figure 2.1), the BM data set does appear to have the least

dispersion among the distributions of logit-probability of correctness, but it is also dense in

a region where probability of correctness changes quickly with changes in logit-probability

of correctness. The HCB and TEMP data sets, on the other hand, have relatively high

dispersion. This does not necessarily contradict the results of our tests—logit-probability of

correctness incorporates worker proficiency in both categories, whereas the randomization

inference indicates a lack of support for heterogeneity in just one category in each data set.

However, it does not clearly corroborate the results either.
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2.5.2 Model-Informed Analysis

To further investigate task and worker heterogeneity, we need to move beyond our model

agnosticism. Without a model, it is not possible to distinguish between, for example, a group

of expert workers who completed a standard set of tasks and a group of average workers who

completed a set of particularly easy tasks. In contrast to prior modeling work, though, we

employ models as a means to an end—to answer further questions about the data itself. As

a result, we employ the standard version of each model. This allows us to perform exact

inferences and to make minimal assumptions, while still capturing the essential features of

the model.

2.5.2.1 Finding the Best Fit

We seek to identify the standard DS or IRT model that provides the best fit to each data

set. Then, we can use the estimated parameters of those models to answer deeper questions

about the data. In light of our results from Section 2.4, though, IRT models have an obvious

shortcoming—they generally do not incorporate category-dependent errors, except in the

special case where the same category is more difficult to label than the other for every worker.

To address this shortcoming, we also consider an extension of IRT: Category-dependent Item

Response Theory (CIRT), which is similar to the model proposed by Khattak et al. [44]. For

CIRT, we split each data set into two parts by conditioning on the ground truth and fit the

standard IRT models to each part independently.

Estimating DS Parameters. Because all of our data sets contain ground truth cate-

gories, fitting the DS model is quite straightforward. We use the Maximum Likelihood

Estimate (MLE) given in the original paper by Dawid and Skene [15]. For each worker,

their confusion matrix is completely determined given the diagonal entries, which represent

the conditional probabilities of answering correctly given each ground truth category. The

estimate for each of these entries is simply that worker’s empirical frequency of correctness

on the tasks they completed in that category. For practical purposes, we must augment

these estimates in two ways. First, if a worker did not complete any tasks in a particular

category, we use the population-level frequency of correctness for that category as the esti-

mate. Second, to avoid undefined quantities in our model comparison techniques, we hedge

extreme estimates p̂ = 0 or p̂ = 1 in the following manner:

p̂h =
1

2n
+

(n− 1)

n
p̂,

where n is the number of tasks (and h stands for hedged).
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Estimating IRT Parameters. Our model fitting techniques for IRT models similarly

take advantage of the ground truth labels. Unlike in label aggregation generally, this is

the standard setting for IRT—when you are grading a test, you generally need to know the

answers. The standard algorithm for fitting an IRT model is to use a marginal maximum

likelihood approach [19; 84]. In this algorithm, the item parameters are estimated first

by computing an MLE while marginalizing over a population-level distribution of ability

parameters that is estimated from the data using a quadrature method. Then, the ability

parameters are estimated using MLE given the item parameter estimates.

A major assumption underlying IRT model-fitting procedures is that the correct dimen-

sion for the ability parameters is specified. We assume these parameters are unidimensional.

Although tests to indicate whether ability parameters in a given data set are plausibly mul-

tidimensional have been proposed, those methods are designed for settings where nearly all

participants respond to nearly all items. They do not readily generalize to crowdsourcing

settings where each worker tends to only complete a small subset of the tasks.

We also limit ourselves to the 1PL and 2PL models for IRT and CIRT. Fitting the 3PL

model is too computationally expensive in our data sets, which are large compared to typical

IRT data. Further, a limitation of our model fitting software [84] is that it is not possible

to specify or learn a constant value (i.e., 0.5) for the guessing parameter c when using the

model fitting methods for the 1PL and 2PL. Thus, c is fixed at the default value of 0 for

our experiments.

Lastly, for our largest data set, HCB, fitting the 2PL and Category-dependent Two-

Parameter Logistic Model (C2PL) models is too computationally expensive for 10-fold cross

validation (see below). Thus, for that comparison, we limit ourselves to the 1PL models for

IRT and CIRT. However, we do use the 2PL models for our other model comparison, the

Bayesian information criterion (see below).

Comparing Models. There is no perfect method to compare fit among models, particu-

larly those belonging to different model families. Thus, we apply two different procedures:

Ten-Fold Cross Validation (10FL) and the Bayesian Information Criterion (BIC) [27, Ch.

7].

10FL involves splitting the tasks into 10 equal-sized parts. For each part i, we fit each

of the models on the 9 other parts and use the estimated parameters to make predictions

about the probability of correctness for each worker-task pair in part i. These individual

predictions are scored using the quadratic scoring rule. If there is a particular worker-task

pair for which there is no data from the other parts on which to estimate parameters for

the worker, that pair is skipped. Finally, models are evaluated using the sum total of their
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scores for all individual predictions in all 10 parts.

BIC is an adjusted Log-Likelihood (LLH) measure that penalizes the inclusion of addi-

tional parameters:

BIC = k log(n)− 2 LLH,

where k is the number of parameters and n is the size of the data set, i.e., the total number

of responses.

The results of these comparisons are summarized in Table 2.5. We find that our two

comparison procedures tend to agree, giving us more confidence that we are selecting the

best model. We put slightly more weight on cross-validation than BIC, so for the one data set

(BM) where there is disagreement, we select the Category-dependent One-Parameter Logistic

Model (C1PL) as the best-fitting model. Our results indicate that the data sets differ in

terms of how useful it is to model characteristics of tasks beyond the ground truth category.

The DS model providing the best fit indicates that tasks are more or less homogeneous,

whereas the C1PL model indicates that there is heterogeneity. Given this understanding, it

is noteworthy that the results of our randomization inference from Section 2.5.1 do a fairly

good job of predicting the results of our model fitting. The data sets that we find are best fit

by the DS model include TEMP, for which our randomization inference suggested we should

not reject the hypothesis of homogeneity. Further, RTE and HCB are also best fit by the

DS model. In those data sets, we found evidence of heterogeneity, but also found reason to

question the practical significance of that apparent heterogeneity. Lastly, in both tests, the

results for the BM data set are somewhat mixed.

Employing models, though, allows us to do more than just corroborate the results of

our previous test. It allows us to gain additional perspective on task heterogeneity beyond

what was possible with our model-agnostic analysis. In particular, we find that, even when

there is evidence that tasks are heterogeneous, the complexity of that heterogeneity appears

limited—the additional discrimination parameters in the 2PL and C2PL models do not

improve model fit.

2.5.2.2 Examining Experts

We can also use our parameter estimates from the best-fitting models to investigate hetero-

geneity among workers. A convenient one-dimensional summary of a worker’s proficiency

is their logit-probability of correctness, which can be estimated from the parameters of the

best-fitting model. For the DS model, probability of correctness is estimated as the sum over

all categories of the product of the estimated probability of correctness for that category and

its empirical frequency in the set of tasks. For the C1PL model, probability of correctness
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10FL BIC
BM C1PL DS

HCB DS DS
RTE DS DS

TEMP DS DS
WB C1PL C1PL

WVSCM C1PL C1PL
SP C1PL C1PL

Table 2.5: Summary of model fitting results: Best-fitting model for each data set.

is estimated using a Monte Carlo method. First, for each ground truth category of tasks,

we compute a Kernel Density Estimation (KDE) for the distribution of difficulties. Then,

500 total samples are drawn from these distributions5, in proportion to the empirical fre-

quency of the ground truth categories. For each sample, we use the IRT eq. (2.1) to estimate

a probability of correctness. Then, we average the probability of correctness over all 500

samples. Lastly, applying the logit function to the estimated probabilities of correctness is a

convenient transformation, because it extends the range of the values from [0, 1] to (−∞,∞).

Kernel density estimates of the distributions of logit-probability of correctness, where

bandwidths are selected using Silverman’s rule [86; 93], are displayed in Figure 2.1. For

the data sets best fit by the DS model—HCB, RTE, TEMP—we remove outliers at the

extreme values. The extreme values for the most part represent workers who responded

correctly to every task they completed.6 We are comfortable removing these workers as

outliers, because their extreme estimated logit-probabilities of correctness are very likely

to be an illusion of chance and sparse data. We can substantiate this intuition with the

following resampling procedure: Fit a normal distribution to the logit-probabilities excluding

extreme values (i.e., the max values in all three data sets and the min value in HCB). For

each worker in the data set, draw a logit-probability of correctness from the fitted normal

distribution. Then, sample a number of correct responses from a binomial distribution with

the corresponding probability of correctness where the number of trials is equal to the number

of tasks that worker completed in the data. Using this procedure, it is common to observe

that both the number of extreme values and the average number of correct responses from

the corresponding workers is greater than in the real data.

These estimated distributions offer insights into the validity of a key assumption of many

crowdsourcing works—that there are expert workers. Who should count as an expert is

5We reuse the same 500 samples for each worker.
6For HCB, there are also workers who responded incorrectly on each of their tasks, whom we remove for

analogous reasons.
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Dip Test BW Test
BM 0.698 0.110

HCB <0.001 0.037
RTE <0.001 0.324

TEMP 0.028 0.379
WB 0.011 0.224

WVSCM 0.970 0.192
SP 0.259 0.616

Table 2.6: Summary of modality test results: Testing null hypothesis of unimodality.

a somewhat ill-defined concept in the literature. Sometimes, experts are a distinct group

of participants apart from crowdsourcing workers, who are thought or known to be more

reliable. We are more interested in experts within the crowd. But there are still questions

about who, if anyone, should be counted as an expert. Is it any worker of above-average

proficiency? Or is there something more distinct about an expert?

The first thing to note is that nearly all of the distributions in Figure 2.1 appear to be

somewhat left-skewed. In such distributions, considering an above-average worker to be an

expert seems inappropriate—the modal worker is above average. Further, the BM, SP, and

WVSCM data sets each appear to have one prominent mode, after which the densities drop

off relatively steeply. Thus, even if we were to set some threshold to the right of the mode

and to consider any workers beyond the threshold to be experts, the density is small enough

that expertise would appear to be relatively insignificant in these data sets. WVSCM is a

possible exception. Its shape is very similar to SP, but it is centered in a region where the

inverse logit function changes much more quickly. Thus, the relative difference in probability

of correctness between a modal worker and a worker in the right tail in WVSCM is greater

than that in SP, which may justify considering expertise as more significant in the WVSCM

data.

The remaining data sets are all at least plausibly multimodal. Statistical hypothesis tests

for unimodality of the empirical distributions of logit-probabilities (not of the KDEs for those

distributions shown in Figure 2.1)—calibrated versions of Hartigan’s dip test and Silverman’s

bandwidth test [38; 39]—corroborate this visual intuition. The results of these statistical

tests are presented in Table 2.6. Specifically, plausible multimodality (i.e., the rejection of

the null hypothesis of unimodality) under these tests indicates that the smaller apparent

modes would be unlikely to result from random chance if the true underlying distributions

were unimodal.

Like the unimodal distributions, the plausibly multimodal distributions are mostly left-

skewed, with the right-most apparent mode being the largest. The distributions drop off less
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Figure 2.1: Kernel density estimates of the distributions of logit-probability of correctness
in each data set.

steeply—they are more dispersed than the unimodal distributions. However, these larger tails

are mostly in regions where the inverse logit function changes less quickly, so the change

in probability of correctness that occurs in the larger tails is less significant. The WB

distribution is the exception to these trends. There, the left-most apparent mode is the

largest. Moreover, the distribution is centered in a region where the inverse logit function

changes quickly. Thus, the right-most apparent mode can be considered a significant cluster

of expert workers, distinct from the cluster of workers near the larger mode. We call this

phenomenon strong expertise to distinguish it from the weaker notion of experts who are in

the upper tail of the largest (apparent) mode.

2.5.2.3 Worker Heterogeneity Beyond Multi-Modality

Multi-modality (or plausible multi-modality) in the distribution of logit-probability of cor-

rectness suggests that workers are heterogeneous, i.e., they have different probabilities of cor-

rectness. In testing the null hypothesis of unimodality for distributions of logit-probability

of correctness, however, there were three data sets (BM, WVSCM, and SP) for which the

evidence did not suggest that we should reject the null hypothesis of unimodality. Those

three data sets were all fit best by the C1PL model. So, for those distributions, we use the

C1PL model to construct a model-informed test of the null hypothesis of heterogeneity that

does not involve modality.

The test is a model-informed resampling procedure. First, we estimate the parameters

of the C1PL model using marginal maximum likelihood estimation (as in Section 2.5.2.1).

Then, we resample each worker’s responses to each task that they responded to in the real

data set according to the estimated C1PL model (999 times). The parameters for each task

29



Observed Variance Med TS Max TS p
BM 0.065 0.035 0.069 0.001
WB 0.481 0.030 0.057 0.001

WVSCM 0.135 0.037 0.128 0.001
SP 0.220 0.095 0.154 0.001

Table 2.7: Summary of model-informed resampling results: Testing null hypothesis of worker
homogeneity.

in that model are assumed to be those that were estimated from the data. The ability

parameters in each category for each worker in that model are assumed to be equal to the

average of the ability parameters in that category that were estimated from the data. Thus,

workers are assumed to be homogeneous.

Using the simulated data from each round of resampling, we estimate the empirical dis-

tribution of logit-probability of correctness as in Section 2.5.2.2. For our test statistic, we

use the variance of the distribution of logit-probability of correctness. Thus, we compare the

variance of the simulated distributions to the value for the variance that we observe in the

real data.

Results are presented in Table 2.7. In all three data sets, the observed variance is more

extreme than the variance of any distribution resulting from simulation under the null hy-

pothesis of homogeneity (p = 0.001). Thus, the results of this test provide evidence against

that null hypothesis. (Additionally, the result is the same for the WB data set, which was

also fit best by the C1PL model, but was found to be plausibly multimodal above.)

2.5.2.4 Diabolical Tasks

In a setting with strong expertise, a natural question arises. How much are experts worth

relative to a regular worker? In many cases, if it is costly to recruit or identify experts, then

doing so might not be worth it. Aggregating the responses from a few non-expert workers

may be cheaper and just as, if not more, accurate. However, it is not difficult to imagine

cases where experts provide additional value. For example, they may have domain-specific

knowledge that non-experts do not possess that leads them to produce correct responses

even when the majority of non-experts fails to do so. That is, there may be cases where

the aggregation of non-experts will fail to identify the correct category, but an expert will

succeed. More generally, we refer to the kind of task where non-experts tend to respond

incorrectly, but experts tend to respond correctly, as a diabolical task.

We search for possible diabolical tasks in the WB data set. First, we fit a Gaussian Mix-

ture Model [94] to the logit-probabilities of correctness that we computed in Section 2.5.2.2
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Category-Dependent Task Heterogeneity Worker Heterogeneity Expertise
Errors (Intra-Category) Model-Agnostic Model-Informed

BM Very Strong Moderate Moderate Moderate Weak
HCB Very Strong Moderate Moderate Strong Moderate
RTE Very Strong Weak Strong Moderate Weak

TEMP Strong Weak Moderate Moderate Weak
WB Very Strong Strong Strong Moderate Strong

WVSCM Very Strong Strong Strong Moderate Weak
SP Strong Strong Strong Moderate Weak

Table 2.8: Characterizing data sets based on strength of evidence for assumptions in exper-
imental results.

in order to classify workers as either experts or non-experts. Then, we look for tasks that

meet the following criteria:

1. At least two experts and non-experts completed the task.

2. A majority of non-experts produced an incorrect response.

3. A majority of experts produced a correct response.

There are 27 tasks that meet these criteria—25% of all tasks. This is a substantial

number, but there are a few unusual features of the WB data set that may somewhat

temper its significance. Most importantly, the relative frequency of experts is quite high. As

a result, it is not uncommon for the majority of all workers to respond correctly even when

the majority of non-experts responds incorrectly. This occurs for 17 out of the 27 apparently

diabolical tasks. Also, relative to modal workers in the other data sets, the non-expert

workers in WB perform fairly poorly. These mitigating factors suggest that the significance

of diabolical tasks for label aggregation in this particular data set is likely narrow. More

generally, diabolical tasks may be a bigger factor in settings where experts are a population

distinct from crowd workers and, thus, may be more likely to differ from crowd workers in

systematic ways.

2.6 Discussion

In Table 2.8, we summarize our results intuitively in terms of the strength of evidence for

various assumptions we find in each data set.7 Below, we discuss key implications of those

pieces of evidence and their significance for future work:

7Table 2.8 gives an intuitive summary of our results; the precise meanings of the terms we use in it are
discussed in the Appendix A.2.
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Workers make errors that are category-dependent. In notable theoretical work [42;

54; 66], it is assumed that workers have a constant probability of correctness. Our results

present a challenge to extend theoretical results beyond this simple setting. If provable

guarantees are important for designing better algorithms, then those guarantees should be

proven under more realistic assumptions. Our results also indicate that, when invoking the

IRT model family, it is wise to adopt a CIRT-style model that allows for category-dependent

errors, e.g., as is done by Khattak et al. [44].

Tasks with the same ground truth category may or may not be heterogeneous.

When they are heterogeneous, that heterogeneity appears to have limited com-

plexity. Some data sets were best fit by a CIRT model, others by DS. But when CIRT

provided the best fit, it was always the least complex model—C1PL. This suggests that

when there is heterogeneity within categories of tasks—i.e., when workers do not have a

constant probability of correctness per category—the differences within categories can be

represented simply.

Workers appear heterogeneous, with distributions of proficiency that are gener-

ally characterized well by the modal workers. Exceptionally reliable “expert”

workers do not appear to play a significant role. In the supplementary material, our

model-agnostic analysis finds evidence of worker heterogeneity in one (moderate evidence of

heterogeneity) or both (strong evidence) categories of each data set. In our model-informed

analysis, where we consider the distributions of logit-probability of correctness, workers in

each data set exhibit clear heterogeneity. However, many of the distributions have densities

that drop off relatively quickly from the largest mode, suggesting that even the most reli-

able workers do not report correctly with much higher probability than a relatively typical

worker.

Relying on the existence of experts who can be reliable even when the majority

is unreliable may be misguided. Overall, we find that it is often the case that the

most reliable workers are not much more reliable than a relatively typical (modal) worker.

Further, it can be argued in some cases that the improvement in probability of correctness for

an “expert” worker does not fully compensate for their decreased frequency in the population.

For example, consider a single expert worker, who is more proficient than a modal worker, and

whose logit-probability of correctness corresponds to a density that is about one third of the

density at the largest (approximate) mode according to the KDE for the distribution of logit-

probability of correctness. If such an expert is less likely to produce a correct response than
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a majority of 3 workers, each with the (approximate) modal logit-probability of correctness,

then the additional value provided by the expert worker may not be worth the additional

cost of identifying them. Moreover, the modal workers are often both reliable and plentiful,

meaning that their responses can be aggregated into very reliable labels. This corroborates

the work of Li et al. [51], who find that majority vote is a powerful aggregation algorithm

on real crowdsourcing data.

No set of assumptions universally characterizes the data sets that we consider.

As a result, hierarchical (Bayesian) models like those of Lakkaraju et al. [48] and Paun et al.

[72], which have hyperparameters to capture the degree of diversity across tasks and work-

ers, are likely to be useful. These models can learn whether workers or tasks are completely

homogeneous, completely heterogeneous, or something in between. For example, partition-

ing workers or tasks into a small set of homogeneous clusters may effectively capture the

diversity among them. Hierarchical models infer these kinds of relationships directly from

the data when estimating model parameters. Further, we note that our results offer some

guidance in applying the hierarchical approach. For example, our results suggest that it

would be reasonable to adopt a Gaussian prior for a logit-probability of correctness parame-

ter (or, equivalently a logit-normal prior for a probability-of-correctness parameter), as long

as category-dependent errors are properly incorporated.

Moreover, the diversity among data sets that we uncover suggests that the degree to which

tasks and workers are heterogeneous is something that should be tested rather than assumed

when working in a new domain. Understanding the amount (and form) of heterogeneity has

important implications for designing or selecting an aggregation algorithm—since candidate

algorithms should be tested on a group of representative data sets—and for subsequently

quantifying uncertainty in aggregated labels. A concrete next step for future work is to test

state-of-the-art label aggregation algorithms on groups of test data sets—including, but not

necessarily limited to, those that we consider—that have apparently similar characteristics

according to the evidence we summarize in Table 2.8 and document the extent to which

relative algorithmic performance varies among the groups.
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Part II

Peer Assessment
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CHAPTER 3

Understanding When Peer Grades

(Definitely) Outperform Instructor Grades

3.1 Introduction

Peer grading is a useful tool for furthering many worthy goals. At the pedagogical level, it can

help students achieve a deeper understanding of the subject matter and increase the amount

of feedback that students receive. At the administrative level, it can reduce the demand on

instructor time, reducing costs, and thereby increasing access to education. However, there

is an important constraint at the heart of peer grading that can be a bottleneck to accruing

the benefits associated with it. As Zarkoob et al. [124] state:

In order for peer grading systems to be both useful to instructors and acceptable

to students, they must produce grades that are sufficiently similar to those that

an instructor would have given. (Zarkoob et al. 2023)

Our perspective on this constraint is slightly different: We believe that peer grading

systems need not produce grades that are similar to those than an instructor would have

given, so long as they produce grades that are better than those that an instructor would

have given. Importantly, this perspective shift allows us to maintain a baseline standard

for the quality of peer grades, while also acknowledging the possibility that the instructor

grades themselves may leave room for improvement.1

According to Bachelet et al. [1], there are mixed results in the literature concerning

comparison between the quality of (individual) peer grades and instructor grades. However,

even when peer grades are high-quality, there is an additional complication—the perception

of the quality of peer grades. As Johnston [40] concludes, in the context of MOOCs:

1Although, in the setting of our experiments, we find that instructor grades set a high standard for
grading quality, we think it is useful to include this as a possibility when framing the challenges faced by a
prospective peer grading system.
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MOOCs serve a wide cognitive diversity of students in MOOCs [sic], which leads

many students to not respect their peers as “qualified” to evaluate their work.

(Johnston 2015)

In accordance with this new perspective, and the challenges inherent in both the reality

and the perception of high-quality peer grading, we design a framework for evaluating the

quality of an alternative grading system (e.g., peer grading) relative to the current standard

(e.g., instructor-only grading) based on ideas from economics. We frame the question of

whether peer grades are better than (or at least as good as) instructor grades in terms of

forecasting: Are the predictions that result from observing the outcome of a peer grading

system at least as good as the predictions that result from observing one instructor grade

for each submission? On one hand instructors tend to be more reliable graders, but on the

other hand with peer grading we can obtain multiple grades for each submission, so it is

not clear in advance which system should be preferable. We use tools from the literature

on evaluating forecasts to answer our question. In particular, we use the idea of stochastic

dominance applied to forecast evaluation scores to define a family of objectives that, when

they are achieved, would imply that peer grades are definitely better than instructor grades

for agents with a wide array of utilities (Section 3.3).

Thinking in terms of forecasting is a natural fit for this problem, because much of the

prior quantitative work on peer grading has focused on using Bayesian inference. At a high

level, Bayesian inference combines observed data with a probabilistic model of how the data

were generated to produce a forecast of the true values of each unobserved parameter in

the model. These parameters may, for example, capture how “reliable” or “effortful” each

grader is. By facilitating inference about these parameters, the model allows for a deeper

understanding of the grading process, including, in many cases, an improved forecast of the

quality of the submissions.

We apply our framework in the setting of the model proposed by Zarkoob et al. [124]

(Section 3.4.2). We find that, for realistic simulated data,2 it is rarely the case that peer

grades are definitely better than instructor grades without imposing a significant workload

burden on students. However, having concrete objectives for evaluating grading systems is

useful, even when those objectives are difficult to achieve, because we can evaluate various

interventions in the basic peer grading system based on the relative improvement towards

achieving the objectives that we propose (Section 3.5) and identify trade-offs that arise in

simultaneously optimizing multiple objective functions (Section 3.6).

2i.e., data that are simulated using a model and associated hyperparameters that were found to fit
observed data well in terms of held-out likelihood [121; 124]
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3.1.1 Our Contributions

1. We propose that being “at least as good as grading by one instructor” is a useful

standard for confirming (and convincing stakeholders of) the quality of peer grading.

2. We provide a practical definition of being “at least as good as grading by one instruc-

tor” in terms of the quality of forecasts for the true grades of submissions that we can

compute based on reported grades from each system. We show that different assump-

tions about utility for forecast scores correspond to different criteria under which peer

grading is preferable.

3. We use our forecasting framework to conduct computational experiments using a real-

istic model of peer grading to establish that, in our setting:

(a) Various peer-focused interventions, e.g., assigning graders strategically to avoid

assigning only low-quality graders to some submissions, do not improve the per-

formance of peer grading systems in our setting, but supplementing peer graders

with a limited budget of instructor grades can improve performance significantly.

(b) The optimal way of allocating a fixed budget of peer and instructor grades depends

on the criteria—either comparing the average quality of grades assigned by the

system or comparing the quality of the worst grades—under which peer grading

is preferable to instructor grading.

3.1.2 Related Work

Evaluating Prediction. Our primary contribution is using instructor grades to design a

benchmark for evaluating a peer grading system. In terms of benchmark design, Resnick

et al. [81] propose the idea of rater equivalence (originally, survey equivalence) which uses the

true label aggregated from multiple human labels as a benchmark to evaluate the accuracy

of a classifier. In particular, the survey equivalence of a classifier is the minimum number of

human raters needed to produce the same error as that of the classifier. Our main idea is to

evaluate peer grading systems by checking whether (an analogue of) rater equivalence is at

least one. A similar idea from Erev et al. [21] has been used to evaluate the prediction made

by a theoretical model (e.g., the equilibrium outcome of a game). The model is compared

with the minimum required number of prior observations of human participants playing the

game to make as accurate a prediction as the model. In line with these ideas, we are interested

in developing a framework for quantifying the number of peer grades per submission that is

sufficient to be reliably at least as good as one instructor grade.
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Bayesian Models for Peer Grading. A key component of our work involves using

Bayesian inference to compute probabilistic forecasts for the true grades of submissions given

a set of reported peer grades. A large family of related Bayesian models of peer grading have

been proposed for this task. The initial models in this family—PG1, PG2, and PG3—were

introduced by Piech et al. [74]. Model PG1 assumes that each submission has an underlying

true grade and that each grader has a bias and a reliability parameter that interact with

a submission’s true grade to produce their reported grade for that submission. The other

models introduce additional complexity: PG2 allows the graders’ biases to vary over time

and PG3 allows the graders’ reliability to be correlated with their own submissions’ true

grades. Subsequently, Mi and Yeung [59] introduced models PG4 and PG5, which permit

non-linear correlations between the graders’ reliability and their true grades. Han et al.

[32] propose models PG6, PG7, and PG8 for peer grading in small private online courses

(SPOCs). They propose using knowledge tracing techniques to estimate an individualized

value for a hyperparameter related to grading ability for each student prior to grading.

Independently, Wang et al. [103] introduced their own distinct models PG6 and PG7, which

incorporate the relative grades provided by the same grader for different assignments during

inference. Most recently, Zarkoob et al. [124] conducted a comprehensive exploration of

the key concepts that a peer grading model should capture. They find that the following

two previously unexplored features are important for providing more accurate grades: (1)

incentivizing grader effort by explicitly modeling it and (2) incorporating the uncertainty

that arises from reported grades being censored data (because grading rubrics are essentially

always finite and discrete). We adopt the resulting model, which is shown to outperform

other variants in the PG family in terms of held-out likelihood on real classroom grading

data, for our experiments. Zarkoob et al. do not give this model a name, so we will refer to

it as model PGZ .

3.2 Model PGZ

Let V be the set of graders, and U be the set of submissions. Submissions are graded on

one component, which is scored with an integer in the set Z = {0, 1, . . . ,M}. The function

M : U → V maps each submission u to its corresponding set of graders.

Given these preliminaries, an instance of the model is specified by assigning values for

each of the hyperparameters:
(
µs, τs, ατ , βτ , τb, αe, βe, τ

ℓ, ϵ
)
. The model itself, in which we

follow the convention of writing random variables as uppercase letters and realizations of
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those variables as the corresponding lowercase letters, is as follows:3

(True grades) Su ∼ N (µs, 1/τs) ;

(Reliabilities) T v ∼ G (ατ , βτ ) ;

(Biases) Bv ∼ N (0, 1/τb) ;

(Effort probabilities) Ev ∼ Beta (αe, βe) ;

(Efforts) Zv
u ∼ Ber (ev) ;

(Peer grades) Gv
u ∼

N (su + bv, 1/τ v) , zvu = 1;

Dℓ, zvu = 0;

(Reported grades) rvu = nZ (gvu) .

In these definitions, nG is a function that rounds a real number to the nearest integer in the

set Z (rounding up). Dℓ is a low-effort distribution:

Dℓ =

N
(
µs, 1/τ

ℓ
)
, with probability 1− ϵ;

Uniform (0,M) , with probability ϵ.

Lastly, we need to specify the model for instructor grades. Instructors have reliability and

bias parameters just like peer graders, but the hyperparameters of the prior distributions for

those parameters (αI
τ , β

I
τ , and τ Ib ) may be different. Also unlike peer graders, instructors’

effort probabilities are fixed to 1. Given these parameters, the distributions of instructor

grades (analogous to peer grades) and of reported grades for instructors follow the same form

as that for peer graders.

3.2.1 Hyperparameters

We set the hyperparameters of model PGZ to the following values:

• True grades: µs = 4, τs = 1.5625;

• Reliabilities: ατ = 2, βτ = 2; αI
τ = 6, βI

τ = 2;

• Biases: τb = 4; τ Ib = 100;

• Effort probabilities: αe = 8, βe = 2;

• Low-effort distribution: τ ℓ = 4; ϵ = 0.05.

3Note that for reliabilities, the parameter is tau, so the corresponding lowercase letter is τ .
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Zarkoob et al. [124] selected these hyperparameter settings heuristically based on experiments

optimizing for the model’s the held-out likelihood on each of four individual courses’ worth

of peer grading data [121].

Using these hyperparameters, we simulate grading data according to model PGZ for a

single assignment that is graded on one component. Reported grades are restricted to be

from the set {0, 1, 2, 3, 4, 5}. There are 120 submissions (one from each of 120 students).

The number of peer grades reported by each student grader (which is equal to the number

of peer grades per submission) varies in the experiments.

3.2.2 Inference

We use the same Gibbs sampling procedure as Zarkoob et al. [124] to perform inference on

model PGZ . In contrast to Zarkoob et al., though, we perform inference on submissions and

peer grades from a single assignment, rather than an entire semester’s worth of assignments.

After inference, we approximate the posterior distribution (i.e., the forecast) for the true

grades of the submissions given reported peer grades using a multivariate Gaussian distribu-

tion fit using maximum likelihood estimation and use that approximation when evaluating

the forecasts.

3.3 Scoring Forecasts

Recall our motivating question from Section 3.1: Are the predictions that result from ob-

serving the outcome of a peer grading system at least as good as the predictions that result

from observing one instructor grade for each submission? In order to answer this question,

we must first be able to evaluate individual forecasts.

A commonly-used measure for the performance of a (point) estimator that is computed

based on a probabilistic forecast is the squared error of the resulting estimate.

Definition 3.3.1 (Squared Error (SE)). Suppose that we are given a probabilistic forecast

(i.e., a probability density function) p ∈ ∆(R) for the outcome of a real-valued random

variable X. Further, suppose that f : ∆(R) → R is an estimator of X.

Given the outcome X = x, the squared error of the estimate x̂ = f(p) is

SE(x̂, x) = (x̂− x)2.

When translating a forecast p into a point estimate, the mean of the forecast is optimal

for minimizing the expected squared error (see, e.g., Jaynes [37, p. 172]). Thus, when
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we subsequently refer to evaluating forecasts with squared error, we will assume that the

point estimate used for computing the squared error is the forecast mean, unless otherwise

specified.

We can also evaluate a forecast directly, without depending on a particular estimator,

by applying a proper scoring rule. Proper scoring rules are used to evaluate the quality of

probabilistic forecasts (and to elicit probabilistic forecasts in an incentive-compatible way)

[23, Chapter 2], [55, Section 2]. In principle, any proper scoring rule can be used to evaluate

a forecast. In the case of our experiments, though, the log scoring rule in particular is

well-motivated and computationally convenient.

Definition 3.3.2 (Log Scoring Rule). Suppose that p ∈ ∆(R) is a probabilistic forecast

for the outcome of the real-valued random variable X. Given the outcome X = x, the log

scoring rule S : R×∆(R) → R is defined as:

S(x, p) = log (p(x)) .

These two different approaches to evaluating forecasts turn out to be closely related

in the context of our experiments, because the forecasts that we are interested in can be

approximated by Gaussian distributions. In the case that a forecast follows a Gaussian

distribution (with a constant standard deviation), there exists a bijection between the two

forecast evaluations that we have introduced:

Proposition 3.3.3. Suppose X is a real-valued random variable and p = N (µ, σ2) is a

forecast for X. Given the outcome X = x,

S(x, p) = − log
(√

2πσ
)
− 1

2σ2
SE(x̂, x),

where x̂ = µ is the expected value of X under the forecast p.

Proof.

S(x, p) = log (p(x))

= log
1√
2πσ

exp

(
−1

2

(
x− µ

σ

)2
)

= − log
(√

2πσ
)
− 1

2

(
x− µ

σ

)2

= − log
(√

2πσ
)
− 1

2σ2
SE(x̂, x).
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Peer grades collected
for each submission

Random submission u
selected and graded by instructor

Forecast for Su computed based on
reported grades from chosen system

True su revealed4 and used to
score forecast. LI’s utility is a
function of the forecast score.

Lead instructor (LI) chooses a grading system

Figure 3.1: A decision problem for the lead instructor of the course, wherein their utility is
determined by a choice between forecasts based on reported peer grades or reported instructor
grades. In particular, it is equal to the score for forecast computed using reported grades
from their chosen system. We consider a peer grading system to be as good as a single-
instructor grading system whenever the lead instructor prefers to choose peer grading based
on their utility for forecast scores in the decision problem.

This result reveals an important insight: The squared error of a Gaussian forecast is

closely related to its log score. But, there is a crucial distinction—the squared error depends

on the mean, µ, but not the variance, σ2, of the forecast p = N (µ, σ2), whereas the log

scoring rule depends on both parameters.

3.4 Comparing Forecasts from Peer and Instructor

Graders

We can use our tools for evaluating individual forecasts—squared error and proper scoring

rules—to define a concrete setup for comparing peer and instructor grades. We construct our

framework for comparison as an (economic) decision problem faced by the lead instructor

(e.g., a professor) of a course where their utility is determined by a choice between peer

grading and instructor grading. The problem is described in Figure 3.1.

Given the setup of the decision problem, we consider a peer grading system to be as good

as a single-instructor grading system whenever the lead instructor prefers to choose peer

grading based on their utility for forecast scores in the decision problem.

4Note that we use access to the true grade, which is available in simulations, but not in the real world,
to evaluate the quality of forecasts. To apply this methodology with real world data, a reliable proxy for
the true grade would need to be used instead. For example, if it is possible to obtain reports from two
instructors independently, the reports from the second instructor may be used as a proxy. Alternatively, as
in this work, real data can be used to select realistic hyperparameters, e.g., as described by Zarkoob et al.
[124], for experiments with simulated data.
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3.4.1 Forecast Dominance

When the lead instructor chooses a grading system in the problem described in Figure 3.1,

uncertainty about (1) the submission that will be selected and (2) the grade that will be

reported by the instructor for the selected submission means that the lead instructor is

effectively choosing a lottery (i.e., a distribution of forecast scores) from which their utility

will be drawn. Specifying assumptions about the lead instructor’s utility function for forecast

scores, then, allows us to characterize the conditions under which the lead instructor will

prefer to choose peer grading.

Moreover, weaker assumptions about the lead instructor’s utility for forecast scores cor-

respond to stronger evidence that peer grades are at least as good as instructor grades when

the conditions under which the lead instructor prefers to choose peer grading in the context

of their decision problem hold. In particular, they allow for the possibility that the lead

instructor may, for the sake of fairness, care especially about the relative quality of grading

in the worst case under each system, not just on average. Thus, we begin with the weakest

possible assumptions on the lead instructor’s utility in order to delineate the conditions that

correspond to the strongest possible evidence for the quality of peer grades. We will show

that such conditions can be defined using the concept of stochastic dominance.

Let SA (respectively, SB) be a real-valued random variable with the Cumulative Distri-

bution Function (CDF) FA (resp., FB).

Definition 3.4.1 (First-Order Stochastic Dominance (FOSD)). We say that SA first-order

stochastically dominates SB if

FA(x) ≤ FB(x),

for all x ∈ R and there exists some x for which the inequality is strict.

Definition 3.4.2 (Second-Order Stochastic Dominance (SOSD)). Suppose that the expec-

tations of the absolute values of SA and SB are finite. We say that SA second-order stochas-

tically dominates SB if ∫ a

−∞
FA(x) dx ≤

∫ a

−∞
FB(x) dx,

for all a ∈ R and there exists some a for which the inequality is strict.

The usefulness of the concept of stochastic dominance is illustrated by the following:

Suppose the lead instructor’s utility is a function of some score, denoted by u(s) and, without

loss of generality, suppose higher scores are preferred. Then, the following is a well-known

result:
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Proposition 3.4.3 (Mas-Colell et al. [57]). Let SA and SB be the random variables repre-

senting the scores for forecaster A and B respectively.

1. The lead instructor prefers forecaster A over B for any monotone increasing utility

function u if and only if SA first-order stochastically dominates SB.

2. The lead instructor prefers forecaster A over B for any concave increasing utility func-

tion u if and only if SA second-order stochastically dominates SB.

We extend the concept of stochastic dominance to the context of the lead instructor’s de-

cision problem as follows. We say that peer grading first-order (resp., second-order) forecast-

dominates the single-instructor grading system if the lead instructor’s utility for choosing

peer grading (which recall, when the choice is made, is a random variable drawn from a dis-

tribution of forecast scores) first-order (second-order) stochastically dominates their utility

for choosing instructor grading.

3.4.2 Determining Forecast Dominance in Model PGZ

To understand the circumstances under which peer grading forecast-dominates one-instructor

grading in model PGZ , in what follows, we simulate the decision problem described in

Figure 3.1 under a variety of different conditions, according to the following procedure:

1. Generate a set of n submissions and corresponding reported peer grades.

2. Compute a forecast for the true grade of each submission based on the complete set of

reported peer grades.

3. Compute a forecast for the true grade of any submission given each possible value of

a single reported instructor grade for that submission. (These forecasts, which are

derived in Appendix B.1, are the same for each submission, since they are a priori

identical.)

4. Then, repeat the following for k iterations:5

(a) For each submission, sample an instructor report based on its true score and the

instructor hyperparameters given in the model. (This report is a counterfactual

value that would be observed if that submission were selected as the random

submission and graded by an instructor.) Then, retrieve the forecast computed

in Step 3 corresponding to the sampled report.

5For our experiments, k = 1000.
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(b) For each submission, compute the score (e.g., log score or squared error) for the

peer forecasts and the instructor forecasts respectively using that submission’s

true score.

(c) Compute empirical distributions of scores (over all n submissions) for the peer

forecasts and the instructor forecasts, and determine whether the former distri-

bution stochastically dominates the latter.

5. Estimate the probability that the peer grading scheme forecast-dominates the instruc-

tor scheme using the empirical frequency of stochastic dominance in the k repetitions

of Step 4.

This procedure returns probabilities of first- and second-order peer forecast dominance

corresponding to each set of generated submissions and corresponding peer grades. Thus,

when we run multiple simulations, as in Section 3.4.3, we obtain two distributions of prob-

abilities. Rather than aggregate these distributions into the average probabilities of first-

and second-order peer forecast dominance, we preserve the entire distributions themselves.

This is motivated by the fact that we think that this will be the most useful approach in

practice. Lead instructors will want to verify the quality of realized peer grades on actual

submissions, not just the prospective quality of future peer grades on future submissions. It

is also useful for determining whether the average probabilities are useful summaries of the

distributions.

Another feature of our approach to note is that our simulations operate as if a different

instructor graded each problem. In fact, there may be just one instructor tasked with grading

all of the submissions, or grading work may divided among several instructors. The effect

of simulating as if a different instructor graded each problem is two-fold. First, our forecast

scores based on instructor grades are likely to be a little lower than they might be otherwise.

This is because, when a single instructor grades multiple submissions, the system has more

information available to learn about that instructor’s grading parameters, which may lead to

slightly better true grade forecasts. Second, more extreme possibilities for instructor grading

become less likely. If every submission were graded by the same instructor, the quality of

the forecasts based on that instructor’s reported grades would be correlated. An above-

average instructor (in terms of grading quality) would tend to produce better forecasts; a

below-average instructor would tend to produce worse forecasts. On the other hand, when

a different instructor grades each submission, it is unlikely that all of the instructors would

share the same grading tendencies.

Our simulation operates this way for two reasons. First, it is not clear that there is a

single ideal approach. There are multiple ways to generate counterfactual instructor reports
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in a way that accords with our description of the lead instructor’s decision problem, in-

cluding our approach, and each has its own benefits and drawbacks. As discussed above,

one alternative would be simulating entire sets of reported grades from single instructors.

But this would allow, for example, some sets of reported instructor grades to come entirely

from low-quality instructors. Second, there are computational limits on what approaches are

feasible. Another alternative (and perhaps the most natural) approach would be to define

the decision problem so as to compare forecasts based on an entire set of observed peer

grades to forecasts based on an entire set of instructor grades (rather than just one observed

instructor grade). In that case, the reported instructor grades would be correlated based

on the instructor’s grading parameters and an inference method like Gibbs sampling would

need to be used to compute forecasts of the true grades. Then, to account for uncertainty

about the instructor’s parameters in the results of our experiments, this would need to be

repeated many times. This is not computationally tractable for the experiments we conduct

in this work.6

3.4.3 Applying Our Methodology in Simulated Experiments

We apply the methodology above to explore the following question: In a realistic model, what

is the relationship between the number of peer grades per submission and the probability

that the peer grading system with that number of grades per submission forecast dominates

the single-instructor grading system?

To do so, we simulate data for a single assignment (with n = 120 submissions) according

to model PGZ using hyperparameters that Zarkoob et al. found produced plausible, realistic

grading data [121] compared with the real data that they “gathered between September 2018

and December 2021 from four offerings of an undergraduate-level computer science course

on the ethical and societal impacts of computing” [124] (Section 3.2). Using each simulated

data set, we estimate the probability that the observed peer grading would forecast dominate

instructor grading using the methodology described in Section 3.4.2. The results are shown

in Figure 3.2. For each number of peer graders per submission on, the figure summarizes

the 100 estimated probabilities—one for each simulated assignment—of first-order forecast

dominance (Figure 3.2a) and second-order forecast dominance (Figure 3.2b).

Surprisingly, we find that the common choice of using four peer grades per submission

(see, e.g., [1], [103], and [124]) results in forecasts that are generally unlikely to be clearly

6For students, on the other hand, the forecasts that result from peer grading do not depend too much
on the particularities of any single student. In each simulation, there are enough students and submissions
that the populations of each should be relatively similar to those in other simulations. As a result, to obtain
reported peer grades, we simply draw parameters for each student in the population and generate an entire
set of simulated student reported grades that we use as the input to Bayesian inference.
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(a) First-order forecast dominance.
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(b) Second-order forecast dominance.

Figure 3.2: Empirical survival functions (the complements of empirical cumulative distri-
bution functions) that summarize the probabilities of forecast dominance for each of 100
assignments simulated according to model PGZ as the number of peer graders per submis-
sion varies.
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preferable to instructor grades. In terms of first-order forecast dominance, the results for

six or eight peer graders per submission are similar—first-order peer forecast dominance

appears to be a very high standard for both the log score and squared error. Indeed, as is

shown in Figure 3.2, the probability of first-order peer forecast dominance rarely exceeds

one-half (and only ever exceeds one-half when there are eight peer grades per submission).

Second-order peer forecast dominance, on the other hand, is frequently probable with six

or eight peer graders per submission, especially under squared error. Under squared error,

for both six and eight peer grades per submission, the upper quartile (and for the latter,

the median) for the probability of second-order forecast dominance is well above one-half.

Alongside Theorem 3.3.3, this suggests that peer graders are in most cases relatively better at

producing accurate point estimates than for making confident (i.e., low variance) forecasts.

3.4.4 Why Peer Grading Fails to Forecast-Dominate

Given the relatively low probabilities of (especially first-order) peer forecast dominance in

Section 3.4.3, the natural question that arises is why peer forecast dominance is difficult

to achieve. Recall that a necessary, but not sufficient, condition to achieve second-order

peer forecast dominance is that the expected score on a random submission is higher for the

peer graders than for one instructor. As a result, the fact that second-order peer forecast

dominance is frequently probable with six or eight peer graders per submission suggests

that it may be the case that peer graders outperform one instructor grader on average, but

fail to outperform one instructor grader in the lower tail of the distribution of scores. We

corroborate this intuition with the following procedure:

For each of the 100 simulated assignments from Section 3.4.3 (each of which involves 120

submissions), we compute the empirical CDFs of the scores achieved by the peer graders and

of the expected scores that would be achieved by instructor grading. Then, as a summary,

we compute an “average” empirical CDF, comprised of the average lowest score, the average

second lowest score, the average third lowest score, etc. for both the peer graders and one

instructor as described in Figure 3.3. We compare the mean and the quartiles of these

average distributions in Figure 3.4.7

We find that scoring grading using both the log score and squared error leads to results

that accord with our intuition, above.

1. For each number of peer grades per submission, the median and upper quantile of the

average score distribution for peer graders is at least as high as that for one instructor.

7Note that for the instructor distribution, we combine the data from the three experiments, since the
number of peer grades per submission does not affect the instructor outcomes.
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· · · a1,j · · · a1,j′ · · ·

...
ai,1 · · · ai,k · · · ai,n

...
· · · · · · am,ℓ am,ℓ+1 · · ·

 −→


a1,1 · · · a1,j · · · a1,n

...
ai,1 · · · ai,j · · · ai,n

...
am,1 · · · am,j · · · am,n


(a) First, sort the forecast scores from each simulation (each row) in ascending order.

a1,1 · · · a1,j · · · a1,n
...

ai,1 · · · ai,j · · · ai,n
...

am,1 · · · am,j · · · am,n

 −→
[ ↓

a1
↑

· · ·
↓
aj
↑

· · ·
↓
an
↑

]

(b) Second, average over each column in the sorted array.[
a1 · · · aj · · · an

]
(c) The empirical CDF is a step function that increases by 1

n at each point in the final array.

Figure 3.3: Computing the “average” empirical CDF of forecast scores based on m simula-
tions. Rows of the arrays correspond to a simulation i ∈ {1, . . . ,m}. Columns in the initial
array correspond to a submission j ∈ {1, . . . , n}. Each individual entry aij in the initial array
is the forecast score achieved on submission j in simulation i. The color of an entry indicates
its (relative) magnitude in its row, with darker colors corresponding to lower values.
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Figure 3.4: Summary of the “average” distribution of scores achieved by peer graders com-
pared to that achieved, in expectation, by one instructor across the 100 simulated assign-
ments from Section 3.4.3. The box plots illustrate the quartiles of the respective distributions;
the green triangles illustrate the means.

50



This implies that when peer graders do well, they tend to exceed the standard set by

instructor graders. That is, peer grading tends to have a higher upside.

2. However, the first quartile for peer graders is always lower than that for one instruc-

tor, even when there are eight peer grades per submission. This suggests a tendency

for some “bad luck” submissions, where peer graders do poorly, to exist. This could

result from solely unreliable graders being assigned to a submission, from some re-

liable graders nonetheless submitting poor reports, or both. In any case, the effect

of this is a persistent deficit between the quality of the worst peer forecasts and the

worst instructor forecasts that make it difficult for peer grading to first-order forecast

dominate.

3. Lastly, the mean is the only one of the four values for which the values of the peer

and instructor distributions cross—the mean is lower for peer graders than for one

instructor when there are four peer grades per submission and higher for six and eight

peer grades. This helps to explain our previous result about second-order peer forecast

dominance, which was frequently probable for six and eight grades per submission, but

not four. A higher mean is a necessary condition for second-order dominance.

3.4.5 A More Attainable Objective

We have seen that, while forecast dominance is difficult to achieve in our setting (i.e., in model

PGZ , with the hyperparameters contained in Section 3.2.1), the mean of the distribution of

forecast scores from peer grading is below the mean of the corresponding distribution from

single-instructor grading for four peer grades per submission, but above for six and eight.

Thus, in what follows we further consider having a greater mean as a weaker criterion (i.e.,

a criterion corresponding to a stronger assumption about the lead instructor’s utility) under

which peer grading can be considered at least as good as instructor grading.

To compare this criterion with forecast dominance: Let SA and SB be the random variables

representing the scores for forecaster A and B respectively. The lead instructor prefers

forecaster A over B for any linear increasing utility function u if and only if SA has a higher

mean than SB.

3.5 Testing Interventions to Improve Peer Grading

The apparent trends in Figure 3.4 suggest that, although there are diminishing returns to

increasing the number of peer grades per submission, the heavy workload of eight peer grades
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per submission may still be far from the region of the parameter space where the improvement

from adding additional grades per submission is insignificant (especially for the first quartile

of the distribution of scores). Thus, if it were feasible to assign heavy grading workloads

to the students, it may be possible to achieve even first-order forecast dominance with high

probability. However, since we believe that the returns in terms of pedagogical value for

students to grade additional submissions from the peers are likely to diminish much more

quickly than the returns in terms of shifting the distribution of scores, we now turn to the

question of whether there are interventions for the standard setting of our experiments that

can improve the performance of peer graders without increasing their workload.

3.5.1 Peer-Focused Interventions

Our first set of interventions involve only the peer graders themselves:

Drop Bad Graders. The main idea of this intervention is to ignore the reports of noisy

graders. To do this, we sort graders according to one of three criteria: (1) their reliability,

(2) their effort probability, or (3) a mixture of 0.75 times their standardized reliability plus

0.25 times their standardized effort. Then, according to the criterion being used, we ignore

the reports of graders in the lowest 20% of the population.

Snake Draft Assignment. The main idea of this intervention is to assign peer graders

to submissions so as to reduce the variance in the average quality of the graders assigned to

each submission. To do this, we sort graders according to a mixture of 0.75 times their stan-

dardized reliability plus 0.25 times their standardized effort. Then, we order the submissions

randomly. Then, we iterate over the submissions, first in order, then in reverse order, then in

order again, and so on assigning one additional grader to each submission in each iteration

until all submissions have the required number of graders. The grader that is assigned to

a particular submission in a given iteration is the highest-quality grader (according to the

sorted order) that has not yet been assigned to any submission in the current iteration and

has not been assigned to that particular submission in any previous iteration.

It is worth noting that these interventions are idealized—they each require access to pa-

rameters of the model that cannot be observed directly. In practice, they would need to

estimated somehow. For example, grading parameters could be estimated by having stu-

dents grade some of a small number of calibration assignments with known true scores.

However, in the case of our experiments, the ideal-ness of the tested interventions strength-

ens, rather than weakens, our results, because we find that even in a simulated world where
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the relevant parameters can be exactly known, these interventions do little (if anything) to

improve the performance of the peer graders relative to one instructor.

3.5.2 Instructor-Focused Interventions

Our second set of interventions involve using an instructor to double-check the work of

peer graders in certain instances. Submissions are selected to be regraded in order of the

degree of uncertainty about their true grades, as measured by the variance of the Gaussian

approximation to the samples of the marginal posterior distribution of each submission’s

true grade obtained via Gibbs sampling.

Regrade Submissions with High Uncertainty. The main idea of this intervention is

to use instructors to decrease uncertainty about the true grades of a small fraction of the

submissions. To do this, we collect the peer grades and perform inference via Gibbs sampling

as in the previous experiments. Then, we select the 20% of submissions with the greatest

posterior uncertainty about their true grade and generate a reported instructor grade for

each of those submissions. Lastly, we perform inference again via Gibbs sampling based on

all of the reported grades, both from peer graders and the instructor.

Adaptively Regrade Submissions with High Uncertainty. The main idea of this

intervention is to use the information obtained in the first half of the regraded submissions to

make more informed selections for submissions to be included in the second half of regrading.

To do this, we collect the peer grades and perform inference via Gibbs sampling as in the

previous experiments. Then, we do the following steps twice:

1. Select the 10% of submissions with the greatest posterior uncertainty about their true

grade and generate a reported instructor grade for each of those submissions.

2. Perform inference again via Gibbs sampling based on all of the reported grades, both

from peer graders and the instructor.

We note here that computational limits play a role in our implementation of these inter-

ventions. First, it is too computationally expensive to incorporate uncertainty about the

parameters of the instructor who performs the regrades into the experiment. This is due

to the fact that we would need to repeat the experiment (for each number of peer grades

per submission) many times to fully cover the distribution of possible instructor parameters.

As a result, we treat the instructor regrading submissions as an “average instructor,” whose
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Figure 3.5: Summary of the “average” distribution of scores achieved by peer graders under
various interventions compared to that achieved, in expectation, by one instructor across the
100 simulated assignments from Section 3.5.1.

parameters are fixed to the expected values of their respective distributions, and obtain re-

ported grades from them on the submissions to be regraded just as if they were an additional

peer grader.

3.5.3 Results

To explore the effect of these interventions, we repeat our experiment from Section 3.4.2

(including using the same random seeds, so that the populations of peer graders and sub-

missions are the same for each intervention), modifying the experiment as detailed above in

the descriptions of each intervention. Then, we create analogous plots to those in Figure 3.4

according to the procedure described in Section 3.4.4.8 The plots for each intervention are

shown in Figure 3.5.

For the peer-focused interventions, we find that those that drop bad graders appear to

lead to worse performance, because they reduce the amount of information available in the

system. That is, the weaker graders in our setting (whether defined as low effort graders,

low reliability graders, or a combination of the two) appear to still be informative enough

that it is worthwhile to collect their reports. The failure of the snake draft intervention

to significantly improve performance, especially with respect to the first quartile, suggests

that “bad luck” submissions are more likely due to noisy reported grades than due to the

event that only unreliable graders are assigned to a submission. The snake draft intervention

8Note that for the one-instructor distribution, we simply re-use the distribution from Section 3.4.4, so
that random noise does not introduce small variations in the baseline against which we compare.
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mitigates the latter possibility, but does not address the former.

On the other hand, for instructor-focused interventions, we find that regrading is effective

at shifting the “average” distribution of scores to higher values. For non-adaptive regrading,

for example, the mean, median, and first quartile are always higher than for peer grading

with no intervention. Also, these interventions are notably not idealized in the same way as

the peer-focused interventions—they do not rely on knowing unobservable parameter values.

Uncertainty as a Proxy for Grading Quality. Above, we selected submissions to be

regraded by an instructor when their (approximate) marginal posterior distribution had high

variance. This idea is motivated by the fact that submissions with high-variance posteriors

are more likely to have true values further from the posterior mean. However, we find

that uncertainty (as measured by variance) is a relatively weak proxy for poorly graded

submissions. On average, of the 24 submissions that were selected for one round of regrading,

seven were among the worst 25% of submissions in terms of peer forecast scores, measured

either by the log score or squared error. Choosing randomly, we would expect that, on

average, six would be among the worst 25%, so choosing based on posterior uncertainty is

only a modest improvement over guessing.

This detail also helps explain why selecting submissions to be regraded adaptively in two

rounds does not improve over a single round of regrading. With adaptive regrading, it is still

the case that, on average, seven of the 24 selected submissions were among the worst 25%

of submissions in terms of peer forecast scores.

To conclude this discussion, we note that in the real world, it may be possible to se-

lect poorly-graded submissions for regrading more consistently. In particular, in the real

world—unlike in the simulated world of our experiments—there is information beyond what

is explicitly included in our model. Some of that information may be useful for identifying

submissions that are more likely to have been graded poorly than is indicated by posterior

distribution alone.

3.6 Allocating Graders with a Fixed Budget

In the previous sections, we established that, in the region of the parameter space where peer

graders are only asked to perform a seemingly reasonable amount of work—an amount of

work that is commensurate with the pedagogical benefits of that grading work—the resulting

system is most readily improved by obtaining more information about the submissions.

This information can come from assigning additional peer graders to each submission (as

in Figure 3.4), from supplementing peer graders with instructors (as in the two right-most
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Peer Regraded Instructor-only Peers per Sub.
Graded by Instructor Graded if Peer Graded

TbV 100% 50% 0% 4
80% 30% 20% 5
67% 17% (20) 33% 6
58% (69) 8% (9) 42% (51) 7

DaC 50% 0% 50% 8

Table 3.1: Allocations of a budget of 480 peer grades11 and 60 instructor grades for grading
120 submissions. For values where the (rounded) percentages do not give an exact integer
when multiplied by the number of submissions, the integer we use is given in parentheses.

box plots of Figure 3.5), or from some combination of the two. However, in practice, there

are constraints on our ability to collect additional information. Peer graders should not

be assigned grading work beyond what can reasonably be expected to provide pedagogical

benefits. Instructors are severely limited in number. And both kinds of grader have natural

constraints on the time that they can devote to grading.

In this section, we explore the consequences of these constraints. When the budget of

grades that can come from peers and from instructors is fixed, how should we combine the

efforts of both kinds of graders to achieve the best grading outcomes? To answer this, we

assume that we have the following budget to assign a grade to each of 120 submissions:

– Each student can grade four submissions from their peers (480 peer grades).

– One instructor can grade (or regrade) 60 submissions (60 instructor grades).9

Then, we allocate this budget of grades by:

1. Selecting a percentage of submissions that should be graded by peers, which determines

a number of peer grades that each peer-graded submission should receive.

2. Assigning an instructor to grade any remaining submissions.

3. Assigning an instructor to regrade peer-graded submissions, as in Section 3.5.210, if

there are any remaining instructor grades in the budget.

The allocations that result from these rules are described in Table 3.1.

9This is a generous budget of instructor grades, but it still allows a significant saving of instructor resources
over the baseline one-instructor system and is numerically convenient.

10Note that the computational limits discussed in Section 3.5.2 still apply in this experiment. As a result,
the instructor used in regrading is once again the “average” instructor, whose parameters are fixed to the
expected values of their respective prior distributions.
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We compare the performance of these allocations by looking at percentiles and the mean of

“average” score distributions, as we do to compare other grading systems and interventions.

However, the computation of percentiles in this case is slightly more complicated, because

they are for a distribution that is a mixture of the two kinds of distributions we have

computed previously:

1. A peer-plus-regrade distribution (resulting from grades from the shaded columns in

Table 3.1).

2. A single-instructor distribution that allows for uncertainty about the instructor pa-

rameters (resulting from grades from the third column in Table 3.1).

As a result, we compute percentiles using the CDF that results from a mixture of the average

peer-plus-regrade distribution computed via the usual simulation procedure and the average

single-instructor distribution computed in Section 3.4.4 (and used further in Section 3.5),

where the mixture probabilities are those implied by the first and third columns of Table 3.1).

3.6.1 Results

To highlight the main results that are implied by the experiments described above, we

focus on two quantities: the fifth percentile and the mean percentile of the average score

distributions, which are plotted for each allocation in Figure 3.6. There is a clear trade-off

in optimizing the objectives that correspond to these two quantities:

Divide-and-conquer. If the goal is to achieve first- or second-order forecast dominance

over the one-instructor system, which as we have seen previously is difficult because of larger

tails in the low end of the distribution of scores, then the best approach (with respect to

the log score) is a divide-and-conquer (DaC) grading scheme, in which there is no overlap

between peer and instructor grading, but as many peer grades per submission as is possible

are obtained.

With respect to squared error, the divide-and-conquer grading scheme is only second best,

but this result is somewhat sensitive to the way that the fifth percentile is estimated (and

recall that the 58% peer graded allocation involves a slightly higher budget of peer grades).

In any case, for both scoring methods, there is a general upward trend in the fifth percentile

as the overlap between peer grading and instructor grading lessens.

11When the allocation involves seven peer grades per submission (the 58% peer graded allocation), we use
483 peer grades, since the number of peer-graded submissions must be an integer.
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Trust-but-verify. If the goal is to simply achieve the highest average score possible, then

the best approach is a trust-but-verify (TbV) grading scheme, where peer grading is used

for all submissions, but supplemented using the full budget of instructor grades.

However, the magnitude of the difference in the average score among the allocations is

much smaller than the difference in the fifth percentile, as indicated by the black bar to the

left of each plot in Figure 3.6. Thus, in practice, it may make sense to optimize solely for

the fifth percentile, despite the trade-off, since the average score is not affected too much.

These results can be explained by considering the individual components of the mixture

distribution, for which the relevant quantities are also plotted in Figure 3.6. For the first

component—the peer-plus-regrade score distribution (as described in the shaded columns of

Table 3.1)—the trend for the fifth percentile is noisy (and sensitive to the method used for

estimating the fifth percentile). Thus, the primary factor in determining the upward trend as

the overlap between peer grading and instructor grading lessens is the increasing influence of

the instructor-only component, which has a higher fifth percentile. For the mean, the trend

in the peer-plus-regrade distribution is that the mean generally increases as the percentage of

peer graded submissions decreases, after a decline between the first two allocations. However,

the increased weight on the instructor-only component that accompanies the decrease in the

percentage of peer graded submissions in the mixture distribution counteracts this effect, so

the trust-but-verify scheme is optimal. The decline between the first two allocations suggests

that the marginal benefit from one additional peer grade per submission is outweighed by

the marginal cost of losing instructor regrades on 20% of the submissions. However, the

marginal cost of one additional peer grade per submission in terms of instructor regrades

decreases as the percentage of peer graded submissions in the allocation decreases, so this

trend does not continue.

3.7 Predicting Performance from Observed Data

So far, our results have been derived under the same fundamental setup—the simulation

of data from model PGZ with the hyperparameters that were suggested for realistic data

generation by Zarkoob [121]. We believe that many of the resulting lessons—e.g., the dif-

ficulty of achieving first-order peer forecast dominance—will generalize to other settings

where there is a similar disparity between the average quality of a student grader and an

instructor. However, the replication of our experiments with a different model of the data-

generating process or with different hyperparameters for model PGZ would involve a variety

of computationally-intensive simulations, as we have conducted in this work. A natural
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Figure 3.6: Comparing different allocations of a fixed budget of peer and instructor grades,
in terms of the mean and fifth percentile of the “average” score distribution of the resulting
grading schemes. Alongside this, to help explain the key trends, we include the analogous
quantities from the component distributions that comprise the mixture distribution corre-
sponding to each scheme.
Note the difference in magnitude of the scales of the y-axes for the different quantities,

as indicated by the black bar to the left of each plot, which has the same magnitude within
each column (i.e., for each scoring method).
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question that arises, then, is the degree to which this process can be simplified, at least in

certain circumstances.

In this section, we show that, in the region of the parameter space near our experimental

setting, the results of our fundamental experiments from Section 3.4.2 with six peer graders

per submission can be predicted accurately as two key hyperparameters are varied.

In particular, we find that the probabilities of first-order and second-order peer forecast

dominance and the probability that the mean of the score distribution for peer grading is

higher than that for the single-instructor system can be effectively modeled using a Bayesian

linear regression of the shape parameter of the student reliability distribution (ατ ) and

the mean of the distribution of effort probabilities (µe = αe/(αe + βe)), when the other

hyperparameters, including the variance of the distribution of effort probabilities, are fixed.

In fact, using ατ alone is fairly reliable predictor, especially of the probability that the mean

of the peer score distribution is higher. We choose these particular parameters to vary, and

the values to which we vary them, based on model mis-specification experiments conducted

by Zarkoob et al. [124].

Ultimately, we simulate data for nine different combinations of values for µe and ατ : all

combinations for µe ∈ {0.7, 0.8, 0.9} and ατ ∈ {1.2, 2.0, 2.8}. For each combination, we run

Bayesian linear regressions—specifically, Bayesian automatic relevance determination (ARD)

regressions [65]—to predict the average probability of first-order peer forecast dominance,

the average probability of second-order peer forecast dominance, and the average probability

that the mean peer grading score is higher than that of the one-instructor system based on

those parameter values. The results of these regressions are summarized in Table 3.2. To

quantify the goodness-of-fit of these regressions, we use R2—the proportion of the variance

in the regressand (e.g., probability of second-order forecast dominance) that is explained by

the regression model. We also calculate the gain in R2 from including µe as a predictor.

When this value is low and R2 is high, as in many of our regressions, it indicates that ατ

alone is a strong predictor of the regressand. Lastly, for reference, we provide heat maps

that summarize the regression results along with estimates of the uncertainty around each

point. To illustrate, we include the heat map for predicting the probability that the score

distribution for peer grading has a higher mean in Figure 3.7. The figures for first- and

second-order forecast dominance are given in Appendix B.2.

These results are significant, because they have the potential to allow circumventing com-

putationally expensive simulations in the event that the set of hyperparameters estimated

from some real set of grading data were generally close to those in our experiments, but

differing in the reliability or effort probabilities exhibited by the students. They also raise

an interesting question to explore in future real-world experiments: To what degree do vari-
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Figure 3.7: Predicted probabilities (left) and standard deviations of predictive distributions
(right) of the mean of the peer score distribution being greater based on the values of ατ

and µe, under log score (top) and squared error (bottom), when there are six peer grades
per submission.
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Regressand Score R2 R2 Gain from µe

Probability of log score 0.887 0.143
1st-order Forecast Dominance squared error 0.752 0.268

Probability of log score 0.882 0.142
2nd-order Forecast Dominance squared error 0.923 0.248

Probability of log score 0.908 0.146
Greater Mean squared error 0.902 0.126

Table 3.2: Regression model fit for predicting various regressands when there are six peer
grades per submission, given the values of µe and ατ .

ous interventions shift the distributions of student reliabilities or effort probabilities toward

higher values? If such interventions are costly, we can use our regression results to weigh the

costs associated with them against the benefits that we would expect to accrue in regards

to the regressands that we consider.

3.8 Discussion

We have proposed a framework for evaluating the quality of the grades produced by a

new grading system—namely, peer grading—compared with those produced by the existing

standard—namely, grading by one instructor. To evaluate our framework, we conducted

simulated experiments using a model that was informed by real data obtained from a series

of Computer Science courses at the University of British Columbia. However, student graders

(and instructors) may exhibit strong heterogeneity across different courses, disciplines, and

universities. Therefore, we believe that gathering additional data from a variety of sources

will enhance our understanding of whether peer grading, in general, tends to outperform

instructor grading, as assessed using our framework.

We found that, in the setting of our experiments—i.e., in model PGZ , with the hyper-

parameters contained in Section 3.2.1—peer grades are unlikely to be definitely better than

instructor grades. However, our framework still proved useful by providing objectives with

which to evaluate various interventions in the peer grading system. Ultimately, we found

that the most useful intervention was simply to, in some form, collect more information

about the submissions. We also showed how different objectives within our framework led

to different strategies for collecting additional information with a fixed budget of peer and

instructor grades. To maximize the average forecast score, it was best to supplement peer

graders with instructors on the same submissions according to a trust-but-verify strategy.

To maximize the lowest forecast scores, it was better to use a divide-and-conquer strategy
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that used instructor-only grading where possible, and allocated as many peer graders per

submission on the remaining submissions given the budget constraint.

The focus of our work has been on improving the assignment of discrete numerical scores

to submissions, so that the grades that follow from those scores reflect the quality of the

submissions at least as well as instructor grades (and are perceived to do so by the partic-

ipants in the grading system). However, we note that while this is a necessary component

of making peer grading effective, it is not sufficient. A major challenge for effective peer

grading systems is encouraging students to provide helpful feedback, primarily in the form

of written comments or questions, in addition to numerical scores [80; 105; 114]. We be-

lieve that an interesting avenue for future work is to extend our central idea—developing a

quantitative framework for establishing when peer grades definitely outperform instructor

grades—to the challenge of encouraging peer feedback that is, if possible, at least as good as

instructor feedback. An initial idea to bridge the gap between numerical scores and written

feedback may be to have students review the feedback that they receive from peers and from

instructors with numerical scores. An initial step towards developing this idea would be to

extend models peer grading to incorporate comments of uncertain quality.

Given such a model, we may begin to ask—as we have asked in this work—under what

circumstances are the scores for peer graders definitely preferable to the scores for instruc-

tors?
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CHAPTER 4

Measurement Integrity in Peer Prediction: A

Peer Assessment Case Study

4.1 Introduction

Peer prediction [60], or information elicitation without verification, is a paradigm for de-

signing mechanisms that elicit reports from a population of agents about questions or tasks

in settings where ground truth (and therefore the possibility of spot-checking) need not ex-

ist. One important dimension of evaluation for a peer prediction mechanism is the degree to

which it rewards agents for their reports in a way that incentivizes truthfulness. This dimen-

sion, which we refer to as robustness against strategic reporting, has been the overwhelming

focus of the theoretical peer prediction literature. We broaden this focus by introducing a

new dimension of evaluation, measurement integrity, which quantifies a mechanism’s ability

to assign rewards that reliably measure agents according to the quality of their reports.

In the peer prediction paradigm, we assume that agents receive a signal (perhaps at some

cost) about each task, drawn from some joint prior distribution. In the current literature,

mechanisms are typically characterized by two properties that attest to their robustness

against strategic reporting:

1. An equilibrium concept related to truthfulness that the mechanism induces under cer-

tain assumptions.

2. The assumptions, which typically constrain the form of the joint prior distribution

of signals for every agent, that are sufficient to ensure inducement of the equilibrium

concept.

Appendix C.1 details these two properties for a representative selection of fundamental

mechanisms from the peer prediction literature. However, these properties alone are insuffi-

cient for evaluating peer prediction mechanisms’ suitability for a given application. Firstly,
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this characterization omits other important desiderata. In many applications, for example,

it is just as important for rewards to be fair as to be incentive-compatible. Secondly, even for

a particular setting where incentive compatibility is a primary desiderata for peer prediction

mechanisms, this characterization fails to determine the best mechanism to use.

It is possible for a mechanism to induce a stronger equilibrium concept than another

mechanism, but only under a stronger assumption. It is also possible for a mechanism to

“approximately” induce a stronger equilibrium concept under a given assumption. In both

cases, there is no clear answer to the question of which mechanism is more robust against

strategic reporting. Considering secondary desiderata also discussed in the theoretical peer

prediction literature does not help. Such properties, for example, that mechanisms require

little or no prior knowledge of the distribution of signals or that mechanisms only require

simple reports from the agents, often fail to meaningfully differentiate the state-of-the-art

mechanisms.

4.1.1 Our Contributions

• To address the insufficient characterization of peer prediction mechanisms, we introduce

a new dimension of analysis. We call this new dimension measurement integrity and

provide a formal definition alongside the motivating intuition.

• To address the issue of determining the best peer prediction mechanism for a given

application, we perform extensive computational experiments, using both synthetic

data and real data, to evaluate mechanisms’ empirical properties in the context of an

important purported application—peer assessment. First, we investigate the measure-

ment integrity of state-of-the-art peer prediction mechanisms and find that they largely

fail to demonstrate significant measurement integrity compared with simple baselines.

Then, we broaden our experiments to develop a new, complementary perspective on

robustness against strategic reporting, for which the state-of-the-art mechanisms are

generally more effective. Together, the results of these experiments meaningfully dif-

ferentiate the state-of-the-art mechanisms (Figure 4.1). These experiments also serve

as a guide for comparing peer prediction mechanisms in other settings.

4.1.2 Measurement Integrity

Fundamentally, measurement integrity quantifies the strength of a mathematical relationship

between the quality of an agent’s reports and the reward they are allocated by a mechanism.

Below, we define measurement integrity to be a concrete empirical estimand for which we
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can develop practical estimation strategies. The motivation for this definition, though, arises

from its ability to represent a more abstract theoretical estimand: ex post fairness, where

ex post, from the perspective of an agent, relates to all randomness from the mechanism’s

choices subsequent to their making a decision (e.g., choosing their reporting strategy) or

related to actions of the other agents.

In peer assessment, for example, ex post fairness requires acknowledging that for a stu-

dent, receiving an A with 80% probability and an F with 20% probability is not the same

as certainly receiving a B; students should receive the grade they earn. Similarly, rewards

should faithfully reflect the quality of the work submitted. We will see that mechanisms

with high measurement integrity produce rewards that reliably reflect the quality of partic-

ipants’ reports. In general, when participants reflect on their experience with a mechanism

and assess the fairness of that interaction, we believe they will tend to ask fundamentally

ex post questions like “Was my reward fair compensation for my effort?” rather than ex

ante ones. Measurement integrity speaks directly to these kinds of questions. As a result,

taking measurement integrity seriously is an important step in transforming peer prediction

mechanisms from intellectual curiosities into practical tools for eliciting information in the

real world.

Moreover, the relationship between agent qualities and rewards at the heart of measure-

ment integrity, and ex post fairness more generally, is useful for other goals: The rewards of

a mechanism with high measurement integrity identify agents with high-quality reports—an

important component of many strategies to aggregate information elicited from a population

of agents with different levels of proficiency at the given task. On the other hand, a mech-

anism with low measurement integrity will have a noisy relationship between agent quality

and rewards, which in tournament settings has been shown to increase the optimal payment

required to elicit a certain effort level [18].

4.1.2.1 Defining Measurement Integrity

Suppose that P is a data-generating process for a given application (our model is described

formally in Section 4.2), which, along with a (deterministic) quality function Q and (stochas-

tic) mechanism M , produces (1) a vector of agent report qualities q and (2) a vector of agent

rewards rM . These vectors have dimension n, the number of agents from P .

Given this setup, the last component needed for the definition of measurement integrity is

a correlation function corr : Rn×Rn → [−1, 1]. Correlation functions, also called correlation

coefficients, describe the strength of a mathematical relationship between two quantities. For

us, these two quantities are an agent’s reward and an agent’s quality. The absolute value of

the correlation function increases with the strength of the relationship from 0, indicating no
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relationship, to 1, indicating a perfect correspondence. The sign of a non-zero correlation

indicates whether changes in one variable are associated with the same kind of changes in

the other variable—a positive relationship—or with opposite kinds of changes—a negative

relationship.

Definition 4.1.1 (Measurement Integrity). The measurement integrity of a peer prediction

mechanism M with respect to a data-generating process P , a quality function Q, and a

correlation function corr is

MI
P,Q, corr

(M) = EP,M

[
corr

(
q, rM

)]
.

4.1.2.2 Unpacking the Definition

One crucial component of the definition of measurement integrity is the correlation func-

tion. Correlation functions are not an arbitrary class; they have several key features that

make them uniquely appropriate. First, they require reference points for perfect (1), per-

fectly opposite (-1), and non-existent (0) relationships. This lends the values of correlation

functions a relative interpretability that is absent from functions whose values have more

absolute meaning, e.g., generic loss functions, which only require a reference point for perfect

performance (0).

Intuitively, correlation functions allow us to quantify the extent to which rewards reflect

the precise features of the qualities that are most important for a particular application.

This is important, because practitioners in different contexts may care about different kinds

of such relationships. For example, a practitioner might want (1) rewards to be proportional

to some notion of quality (e.g., the inverse of absolute error); (2) the order of the rewards to

represent the order of the reports’ quality; or (3) the top 50% of agents recognized as such.

Different (classes of) correlation functions, which measure the strength of different kinds

of relationships, allow us to capture each of these different contexts, because correlation

functions can be chosen so that their values are invariant under exactly the set of transfor-

mations (applied to the arguments) that preserve the relationship of interest. For the above

examples, (1) Pearson correlation; (2) Kendall rank correlation; and (3) a transformation of

area under the ROC curve are appropriate choices; we will return to these examples in our

experiments.

Moreover, many mechanisms use a peer prediction score as an intermediate step in assign-

ing rewards. Peer prediction mechanisms output scores that typically must be transformed

into rewards in a manner that takes into account the particular context (cost, effort, etc.)

and different mechanisms use different transformations. For example, scores may be linearly
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scaled or used to reward agents based on their rank or quantile in the agent population. In

such cases, the rewards are unchanged by certain transformations of the scores (e.g., lin-

ear or monotone). Thus, to determine whether a peer prediction mechanism outputs useful

scores in a given context, it is best to use an evaluation metric that is similarly invariant.

Correlation functions, which exemplify such evaluation metrics, are thus more suitable than

generic loss functions, which require the raw scores to be directly comparable.

The idea of invariance to a set of transformations also establishes the connection between

correlation functions and measurement scales that inspires the term measurement integrity.

Stevens [99], in a seminal work on measurement, characterizes four scales in terms of the set

of transformations under which the information communicated by a particular measurement

is invariant.1

Another crucial component of the definition of measurement integrity is that it goes

beyond single evaluations of correlation functions. It considers the value of the correlation

function across all of the potential outcomes of the data-generating process and the given

mechanism. This is important, because it establishes that, for a mechanism with high

measurement integrity, the relationship between rewards and qualities must be consistently

strong.2 The need for this consistency is at the heart of why measurement integrity is

important in many peer prediction applications.

Lastly, the dependence of measurement integrity on a particular data-generating process

is crucial. In this way, measurement integrity is similar to many more familiar quantities like

precision, recall, accuracy, and other evaluation metrics from machine learning. Such metrics

similarly have values that depend on the particular data-generating process under which they

are evaluated, but contextualize that information in a consistent way. In the measurement

theory literature, these are called relative scales and allow the creation of measurements

on an absolute scale to enable us to “capture an underlying order in a complex problem”

even though “such scales cannot exist objectively for all time and all objects, but only for

a certain time and a given set of objects” [82]. This provides another contrast with generic

loss functions, which, while absolute, are more difficult to compare across different contexts

(e.g., when the number of agents is different).

1To highlight this connection, we reference specific scales, e.g., in the term ordinal measurement integrity,
when the value of the correlation function we are considering is invariant under the set of permissible
transformations for that scale, e.g., an ordinal scale, applied to rM or q. This allows us to explicitly specify
the kind of information about agent qualities that we are evaluating the ability of the mechanisms to convey
via their rewards.

2It is worth noting that expectations in general do not have this property—they can be driven up by
extremely high values that occur with relatively low probability. However, for the expectation in the definition
of measurement integrity, this is not the case, because correlation functions are bounded above by 1.
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4.1.3 Our Approach

Alongside the relatively abstract definition, it is useful to have an explicit strategy for com-

puting useful estimates of realistic measurement integrity values for a given application. Our

work that follows is largely devoted to demonstrating such a strategy. Then, in Section 4.6,

we apply a similar strategy for robustness against strategic reporting. The heart of our

approach is to focus on empirical quantities, rather than analytically-derived ones. We esti-

mate measurement integrity in computational experiments, first with a realistic Agent-Based

Model (ABM) and then again with real data. Computational experiments offer important

advantages over analytical or theoretical approaches for analyzing measurement integrity.

Computational experiments are more naturally outcome-oriented. Simulated outcomes can

be generated cheaply, frequently, and reliably under a wide range of parameter specifica-

tions. In contrast, making general theoretical statements quantifying ex post payments from

a mechanism in this setting is cumbersome and difficult. While theorems have the advantage

of potentially applying to a larger range of settings, we believe that, in this context, theorems

are unlikely to give tight bounds and likely to be hard to interpret. In contrast, our compu-

tational experiments readily provide interpretable results, albeit on a chosen set of inputs.

Further, our definition of measurement integrity requires fixing a specific data-generating

process. This inherently limits the generality of any particular estimate of measurement

integrity and, consequently, limits the potential benefits from the generality of a theoretical

approach. We will see firsthand why this is essential, as the peculiarities of the setting we

choose to explore—peer assessment—appear to be an important driver of our results in this

work. We will also see, however, that this is not too limiting. Our results qualitatively accord

across the related peer assessment data-generating processes—simulated and real—that we

consider.

4.1.3.1 Peer Assessment

As emphasized above, our definition of measurement integrity is always instantiated with

respect to a particular data-generating process. Thus, the usefulness of our estimates of mea-

surement integrity for different mechanisms depends on the fidelity of the data-generating

process or processes under which those estimates are derived to the real application of inter-

est. With this in mind, we believe that peer assessment—where students provide feedback on

the work of their peers—is a good candidate application for which to apply our techniques.

First, realistic models for data-generating processes (Section 4.8.3) in peer assessment

exist and real peer assessment data (Section 4.2.2) are available for us to use in our compu-

tational experiments.
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Second, peer assessment involves a common purported application of peer prediction (Sec-

tion 4.8.2): peer meta-grading. Meta-grading is the task of “grading the graders”: assessing

the quality of peer assessments. In peer grading, the primary challenge is to correctly aggre-

gate peer reports into grades that reflect the quality of a submission for an assignment. In

peer meta-grading, incentive concerns are more salient. A student’s grade for an assignment

depends on other students’ feedback (and the quality of their own submission). A student’s

meta-grade depends directly on their own feedback for other students. As a result, mech-

anisms for which the incentives are poorly designed will discourage rather than encourage

high-quality feedback.

Lastly, meta-grading presents some unique challenges for the peer prediction paradigm

that make it a particularly interesting case study:

Fairness Constraints. Grades are intended to reflect the quality of students’ work, so the

meta-grades assigned by any peer assessment mechanism must reflect the actual quality—not

just the expected quality—of each student’s performance in their assigned peer assessment

tasks. To be suitable for assigning meta-grades, then, peer assessment mechanisms, should

demonstrate significant measurement integrity.

Heterogeneous Quality. Agents may have different skills, exert different effort levels, and

may not be fully calibrated. Mechanisms may vary in their ability to handle such differences.

Scarcity of Data. Which mechanism performs best may be sensitive to the amount of data

available. In peer assessment, the amount of data is severely constrained. There are limits

on the number of assignments students can be expected to complete in a course (typically

on the order of 10) and the number of submissions students can be expected to grade per

assignment (typically between 3 and 6).

4.1.4 Our Results

Our experimental results, summarized in Figure 4.1, robustly differentiate existing peer

prediction mechanisms according to their empirical performance. Moreover, they indicate

an apparent trade-off inherent in seeking to simultaneously optimize measurement integrity

(with respect to the notions of report quality that we consider) and empirical or theoretical

robustness against strategic reporting. They also reveal the following lessons:

• Generic peer prediction mechanisms from the literature largely fail to demonstrate

significant measurement integrity compared with simple baselines.

• Quantifying measurement integrity and empirical robustness against strategic reporting

facilitates a more fine-grained comparison between mechanisms than solely consider-
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Figure 4.1: Direct, two-dimensional comparisons of peer prediction mechanisms that broadly
summarize our experimental results.3 In the experiments with real data, the final point
values are computed by taking the average results over all four semesters in the dataset
(Section 4.2.2), whereas uncertainty is estimated using the maximum and minimum values
of the relevant quantities across the individual semesters.
Mechanisms are colored according to their theoretical robustness against strategic report-

ing, as described by the relevant equilibrium concept (Appendix C.1.1). Comparing the
color scale to the x-axis, it is clear that theoretical robustness against strategic reporting is
a somewhat noisy predictor of empirical robustness in our experiments.

ing theoretical notions of robustness against strategic reporting, which are often not

directly comparable. For example, we find that implementation choices for some mech-

anisms affect their empirical performance in our experiments. In contrast, theoretical

properties are typically defined to be agnostic about implementation choices.

• Certain peer prediction mechanisms can be augmented with parametric statistical mod-

els to improve their measurement integrity and empirical robustness against strategic

reporting. As a consequence, parametric mechanisms should receive more attention in

the peer prediction literature.

4.2 Data-Generating Processes

3Ordinal measurement integrity is computed with respect to the corresponding data-generating processes
in Section 4.4 if the number of assignments/assignment blocks were uniformly random, mean squared error
from ground truth, and the Kendall rank correlation coefficient (τB). Empirical robustness against strategic
reporting is computed with respect to the analogous data-generating processes in Section 4.6 if the number
of strategic graders and their strategy were uniformly random among those we consider and mean rank gain.
Unfamiliar terms in these specifications are defined in their respective sections.
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To complete our formal definition of measurement integrity, we first specify the necessary

components of a data-generating process. At a high level, P → (I, J,G) generates a set of

agents I, a set of tasks J , and an assignment graph G of agents to tasks. Each of these

components may be characterized by a set of parameters described by P . More specifically,

P should, at minimum: (1) generate exactly one ground truth response for each task j and

(2) generate a signal s(i, j) that agent i perceives about the ground truth for task j for each

edge (i, j) ∈ G. Further, P may also describe how each agent i computes a report to submit

to a mechanism for each edge (i, j) ∈ G as a function of their signal s(i, j). Without this

specification, we assume that an agent’s report is always truthful, i.e., equal to their signal.

Now, suppose a population of agents I and of tasks J has been drawn, the tasks have

been assigned to the agents, and corresponding reports have been generated, all according

to P . The reports are then submitted to a peer prediction mechanism M that computes

a vector of rewards rM = M(I, J,G). For each agent i ∈ I, their individual reward is rMi ,

the i-th component of rM . Corresponding to the vector of rewards is a vector of qualities

q = Q(I, J,G), where Q is referred to as a quality function. Unlike mechanisms, we note that

quality functions must be deterministic given a complete instance generated by P . For each

agent i ∈ I, the i-th component of q, qi, quantifies the quality of i’s reports. For example,

qi may be the mean squared error of i’s reports with respect to known ground truth values.4

We now turn to the specific peer assessment data-generating processes that we consider in

this work.

4.2.1 Peer Assessment Agent-Based Model

Our ABM simulates a class of students enrolled in a semester-long course for which there is

at least one graded assignment. For each assignment, each student turns in one submission

and is randomly assigned submissions from four other students to grade.

Submissions. For each assignment j, each student i turns in a submission si,j. Each

submission si,j has a true integer score g∗i,j ∈ [0, 10], drawn (independently at random) from

the binomial distribution B
(
10, 7

10

)
.

The process of grading is modeled by an agent receiving a signal about the true score of

a submission. The signal is a function of some number of draws from a latent distribution

that depends on the true score of the submission being graded and the bias of the agent.

Bias. In practice, agents may have some bias in grading assignments. That is, the latent

distribution from which draws are used to construct their signal for each assignment could

4This is the measure of quality that we adopt in this work. We explore alternative choices for the quality
of an agent in Section 4.5.
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have a mean that is slightly higher or lower than that assignment’s ground truth score. An

agent k’s bias bk is sampled uniformly at random from the normal distributionN (0, 1). Their

signal for submission si,j is a function of draws from the latent distribution B
(
10,

g∗i,j+bk
10

)
.

If g∗i,j + bk is less than 0 or greater than 10, then the value is truncated to be 0 or 10,

respectively.

The number of draws from an agent’s latent distribution that are used to create their

signal—which determines the variance of the distribution of their signals—is a function of

their effort ; greater effort corresponds to lower variance.

When the signal is created using a single draw, defining the signal is trivial—the signal

is equal to the outcome. When the signal is created using more than one draw from the

latent distribution, the signal is defined as the simple average of the outcomes of the draws

rounded to the nearest integer. This convention ensures that the space of signals is equal to

the space of reports, so the notion of a “truthful report” is straightforward and well-defined.

Our model of effort is as follows:

Continuous Effort. Effort is parameterized by a continuous value λ ∈ (0, 2] drawn uni-

formly at random. The number of draws from the latent distribution used to create an

agent’s signal is equal to 1 + X, where X ∼ Pois (λ) is drawn according to the Poisson

distribution.

Lastly, we need to introduce an appropriate notion of the quality of agent’s reports in

order to reason about measurement integrity:

Report Quality. Here, we use a simple, intuitive notion of report quality—the squared

distance between the report value and the true grade of the corresponding submission. In

Section 4.5, we consider alternative conceptions of report quality and discuss the relative

merits of the different approaches in detail.

4.2.2 Peer Assessment Data

Our real peer grading data set—which was collected for other projects [120] and graciously

shared with us for this work—contains grading information from an undergraduate-level

course on the design and analysis of algorithms taught at Northwestern University in both

the Spring and Fall semesters of 2017 and 2019. For each student enrolled in the course,

the data set contains information about the submissions they turned in during the course

of the semester and the grades that they provided for submissions from other students. For

each submission, the data set identifies the assignment that the submission corresponds to,

specifies the grade that was ultimately awarded for that submission—which we treat as its
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true grade—and some number of peer grades. These awarded grades are a mix of grades

assigned by instructors and grades assigned by the (non-parametric) vancouver algorithm

[16], which takes into account instructor grades, peer grades, and the accuracy of peer

graders. Because this combination of methods was deemed sufficient for fairly assigning

grades to real students in the courses from which the data were collected, we are comfortable

treating the assigned grades as unbiased estimates of the ground truth. For each peer grade

that a student provided, the data set includes an identifier for the corresponding assignment,

a numerical score, and written comments.

Many of the peer prediction mechanisms that we consider impose restrictions on the form

of the data set. Certain mechanisms require that students grade at least two submissions for

each assignment in which they will be evaluated by the mechanism. Other mechanisms re-

quire that at least two students grade each submission. Accordingly, we (iteratively) remove

peer grades from students for assignments for which they graded fewer than 2 submissions

and submissions with fewer than 2 graders until the modified data set meets these specifi-

cations. After this pre-processing, we simplify the grading and report space. The numerical

scores—true grades and peer grades—from 2017 are out of 100 and from 2019 are out of 30.

We coarsen these raw grades into the integer range [0, 10]. This simplifies the implementa-

tion of the peer prediction mechanisms and our experiments by keeping the space of possible

reports the same for our ABM and all 4 semesters in the data set and helps to make the

empirical distribution of reports less sparse in the space of all possible reports. It also lends

our analysis some robustness to the method of assigning true grades, since small changes to

the value of a true grade will tend not to change the value to which it is mapped during the

pre-processing procedure.

Lastly, our parametric mechanisms (Section 4.3.3) and certain reporting strategies (Sec-

tion 4.6.1) employ information about a (continuous) prior distribution for the true grades.

Thus, we use maximum likelihood estimation to fit normal distributions to the empirical

distribution of true grades for each semester.

The relevant information about each semester after all of the pre-processing is given in

Table 4.1.

4.3 Peer Prediction Mechanisms

In this work, we consider a representative selection of fundamental mechanisms from the

peer prediction literature. In what follows, we describe the intuition behind the mecha-

nisms that we evaluate using our agent-based modeling framework. We also discuss the

challenges that the particularities of the peer assessment setting and our peer assessment
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Students Assignments Submissions Peer Grades Retained µ σ2

Spring 2017 94 16 758 4080 99.9% 8.71 3.8025
Fall 2017 86 16 577 3102 99.9% 7.57 4.9729

Spring 2019 49 13 313 1586 91.9% 7.68 3.6864
Fall 2019 65 14 389 2089 98.1% 8.25 2.8561

Table 4.1: Summary of the pre-processed peer grading data, including the total number of
students, assignments, submissions, and peer grades for each semester. The percentage of
grades in the raw data that are retained after pre-processing is also shown. For example, in
Spring 2019, the 1586 grades left after pre-processing represent 91.9% of the total grades in
the raw data. Lastly, the parameters µ and σ2 are the mean and variance, respectively, of
the normal prior distribution fit to the empirical distribution of true grades. These values
are used in the implementations of parametric peer prediction mechanisms.

model pose to the implementation of the mechanisms. For a more specific discussion of the

actual implementation of the various mechanisms and how we overcome these challenges, see

Appendix C.2.

4.3.1 Baseline

In theoretical work, simple baselines would typically be excluded, due to the existence of

trivial, non-truthful reporting equilibria. Despite this concern, however, such simple mech-

anisms are used in practice. Bachelet et al. [1], for example, recommend using the following

mechanism to assign grades (when the reports have been appropriately pre-processed):

Mean Squared Error (MSE) Mechanism. On each submission that they grade, agents

are paid according to the mean squared error of their reports from the consensus grade of

each submission. The consensus grade of a submission—a basic estimate of its unobservable

true grade—is defined to be the simple average of the reports of all 4 agents that graded it.

To maintain the convention that the higher rewards correspond to higher quality agents, the

payments are equal to the negative of the mean squared error.

4.3.2 Non-Parametric Mechanisms

Our first category of peer prediction mechanisms reflects the options that a novice mechanism

designer would find in an initial search for peer prediction mechanisms to deploy in some

application. In keeping with this, we implement these mechanisms as faithfully as possible

to the descriptions given in the works in which they were proposed. We make changes only

when necessary to ensure basic functionality within the setting of our model.

Note that for all mechanisms that involve pairing an agent with another agent in order
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to compute their scores on a grading task (i.e., generating a report for one submission), we

take the expectation over all of the possible pairings to reduce the variance of the scores.

Output Agreement (OA) Mechanism. The simplest type of peer prediction mechanism,

common in the literature [22], is an output agreement mechanism, which serves as another

simple baseline with which to compare state-of-the-art peer prediction mechanisms. To

compute payments for a task in the OA mechanism, agents are paired and their reports are

compared. Agents are paid 1 if their reports match and 0 otherwise.

Peer Truth Serum (PTS) Mechanism. Developed by Faltings et al. [22], the PTS

mechanism pays agents if their report for a task agrees with the report of a randomly

selected peer on the same task. The magnitude of the payment is proportional to the inverse

of the frequency of their report according to a distribution R over the report space.

Φ-Divergence Pairing (Φ-Div) Mechanism. This mechanism was proposed by

Schoenebeck and Yu [85] and is based on the application of an information-theoretic frame-

work for designing peer prediction mechanisms described by Kong and Schoenebeck [47].

Like the OA mechanism, this mechanism pairs agents with peers. The pairs are rewarded

for submitting correlated reports on a bonus task and penalized for submitting correlated

reports on a pair (one for each agent) of penalty tasks that are distinct from each other and

from the bonus tasks.

The magnitudes of the respective reward and penalty depend on a convex function Φ

chosen by the mechanism designer and on JP(x, y), the joint-to-marginal-product ratio of

random variables X and Y drawn, respectively, from each agent’s distribution of reports:

JP(x, y) =
PX,Y (x, y)

PX(x)PY (y)
,

where PX,Y (x, y) is the probability of observing reports x and y as answers to the same

question under the joint distribution of reports X and Y , and PX(x)PY (y) is that probability

according to the product of the marginal report distributions. Their ratio can be understood

as measuring how much more likely a pair of reports x and y are to occur on the same question

versus different questions. Note that each quantity is a function of the random variables X

and Y , which depend both on the agents’ strategies and the joint prior. In general, JP is

unknown to the mechanism and will need to be estimated.

For a given pair of agents, a bonus task b, and a pair of penalty tasks, p ̸= q, the payment

is :

∂Φ(JP(xb, yb))− Φ∗(∂Φ(JP(xp, yq))),

where ∂Φ is the subgradient of Φ, Φ∗ denotes the convex conjugate of Φ, and xi and yj denote
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Φ(x) Φ-divergence Notation
1
2
|x− 1| Total Variation Distance TVD

x log x Kullback-Leibler divergence KL

x2 − 1 χ2-divergence χ2

(1−√
x)2 Squared Hellinger distance H2

Table 4.2: Common choices for Φ and their associated Φ-divergences.

the first agent’s report on task i and the second agent’s report on task j, respectively. The

intuition is that the first term rewards an agent based on the likelihood of their report for

the bonus question b given the other agent’s report on b. The second term penalizes agents

for reporting generically likely answers by considering the likelihood of an agent’s report for

the penalty question p given the other agent’s report on the distinct penalty question q. See

Schoenebeck and Yu [85] for a complete discussion of each component of this mechanism,

including definitions for all of the relevant terms above.

Ideally, we would want to estimate the joint-to-marginal-product ratio of the reports for

each pair of agents, but given the limited availability of data in this setting, the best we can

do is treat the agents anonymously and compute one estimate, ĴP, that applies to the entire

agent population. See Section C.2.1.1 for the details of this estimation procedure.

In our experiments, we consider 4 common Φ-divergences, which are described in Ta-

ble 4.2. One important note with respect to the choice of Φ-divergence is that when the

total variation distance (TVD) is chosen, the Φ-Div mechanism emulates the Correlated

Agreement (CA) mechanism from Shnayder et al. [91] (which in turn generalizes the ideas

underlying the mechanism proposed by Dasgupta and Ghosh [14]).

One significant omission from our selection of state-of-the-art mechanisms is Kong’s

Determinant-based Mutual Information (DMI) mechanism [46], which has impressive the-

oretical properties. In our computational experiments, the mechanism requires significant

modifications to the setting or else it will simply assign every agent a reward of 0. With

the necessary modifications, the mechanism does not perform particularly well with respect

to measurement integrity and the results for robustness against strategic reporting are not

a fair comparison to the other mechanisms. As a result, we omit DMI from consideration

in the body of this work. However, we discuss our implementation and the necessary mod-

ifications in Appendix C.2 and include DMI, when possible, in the additional experimental

results presented in Appendix C.
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4.3.3 Parametric Mechanisms

Anticipating the challenges that generic mechanisms might encounter when deployed in a

specific setting, we also explore how certain peer prediction mechanisms can be supplemented

with domain-specific, parametric statistical models. To implement these, we adopt the per-

spective of a real-life mechanism designer. In the real world the “true” distributions and

parameter values that “govern” the behavior of students participating in peer assessment

are inaccessible. Instead, a mechanism designer can examine the peer assessment literature

to find a model of peer assessment inspired by and validated on real data for which the

hyperparameters of the model can be tuned to fit their particular application. Here, model

PG1 from Piech et al. [74] meets both criteria. It constitutes a reasonable continuous ap-

proximation to our primarily discrete underlying model (in which “reliability” serves as a

proxy for effort). The model, with hyperparameters that are appropriate for our setting, is

described below:

True Score : g∗i,j ∼ N (7, 2.1) for each submission si,j,

Reliability : τi ∼ G (10/1.05, 10) for each agent i5,

Bias : bi ∼ N (0, 1) for each agent i

Signal : zki,j ∼ N
(
g∗i,j + bk, τ

−1
k

)
for a grader k, who is grading submission si,j, .

To reiterate, the simulated data in our experiments is always generated according to the

model described previously in Section 4.2.1. But instead of estimating parameters of that

underlying model, we estimate the parameters of model PG1. We then use those estimates

in deploying the parametric peer prediction mechanisms described below. This simulates

the situation faced by a mechanism designer in a real deployment. They would be unable to

know the “true” underlying model, but would be able to tune a reasonable statistical model

for their application using past data.

Using model PG1 is also useful because existing work from the peer assessment literature

shows how to estimate its parameters. Chakraborty et al. [12] propose a method for esti-

mating the parameters of model PG1 (and computing meta-grades) using limited access to

ground truth. In the absence of ground truth, their estimation method (though not their

meta-grading method) can be adapted to estimate the parameters of the model using an

expectation-maximization-style algorithm with Bayesian priors for the bias (when applica-

ble) and reliability of each agent. The details of our estimation procedure are available in

Section C.2.1.2.

5G denotes a Gamma distribution. The hyperparameters α0 = 10/1.05 and β0 = 10 for G were chosen by
inspection, subject to having the correct expected value for a continuous effort agent.

78



Parametric MSE (MSEP ) Mechanism. Under this mechanism, each agent is awarded

according to the mean squared error of their reports (corrected for estimated biases, when

appropriate) from the estimated true scores. As with the baseline, the payments are equal

to the negative of the mean squared error.

Parametric Φ-Divergence Pairing (Φ-DivP ) Mechanism. Instead of using empirical

estimates of the joint-to-marginal-product ratio of reports, we can pre-compute the joint-

to-marginal-product ratio JP(x, y) analytically under model PG1 and score the tasks after

estimating the parameters of model PG1 using the estimation procedure described above.

See Appendix C.3 for the calculation. This allows us to individualize the joint-to-marginal-

product ratio for each pair of agents, which as we noted earlier is desirable but intractable

for the non-parametric version of this mechanism, given the scarcity of data.

For each task, agents are paired and scored according to the same procedure used for

the non-parametric Φ-Div mechanism, but using the closed-form expression we derived for

JP(x, y) instead of an empirical estimate. As with the MSEP mechanism, reports submitted

to this mechanism are corrected for estimated bias prior to scoring when appropriate.

4.4 Quantifying Measurement Integrity

In our experiments, we seek to empirically evaluate the above mechanisms according to their

measurement integrity and robustness against strategic reporting. Evaluating mechanisms

for both properties simultaneously would make it difficult to isolate which features were ben-

eficial for which property. As a result, we first quantify measurement integrity in isolation,

assuming that agents report their signals honestly. In these experiments, when using para-

metric mechanisms, we do not correct agents’ reports based on their estimated biases, since

we adopt a notion of quality that depends on the raw report values directly—the squared

distance between the reports and the true scores.

4.4.1 Computational Experiments with ABM

One key advantage of the agent-based modeling approach is access to latent quantities, e.g.,

a submission’s true score, that are generally not observable, without noise, in the real world.

Another is the ability to readily repeat experiments over a range of parameter specifications.

We leverage these advantages in order to analyze the relationship between agents’ payments

assigned under the various mechanisms and the squared error of their reports to the ground

truth scores, considering various intuitive notions of measurement integrity.
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4.4.1.1 Methods

For each mechanism, we perform the same procedure of simulating “semesters,” which consist

of 500 students submitting and grading some number of simulated assignments. The number

of assignments is varied from i = 1, 2, . . . , 15. For every value of i, we simulate 50 semesters,

which each proceed as follows:

1. For each assignment:

i. All students turn in a submission whose true grade is drawn from the true grade

distribution.

ii. A random 4-regular graph of agents is constructed.

iii. Students grade the submissions of their neighbors in the graph according to our

peer assessment model. The squared errors of their grades to the true grades are

recorded.

iv. The grades are reported to the mechanism, which assigns a reward to each student

for their performance in peer assessment for that assignment.

2. Students’ total rewards for the semester—the sums of their rewards for each of the i

individual assignments—and their cumulative squared error to the true scores are used

to evaluate the correlation functions.

4.4.1.2 Correlation Functions

Choosing an appropriate correlation function is crucial to operationalizing measurement

integrity as a useful quantity for a peer prediction application. There are already many

useful correlation coefficients that correspond well to the various measurement scales. In

addition to these, measurement integrity can also accommodate more customized correlation

functions. This is useful, because the best correlation function for a given setting can depend

on a mechanism designer’s tolerance for making different kinds of errors in that application.

In peer grading, for example, a practitioner may consider it worse to fail a borderline student

that should have passed than to pass a borderline student that should have failed. Their

choice of correlation function, then, may take these preferences into account.

To illustrate these principles, in our experiments, we consider increasingly fine-grained

measurements. For the first of these, we illustrate how we can modify a popular machine

learning metric that is well-suited to evaluate that kind of measurement into a new correlation

function. For the remaining scales, we adopt well-known correlation functions that are

similarly well-suited for their corresponding kinds of measurement. In doing this, we note
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that we depart somewhat from the approach that we would expect others to take in applying

our techniques. Generally, we would expect that a mechanism designer will have a utility

function in mind that will help them determine a particular correlation function. We take a

more exploratory approach—considering multiple correlation functions without a particular

utility function in mind—in order to find out which kinds of measurement integrity, if any,

are high for the peer prediction mechanisms we consider in our case-study application.

Coarse Ordinal Measurement. Nominal measurement is akin to standard classification,

but in our setting, it is more instructive to consider classification with ordered classes, which,

when the number of classes is small, is a coarse kind of ordinal measurement. In particular,

we consider binary classification of agents as being above or below the median in terms of

squared error to ground truth scores. For binary classification tasks, the Area Under the

Curve (AUC) of the receiver operating characteristic (ROC) curve is an evaluation metric

that is widely used in machine learning. This metric is particularly well-suited to evaluating

mechanism performance at our binary classification task: AUC summarizes how useful the

rewards assigned by the mechanism are for being translated into a classifier via the selection

of a threshold such that all students with rewards above the threshold are classified as above-

median and all students with rewards below the threshold are classified as below-median.

At first glance, AUC does not quite meet our definition of a correlation function, because it

varies between 0 and 1, not -1 and 1. However, it does have values that impart analogous

meanings to those required by a correlation function: An AUC score of 1 indicates a perfect

classifier, an AUC score of 0.5 is the expected value of a random classifier, and an AUC

score of 0 indicates a perfectly opposite classifier. Thus, we can define a new correlation

function—Area Under the Curve Correlation (AUCC)—by simply transforming AUC so

that the significant values have the required numeric value:

AUCC = 2 · AUC− 1.

Fine Ordinal Measurement. The most fine-grained ordinal measurement is ranking.

For rankings, useful correlation functions already exist. Here, we adopt the Kendall rank

correlation coefficient (τB). The value of τB is related to the number of pairs that appear

in the same order (concordant pairs) and in the opposite order (discordant pairs) in the

two rankings being compared. In the case that neither ranking has ties, τB is equal to the

proportion of pairs that are concordant minus the proportion of pairs that are discordant.

Interval Measurement. It is conceivable that the rewards from some mechanisms might

contain even more fine-grained information about agents’ squared error from the ground
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truth than just the ordinal notion that higher payments correspond to lower squared error.

That is, themagnitude of the difference in payments between agents may contain information

about the magnitude of their difference in squared error. At the very least, this should be

the case for the baseline MSE and MSEP mechanisms, if they are computing good estimates

of the unobserved (by the mechanisms) ground truth scores. In particular, we would expect

that those mechanisms would contain good linear information about agents’ squared error.

That is, a given magnitude of the difference in payment should more or less correspond to the

same magnitude of difference in quality regardless of the particular values of the payments.

This property is the defining characteristic of interval measurement, and can be evaluated

with the most familiar correlation coefficient: the Pearson correlation coefficient (ρ), which

measures the strength of the linear relationship between two variables.

4.4.1.3 Results

Estimates of measurement integrity with respect to the various correlation functions, while

varying the number of assignments per semester, are plotted in Figure 4.2. These estimates

are computed by taking an average of the value of the correlation function over the 50

semesters simulated for each value of the number of assignments in a semester.

The first result that stands out is that it is feasible to achieve high levels of measure-

ment integrity, even under strict measurement scales. As the number of assignments in a

semester increases, thereby increasing the amount of information available to the mecha-

nisms, the baseline MSE and MSEP mechanisms score consistently highly according to each

of the correlation functions, including near-perfect Pearson correlation. This indicates that,

unsurprisingly, it is possible to estimate true scores that are not observed by the mechanism

highly reliably in our model when agents report truthfully. However, despite this possibility,

peer prediction mechanisms generally do not appear to take advantage of this. As a result,

they largely perform relatively poorly according to each correlation function compared to

simple baseline mechanisms. The exceptions are two parametric mechanisms, Φ-DivP : KL

and Φ-DivP : H
2, which mostly outperform the OA baseline.

Interestingly, the pattern established in the plots of the first two correlation functions,

which are qualitatively nearly identical, does not hold in the plot of the Pearson correlation

(ρ). In particular, the Φ-DivP : H2 mechanism performs much less well according to Pear-

son correlation than the other correlation functions, indicating high ordinal measurement

integrity, but relatively low interval measurement integrity. Importantly, this shows that the

measurement scale that is relevant to a particular application—the notion of measurement

that is desirable—can matter significantly with respect to how a mechanism performs. In

this case, inspection reveals that the difference in performance is due to a tendency of the
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Φ-DivP : H2 mechanism to occasionally assign very negative outlier payments. These out-

liers interfere with the linear relationship between the payments and agents’ squared error,

but not the ordinal relationship. The payments from the PTS mechanism are also notably

less useful with respect to linear than ordinal information. However, the ordinal information

conveyed via the PTS mechanism was already poor relative to the other mechanisms.

4.4.2 Computational Experiments with Real Data

4.4.2.1 Methods

We replicate the experiments with simulated data described in Section 4.4.1.1, substituting

our four semesters worth of real data for the 50 semesters worth of data that we simulated via

our peer grading ABM. For each semester, as in our experiments with our ABM, we assign

rewards according to each mechanism for each assignment, one at a time. However, due to

limitations in the data and the necessary pre-processing (Section 4.2.2), not every student is

associated with peer grades for submissions on every assignment. In fact, different students

are associated with different numbers of peer grades, which complicates our analysis.

We address this complication in two steps. First, we divide each student’s squared error

of reports from true scores and their payments by the number of peer grades with which

they are associated. Thus, we consider the mean squared error and average payment of

each student when evaluating the correlation functions. Second, to control for the fact that

the mean squared error and payment for students associated with few peer grades may be

much noisier than those of students associated with many peer grades, we focus on students

associated with many peer grades when computing the values of the correlation functions.

To accomplish this, for each semester, we split the assignments into four blocks of roughly

equal size and consider only students who are associated with at least one peer grade in each

assignment block when evaluating the correlation functions.6 Under this rule, the number

of students considered when evaluating the correlation functions is 84, 49, 42, and 54 for

the Spring 2017, Fall 2017, Spring 2019, and Fall 2019 semesters, respectively. Overall, the

correlation functions are evaluated 4 times for each semester—once after each assignment

block has been processed. Note that information accumulates as each block is processed—

the evaluation of the correlation function uses all the information obtained in the current

block of assignments and its predecessors. Thus, a nice consequence of this procedure is that

new information for every student is incorporated every time the correlation functions are

6In general, this rule need not exclude students associated with few peer grades. In practice, however,
it strikes a good balance between being as inclusive as possible while excluding students associated with
very few grades. In particular, it seems to do better than using a threshold based on a percentage of the
maximum number of peer grades for the given semester.
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Figure 4.2: Quantifying Measurement Integrity with ABM. Average values of correlation
functions corresponding to different measurement scales as the number of assignments in
a simulated semester grows. The average for each number of assignments is taken over 50
simulated semesters.
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re-evaluated.

Although there is more uncertainty in our estimates of measurement integrity in this

setting, due to our inability to re-draw samples from the underlying data-generating process,

we are still able to take the randomness of the mechanisms into account: We record the

average value of the correlation functions over 50 iterations of the procedure described above.

4.4.2.2 Results

We begin with the results for fine ordinal measurement—shown in Figure 4.3—for which the

correlation function is the Kendall rank correlation coefficient (τB), since, as in our simulated

experiments, those results are qualitatively similar to those for coarse ordinal measurement

and since τB connects with our experiments for quantifying robustness against strategic

reporting, which involve rankings.

Unsurprisingly, the results for the real data are much noisier than those for the simu-

lated data. However, there are some patterns that emerge, which corroborate observations

from our experiments with ABM. In particular, there is a general consensus about the

best-performing mechanisms. The MSE and MSEP baselines are among the best-performing

mechanisms at nearly every point. The best-performing peer prediction mechanisms from

the simulated experiments, Φ-DivP : KL and Φ-DivP : H2, are also often among the best

mechanisms, albeit less consistently. Indeed, if we average the value of τB for each mech-

anism across all numbers of assignment blocks and all semesters, we find that, the five

best-performing mechanisms on average are MSEP , MSE, Φ-DivP : KL, OA, and Φ-DivP :

H2, in that order. These are exactly the same five mechanisms that results from a sim-

ilar analysis of the simulated data, albeit in a slightly different order.7 Notably, the two

Φ-DivP mechanisms perform especially well relative to the other mechanisms in the first

block of assignments, when the least amount of information is available to a mechanism. In

many courses, grades are assigned after each assignment and using only information from

that particular assignment. In those cases, the amount of information available to a grading

mechanism would be most similar to the amount of information available to the mechanisms

in the first block of assignments in our experiments. This result mirrors the results from

the experiments with ABM, in which the relative advantage of these two mechanisms over

certain other peer prediction mechanisms (e.g., OA) tends to decrease as the number of

assignments per semester increases (Figure 4.2).

The results for the other correlation functions are given in Figure 4.4. Repeating the

analysis we did with τB, above—i.e., averaging the value of each correlation function for each

7In the experiments with real data, the differences between the values for Φ-DivP : KL, OA, and Φ-DivP :
H2 are not significant enough to make reliable statements about their relative ordering.
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Figure 4.3: Quantifying Measurement Integrity with Real Data. For each semester, the
average Kendall rank correlation coefficient (τB) between students’ rewards and the average
squared error of their reports from the true scores over 50 iterations of each mechanism.
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mechanism across all numbers of assignment blocks and all semesters—yields the following

top 5 mechanisms:

• AUCC: MSEP , MSE, Φ-DivP : KL, OA, Φ-Div: H2.

• ρ: MSEP , MSE, OA, Φ-DivP : KL, Φ-Div: H2.

Note, though, that as was the case with τB, it is not always the case that the differences in

the average values between mechanisms are very meaningful. With AUCC, the two MSE-

based mechanisms have very similar values and the last three mechanisms have very similar

values. With ρ, the last two mechanisms have very similar values.

4.5 Quantifying Measurement Integrity Under an Al-

ternative Conception of Report Quality

In Section 4.2.1, we adopt a simple notion of report quality: the squared distance between

a report value and the true grade of the corresponding submission. Thus, the quality of a

report is determined with respect to the report viewed as a fixed quantity. However, this

fully ex post notion of report quality means that random chance plays a role in determining

the quality of an agent’s report. An agent who chooses a score uniformly at random may, by

chance, submit a report that is close to or even exactly equal to a submission’s true grade.

In certain cases, it may be desirable to remove the role of chance in our definition, although

it may result in a notion of report quality that is less intuitive. One way to accomplish this

is to define report quality with respect to the report viewed as a random variable, where the

randomness comes from uncertainty in the observation of a signal (and possible randomness

used in the generation of a report after the observation of a signal). Then, a report can be

considered high-quality if it is informative—i.e., likely to generate an outcome that is close

to the underlying true grade.

In our model, assuming that agents report truthfully, effort determines the informative-

ness of an agent’s report viewed as a random variable. As a result, another interesting

notion of measurement integrity to consider is one where the quality of each agent’s report

is considered to be equivalent to their effort. Under this alternative regime, then, measure-

ment integrity helps to quantify the degree to which mechanisms incentivize effort under

the assumed data-generating process. Note that biased agents present a complication to

this notion of quality, so in what follows we consider settings with and without agent bias.

Ultimately, consistent with the peer assessment literature [74], we find that it is useful to
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Figure 4.4: Quantifying Measurement Integrity with Real Data. For each semester, the
average values of correlation functions (AUCC and ρ) over 50 iterations of each mechanism.
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model bias and effort separately and correct for bias whenever possible (i.e., when using

parametric mechanisms, which estimate agent bias).

Unbiased Agents. For an unbiased agent, the expectation of the latent distribution is

equal to the ground truth score. Their signal for an assignment si,j is a function of draws

from the latent distribution B
(
10,

g∗i,j
10

)
.

We also find it is useful to consider a model with binary effort (in contrast to the model

with continuous effort introduced in Section 4.2.1) to build intuition about the performance

of peer prediction mechanisms according to this alternative notion of measurement integrity:

Binary Effort. Here, there are two types of agents: active graders exert high effort, passive

graders exert low effort. Active graders receive signals created using three draws from their

latent distribution. Passive graders receive signals created using a single draw from their

latent distribution.

4.5.1 Computational Experiments with ABM

Under this alternative notion of report quality, we conduct additional computational exper-

iments using our peer assessment ABM. As in Section 4.4, in order to explore measurement

integrity in isolation, we require agents to report their signals truthfully. This is perhaps

even more important in this context. In the experiments in Section 4.4, requiring agents

to report truthfully affects the distribution of reports, but does not affect the notion of

quality—whether or not a report was strategically manipulated, it is a high-quality report

if it is close to the ground truth score. Here, strategic reporting would confound the rela-

tionship between effort and report quality that primarily interests us in this section, so it

is especially important to quantify measurement integrity with respect to a data-generating

process where agents report truthfully.

4.5.1.1 Methods

For each mechanism under consideration, the experiment consists of a number of simulated

semesters, each of which proceeds as follows:

1. A population of 100 students is initialized.

2. For each of 10 assignments:

i. Each student turns in a submission with a true grade drawn from the true grade

distribution.

ii. A random 4-regular graph is constructed with a vertex for each agent.

89



iii. Each agent grades the submissions of their neighbors in the graph according to

our peer assessment model.

iv. The reported grades are collected by the mechanism, which assigns a reward to

each student for their performance in peer assessment for that assignment.

3. The total reward accrued by each student, which is the sum of their rewards for each of

the 10 individual assignments, is used to calculate the value of the relevant correlation

function.

4. At the end of all simulated semesters, the mean, median, and variance of the values of

the correlation functions are calculated.

In the binary effort case—where the performance of the mechanisms as the number of

active graders varies is also of interest—we iterate the above procedure as we vary the number

of active graders from 10 to 90 in increments of 10, simulating 100 semesters each time. In

the continuous effort case, analogously to our experiments in Section 4.4.1, we vary the

number of assignments per semester (from 1 to 15). In this section, though the number of

students is fewer (100) and the number of simulated semesters is higher (100). Lastly, note

that, in these experiments, when there are biased agents, we allow parametric mechanisms

to correct for the estimated agent biases.

4.5.1.2 Correlation Functions

In this setting, our analysis is more focused than in Section 4.4. Here, the way that we

model agent effort suggests natural notions of measurement and corresponding correlation

functions to adopt. In settings where effort is binary—i.e., when there are only two types

of agents—the natural goal is to be able to accurately classify each agent according to their

type. Further, the classes are ordered—active graders are better than passive graders—so

coarse ordinal measurement with AUC correlation (AUCC) is well-suited to this task.

In the settings where effort is continuous, the constraints of our model similarly establish

a clear notion of measurement. In particular, the absolute magnitude of an agent’s effort

parameter λ, as well as the differences between two agents’ effort parameters, does not have

a straightforward interpretation in our model. Can we expect an agent with λ = 1 to be

“twice as good” as an agent with λ = 0.5 in some clearly appreciable way? Or similarly,

can we expect an agent with λ = 1 to be the same amount “better” than an agent with

λ = 0.5 as an agent with λ = 1.5 would be “better” than an agent with λ = 1.0 in

some clearly appreciable way? It seems unlikely that either question has an affirmative

answer. Rather, it is most natural in our model to assign no meaning to the magnitude
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Figure 4.5: Binary Effort, Unbiased Agents. Averages values of AUCC as the number of
active (i.e., high-effort) graders varies. The average for each number of active graders is
taken over 100 simulated semesters.

of the effort parameter beyond that higher values for the effort parameter should tend to

correspond to more accurate reports. This interpretation implies that the appropriate notion

of measurement for the continuous effort settings is a fine ordinal scale, i.e., a ranking. Thus,

we can use the Kendall rank correlation coefficient (τB) as our correlation function.

4.5.1.3 Results

Binary Effort, Unbiased Agents. The results are shown in Figure 4.5.

Many of the notable features of these results are similar to those from Section 4.4. It is

largely the baseline mechanisms, not mechanisms from the peer prediction literature, that

demonstrate high measurement integrity most reliably. One interesting difference from our

other results is that the best-performing Φ-DivP mechanism is different (H2 instead of KL)

for this notion of measurement integrity than for the notion we consider in Section 4.4.

Binary Effort, Biased Agents. The results for this setting are shown in Figure 4.6.

Unsurprisingly, we find that in the presence of biased agents, the performance of the mech-

anisms that do not attempt to correct for agent bias, degrades significantly compared to

settings with unbiased agents. This includes the MSE baseline and the best-performing

non-parametric peer prediction mechanisms. The amount of degradation varies depending
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Figure 4.6: Binary Effort, Biased Agents. Average values of AUCC as the number of active
(i.e., high-effort) graders varies. The average for each number of active graders is taken over
100 simulated semesters.

on the mechanism.

Continuous Effort, Biased Agents. The results for this setting, which uses the same

underlying ABM that we describe in Section 4.2.1, are shown in Figure 4.7. Generally, the

relative performances of the mechanisms is consistent with our other results. One notable

difference is the larger magnitude of the increase in measurement integrity as the number of

assignments per semester increases (at least among the best-performing mechanisms) under

the random-variable notion of report quality compared to that in Section 4.4. This is not

surprising: the relationship between observed reports and report quality in this setting is

confounded by the noise in the data-generating process. However, there are still a few

important implications for the mechanisms’ ability to incentivize effort. First, these results

suggest that the mechanisms may struggle to provide compelling incentives for effort in

settings when data is relatively scarce. Second, measurement integrity for any number of

assignments per semester in this setting is still relatively low even for the best mechanisms.

This further suggests that, even with more data, the mechanisms may struggle to provide

compelling incentives for effort at fine granularities. That is, the mechanisms may incentivize

students to be in the top half or quarter of the graders (see above results), but may not do

much, for example, to incentivize students to improve from being the tenth-best grader to

the ninth-best or eighth-best grader.
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4.5.1.4 Conclusions

By setting aside incentive concerns and investigating the ability of the mechanisms to mea-

sure agents according to the latent underlying quality of their reports (i.e., effort), we are able

to demonstrate that out-of-the-box peer prediction mechanisms from the literature generally

fail to exhibit high levels of measurement integrity. This is significant, because mechanisms

that fail to exhibit measurement integrity in a stylized agent-based model setting are unlikely

to exhibit it in a real-world deployment. As a result, they will also be unlikely to provide

compelling incentives for agents to exert effort in collecting high-quality information. These

findings essentially corroborate our findings in Section 4.4, where we consider a simpler no-

tion of report quality. There are some differences, however—e.g., the best-performing choice

of Φ-divergence—which highlights the fact that the context-dependent choices that are made

in selecting an appropriate notion of measurement integrity for a specific application matter

for evaluating mechanisms.
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4.6 Quantifying Robustness Against Strategic Report-

ing

We now turn to the second dimension of our analysis—robustness against strategic

reporting—which has traditionally been the focus of the peer prediction literature. The

key question we seek to answer is: to what extent can an individual agent improve their out-

come, according to the rewards assigned by a given mechanism, by strategically manipulating

their reports?

To explore this question in an analogous way to our exploration of measurement integrity,

we first formally define the empirical estimand—empirical robustness against strategic report-

ing—that we adopt for the theoretical estimand of robustness against strategic reporting.

As in our definition of measurement integrity, suppose that P is a data-generating process

for a given application. Recall that such a P may (and in this case, should) also describe

how agents compute a report to submit to a mechanism as a function of their signal on

a given task.8 Now, suppose that an instance of P has been generated: a population of

agents I, a set of tasks J with ground truth responses, an assignment graph G, and signals

and corresponding reports for each edge (i, j) ∈ G. Let u = U(I, J,G, rM) be a vector of

utilities. Suppose that agent i reports truthfully in this instance and receives utility uT
i (the

i-th component of u). We are interested in quantifying how a random truthful agent’s utility

might change if they were to instead report strategically (according to some process specified

by P ). Thus, we consider an alternative instance of P where agent i reports strategically

according to some process specified by P . In this alternative instance, i receives utility

uS
i —the i-th component of a utility vector u′ = U(I, J,G′, r′M), where G′ may differ from

G only in agent i’s reports. In our case, we assume that each agent’s utility is equal to the

negative of their rank—i.e., the negative of the number of rewards greater than or equal to

their own—among all students.

Definition 4.6.1 (Empirical Robustness Against Strategic Reporting). The empirical ro-

bustness against strategic reporting of a peer prediction mechanism M with respect to a

data-generating process P and a utility function u is

Robustness
P, u

(M) = EP,M,i

[
uS
i − uT

i

]
,

where i is chosen uniformly at random from among the agents who report truthfully under

P .

8As in Section 4.1.2.1, we treat the signal and report of agent i on task j as properties of the edge
(i, j) ∈ G.
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Although this definition is quite flexible, in the setting of peer assessment, we expect that

it is unlikely for students to expend the effort required to compute optimal deviations or

play particularly complex strategies. Further, in educational settings, there are other ways

to motivate honest, effortful grading, e.g., providing instruction and practice in grading

accurately, that can complement the incentive properties of a peer assessment mechanism.

Thus, in this line of inquiry, we seek to depart from the typical theoretical approach of

considering all possible strategies. Instead, we focus on the relative performance of a few

intuitive, easy-to-compute strategies.

4.6.1 Strategies

In addition to truthful reporting, we consider the following types of strategies:

First, there are uninformed strategies—strategies that do not depend on an agent’s

signal—which we consider primarily as robustness checks:

Report All 10s. Agents following this strategy constantly report 10, the highest possible

score.

Revert to the Prior. Agents following this strategy constantly report µ, the expectation

of the prior distribution of true scores (rounded to the nearest integer, ⌊µ⌉, when applicable).

The more interesting strategies are informed strategies, which define a procedure by which

agents manipulate their signals to generate their reports. We consider simple strategies for

which there is some intuition as to why they might be present in or perform well in a peer

assessment application:

Hedge. A more realistic strategy for incorporating prior beliefs than fully reverting to the

prior is to hedge reports back toward the prior mean, µ. Piech et al. [74] find some evidence

for this tendency in their peer grading data, which was collected from MOOCs. Agents

following this strategy apply Bayesian reasoning by adopting a prior Beta (µ, 10− µ) on p,

the value of the ground truth score divided by 10. After receiving their signal, they update

their prior and report 10 times the mean of their posterior distribution for p, which is given

by µ+signal
2

, rounded to the nearest integer.

Fix Bias. Real students may have some indication of the direction of their bias—whether

they tend to assign grades that are too high or too low—and attempt to correct for that

bias. To model this, agents following this strategy are given the sign of their bias. At

the beginning of a semester, they each draw a constant “bias correction” term β from the

half-normal distribution that models the magnitude of biases drawn according to the bias
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Signal 0 1, 2, 3 4, 5, 6 7, 8, 9 10

Report 0 3 6 ⌊µ⌉ 10

Table 4.3: Summary of the mapping of signals to reports for agents following the Merge
Signals strategy. We write ⌊µ⌉ to denote the mean of the prior distribution, µ, rounded to
the nearest integer.

distribution N (0, 1). For each submission that they grade, they report their signal plus or

minus β—depending on the sign of their bias—rounded to the nearest integer in the report

space.

Add Noise. On the other hand, students who do not have some indication of the direction

of their bias, or who think the direction of their bias varies from submission to submission,

might still try to perform some correction. Similarly, students might try to guess (without

any outside information) whether their signal is above or below the average or their peers

and try to adjust their report accordingly. The result of either of these actions would look a

lot like adding noise to their signal to generate their report. To model this, agents following

this strategy draw a value ν ∼ N (0, 1) for each submission that they grade and report the

sum of their signal and ν, rounded to the nearest integer in the report space.

Merge Signals. There is some evidence that when the report space is sufficiently large,

students tend to under-utilize certain report values (particularly values that are low, but

non-zero) [90]. To model this, agents following this strategy map the signal space to a lower-

dimensional report space and report the outcome of applying that map to their signal. The

map from signals to reports is detailed in Table 4.3.

4.6.1.1 Correcting for Bias

Recall that in Section 4.4, we did not correct for estimated biases in agents’ reports when

using parametric mechanisms. In this section, we will initially continue with this approach,

so that our evaluations in each of the two dimensions of our analysis are conducted with

respect to the same version of each (parametric) mechanism. Then, we will explore the

consequences of this choice in Section 4.6.4.

4.6.2 Computational Experiments with ABM

In these experiments, we focus on the best-performing mechanisms from the measurement

integrity experiments, including the baselines, with the goal of identifying mechanisms that

perform well according to both dimensions of our analysis. However, the degree to which
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the remaining mechanisms create incentives for deviating from truthful reporting is still of

interest, so we record the results of our experiments in this section with those mechanisms

as well.

4.6.2.1 Methods

We explore how the incentives for deviating from truthful reporting change as the number

of agents adopting some non-truthful strategy grows. We perform the following:

1. The number of strategic agents is varied from 10 to 90, in steps of size 10. At each

step, we perform 100 iterations, each consisting of one simulated semester with 10

assignments:

i. A population of 100 agents is initialized and a semester’s worth of submissions and

reports for grading them are generated, as in Section 4.4.

ii. Rewards are assigned twice according to the given mechanism with a fixed random

seed. In the first assignment, the number of truthful and strategic agents is as given

by the current step. In the second assignment, one agent that reported truthfully

in the first assignment is randomly selected. That agent modifies their reports

according to the prescribed strategy. Due to the fixed random seed, every other

factor is consistent with the first reward assignment.

iii. The gain in rank achieved by that single agent, i.e difference in the ranks according

to the two reward assignments computed by the mechanism, is recorded.9

2. The mean gain in rank over the 100 iterations is computed for each step.

A student’s rank is calculated by counting the number of payments in the population of

students that is greater than or equal to their own payment.

Note, in these experiments, we consider strategy profiles that are unlikely to arise organ-

ically from agents learning via repeated interactions with a mechanism and thus unlikely to

be observed in real-world or laboratory data. Some of these, e.g., where nearly every stu-

dent uses the Report All 10s strategy, strain the incentive properties of many mechanisms,

even those that perform well against many of the other strategy profiles that we consider.

This more comprehensive exploration of the space of strategy profiles that is possible in our

experiments—though not as exhaustive as theoretical results, which often consider the entire

space—is a useful advantage of applying ABMs.

9For example, if the agent was given the 5th highest payment when they reported truthfully and the
10th highest payment when they reported strategically, a gain of -5, the difference in the ranks, would be
recorded.
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4.6.2.2 Results

As shown in Figure 4.8, we find that the individual incentives for deviating from truthful

reporting are strong under the baseline mechanisms (including OA). They are also fairly

strong for Φ-DivP : H
2. Φ-DivP : KL, by contrast, is more robust against strategic reporting.

For the majority of strategies and strategy profiles that we consider, the rank gain achieved

by deviating to strategic reporting is close to or less than zero under the Φ-DivP : KL

mechanism.

Predictably, not all strategies are equally effective against the mechanisms. There are

some noteworthy strategies that stand out: Hedge, in particular, exhibits both high average

rank gain (that does not depend too much on the number of other strategic agents) and

relatively low variance (see Figure C.7 in Appendix C.5), which makes it a very attractive

strategy for students deviating from truthful reporting. The uninformative strategies are also

very effective, particularly when the number of strategic agents is high (this is especially true

for Report All 10s). On the other hand, Add Noise is universally ineffective and Fix Bias is

approximately neutral in all cases.

Results for the remaining mechanisms are shown in Figure 4.8b. We also record the vari-

ance of the rank gain for each mechanism (Figure C.7). One particularity of our approach in

these experiments is that we consider only homogeneous strategy profiles (all non-truthful

agents adopt the same strategy), which could potentially limit the generalizability of our

results. This concern is somewhat mitigated by the fact that, for many mechanisms, robust-

ness in our experiments is more or less binary. The degree to which mechanisms reward or

punish strategic behavior varies, as shown in Figure 4.1, but mechanisms generally tend to

either be susceptible to strategic behavior—rewarding it to some degree in nearly all cases

that we consider in our experiments and having negative x-coordinates in Figure 4.1 and

its analogues—or are robust against it—punishing it to some degree in most or nearly all

cases except for a few extreme ones and having positive x-coordinates in Figure 4.1 and its

analogues. It is primarily the Φ-DivP : KL and Φ-DivP : H
2 mechanisms, when not allowed

to correct for bias, that do not fit neatly into this dichotomy. This consideration of strategy

profiles is also not a concern in our experiments with the real data (Section C.5.2.2), since

using real grades allows us to experiment with actual strategy profiles (whatever they may

have been) followed by real students using peer grading in a course.

98



10 20 30 40 50 60 70 80 90

Number of Strategic Graders

−40

−20

0

20

40

M
ea

n
R

an
k

G
ai

n

MSE

Strategy

NOISE

FIX-BIAS

MERGE

PRIOR

ALL10

HEDGE

10 20 30 40 50 60 70 80 90

Number of Strategic Graders

−40

−20

0

20

40

60

M
ea

n
R

an
k

G
ai

n

MSEP

Strategy

NOISE

FIX-BIAS

MERGE

PRIOR

ALL10

HEDGE

10 20 30 40 50 60 70 80 90

Number of Strategic Graders

−20

−10

0

10

20

30

40

50

M
ea

n
R

an
k

G
ai

n

OA

Strategy

NOISE

FIX-BIAS

MERGE

PRIOR

ALL10

HEDGE

10 20 30 40 50 60 70 80 90

Number of Strategic Graders

−40

−20

0

20

40

M
ea

n
R

an
k

G
ai

n

Φ-DivP : H2

Strategy

NOISE

FIX-BIAS

MERGE

PRIOR

ALL10

HEDGE

10 20 30 40 50 60 70 80 90

Number of Strategic Graders

−40

−20

0

20

40

M
ea

n
R

an
k

G
ai

n

Φ-DivP : KL

Strategy

NOISE

FIX-BIAS

MERGE

PRIOR

ALL10

HEDGE

(a) Best-performing mechanisms in terms of measurement integrity, including baselines.
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(b) Remaining mechanisms.

Figure 4.8: Quantifying Robustness with ABM. For each mechanism and each strategy, the
mean gain in rank achieved, ceteris paribus, by a single agent changing their reports from
truthful to strategic. The mean is taken over the outcomes of 100 simulated semesters as
the number of other strategic agents varies in steps of size 10.
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4.6.3 Computational Experiments with Real Data

4.6.3.1 Methods

As in our experiments with ABM, we continue to focus on the best-performing subset of

mechanisms, while still recording the results of our experiments with the remaining mecha-

nisms. Unlike in our experiments with ABM, however, we do not need to impose a strategy

profile on the population of agents in this setting—the data were already generated accord-

ing to some actual strategy profile adopted by the real students. As a result of this key

difference, we modify the experiment described in Section 4.6.2.1 in the following manner.

For each semester in the real data, for each strategy, and for each mechanism:

1. The students, submissions, and reports for that semester are loaded from the data.

2. For each student s:

i. Rewards are assigned twice according to the mechanism with a fixed random seed.

In the first assignment, assignment of payments occurs without any modifications

to the data. In the second assignment reports from student s are modified accord-

ing to the prescribed strategy. Due to the fixed random seed, every other factor is

consistent with the first reward assignment.

ii. The gain in rank achieved by student s, i.e difference in the ranks according to the

two reward assignments computed by the mechanism, is recorded.

3. The mean and variance of the gain in rank over all students is computed for each

mechanism, for each semester.

Since we don’t have access to a student’s latent bias in the real data (and the true scores

are noisy as a reference point) we do not consider the Fix Bias strategy in these experiments.

4.6.3.2 Results

The results of this experiment involve the mean gain (Figure 4.9) and the variance of the

gain (Figure C.9) over the population of students achieved by each student deviating (one

at a time) to each strategy in each semester.

As in our experiments with measurement integrity, we find that, at a high level, this

experiment with the real data largely corroborates our analogous experiments with ABM.

We find that the baseline mechanisms (including OA) are relatively susceptible to strategic

behavior. Also, we again find that Hedge, and to a lesser extent Revert to the Prior, is

an effective strategy. We also find that, aside from the parametric mechanisms, the PTS
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mechanism, and to some extent the non-parametric Φ-Div: TVD mechanism, are robust

against strategic reporting for many or all semesters and strategies, whereas the remaining

mechanisms are consistently susceptible to various kinds of strategic behavior. One inter-

esting contrast with the results of our computational experiments with ABM is that, in our

experiments with real data, it is the Φ-DivP : H2 mechanism (not KL) that is more robust

against strategic reporting.

4.6.4 Improving Robustness with Bias Correction

Previously, we have not employed bias correction for the parametric mechanisms in our

experiments. In this section, we repeat our experiments for robustness against strategic

behavior with the two Φ-DivP mechanisms that we have highlighted and allow them to use

the estimates of the bias in computing rewards.

Figure 4.10 shows (compared to Figures 4.8 and 4.9) that there is a drastic improvement in

the robustness against strategic behavior of both mechanisms. The effect is particularly clear

in the experiments with ABM, but is also quite noticeable for Φ-DivP : KL in the experiment

with real data. This is quite a significant result—the mechanisms are robust against strategic

behavior for strategy profiles that are far away from the truth-telling equilibrium strategy

profiles that are embodied in the theoretical characterizations of peer prediction mechanisms.

Moreover, as we show in Appendix C.5, this result holds for the other Φ-DivP mechanisms.

However, this improved performance comes at a cost, which further highlights the trade-off

between measurement integrity and robustness against strategic behavior that we identified

in Figure 4.1. When we repeat the experiments from Section 4.4 with parametric mechanisms

that correct for bias, we see that their measurement integrity decreases significantly. This is

not a surprise—it is, as we anticipated previously, a consequence of defining quality in terms

of raw report values. However, many intuitive quality functions have this property, and the

trade-off inherent in choosing whether to correct for biases is an important consideration

in those settings. In other settings, as we show in Section 4.5 when we explore a different

perspective on report quality (which does not depend on raw report values), correcting for

bias can be useful for improving performance in both dimensions of our analysis.

4.7 Measurement Integrity in the Presence of Strategic

Agents

Strategic reporting confounds the relationship between the effort expended in observing a

signal and the informative-ness of the resulting report. As a result, when we are interested
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(a) Best-performing mechanisms in terms of measurement integrity, including baselines.
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(b) Remaining mechanisms.

Figure 4.9: Quantifying Robustness with Real Data. For each mechanism, each strategy,
and each semester (excluding Fix Bias), the mean gain in rank achieved, ceteris paribus, by
a single agent changing their reports from truthful to strategic. The mean is taken over the
population of students in the given semester.
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(a) Quantifying Robustness with ABM.
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(b) Quantifying Robustness with Real Data.

Figure 4.10: The Φ-DivP mechanisms are significantly more robust against strategic reporting
when they are able to correct for estimated agent biases.
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Figure 4.11: The trade-off between measurement integrity and robustness against strategic
reporting is illustrated quite starkly by the effect of bias correction in the Φ-DivP mechanisms.

in incentivizing effort, it is important to understand how strategic reporting might interfere

with our ability to identify (and subsequently reward) high-effort agents. Our goal in this

experiment is to quantify the effect of this interference. How is measurement integrity, in

terms of the quality of the rankings of agents according to their continuous effort parameters

(i.e., in the setting of Section 4.5), affected when agents are allowed to report strategically?

To explore this question, we focus on the 3 best-performing mechanisms from our experiments

in Section 4.5.1 and on the informed strategies from Section 4.6.1.

4.7.1 Methods

For each strategy, we replicate the measurement integrity experiment in the Continuous

Effort, Biased Agents setting from Section 4.5.1 while varying the number of strategic agents

from 0 to 100 in steps of 10. We simulate 100 semesters at each step.

4.7.2 Results

The results for this experiment are shown in Figure 4.12.

Although generally in peer prediction, the focus is on deterring strategic manipulation of

reports, not all strategic manipulations are necessarily equally damaging to a given mecha-

nism. Uninformed strategies are clearly detrimental, since the mechanism receives no infor-

mation about the signals of agents following those strategies. However, for some informed

strategies, it is possible that the mechanism might still be able to demonstrate relatively

high measurement integrity even if those strategies become common among the agents. For
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Figure 4.12: Measurement Integrity in the Presence of Strategic Agents. Average values of
τB for each informative strategy as the number of strategic agents varies. The average for
each number of strategic graders is taken over 100 simulated semesters.

example, it is reasonable to expect the Fix Bias strategy to only minimally affect the per-

formance of parametric mechanisms, which take bias into account. Indeed, we find that this

is the case in Section 4.7.2, which shows that the performance of each mechanism is fairly

constant as the number of agents adopting the Fix Bias strategy grows.

On the other hand, though, some strategies do significantly affect the performance of

the mechanisms that have relatively high measurement integrity when there is no strategic

reporting. In Section 4.6, we singled out Hedge as a particularly attractive strategy for agents

seeking to improve their rank under the MSE and MSEP mechanisms. In Section 4.7.2, we

see that additionally, the number of agents adopting the Hedge strategy has a clear effect

on the measurement integrity of those mechanisms (although the effect is not monotonic).

When 50 agents adopt the Hedge strategy, for example, Φ-DivP : H
2 supplants MSEP as the

mechanism with the highest ordinal measurement integrity.
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4.8 Related Work

4.8.1 Peer Prediction and Information Elicitation

For simplicity, we have so far used the generic term “peer prediction” primarily as a short-

hand for a more specific setting—the elicitation of categorical signals without verification

on multiple tasks, which was first explored (independently) by Dasgupta and Ghosh [14]

and Witkowski and Parkes [115]. However, in the information elicitation literature, peer

prediction mechanisms have been proposed in a variety of settings [23]. We choose to focus

on one particular setting, because particularities of different settings necessitate different

strategies for designing effective mechanisms. As a result, mechanisms for different settings

will plausibly exhibit different empirical behaviors for properties like measurement integrity

and robustness against strategic reporting. We leave the extension of our core ideas to other

settings for future work.

The existing peer prediction literature, both in our setting and more broadly, is focused

primarily on theoretical properties related to robustness against strategic behavior. However,

there has been some work that explores incentive compatibility from other perspectives. Gao

et al. [24] take an experimental approach and find evidence that agents are willing and able

to exploit peer prediction mechanisms by coordinating on uninformative reports instead of

truthful reports. Kim [45] draws on machine learning techniques to propose three “empirical”

peer prediction mechanisms and demonstrates their robustness against three uninformed

strategies using simulated data in a highly stylized setting that facilitates accurate learning

of the quantities required by the mechanisms. Shnayder et al. [92] use replicator dynamics—

a simulation-based approach that is quite different from our approach with ABM and real

data—to quantify desirable incentive properties of peer prediction mechanisms.

Some recent work has studied properties of peer prediction mechanisms beyond incentive

properties. The result from this line of work most closely related to measurement integrity

is by Kong [46]. Kong establishes a theoretical “information evaluation” property for the

DMI mechanism, which involves a theorem showing that (under certain assumptions) an

agent’s expected payment under the DMI mechanism, given their signal, is proportional

to a DMI-based measure of the quality of their report. However, this property still allows

for the possibility that, due to noise, the relationship between rewards and qualities is not

very strong at the population level. The DMI mechanism is not well-suited to the data-

generating processes that we consider. However, under a data-generating process where

data is more abundant, it would be relatively straightforward to adapt the components of

the theoretical result to define a version of the information evaluation property as an instance

of measurement integrity and explore the population-level relationship between rewards and
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qualities empirically.

Properties beyond incentives have also recently garnered attention in other information

elicitation settings, many of which are distinct from the broader peer prediction paradigm

because they assume that it is possible to access to ground truth information. In the setting

of general crowdsourcing with limited access to ground truth, Goel and Faltings [29] advance

a novel notion of fairness—that the expected payment of each agent be directly proportional

to the accuracy of their reports and independent from the strategy and accuracy of the

other agents. The philosophical point embedded in this definition—that fair mechanisms

must reward agents independently from the reports of other agents—would imply that any

peer prediction mechanism is necessarily unfair. We do not accept this premise; our results

demonstrate that, at least in some circumstances, certain peer prediction mechanisms have

the ability to reliably reward agents fairly, even though they rely on the reports of other

agents. In the forecasting setting, Li et al. [50] and Neyman et al. [64] both consider opti-

mizing for properties related to incentivizing effort when selecting a proper scoring rule with

which to score forecasts.

Another important work related to proper scoring rules is Liu et al. [55], which considers

the elicitation of forecasts (as opposed to the elicitation of categorical reports) without ac-

cess to ground truth information. They propose a family of mechanisms, surrogate scoring

rules (SSRs), which extend useful properties of proper scoring rules to the setting without

verification. These properties include robustness against strategic behavior and “quantifying

the value of information,” which is similar to Kong’s “information evaluation” property for

the DMI mechanism, above. In addition to theoretical exploration of this latter property,

they conduct experiments that quantify the extent to which the scores assigned by vari-

ous mechanisms—including SSRs and certain peer prediction mechanisms from our setting

(adapted to elicit forecasts instead of categorical reports)—correlate empirically with var-

ious metrics of forecast quality in each of a single draw from a variety of data-generating

processes. Their experiments do not substantially differentiate the (adapted) peer prediction

mechanisms they consider, nor do they suggest strategies by which to improve their perfor-

mance. Lastly, they do not consider the interaction between the properties of robustness

against strategic behavior and quantifying the value of information in practice.

4.8.2 Peer Prediction and Peer Assessment

There has also been work that explores the specific application of peer prediction to peer

assessment. Shnayder and Parkes [90] empirically analyze a limited set of peer prediction

mechanisms using real MOOC data. Importantly, they show that some of the underlying
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assumptions made about data-generating processes in the theoretical literature—the self-

dominating and self-predicting assumptions (see full version)—are likely to be violated in

real peer assessment settings, especially when the report space is large. They also discuss

the importance of considering factors beyond expected rewards (e.g., the variance of rewards

under a mechanism) in settings where fairness concerns are salient.

Radanovic et al. [77] also apply peer prediction to peer assessment. In particular, they

propose a particular mechanism, the Peer Truth Serum for Crowdsourcing (PTSC) mecha-

nism10, and conduct an experiment where that mechanism and some baselines are used to

reward peer graders with extra credit when grading a set of quizzes in a course on artificial

intelligence at EPFL. They find that students who are rewarded using the PTSC mecha-

nism grade more accurately than those rewarded using the baselines. However, they do not

consider the relationship between the rewards and some measure of grading accuracy, nor

whether the improvement in grading accuracy was the result of decreased strategic behavior

or increased effort in grading.

More broadly, peer assessment is often touted as a natural application for the peer pre-

diction paradigm. However, the typical approach in the literature has been to design mecha-

nisms that are as generic as possible. The resulting mechanisms can be ill-suited to the chal-

lenges of a specific application, like those we identify for peer assessment in Section 4.1.3.1.

Indeed, existing mechanisms often rely on collecting lots of data and compensating agents

with rewards that exhibit high variance. Both these characteristics help explain why out-of-

the-box peer prediction mechanisms tend to have low measurement integrity in our experi-

ments.

On the other hand, certain works have been skeptical of the application of peer grading to

peer assessment. Gao et al. [25] and Zarkoob et al. [122] explore how limited spot-checking

(in the form of “ground-truth” grading by teaching assistants on certain assignments) can

(theoretically) incentivize truthful reporting in grading in a simple model. Surprisingly, Gao

et al. [25] find that, compared with spot checking alone, supplementing spot-checking with

peer prediction increases the number of spot-checks required to obtain the desired theoreti-

cal incentive properties. However, they do not consider how the objective of minimizing the

number of spot checks may be in tension with rewarding students fairly. In more practical

explorations of the utility of spot-checking, Wright et al. [116] and Zarkoob et al. [123] pro-

pose and refine, respectively, a peer grading system that is centered around the deployment

of teaching assistants to improve the quality of feedback. We leave the application of our

ideas to mechanisms that incorporate spot checking to future work.

10We note that the PTSC mechanism is essentially a prototype of the PTS mechanism we consider; the
latter is more suited to our setting.
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4.8.3 Modeling Peer Assessment

The construction of our agent-based model is most influenced by the analysis of MOOC data

on the platform Coursera conducted by Piech et al. [74]. Piech et al. (and subsequent work,

e.g., Zarkoob et al. [124]) propose a sequence of increasingly complex parametric statistical

models of peer assessment. Piech et al. show that estimating the parameters of each of

their models is useful for estimating the true grades of student submissions that have been

evaluated by peers. Grade estimates computed using their models are found to outperform

grade estimates computed by the algorithm used by Coursera at the time. The inclusion

of grader biases in each of their models is found to be the most significant single factor

underlying this result.

Our model (Section 4.2.1) is not one proposed by Piech et al. (or their successors), but it

is structurally similar to their model PG1, which strikes a good balance between simplicity

and performance in their analysis. The decision to propose a new model stems from a few

important points:

1. Their models are continuous. In practice, though, essentially all assignment scores,

rubrics, etc. are discrete. Thus, the “true grade” of a submission, and each grader’s

signal, in a peer assessment model should be discrete.

2. Nearly all peer prediction mechanisms require a discrete report space.

3. It allows us to use model PG1 in the implementation of our parametric peer prediction

mechanisms (Section 4.3.3) without giving the mechanisms unrealistically accurate in-

formation about the underlying process by which true grades and reports are generated.

4.9 Discussion

We introduced measurement integrity as a novel property to consider in the design and anal-

ysis of peer prediction mechanisms. Alongside the more well-studied property of robustness

against strategic reporting, measurement integrity plays an important role in understanding

their practical performance. We focused on quantifying these properties empirically, using

computational experiments with both an ABM and with real data. As a result, we were able

to meaningfully differentiate mechanisms from the peer prediction literature in a way that

has not been possible with theoretical analysis alone. Ultimately, we identified an apparent

trade-off between our two dimensions of analysis (Figure 4.1) and found that parametric

peer prediction mechanisms were best able to balance the two properties that characterize

those dimensions.
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Our unambiguous results suggest that our methodology itself—performing computational

experiments to quantify mechanisms’ empirical properties—is useful for investigating desider-

ata, including, but not necessarily limited to, measurement integrity and robustness against

strategic reporting. In particular, that our approach facilitates more direct comparisons

between mechanisms and uncovers consequences of implementation choices that are often

abstracted away in theoretical analysis may be useful to practitioners looking select a peer

prediction mechanism to deploy in a particular application.

Our results are driven by estimates of empirical quantities that are specific to the particu-

lar peer assessment data-generating processes that we consider. However, just as we find that

they accord across these related data-generating processes, we expect many of those results

to be relevant in other similar contexts. Our ABM is structurally similar to a model from

the peer assessment literature that was validated using a large peer grading dataset from

Massive Open Online Courses (MOOCs) by Piech et al. [74]. As a result, it is reasonable

to expect that the qualitative results of our experiments with that ABM should, at the very

least, extend to that important class of peer assessment settings. The corroboration of these

results by similar experiments with real peer grading data (not from a MOOC) suggests even

broader applicability. Additionally, the relative scarcity of data for any particular grading

task or agent in the peer assessment setting (Section 4.1.3.1) appears to be a significant

driver of many of our results. This suggests that much of the intuition that we gain from

our case study in peer assessment is likely to generalize to other settings where data is sim-

ilarly sparse. Future theoretical work should explore the design of mechanisms—including

parametric mechanisms, which seem well-suited for this purpose—that are less reliant on an

abundance of data than the current mechanisms from the peer prediction literature.

We also expect that the trade-off between measurement integrity and robustness against

strategic behavior will remain in other settings. In Appendix C.4, we discuss experiments

with additional mechanisms that have not yet been studied in the peer prediction literature.

We find the trade-off to be persistent—none of the novel mechanisms were able to significantly

extend the Pareto frontier established by the mechanisms from the current peer prediction

literature. On the other hand, particular challenges of peer assessment, like the scarcity

of data, are not a concern in some settings of interest. This indicates that a mechanism’s

performance in our experiments will not necessarily predict its performance universally.
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CHAPTER 5

Conclusion

In this dissertation, we have explored the application of information elicitation and aggrega-

tion techniques to crowdsourcing and peer assessment in three works that employ simulation-

based approaches. In each work, we have proposed specific directions for future research that

follow from particular ideas or results developed in that work. To conclude, then, we take a

broader view and discuss the impact of simulation-based approaches and suggest directions

for future work at a high level. Epstein [20] poses and subsequently provides several answers

to the question: “Why Model?” Since complex models are often explored via simulation,

and simulation often is driven by a model, Epstein’s answers are readily applicable to the

narrower question “Why Simulate?” and serve as a useful guide for our discussion.

In this dissertation, we have exemplified the following reasons to simulate:

Expose prevailing wisdom as incompatible with available data. In Chapter 2, we

saw that simulation-based statistical hypothesis tests suggested that certain assumptions

from the literature on designing label aggregation algorithms were implausible (as in the

case of category-independent noise) or rarely plausible (as in the case of workers who exhibit

significant expertise) in real crowdsourcing data. We also found many cases where an as-

sumption was plausible in some data sets and implausible in others, implying that it might

be fruitful to design and evaluate label aggregation algorithms in a way that is specific to a

given application.

Bound (bracket) outcomes to plausible ranges. In Chapter 3, we used simulated

peer grading data to demonstrate that, in the context of the real data which our simulations

were calibrated to resemble, peer grading is unlikely to definitely outperform the traditional

instructor grading paradigm. More positively, we showed that multiple grading interventions

whose effect is to introduce additional information into the peer grading system can be

expected to produce significant gains in the quality of the grades allocated by that system.
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Demonstrate tradeoffs / suggest efficiencies. In Chapter 4, our main result was the

persistent trade-off that we found between measurement integrity and robustness against

strategic behavior. Another significant result was the efficiency gain that resulted from

supplementing peer prediction mechanisms with parametric statistical models.

We also challenge[d] the robustness of prevailing theory through perturbations

and found that many peer prediction mechanisms were indeed robust against strategic re-

porting even for strategy profiles that differed significantly from the truth-telling equilibria

at the heart of theoretical robustness properties.

The following reasons to simulate provide a road map to future work that we believe will

be fruitful:

Illuminate core dynamics. Two clear directions for further application of simulation-

based techniques, particularly in the context of peer prediction, are:

1. Quantifying the extent to which peer prediction mechanisms create incentives for ef-

fort in obtaining a signal, in addition to incentives for reporting the observed signal

truthfully. This idea was introduced briefly in Chapter 4. Contemporaneously, Zhang

and Schoenebeck [125] and Xu et al. [117] have made progress in this area. Zhang and

Schoenebeck [125] proposed a property for mechanisms called sensitivity, which relates

to a mechanism’s ability to incentivize effort, but can be difficult to quantify. Xu et al.

[117] demonstrated that measurement integrity can be used to quantify incentives for

effort by establishing a connection between measurement integrity and sensitivity.

2. Quantifying the extent to which peer prediction mechanisms facilitate agents who

learn from repeated interactions with a mechanism to learn to report truthfully. In

our experiments quantifying robustness against strategic behavior, we tested robustness

against a limited set of particular strategies. A more robust approach (in terms of which

strategies are tested in the experiments) would be to allow agents to learn a reporting

strategy based on a small number of repeated interactions with the mechanism. A

crucial next step in this direction is to obtain a realistic model of learning behavior

for people interacting with peer prediction mechanisms in the context of particular

applications.

Train practitioners. In the context of crowdsourcing, our simulation-based techniques

led to a specific suggestion for practitioners looking for a label aggregation algorithm—try

to understand the features of their data (including the features concerning worker errors
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that we identify) and evaluate candidate aggregation algorithms with test data sets that are

similar according to those features.

In the context of peer assessment, we use simulation to set up frameworks for predict-

ing the performance of different peer grading systems. These predictions can be a useful

guide to implementing a grading system. However, it is not obvious how to adapt the pre-

diction methods into methods for evaluating the observed performance of grading systems.

In Chapter 4, we showed that our simulations could be adapted to perform computational

experiments with real data, but the results were noisy and would be hard to interpret with

the complementary results with ABM. In Chapter 3, we rely on accessing the true scores

of submissions, which are unobservable in the real world, to evaluate forecast quality. It is

unclear if there is an observable quantity in real data that would be a useful proxy for the

true score in applying our framework to observed data.

In many cases, though, it is evaluation methods, not predictors, that would be the most

directly useful to practitioners. For example, to persuade students about the quality of peer

grades in a course, it would be even more useful to have a benchmark for determining that

the peers (probably) have outperformed the instructor benchmark in grading the previous

assignment than to have the benchmark we introduced, which determines whether peers

(probably) will outperform the instructor benchmark in grading a future assignment.

Guide data collection. In Chapter 3, we found that a concrete question for future em-

pirical work is to explore the degree to which various interventions can, in the context of

model PGZ (Section 3.2), improve either the distribution of effort probabilities or of relia-

bilities in a population of students. More generally, though, the results of simulation-based

experiments can be more widely applicable when there is data from a variety of contexts

with which to validate models of the data-generating process, select hyperparameters, etc.

Educate the general public. Ultimately, the goal of the lines of research followed in this

dissertation and proposed for future work is to encourage the adoption and application of

insights from the literature on information elicitation and information aggregation to settings

where they will be useful in the real world. As we have seen, simulation can be a powerful

tool to advance that goal.
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APPENDIX A

Supplementary Material for Chapter 2

A.1 A Note on the Dimensionality of

IRT Ability Parameters

As is discussed in Section 2.5.2.1, a major assumption underlying IRT model-fitting proce-

dures is that the correct dimension for the ability parameters is specified. The IRT literature

includes a few procedures that are designed to indicate whether ability parameters in a given

data set are plausibly multidimensional, but those methods are designed for settings where

nearly every participant responds to nearly every item. They do not readily generalize to

crowdsourcing settings where each worker tends to only complete a small subset of the tasks.

We attempted to adapt one such procedure—DIMTEST (See [79, Ch. 7])—to our setting,

but the resulting procedure failed to reliably distinguish between synthetic data generated

using unidimensional and multidimensional IRT models.

A.2 Discussing Terms Used in Table 2.8

Category-Dependent Errors. Strong means that the p-value for using randomization

inference to test the null hypothesis of category-independent errors was below 0.05. Very

Strong means that the observed test statistic was more extreme than every test statistic

generated under the randomization inference procedure.

Task Heterogeneity (Intra-Category). Weak means that the p-value for using ran-

domization inference to test the null hypothesis of task homogeneity was above 0.05 in at

least one category and the data were best fit by the DS model according to both fit compar-

isons (10FL and BIC). Moderate means that either the p-value for using randomization

inference to test the null hypothesis of task homogeneity was below 0.05 in both categories,

despite the DS model providing the best fit for the data (as in the case of HCB) or that the
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p-value for using randomization inference to test the null hypothesis of task homogeneity was

below 0.05 in at least one category and the data were best fit by a CIRT model according

to at least one fit comparison1 (as in the case of BM). Strong means that the observed

test statistic was more extreme than every test statistic generated under the randomization

inference procedure and that the data were best fit by a CIRT model according to both

comparisons.

Worker Heterogeneity, Model-Agnostic. Moderate means that the p-value for using

randomization inference to test the null hypothesis of worker homogeneity was below 0.05

in at least one category. Strong means that the p-value for using randomization inference

to test the null hypothesis of worker homogeneity was below 0.05 in both categories.

Worker Heterogeneity, Model-Informed. Moderatemeans either that the p-value for

testing the null hypothesis of unimodality of the estimated distribution of logit-probabilities

of correctness was below 0.05 for one of the modality tests (as in the case of RTE, TEMP,

and WB) or that the p-value for testing the null hypothesis of worker homogeneity using

model-informed resampling was below 0.05 (as in the case of BM, WB, WVSCM, and SP).

Strong means that the p-value for testing the null hypothesis of unimodality of the estimated

distribution of logit-probabilities of correctness was below 0.05 for both of the modality tests.

Expertise. Weak means that the estimated distributions of logit-probability of correct-

ness were either apparently unimodal or plausibly multimodal (according to one modality

test, but not both) with density that drops off relatively quickly from the largest mode, which

is also the right-most apparent mode. Moderate means that the estimated distributions of

logit-probability of correctness were plausibly multimodal according to both modality tests

(as in the case of HCB). Strong means that the estimated distributions of logit-probability

of correctness were plausibly multimodal (according to at least one modality test) with the

largest mode not being the right-most apparent mode (as in the case of WB).

1Particularly if the method of comparison for which a CIRT model provided the best fit were 10FL, to
which we give slightly more weight than BIC.
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APPENDIX B

Supplementary Material for Chapter 3

B.1 Derivation of Instructor Forecasts

Recall the model for instructor reported grades:

(True grades) Su ∼ N (µs, 1/τs) ;

(Reliabilities) T I ∼ G
(
αI
τ , β

I
τ

)
;

(Biases) BI ∼ N
(
0, 1/τ Ib

)
;

(Instructor grades) GI
u ∼ N

(
su + bI , 1/τ I

)
;

(Reported grades) rIu = nZ

(
gIu
)
,

where, nZ is a function that rounds a real number to the nearest integer in the set Z (rounding

up).

For a particular submission u, we can decompose the instructor grade GI
u into its expec-

tation su and a noise term N ∼ N
(
bI , 1/τ I

)
.

If bI were known, then (N I
u , T

I) ∼ Normal-Gamma
(
bI , 1, αI

τ , β
I
τ

)
and the marginal dis-

tribution of the noise term would follow a location-scale t-distribution (also known as a

non-standardized Student’s t-distribution): N I
u ∼ lst

(
b, βI

τ/α
I
τ , 2α

I
τ

)
.

However, since bI is unknown, we can obtain the marginal density of N I
u by marginalizing

the density of the location-scale t distribution over the possible values of bI . Thus, the

density of the noise term is given by

PN(n) =

∫ ∞

−∞
t
(
n | b, βI

τ/α
I
τ , 2α

I
τ

)
· φ
(
b | 0, 1/τ Ib

)
db,

where t (n |µ, τ 2, ν) is the density of lst (µ, τ 2, ν) and φ(· |µ, σ2) is the density of N (µ, σ2).

Now, we can turn our attention to computing a posterior over a submission’s true grade

given one instructor report for that submission. Recall, the reported grade is rIu = nZ(g
I
u) =
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nZ(su + nI
u).

Applying Bayes’ rule:

PS|RI (s|RI = r) =
PRI |S(r|S = s) · PS(s)

PRI (r)

=
PrN [nZ(s+ n) = r] · PS(s)

PRI (r)

=
PrN

[
n ∈ [g(r)− s, g(r)− s)

]
· PS(s)

PRI (r)

=
PrN

[
n ∈ [g(r)− s, g(r)− s)

]
· φ(s |µs, 1/τs)

PRI (r)
,

where g(r) and g(r) are the minimum and maximum values, respectively, of gI such that

nZ(g
I) = r.

The term PrN
[
n ∈ [g(r)− s, g(r)− s)

]
in the numerator of the final expression above

can be evaluated by replacing the probability density function t with the corresponding

cumulative density function in the expression for pN(n). The denominator can be evaluated

by integrating the numerator over all possible values of s ∈ (−∞,∞):

PRI (r) =

∫ ∞

−∞
PRI |S(r|S = s) · PS(s) ds

In practice, the value of each of these integrals can be estimated using a grid approxima-

tion. In our experiments, we use the following grids:

• PN(n):

[
−5√
τIb
, 5√

τIb

]
, in increments of 1

10
√

τIb
.

• PRI |S(r|S = s):

[
−5√
τIb
, 5√

τIb

]
, in increments of 1

10
√

τIb
.

• PRI (r): [−5, 10], in increments of 0.01.

B.2 Additional Results: Predicting Performance from

Observed Data

In this section, we provide the heat maps summarizing the regression results from Section 3.7

for first-order and second-order forecast dominance.
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Figure B.1: Predicted probabilities (left) and standard deviations of predictive distributions
(right) of peer first-order forecast dominance based on the values of ατ and µe, under log
score (top) and squared error (bottom), when there are six peer grades per submission.
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Figure B.2: Predicted probabilities (left) and standard deviations of predictive distributions
(right) of peer second-order forecast dominance based on the values of ατ and µe, under log
score (top) and squared error (bottom), when there are six peer grades per submission.
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APPENDIX C

Supplementary Material for Chapter 4

C.1 Equilibrium Concepts and Sufficient Assumptions

Mechanism Equilibrium Concept Sufficient Assumption
DMI Dominantly Truthful Strictly Correlated
MSE None -
MSEP None -
OA Truthful Self-Dominating
PTS Helpful Reporting Self-Predicting
Φ-Div ϵ-Strongly Truthful Stochastically Relevant
Φ-DivP ϵ-Strongly Truthful Stochastically Relevant

Table C.1: The equilibrium concepts related to truthful reporting that are induced by each
mechanism and the weakest known assumption on the joint prior distribution of signals that
is sufficient to guarantee that inducement.

C.1.1 Equilibrium Concepts

Helpful Reporting [22]. An agent with prior belief Pr[·] is said to follow a helpful reporting

strategy with respect to a publicly-known distribution R if both:

1. The agent reports truthfully if R is “close enough” to Pr[·].

2. When the agent is not truthful, their report is never “over-represented” in R. That is,

if R[x] ≥ Pr[x], given that their signal is x′ ̸= x, the agent does not report x.

A strategy profile σ is an ex post subjective equilibrium if no agent can improve their

expected payoff by deviating from σ, given that all other agents’ posterior beliefs given their

signals (and their observations of the publicly-known distribution of reports R) respect any
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assumption made (e.g., the self-predicting assumption) that constrains the form of the joint

prior distribution of signals.

A helpful reporting equilibrium is an ex post subjective equilibrium in which each agent

adopts a helpful reporting strategy. A helpful reporting mechanism admits a helpful reporting

equilibrium.

Truthful [22]. A truthful equilibrium is an ex post subjective equilibrium in which each

agent adopts a truthful reporting strategy, i.e reports their observed signal s. A truthful

mechanism admits a (strict) truthful equilibrium.

Note that while this definition of truthful corresponds to its usage above in Table C.1, it

takes on a larger range of meanings in the peer prediction literature as a whole.

Strongly Truthful [85]. A strongly truthful mechanism admits a Bayes-Nash equilibrium

in which agents report truthfully and in which the following properties hold:

1. The expected payment to each agent is maximized over the set of payments to that

agent in any Bayes-Nash equilibrium.

2. The expected payment to each agent is strictly higher than their payment in any Bayes-

Nash equilibrium induced by a strategy profile that is not a permutation strategy profile.

A permutation strategy is a strategy in which an agent fixes a permutation of the signal space

and then, for each task, reports the image of their signal for that task under the permutation.

A permutation strategy profile is a strategy profile in which each agent adopts a permutation

strategy.

ϵ-Strongly Truthful [85]. An ϵ-strongly truthful mechanism is approximately strongly

truthful, in the sense that there exists a strongly truthful payment scheme such that 1) the

expected payment to each agent in the truthful Bayes-Nash equilibrium is at most ϵ away

from this strongly truthful payment scheme; and 2) the expected payment to each agent in

any strategy profile is bounded above by the corresponding payment in this strongly truthful

payment scheme. For the Φ-Div and Φ-DivP mechanisms, the optimal value of ϵ for which

ϵ-strong truthful-ness is achieved depends on how closely the estimated joint-to-marginal-

product ratio ĴP (see Section 4.3) approximates the true joint-to-marginal-product ratio

JP.

Dominantly Truthful [46]. A dominantly truthful mechanism admits a dominant strategy

equilibrium in which agents report truthfully. That is, it admits an equilibrium in which

both:

1. For every agent, truthful reporting maximizes their expected payment no matter what

strategies other agents play (i.e., truthful reporting is a dominant strategy.)
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2. For every agent, if they believe that at least one of their informative peers1 will tell

the truth, then reporting truthfully pays strictly higher, in expectation, than any non-

permutation strategy (see above).

C.1.2 Sufficient Assumptions

Self-Dominating [22]. The joint prior distribution of signals is self-dominating if and only

if, for each agent, their observed signal s is the most-probable outcome under the posterior

distribution conditioned on having observed s (for each possible signal s):

Pr[s|s] > Pr[x|s], ∀x ̸= s.

The posterior distribution mentioned in the latter expression of the definition (after the

“iff”) is a distribution for the signal of a peer whose signal is independent (conditioned on

the ground truth) from the agent’s own signal

Self-Predicting [22]. The joint prior distribution of signals is self-predicting if and only

if, for each agent, the relative increase in probability for their observed signal s from the

agent’s prior distribution to their posterior distribution is greater than for any other possible

outcome:
Pr[s|s]
Pr[s]

>
Pr[x|s]
Pr[x]

, ∀x ̸= s.

As above, the prior and posterior distributions in the latter expression of this definition (after

the “iff”) are distributions for the signal of a peer whose signal is independent (conditioned

on the ground truth) from the agent’s own signal.

Strictly Correlated [46; 85]. A pair of agents (a1, a2) have strictly correlated signals

(represented by random variables S1 and S2, respectively) if the determinant of the agents’

joint probability distribution of signals (written as a matrix P with entries Pij = Pr[S1 =

si, S2 = sj] for each pair of possible signals (si, sj)) is non-zero. The strictly correlated

assumption for the DMI mechanism is that each agent has at least one informative peer—a

peer with whom the agent forms a pair with strictly correlated signals.

Stochastically Relevant [85]. The joint prior distribution of signals is stochastically rele-

vant if each agent’s posterior distribution given their own signal s is unique for each possible

signal. That is,

Pr[S|s] ̸= Pr[S|s′] for each pair s, s′ such that s′ ̸= s,

1Peers with whom the agent forms a pair with strictly correlated signals.
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where Pr[S|·] denotes the entire distribution over the possible signals of a peer whose signal

is independent (conditioned on the ground truth) from the agent’s own signal. This is

in contrast to the expression Pr[s|·], used above, which denotes the specific probability

Pr[S = s|·] for a possible signal s under that distribution.

C.2 Implementation Details

C.2.1 Implementing Peer Prediction Mechanisms

Note that in mechanisms that involve pairing an agent with another agent in order to com-

pute their scores on a grading task (i.e., generating a report for one submission), we take

the expectation over all of the possible pairings to reduce the variance of the scores.

C.2.1.1 Non-Parametric Mechanisms

Output Agreement (OA) Mechanism. The implementation is trivial.

Peer Truth Serum (PTS) Mechanism. To score a grading task for a given submission,

a pair of agents that completed that task is selected and their reports are compared. If their

reports are equal, then they are awarded 1
R[report]

, where R[report] is the probability of the

given report under the distribution R.

R is repeatedly updated over the course of a simulated semester via a histogram H of

report values. After the payments for an assignment are computed by the mechanism,

the report values submitted for that assignment are added to H. Then, R is recomputed

by normalizing H with Laplace (add-one) smoothing. In particular, this means that R is

initialized to the uniform distribution.

Φ-Divergence Pairing (Φ-Div) Mechanism. The mechanism randomly divides the tasks

in half and uses each half to compute ĴP, an estimate of JP, the joint-to-marginal-product

ratio of the reports2 for the other half by counting the frequency of pairs of report values

given by pairs of agents grading the same submission (to estimate the joint distribution

of reports) and counting the overall frequency of report values (to estimate the marginal

distribution of reports).

Using these estimates, scores are computed for each grading task, as follows: For each

task b, referred to as the bonus task, agents are paired with another agent who completed

2The value of the joint distribution of reports evaluated at the given pair of reports divided by the value
of the product of the marginal distributions of reports evaluated at the given pair of report.
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b. Then, a pair of penalty tasks p and q, distinct from each other and from the bonus

task, are randomly chosen (one for each agent). The pair of agents is awarded the quantity

∂Φ(ĴP(xb, yb))−Φ∗(∂Φ(ĴP(xp, yq))), where Φ
∗ denotes the convex conjugate of Φ, xi and yj

denote the first agent’s reports on task i and the second agent’s report on task j, respectively,

and ĴP is the empirical estimate of JP computed using the other half of the tasks.

Recall that for mechanisms that compute payments in pairs, we assign payments according

to the average payment over all possible pairings. When working with the real peer grading

data, it is occasionally the case that a pair of agents does not have a valid pair of penalty tasks

to use. That is, there are some pairs of agents who graded only the same pair of submissions

for a given assignment, so distinct penalty tasks cannot be chosen. In those cases, we simply

skip over that pairing when computing the average payments over all possible pairings. If

that is the only possible pairing (i.e., only those two agents graded that submission), then we

ignore those peer grades altogether when computing payments according to this mechanism.

Determinant-based Mutual Information (DMI) Mechanism. The DMI mechanism

was developed by Kong [46]. It pays each agent according to a sum of unbiased estimates of

the square of the Determinant-based Mutual Information between a random variable drawn

from the distribution of their reports and random variables drawn from the distributions of

the reports of each other agent who completed the same tasks.

The estimate of the square of the Determinant-based Mutual Information between two

random variables depends on the product of the determinants of two matrices, each encoding

the frequency of pairs of reports on one part of a bifurcation of the tasks being considered

for scoring. As a result, it is easy to see that in our ABM, where there are 11 possible report

values and agents complete only 4 grading tasks, the DMI mechanism will always pay every

agent 0. Further, the DMI mechanism benefits from having the sets of tasks that agents

complete overlap as much as possible. This stands in contrast to the other mechanisms we

consider, where the number of tasks mutually completed by a pair of agents—as long as it is

at least one—is not very significant. To make the mechanism as functional as possible while

still remaining faithful to the original description of the mechanism, we make the following

adjustments in our implementation:

1. We project the report space down to a space of 2 possible reports, so that each report

is either 0—indicating that a submission has below average quality (< 7)—or 1—

indicating that its quality is at least average (≥ 7).

2. We partition the agents into clusters of 4 agents so that each cluster grades the same

4 submissions (namely, the submissions from another cluster).

Note that these modifications have a significant impact on the effect of strategic behavior
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Figure C.1: PDF of G (10/1.05, 10) on values for which its support is non-negligible.

in our experiments. Since the report space is simplified to be binary, oftentimes, a strategy

applied to a signal will produce a report equal to the signal (in the binary report space), so

in many cases, there is no difference between strategic and truthful reporting. Also, these

modifications are not possible in experiments with the real data, so the DMI mechanism is

excluded completely from those experiments.

C.2.1.2 Parametric Mechanisms

Recall model PG1 from Piech et al. [74], which, with the appropriate parameters, provides

a reasonable continuous approximation to our mostly discrete model from Section 4.2.1 in

which reliability is a proxy for effort:

(True Score) g∗i,j ∼ N (7, 2.1) for each submission si,j,

(Reliability) τi ∼ G (10/1.05, 10) for each agent i,

(Bias) bi ∼ N (0, 1) for each biased agent i (and 0 for each unbiased agent),

(Observed Score) zki,j ∼ N
(
g∗i,j + bk, τ

−1
k

)
for each submission si,j and assigned grader k,

where G is a Gamma distribution. Note that the hyperparameters α0 = 10/1.05 and β0 = 10

for the Gamma distribution used to model reliability were chosen by inspection subject to

having the correct expected value for a continuous effort agent (and for a uniformly random

agent chosen from a population of binary effort agents with an equal number of active and

passive graders). The PDF of the Gamma function with those hyperparameters is plotted

in Figure C.1.

Our procedure for estimating the parameters of model PG1, inspired by Chakraborty

et al. [12], is as follows:

Initialize: Set the bias and reliability of each agent and the score for each submission

equal to their expectation (0, 1/1.05, and 10 respectively).
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Update: For each submission si,j, update the true score estimate ĝi,j as in equation

(1) from Chakraborty et al. [12]:

ĝi,j =
7 ·
√

(2.1)−1 +
∑

k

√
τ̂k(r

k
i,j − b̂k)√

(2.1)−1 +
∑

k

√
τ̂k

,

where the k in both sums varies over the graders of submission si,j, τ̂k

and b̂k are the estimated reliability and estimated bias, respectively, of

grader k, and rki,j is grader k’s report for submission si,j.

For model settings with unbiased agents, we skip the step of estimating

the bias and fix all the biases as 0. Otherwise, for each agent k, update the

bias estimate b̂k as the mean of the posterior distribution of a Bayesian

update from the conjugate prior N (0, 1) given the agent’s reports and

the estimated true scores:

b̂k =
τ̂k ·
∑

si,j
(rki,j − ĝi,j)

1 + n · τ̂k
,

where the sum in the numerator varies over the submissions graded by

agent k for the fixed assignment j and n is the number terms in that sum.

For each agent k, update the reliability estimate τ̂k as the mean of the

posterior distribution of a Bayesian update from the conjugate prior

G (10/1.05, 10) given the agent’s reports, the agent’s estimated bias, and

the estimated true scores:

τ̂k =
10
1.05

+ n
2

10 + 1
2
·∑si,j

(rki,j − (ĝi,j + b̂k))2
,

where the sum in the denominator varies over the submissions graded by

agent k for the fixed assignment j and n is the number of terms in that

sum.

Terminate: When the ℓ2 norm of the difference between the vector of estimated true

scores after the previous round and the vector of estimated true scores

after the current round is less than or equal to 0.0001, terminate.

In our implementation, we also imposed a maximum of 1000 iterations of

the update procedure, after which the procedure would terminate even if

the ℓ2 norm condition were not met, but after adding the priors to the

bias and reliability estimates, this extra termination condition was never
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applicable.

Parametric MSE (MSEP ) Mechanism. Given the estimation procedure outlined above

and the descriptions from Section 4.3.3, the implementation of the this mechanism is trivial.

Parametric Φ-Divergence Pairing (Φ-DivP ) Mechanism. Given the estimation pro-

cedure outlined above and the descriptions from Section 4.3.3 (and the derivation from Ap-

pendix C.3), the implementation of the parametric mechanisms is straightforward. However,

we make some adjustments to improve its performance. In simulations, we find that this

mechanism performs best when the reliability estimates are heavily regularized and the sim-

plest way to achieve close-to-optimal (if not optimal) performance is to set all the reliability

estimates equal to 1
0.7

, the approximate reliability of an “active grader” in our setting with

binary effort (see Section 4.5). This is akin to replacing model PG1with model PG1-bias

[74]. Consequently, only the bias estimates given by the estimation procedure are used (and

only in settings with biased agents).

As with the non-parametric version of this mechanism, in the real data, it is occasionally

the case that a pair of agents does not have a valid pair of penalty tasks to use. We handle

those cases in the same way for the parametric and non-parametric versions of the mechanism

(see Section C.2.1.1).

C.3 Computing the Joint-to-Marginal-Product Ratio

under model PG1

Recall that in model PG1, the true score for any submission is g∗ ∼ N (µ, σ2), and each

grader i has an underlying bias score bi and reliability score τi. Then, i’s observed grade is

si ∼ N
(
g∗i + bi, τ

−1
i

)
.3

Now, consider two agents i and j receiving signals x = si and y = sj. For the purposes of

the Φ-DivP mechanism, we need to compute the joint-to-marginal-product ratio of x and y:

JP(x, y) =
PX,Y (x, y)

PX(x)PY (y)
.

3Here we use g∗i instead of g∗, because the submissions graded by i and j are sometimes different, e.g.,
when considering the penalty tasks.
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Considering random variables X and Y 4 such that

X ∼ N
(
µ+ bi, σ

2 + τ−1
i

)
and Y ∼ N

(
µ+ bj, σ

2 + τ−1
j

)
and setting µi = µ+ bi and µj = µ+ bj, we have

PX(x) =

exp

(
−1

2

(
x−µi√
σ2+τ−1

i

)2
)

√
σ2 + τ−1

i

√
2π

and PY (y) =

exp

(
−1

2

(
y−µj√
σ2+τ−1

j

)2
)

√
σ2 + τ−1

j

√
2π

,

and so we can write the product of the marginal distributions of X and Y as

PX(x)PY (y) =

exp

−1
2
[x− µi, y − µj] ·

 1
σ2+τ−1

i

0

0 1
σ2+τ−1

j

 ·
[
x− µi

y − µj

]
2π
√
σ2 + τ−1

i

√
σ2 + τ−1

j

.

Then, we can compute that the joint distribution of X and Y is the following multivariate

Gaussian: [
X

Y

]
∼ N

([
µi

µj

]
,

[
σ2 + τ−1

i σ2

σ2 σ2 + τ−1
j

])
.

Let

Σ =

[
σ2 + τ−1

i σ2

σ2 σ2 + τ−1
j

]
,

and as a result

|Σ| = (σ2 + τ−1
i )(σ2 + τ−1

j )− (σ2)2 =
σ2τi + σ2τj + 1

τiτj
, Σ−1 =

1

|Σ|

[
σ2 + τ−1

j −σ2

−σ2 σ2 + τ−1
i

]
.

We can write the joint distribution of X and Y as

PX,Y (x, y) =

exp

(
−1

2
[x− µi, y − µj] · Σ−1 ·

[
x− µi

y − µj

])
√
(2π)2|Σ|

.

4The distributions of X and Y follow from writing X and Y as the sum of two normally-distributed
random variables G ∼ N

(
µ, σ2

)
and BX ∼ N

(
bi, τ

−1
i

)
for X or BY ∼ N

(
bj , τ

−1
j

)
for Y .
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Then, we can write out the joint-to-marginal-product ratio explicitly and simplify:

JP(x, y) =
PX,Y (x, y)

PX(x)PY (y)
=

exp

− 1
2
[x−µi,y−µj ]·Σ−1·

x− µi

y − µj




√
(2π)2|Σ|

exp

− 1
2
[x−µi,y−µj ]·


1

σ2+τ−1
i

0

0 1
σ2+τ−1

j

·
x− µi

y − µj




2π
√

σ2+τ−1
i

√
σ2+τ−1

j

=

exp

(
−1

2
[x− µi, y − µj] Σ

−1

[
x− µi

y − µj

])
2π
√

|Σ|

·
2π
√
σ2 + τ−1

i

√
σ2 + τ−1

j

exp

−1
2
[x− µi, y − µj]

 1
σ2+τ−1

i

0

0 1
σ2+τ−1

j

[x− µi

y − µj

]
=

√
(σ2 + τ−1

i )(σ2 + τ−1
j )

|Σ|

· exp

−1

2
[x− µi, y − µj]

Σ−1 −

 1
σ2+τ−1

i

0

0 1
σ2+τ−1

j

[x− µi

y − µj

]
∝ exp

(
− 1

2

σ2

|Σ|(σ2 + τ−1
i )(σ2 + τ−1

j )

[x− µi, y − µj]

[
σ2(σ2 + τ−1

j ) −(σ2 + τ−1
i )(σ2 + τ−1

j )

−(σ2 + τ−1
i )(σ2 + τ−1

j ) σ2(σ2 + τ−1
i )

][
x− µi

y − µj

])
.

Finally, setting

G(x, y) = [x− µi, y − µj]

[
σ2(σ2 + τ−1

j ) −(σ2 + τ−1
i )(σ2 + τ−1

j )

−(σ2 + τ−1
i )(σ2 + τ−1

j ) σ2(σ2 + τ−1
i )

][
x− µi

y − µj

]
,

and simplifying, we can write

JP(x, y) =

√
(σ2 + τ−1

i )(σ2 + τ−1
j )

(σ2 + τ−1
i )(σ2 + τ−1

j )− σ4

· exp
(
−1

2

σ2τiτj

(σ2τi + σ2τj + 1)(σ2 + τ−1
i )(σ2 + τ−1

j )
G(x, y)

)
.

129



For our experiments with ABM, this gives:

JP(x, y) =

√
(2.1 + τ−1

i )(2.1 + τ−1
j )

(2.1 + τ−1
i )(2.1 + τ−1

j )− 4.41

· exp
(
− 1.05τiτj

(2.1τi + 2.1τj + 1)(2.1 + τ−1
i )(2.1 + τ−1

j )
G(x, y)

)
,

when the substitutions µ = 7 (implicitly in the definitions of µi and µj) and σ2 = 2.1 are

also made in the definition of G(x, y). For each semester in the real data, we just substitute

the corresponding estimates of µ and σ2 given in Table 4.1.

C.4 Considering Novel Mechanisms

In this section, we give a brief description of some novel (to our knowledge) mechanisms that

we used in an effort to push the Pareto frontier delineated by the established mechanisms

from the peer prediction literature. For these experiments, we adopt the alternative notion

of report quality described in Section 4.5.

Although these novel mechanisms do not significantly expand the Pareto frontier in our

setting, we expect that many of them may be useful in other settings where data is more

readily available. In particular, as with some of the established parametric mechanisms

described in Section 4.3.3, the robustness against strategic reporting of certain mechanisms

may be compromised by the fact that agents’ reports, through the estimation procedure,

have an effect on the ground truth estimates that are later used in scoring their reports. In

settings with more data, it may be possible to get good ground truth score estimates that

are independent of the reports of the particular agent being scored by the mechanism.

Lastly, note that each of our novel mechanisms is parametric. Thus, each mechanism

begins by estimating the parameters of model PG1 according to our estimation procedure.

Coefficient of Determination (R2) Mechanism. This mechanism pays each agent the

coefficient of determination (denoted R2) between the set of their bias-corrected reports

(which constitute the “predicted values” in the definition of R2) and the set of true score

estimates on those same tasks (which constitute the “observed data” in the definition of R2).

The intuition behind this mechanism is that R2 can be interpreted as the proportion of

the variance in the observed data that can be explained from the predicted values. Thus,

agents who report accurately ought to do well—their reports explain a high fraction of the

variance in the ground truth, because most of the variance in the reports of a reliable grader

130



comes from variation in the ground truth scores (as opposed to coming from noise in the

process of generating their signals of the ground truth scores.) Further, conditioned on their

signal, any strategy that an agent applies cannot depend on the ground truth, since the

signal contains all of an agent’s private information about the ground truth. As a result, the

coefficient of determination between an agent’s signals and the ground truth scores cannot

be increased by applying a strategy to the signals to generate non-truthful reports. (Note,

however, that this statement is a simplification in our setting, since it ignores the role that

reports play in the estimation procedure.)

Correlation (CORR) Mechanism. This mechanism pays agents the (sample) Pearson

correlation coefficient, r, between the set of their bias-corrected reports for the submissions

that they graded and the set of true score estimates computed for those submissions.

The intuition here is similar to that of the previous mechanism. Accurate reports ought to

be more highly correlated with the ground truth. Further, as described above, the correlation

between an agent’s signals and the ground truth scores cannot be increased by applying a

strategy to the signals to generate non-truthful reports because—given their signal—any

strategy that an agent applies cannot depend on additional private information about the

ground truth score. (As above, though, this statement is a simplification in our setting, since

it ignores the role that reports play in the estimation procedure.)

Leave-One-Out (LOO) Mechanism. The idea of this mechanism is to capture the value

of an agent’s report by determining how much the quality of the true score estimate deteri-

orates (for each submission that they grade) when they are omitted from the population of

agents. The mechanism estimates the parameters of model PG1 using our estimation pro-

cedure once with the entire population of n agents, then n more times with a population of

n− 1 agents, leaving out a different agent each time. Note that, as a result, this mechanism

takes significantly longer to run than the other mechanisms.

In implementing this mechanisms, especially in settings with more data, reliable ground

truth estimates for each submission should not be difficult to compute, even when leaving

one agent at a time out of the estimation procedure. In our setting, however, we found that

reliable ground truth estimates would not be sufficient to make this mechanism worthwhile

to run (particularly in light of the significantly increased computational resources it requires

compared to the other mechanisms).

To gauge the potential of this mechanism, we gave it access to the underlying ground

truth scores. Each agent was paid according to the reduction in squared error that resulted

from including them in the agent population. That is, for each submission that they graded,

each agent was paid the squared error of the true score estimate with them left out (with
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respect to the ground truth) minus the squared error of the true score estimate with them

included (also with respect to the ground truth).

Even with access to the ground truth scores, this mechanism did not demonstrate sig-

nificant measurement integrity compared to the best-performing mechanisms. Moreover—

because of the access to the true scores—it would not be fair to compare it to the other mech-

anisms (especially with respect to robustness against strategic reporting). Consequently, this

mechanism is omitted from Figure C.2.

Maximum Correlation Coefficient (MCC) Mechanism. This mechanism, along with

the intuition behind it, was suggested by Fang-Yi Yu. Given a pair of random variables

(X, Y ) ∼ PX,Y , the maximum correlation coefficient between X, Y is

ρ∗(X, Y ) = max
f,g

{
E[f(X)g(Y )] : E[f(X)] = E[g(Y )] = 0,E[f(X)2] = E[g(Y )2] = 1

}
.

For a bivariate normal distribution, it is known that ρ∗(X, Y ) = |ρ(X, Y )|, where ρ is the

typical correlation coefficient [119]. Since a pair of signals in model PG1 follows a bivariate

normal distribution, we can apply that principle to a mechanism and pay each pair of agents

that completed the same task according to the maximum correlation coefficient between

their reports.

According to model PG1, for a pair of agents i and j who receive signals given by the

random variables X and Y (respectively):

ρ∗(X, Y ) =

∣∣∣∣∣∣ 2.1√
2.1 + τ−1

i

√
2.1 + τ−1

j

∣∣∣∣∣∣ (C.1)

In general, the intuition for the incentive compatibility of this mechanism follows from

the revelation principle. The mechanism, in maximizing the correlation coefficient, applies

the “optimal strategy” for the agents once it receives their reports. Therefore, agents need

not perform their own strategic manipulations.

In our setting specifically, there is an even more straightforward argument: Each agent’s

reports do not play a direct role in determining their payments. That is, the reports do not

appear in eq. (C.1), above. Note, however, that the reports do have an indirect effect, since

they are used for computing estimates of τi and τj according to our estimation procedure.

Parametric Φ-Divergence∗ Pairing (Φ-Div∗
P ) Mechanism. This mechanism, as implied

by the name, is quite similar to the Φ-DivP mechanism. The only difference is, in the

Φ-Div∗P mechanism, agents are “paired” with the ground truth instead of with other agents.

For the bonus task, the second report is an estimated true score that is computed (using
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the formula and parameters in the estimation procedure) with only the other three agents’

reports on that task. Thus, the agent who is being scored by the mechanism is not taken

into consideration when computing the estimated true score with which they are “paired.”

For the penalty task, the second report is an estimated true score (given by the estimation

procedure, i.e., computed using all 4 agents that submitted a report) for a task that was not

completed by the agent who is being scored.

Parametric Adjusted Mean Squared Error (AMSEP ) Mechanism. To discourage

agents from hedging, this mechanism introduces a penalty for being too close to the mean of

the prior distribution (i.e., 7) into the scores computed in the established MSEP mechanism.

For each submission si,j, each agent k who graded that submission is assigned the following

reward:

−((rki,j − b̂k)− ĝi,j)
2 + 0.1 · ((rki,j − b̂k)− 7)2,

where b̂k is the estimated bias of grader k, and rki,j is grader k’s report for submission si,j,

and ĝi,j is the estimated true score for submission si,j.

C.4.1 Revisiting the Pareto Frontier

Recall that in these experiments, we consider the alternative notion of report quality de-

scribed in Section 4.5 and we use coarse ordinal measurement integrity (with respect to

AUCC) rather than fine ordinal measurement integrity (with respect to τB), so the Pareto

frontier in Figure C.2 is slightly different than that of Figure 4.1.

C.5 Additional Experimental Results

In this section, we plot the results of additional experiments, including results for the exper-

iments from Sections 4.4 to 4.6 with the DMI mechanism.

C.5.1 Measurement Integrity

C.5.1.1 Measurement Integrity Under an Alternative Conception of Report

Quality

In Figures C.3 to C.5, we show the results of our experiments from Section 4.5 including

the results for the DMI mechanism. Recall that according to the methodology described in

Section 4.5.1.1, agents are assigned to submissions according to a random 4-regular graph

with a vertex for each agent. The DMI mechanism is not functional using this procedure, so
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Figure C.2: The novel mechanisms that we consider do not significantly expand the Pareto
frontier delineated by the established mechanisms from the peer prediction literature. The
most notable change is that some of the Φ-Div∗P mechanisms fill in the space in the lower
right section of the figure, narrowly supplanting their counterpart Φ-DivP mechanisms as the
mechanisms that are most robust against strategic reporting in our experiments, but at the
cost of lower measurement integrity.

for that mechanism the agents are instead randomly partitioned into disjoint 4-cliques, and

each agent in a clique grades all 4 submissions from another clique.

The results from these experiments highlight a disconnect between theoretical properties

and empirical performance for peer prediction mechanisms: for the former the DMI mecha-

nism is perhaps the most exemplary and the OA mechanism perhaps the least; for the latter,

the roles are starkly reversed.

C.5.2 Robustness Against Strategic Reporting

C.5.2.1 Computational Experiments with ABM

See Figure C.6 for the results of the experiment from Section 4.6.2 for the DMI mechanism.

Note that for the DMI mechanism, the effect of the strategies is different, because of the

mapping down to only 2 report options. This explains why several of the strategies are

completely neutral under DMI; they do not affect the value of the report after the mapping.

In our simulated experiments (described in Section 4.6.2.1), during the first reward as-

signment of each iteration, we also record the AUC resulting from a consideration of each

mechanism’s rewards as scores with which to classify the agents as either truthful or strategic.

This gives a more population-level view of the incentives for reporting truthfully or strate-

gically. In this case, AUC can be interpreted as the probability that a uniformly random
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Figure C.7: Quantifying Robustness with ABM. Variance of the rank gain achieved by a
single student deviating from truthful to strategic reporting.
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truthful agent is ranked higher than a uniformly random strategic agent. The results are

shown in Figure C.8.5 Note that for these plots, we allow bias correction from the parametric

mechanisms. The population-level view tells the same story as the results of our individual-

level analysis (as depicted in Figure 4.8 for non-parametric mechanisms and Figure 4.10 for

parametric mechanisms).

C.5.2.2 Computational Experiments with Real Data

See Figure C.9 for the corresponding results concerning the variance of the gain.

C.5.2.3 Improving Robustness with Bias Correction

See Figure C.10 has the corresponding variances in rank gain for the bias-correcting the

Φ-DivP mechanisms.

C.5.3 Measurement Integrity in the Presence of Strategic Agents

See Figure C.11 for the results of the experiment from Section 4.7 including the results for

the DMI mechanism.

C.5.4 Estimating Ground Truth Scores

Here, we provide evidence for the utility of our parameter estimation procedure that is

described in Section C.2.1.2.

In the Continuous Effort, Unbiased Agents setting with truthfully reporting agents, we

simulate the grading of 1000 assignments with 100 submissions each and record the mean

squared error of the estimation of the ground truth scores for each of the following two

methods:

1. Consensus Grade. Estimates the true score of a submission as the mean of the graders’

reports.

2. Parameter Estimation Procedure, No Bias (Procedure-NB). Estimates the true score

of a submission using the parameter estimation procedure from Section C.2.1.2, but

without estimating agent biases. All agent biases are assumed to be 0 and the Update

step in which biases are estimated is skipped in each iteration of the procedure.

We do the same in the Continuous Effort, Biased Agents setting for each of the following

3 methods:

5For clarity, the plots are shown in steps of size 20 instead of 10.
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1. Consensus Grade. Estimates the true score of a submission as the mean of the graders’

reports.

2. Parameter Estimation Procedure, No Bias (Procedure-NB). Estimates the true score

of a submission using the parameter estimation procedure from Section C.2.1.2, but

without estimating agent biases. All agent biases are assumed to be 0 and the Update

step in which biases are estimated is skipped in each iteration of the procedure.

3. Parameter Estimation Procedure (Procedure). Estimates the true score of a submission

using the parameter estimation procedure from Section C.2.1.2 (including estimating

agent biases).

The results of both experiments are plotted in Figure C.12. We find that our estimation

procedure improves over the consensus grade in both cases. We also, once again, see the

value of modeling the bias of agents in Appendix C.5.4.
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Figure C.8: Quantifying Robustness with ABM. Comparing the rewards between strategic
and truthful agents using AUC.
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Figure C.9: Quantifying Robustness with Real Data. Variance of the rank gain achieved by
a single student deviating from truthful to strategic reporting.
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(a) Quantifying Robustness with ABM.
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Figure C.10: Improving Robustness with Bias Correction. Variance of the rank gain
achieved by a single student deviating from truthful to strategic reporting for the the
Φ-DivP mechanisms, when they correct for estimated agent biases.
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Figure C.11: Measurement Integrity in the Presence of Strategic Agents with DMI. Average
values of τB for each informative strategy as the number of strategic agents varies. The
average for each number of strategic graders is taken over 100 simulated semesters.
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Figure C.12: Estimating Ground Truth Scores. Mean squared errors for the estimation of
ground truth scores on 1000 assignments with 100 submissions each.
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APPENDIX D

Software

Testing Conventional Wisdom (of the Crowd). The code for our analysis, avail-

able at https://github.com/burrelln/Testing-Conventional-Wisdom, is implemented

in Python 3. To fit IRT models using the standard marginal maximum likelihood (MML)

technique, we use the G. Item Response Theory (girth) package [84]. To perform cali-

brated statistical hypothesis tests for the unimodality of empirical distributions, we use the

modality package [39]. In order for this package to work in Python 3, we had to modify

the source code. In particular, it was necessary to change the print statements from the

Python 2 syntax to the Python 3 syntax.

The rest of our tests and procedures were implemented by us. They rely on the following

well-known Python packages: numpy [33], pandas [68; 112], scikit-learn [73], and scipy

[102]. The logit-probabilities of correctness in the Figure 2.1 were plotted using the seaborn

package [104].

Understanding When Peer Grades (Definitely) Outperform Instructor Grades.

Our simulation code is implemented Python 3 using the NumPy [33], using the pandas [69;

112], SciPy [102], Scikit-learn [73], and statsmodels [87] packages. Results of the experiments

are plotted using the pandas, Matplotlib [36], and seaborn [104] packages.

In order to make our experiments tractable, we ran simulations in parallel using the

Lithops multi-cloud serverless computing framework [52; 83] to interface with IBM Code

Engine and IBM Cloud Object Storage.

Our code for generating simulated data from and conducting inference for model PGZ

is based heavily on code that was graciously shared with us by Zarkoob et al. [124]. The

software for computing quantiles of mixture distributions is based on code from [107].

Measurement Integrity in Peer Prediction. The code for our experiments is available

at https://github.com/burrelln/Measurement-Integrity-and-Peer-Assessment.
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Our ABM and all experiments are implemented Python 3 and use the NetworkX [31],

NumPy [33], SciPy [102], and Scikit-learn [73] packages. Results of the experiments are

plotted using the pandas [68; 112], Matplotlib [36], and seaborn [104] packages.
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