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ABSTRACT

Optimal experimental design (OED) is a statistical approach aimed at designing experiments in
order to extract maximum information from them. It entails carefully selecting experimental
conditions to effectively achieve specific objectives, such as minimizing the uncertainty associated
with the model parameters. OED is highly valuable in various fields such as engineering, physics,
chemistry, and biology to optimize the performance of a system or to gain a deeper understanding of
a phenomenon. While conventional OED approaches predominantly focus on batch experimental
designs that maximize expected information gain on model parameters, there remain active research
questions that merit further investigation:

• How can we optimally design a sequence of experiments, and fully capture information
offered by earlier experiments to adaptive update the later ones?

• How can we expand the OED objective function to include other design metrics beyond
model parameter inference, such as model discrimination and goal-oriented predictions?

• How can we incorporate robustness into OED?

To address these questions, we first present a mathematical framework and computational
methods to optimally design a finite number of sequential experiments. We formulate this sequential
OED (sOED) problem as a finite-horizon partially observable Markov decision process (POMDP)
in a Bayesian setting and with information-theoretic utilities. sOED then seeks an optimal design
policy that incorporates elements of both feedback and lookahead, generalizing the suboptimal batch
and greedy designs. We solve for the sOED policy numerically via policy gradient (PG) methods
from reinforcement learning, and provide a derivation of the PG expression for sOED. Adopting an
actor-critic approach, we parameterize the policy and value functions using deep neural networks
and improve them using gradient estimates produced from simulated episodes of designs and
observations. The overall PG-sOED method is validated on a linear-Gaussian benchmark, and its
advantages over batch and greedy designs are demonstrated through a contaminant source inversion
problem in a convection-diffusion field. Building upon sOED, we introduce variational sequential
OED (vsOED) to further accelerate the designing process. Specifically, we adopt a lower bound
estimator for the expected utility through variational approximation to the Bayesian posteriors.
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The optimal design policy is solved numerically by simultaneously maximizing the variational
lower bound and performing policy gradient updates. We demonstrate this general methodology
for a range of OED problems targeting parameter inference, model discrimination, and goal-
oriented prediction. These cases encompass explicit and implicit likelihoods, nuisance parameters,
and physics-based partial differential equation models. Our vsOED results indicate substantially
improved sample efficiency and reduced number of forward model simulations compared to previous
sequential design algorithms.

In order to design experiments in a robust manner, we further introduce robust OED (rOED).
We employ the utility variance as a measure of design robustness and introduce a variance-
penalized objective formulation that tradeoff between maximizing expected utility (optimality) and
minimizing utility variance (robustness). To accurately estimate the variance-penalized objective,
we propose a double-nested Monte Carlo estimator, enhanced by efficient sampling techniques
for improved efficiency. The accuracy and convergence of the proposed estimator is validated
on benchmark examples and a sensor placement problem for source inversion in a diffusion field
with building obstacles. Lastly, we formulate robust sequential OED (rsOED) that combines
the principles of sequential design with the variance-penalized robust objective. We provide a
solution algorithm enabled by deriving the policy gradient expressions of rsOED, and validate its
performance on a nonlinear numerical example.
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CHAPTER 1

Introduction

1.1 Background and motivation

1.1.1 Optimal experimental design

Experiments are indispensable for scientific research and play a crucial role in advancing knowledge
and developing models. The data collected from experiments can provide valuable information
for refining and validating our models, which is pivotal for understanding the underlying processes
described by these models. However, conducting experiments and gathering data can be expensive
and time-consuming, and not all experiments yield an equal amount of information. Therefore,
carefully designed experiments have the potential to provide substantial resource savings.

Designs based on heuristics are generally not optimal, especially when dealing with high-
dimensional, nonlinear complex systems under uncertain and noisy environments. Leveraging a
model that simulates the experiment process, the research of optimal experimental design (OED)
seeks to systematically quantify and maximize the value of experiments. In order to identify these
high-value experiments, it is important to first specify a criterion that appropriately measures the
value of an experiment. A relevant and suitable criterion choice can vary from problem to problem
depending on the specific goals of the experiments. For example, when the goal is to learn particular
unknown parameters of a model, the criterion may entail the degree of uncertainty reduction on
those parameters; if the goal is to improve the prediction of certain quantities of interest (QoIs)
computed by the model, the criterion may pertain to the reduction of predictive uncertainty of those
QoIs; and if the goal is to select the most plausible model among a set of candidate models, the
criterion may involve metrics for model selection.

Historically, OED with linear models [50, 4, 133] uses criteria based on the information matrix
to maximize the value of experiments. Different operations on this matrix lead to the well-known
alphabetical designs [18]: A-optimality minimizes the trace of the inverse of the information matrix,
D-optimality maximizes the determinant of the information matrix, and E-optimality maximizes
the minimum eigenvalue of the information matrix, etc. Bayesian OED further incorporates prior
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and posterior distributions that reflect the uncertainty reduction from the experiment [34, 13, 33].
In particular, Bayesian 𝐷-optimal design generalizes to the nonlinear setting under an information-
theoretic perspective [92] by capturing the expected Kullback–Leibler (KL) divergence from the
prior to the posterior (equivalently, the expected information gain (EIG) on the model parameters).

Although Bayesian OED criteria can be evaluated analytically for the linear case, they are
intractable for nonlinear models and must require numerical approximations [21, 53, 33, 108, 123].
Common approximation techniques include linearization on nonlinear models [21, 53] and Laplace
approximation on the posterior distributions [97]. With advances in computing power and a need to
tackle problems with greater size and complexity, strategy has shifted towards enhancing Bayesian
OED capabilities to handle increasingly complex models without compromising on their nonlinear,
non-Gaussian nature [110, 108]. For example, a double-nested Monte Carlo (MC) sampling
technique has been proposed to estimate the EIG [124], and combined with sample reuse, surrogate
modeling, and stochastic optimization method to create a computationally feasible framework for
Bayesian OED with complex nonlinear systems [72]. Many advanced techniques have also been
proposed to accelerate computation, improve the estimation accuracy, or tailor Bayesian OED to
specific problems [143, 98, 150, 1, 123, 146, 114, 11, 82, 56, 51, 62, 120].

The OED problem becomes more challenging when nuisance (or auxiliary, ancillary) parameters
are present—that is, additional parameters that carry uncertainty but not targeted for inference.
Numerical techniques such as the double-nested MC can no longer be directly applied since the
nuisance parameters need to be marginalized out, requiring yet another MC loop. To tackle this
need, [51] introduces a layered multiple importance sampling technique with an additional MC
marginalization, while [114] proposes to use a semi-implicit nested MC estimator to estimate the
expected utility with nuisance parameters, and [56] presents a variational OED framework that can
handle implicit likelihoods with nuisance parameters by learning a variational approximation for
both the likelihood and marginal likelihood.

While much of the above work focused on OED criteria targeting the model parameters, in many
scenarios prioritizing the uncertainty of a model’s QoI prediction becomes even more crucial. For
example, in engineering design, the ultimate goal may entail computing the maximum deformation
of a structure under a load (the QoI), while reducing the uncertainty of the structure’s material prop-
erties such as Young’s modulus and yield stress (the model parameters) would only be intermediate
steps needed toward computing the goal QoI. By adopting an OED criterion that reflects the infor-
mation gain directly on those QoIs would constitute a goal-oriented OED (GOOED) formulation,
which may lead to designs that differ significantly from their non-goal-oriented counterparts.

GOOED also brings additional computational challenges, since it needs to incorporate an addi-
tional parameter-to-QoI mapping. To address this issue, [28] proposes the Optimal Experimental
Design for Prediction (OED4P) framework. This framework focuses on optimizing experimental
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design for predictions based on push-forward models. It includes two types of problems: the in-
verse problem for updating the probability density function (PDF) of key input parameters based on
observation data, and the forward problem for measuring EIG through another push-forward model.
The OED4P framework updates the distribution of key model parameters through a new probability
measure, which is similar to Bayes’ theorem but uses an initial probability instead of evidence in
the denominator. It then generates an updated distribution of model predictions through sampling
methods and calculates the KL divergence between the updated and initial probabilities. This
framework helps reduce the expense of traditional Bayesian inference by avoiding the calculation
of evidence, but the framework departs from the Bayesian update of uncertainty and can be difficult
to apply in practice. Approaches more closely following the Bayesian framework include [6] that
focuses on linear mappings in order to allow analytical Gaussian posterior and posterior-predictive
distributions. An efficient computational method by [155] further uses an offline-online decomposi-
tion and low-rank approximation to reduce the complexity of high dimensional QoIs, but remained
with linear models. GOOED for nonlinear observation and prediction mappings remains an open
and active area of research.

When multiple candidate models are available, OED for model discrimination aims to design
experiments to effectively differentiate between multiple candidate models, rather than solely
focusing on model parameters or predictions. Various utility functions for model discrimination
have been proposed, including total separation that accounts for the difference between the posterior
predictive means of candidate models [122, 102, 103], T-optimality criterion which maximizes the
minimal deviation between a null model and an alternative [5], and mutual information between
the model indicator and the observations [19, 17, 32, 46, 65] that is widely used.

In addition to the OED challenges for handling nonlinear models, nuisance parameters, goal-
oriented QoIs, and multi-models each in its own, another key research gap is there does not exist
a unified OED framework that can incorporate them simultaneously. Furthermore, all the OED
methods mentioned above are designed for static (batch) experiments, and do not accommodate the
adaptive design of a sequence of experiments. We seek to fill these gaps through the work of this
thesis.

1.1.2 Sequential optimal experimental design

When multiple experiments can be performed sequentially, common OED strategies be-
come suboptimal. Batch (static) design decides all experiments a priori and does not offer
any opportunity to adapt to new observations (i.e., no feedback). Greedy (myopic) design
[20, 44, 32, 136, 45, 46, 79, 64, 81] plans only for the next experiment and lacks consideration for
future consequences (i.e., no lookahead). It is easy to relate, even from everyday experience (e.g.,
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driving a car, planning an event), that a lack of feedback (adaptation) and lookahead (foresight) can
lead to suboptimal decision-making.

A provably optimal formulation of sequential experimental design—we call it the sequential
OED (sOED) [109, 147, 71, 74]—includes both elements of feedback and lookahead. As we will
show in this thesis, sOED generalizes both the batch and greedy designs. The main features of
sOED are twofold. First, sOED works with design policies (i.e., functions that adaptively suggest
what experiment to perform depending on what has transpired). Second, sOED designs for all
remaining experiments, therefore it captures the effect of each design decision on the entire design
horizon.

Following [71, 74], sOED can be formally and mathematically formulated using a state-space
representation, specifically via a partially observable Markov decision process (POMDP). In this
approach, a belief state is formed based on the Bayesian posterior describing the uncertainty of
a hidden state (i.e., of the unknown model parameter), thereby turning the POMDP into a belief
Markov decision process (MDP) [95]. The formalization through state-space modeling reveals
the essence of sequential design: its ability to adapt. Adaptation must be done in response to
something, and this “something” is what defines the state. The intersection of sequential design
and state-space modeling is largely missing in the current OED literature .

The POMDP emerging from sOED is atypical and challenging: finite horizon, continuous
distributions, infinite state space, continuous designs and observations, sampling-only transitions
where each is a Bayesian inference, and information measures as rewards. Off-the-shelf POMDP
algorithms (e.g., [31, 94, 30, 87, 75]) are not directly suitable to accommodate this problem. Solution
attempts for sOED have also been sparse, for example [29, 60, 119, 24, 36, 111, 149] largely limit
to discrete settings or do not use a Bayesian framework with information criteria. More recent
efforts for Bayesian sOED [71, 74] employ approximate dynamic programming (ADP) and transport
maps but remain computationally expensive. Elsewhere, [55] introduces the Deep Adaptive Design
(DAD) that efficiently amortizes the inference cost by learning a policy network that instantaneously
returns the next design given previous designs and observations, thereby greatly accelerating the
online deployment speed. A variant, the Implicit DAD (iDAD) [76], is further furnished with the
ability to accommodate implicit likelihoods. Since both DAD and iDAD use the forward model (i.e.
parameter-to-observable map) derivative, [14] proposed to learn the policy using RL without this
requirement. However, both this RL algorithm and DAD employ a nested Monte Carlo (MC) EIG
lower bound that scales with O(𝑛2) forward model evaluations, which remains costly since each
forward model run may entail a partial differential equation (PDE) solve in many engineering and
science settings [154]. Moreover, these advanced sequential design methods solely focus on criteria
targeting the model parameters, while there is a noticeable lack of research on sOED tailored for
tasks such as model discrimination and goal-oriented QoIs, particularly when nuisance parameters
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are involved.

1.1.3 Robust optimal experimental design

Conventional Bayesian OED studies primarily focus on maximizing the expected utility (e.g., the
expected information gain) of experiments, acknowledging the inherent randomness resulting from
the stochastic nature of experimental observations that cannot be predetermined. As a result, it is
necessary to consider all possible scenarios by taking the expectation over observations. However,
these studies typically ignore the risk or spread associated with the utility itself. While a design
that maximizes the expected utility is optimal in expectation, it does not guarantee a high utility
outcome once the experiment is conducted and the data is collected. Figure 1.1 illustrates this
point by showing the histograms of utility for two different designs. Design #1 has a slightly
higher expected utility of 5 compared to design #2 which stands at 4.8, making design #1 superior
under the criterion of maximizing the expected utility. However, the utility of design #1 exhibits a
significantly larger variance. This implies that there is a non-small probability of obtaining a utility
lower than 3 if an experiment is conducted under this design. On the other hand, design #2 offers
much higher certainty of the utility, with very small probability for the utility to be lower than 4.
In this case, despite design #1 having a higher utility in expectation, design #2 can be reasonably
considered as a better design due to its more stable outcome. This aligns with the principle of loss
or risk aversion, especially when considering potential experimental costs. The possibility of a low
utility outcome with design #1 may result in a much larger loss, taking into account the expense of
the experiment.

0 1 2 3 4 5 6 7 8 9 10
Utility

0.0
0.2
0.4
0.6
0.8
1.0
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De
ns

ity

design #1
design #2

Figure 1.1: Utility histograms of two example designs.

The example above highlights the need for a more robust approach to experimental design, which
we refer to as robust OED (rOED). rOED aims to find a design that not only has a high expected
utility, but also a stable outcome. There is already existing literature on robust design, such as
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Taguchi methods in product quality control, which addresses variation in product performance
due to uncontrollable environmental factors by varying them along with the controllable design
factors [140, 49, 86, 10, 25, 22]. Additionally, a variance-penalized criterion has been proposed
for response adaptive design of clinical trials to evaluate performance based on both expected total
responses and the variance of responses [156, 89]. In the experimental design field, clustering
local optimal designs have been used to construct a robust experimental design for multivariate
generalized linear models [43], tolerating model violations by augmenting the optimal design
points with space-filling points [85], and a worst-case formulation with a min-max (or max-min)
optimization [148, 84, 137]. [67] further compares the worst-case design with Bayesian OED, and
finds that Bayesian OED is already robust to some extent compared with non-Bayesian OED, as it
marginalizes out the uncertainty by taking the expectation over the prior. More research has been
done to make the Bayesian OED more robust against prior misspecifications by using classes of
priors [13, 12, 40, 145]. Nevertheless, there remains a lack of investigation on identifying and
minimizing the variability of the experimental utility within the Bayesian OED framework.

1.1.4 Robust sequential optimal experimental design

The idea of robustness can be further combined with sequential experiments to form the robust se-
quential OED (rsOED). The objective of rsOED is to enhance the robustness of sOED by effectively
controlling the variance of the rewards/utilities associated with the experimental outcomes.

There is no existing work specifically for rsOED, however, significant progress has been made
in the field of reinforcement learning to improve the robustness of agent behaviors. For instance,
exponential utilities are used to model risk-averse behaviors [70, 16, 9, 112], value-at-risk (VaR) and
conditional-value-at-risk (CVaR) are also utilized to improve the robustness of policy by focusing
on eliminating bad rewards [48, 121, 35, 141, 157], and reinforcement learning algorithms are also
developed for the worst-case criterion [68, 104].

In addition to these risk-sensitive methods, variance-based methods are also widely adopted
due to their high interpretability, and mean-minus-variance is commonly used due to its simplicity
[52, 135, 151, 101]. In order to estimate the variance, an indirect method is proposed using the first
and second moment of the rewards [135], and has been widely studied [152, 142, 88, 118]. For
example, [142, 88] developed an actor-critic method for mean-minus-variance optimization, and
[152] extends the usage of the indirect estimator to _-returns. Meanwhile, a direct estimator of the
variance is also proposed [131], and [77] proposes a variance-penalized on-policy and off-policy
actor-critic method based on the direct estimator, and provides the policy gradient for maximizing
the variance-penalized objective, however, their work is limited to stochastic policy, and there is a
lack of variance-penalized reinforcement learning algorithms specifically designed for deterministic
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policies and continuous action spaces.

1.2 Objectives and outline

Despite significant recent advances and wide-ranging applications in the field of OED, the research
on sOED is relatively limited, particularly in leveraging reinforcement learning techniques. In
addition, existing sOED research is computationally intensive in terms of forward model evaluations
and only concentrates on the inference of model parameters as the objective of experimental design.
Moreover, there is a significant research void in the area of controlling the utility variance within
the Bayesian OED framework. This gap exists not only in the context of batch (non-sequential)
design but also in sequential designs.

We propose to tackle these research challenges in this thesis via two main avenues. First, we
aim to develop computationally efficient sOED methods for a range of OED problems targeting
parameter inference, model discrimination and goal-oriented prediction, even in the presence of
nuisance parameters. Second, we want to develop numerical techniques that enhance the robustness
of both OED and sOED by effectively controlling the variance of utilities.

More specifically, the main objectives of this thesis can be summarized as follows.

• To develop computationally efficient methods for solving sOED problems using techniques
from reinforcement learning. Specifically, it is achieved via the following sub-objectives:

– To derive the policy gradient expressions for finite-horizon sOED to enable gradient-
based optimization.

– To leverage the expressive capabilities of deep neural networks to approximate the
policy and value function, as well as to serve as surrogate models for expensive forward
models.

– To employ advanced reinforcement learning techniques, such as replay buffer and the
target network.

• To rigorously formulate the variational sequential optimal experimental design (vsOED)
framework, which uses the variational approximation to the Bayesian posteriors to form a
lower bound estimator for expected utility, avoiding the need for computationally intensive
information gain calculations.

• To extend vsOED to handle various OED problems including parameter inference, model
discrimination, and goal-oriented prediction, even when nuisance parameters are present.
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• To formulate the robust optimal experimental design (rOED) framework, which enhances
the robustness of batch (non-sequential) design by introducing a penalty on the variance
of utilities to the objective function. This involves developing numerical techniques for
estimating the variance-penalized objective function, and analyzing the bias and variance of
the estimator.

• To formulate the robust sequential optimal experimental design (rsOED) framework, combin-
ing the principles of sOED and rOED. This includes deriving the policy gradient expressions
for the variance of the total rewards for rsOED, and utilizing variational posterior approxi-
mation to accelerate the computation.

• To validate sOED, vsOED, rOED and rsOED using numerical examples, including those
involving computationally-intensive PDE-based models.

The dissertation is organized as follows. In Chapter 2, we present a thorough formulation
for sOED and its problem statement, detail the PG-sOED algorithm and its numerical setup and
demonstrate PG-sOED on a number of numerical examples. In Chapter 3, we introduce vsOED
within a unified framework, offer numerical algorithms to solve vsOED problems and demonstrate
its efficiency over baseline methods through various illustrative examples. In Chapter 4, we
introduce the formulation of the variance-penalized rOED, propose a double-nested MC estimator
to estimate the variance-penalized criterion, and provide the convergence order of this estimator.
We present numerical examples to validate the convergence of the proposed estimator and show
the value of rOED in real physical problems. In Chapter 5, we present the problem statement of
rsOED, provide the policy gradient expressions and the corresponding MC estimator, and validate
rsOED on a numerical example. The last chapter, Chapter 6, provides concluding remarks and
discussions for future work.
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CHAPTER 2

Sequential Optimal Experimental Design

Sequential optimal experimental design (sOED) involves the optimal design of a sequence of
experiments by leveraging newly acquired information (i.e., adaptation or feedback) and anticipat-
ing future effects (i.e., lookahead). In this chapter, we present a general mathematical formulation
to sOED featuring a state-space representation under the belief Markov decision process (MDP)
framework. We prove the sOED’s optimality over batch and greedy designs, and illuminate the
inherent higher computational cost of greedy design compared to sOED by contrasting their infor-
mation gain reward structures. We then introduce new, computationally efficient methods to solve
the sOED problem using actor-critic techniques from reinforcement learning (RL). Specifically, we
will derive the policy gradient (PG) formulas for sOED to enable gradient-based optimization, and
employ deep neural network (DNNs) to achieve expressive parameterization of the policy func-
tions. We call this new method the PG-sOED algorithm. We validate PG-sOED on a benchmark
example and demonstrate its advantages over other design baselines (e.g., batch and greedy designs)
via a sensor movement problem for contaminant source inversion in a convection-diffusion field.
Notably, we provide explanations for the resulting policy behaviors using knowledge about the
underlying physical process.

In this chapter, we only focus on sOED for model parameter inference, the extension to other
design objectives (e.g., model discrimination, goal-oriented prediction) will be introduced in Chap-
ter 3.

The content of this chapter corresponds to the author’s publication [130], and the code is
available at: https://github.com/wgshen/sOED.
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2.1 Problem formulation

2.1.1 Background

Consider designing a finite1 number of 𝑁 experiments indexed by 𝑘 = 0, 1, . . . , 𝑁 − 1. The
integer 𝑘 then represents the number of experiments completed thus far (e.g., 𝑘 = 0 refers to
the first experiment before any has been conducted, and 𝑘 = 𝑁 − 1 refers to the last experiment
where 𝑁 − 1 has been previously completed). While the decision of how many experiments to
perform (i.e., choice of 𝑁) is important, it is not considered in this thesis; instead, we assume
𝑁 is always given and fixed. Let \ ∈ R𝑁\ denote the vector of uncertain model parameters we
seek to learn from the experiments, 𝑑𝑘 ∈ D𝑘 ⊆ R𝑁𝑑 the design vector for the 𝑘th experiment,
(e.g., experiment conditions), 𝑦𝑘 ∈ R𝑁𝑦 the observation vector from the 𝑘th experiment, (i.e.,
experiment measurements), and 𝑁\ , 𝑁𝑑 , and 𝑁𝑦 respectively the dimensions of parameter, design,
and observation spaces. While the notation above suggests continuous-valued \, 𝑑𝑘 , and 𝑦𝑘 , discrete
or mixed settings can be accommodated as well. For simplicity, we let 𝑁𝑑 and 𝑁𝑦 be constant
across all experiments, but this is not required.

A Bayesian approach treats \ as a random vector. After performing the 𝑘th experiment, the
conditional probability density function (PDF) for \ is updated via Bayes’ rule:

𝑝(\ |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) =
𝑝(𝑦𝑘 |\, 𝑑𝑘 , 𝐼𝑘 )𝑝(\ |𝐼𝑘 )

𝑝(𝑦𝑘 |𝑑𝑘 , 𝐼𝑘 )
(2.1)

where 𝐼𝑘 = [𝑑0, 𝑦0, . . . , 𝑑𝑘−1, 𝑦𝑘−1] (and 𝐼0 = ∅) is the information sequence collecting the design
and observation records from all experiments before the 𝑘th experiment; 𝑝(\ |𝐼𝑘 ) is the prior
PDF (prior to the 𝑘th experiment), 𝑝(𝑦𝑘 |\, 𝑑𝑘 , 𝐼𝑘 ) is the likelihood, 𝑝(𝑦𝑘 |𝑑𝑘 , 𝐼𝑘 ) is the marginal
likelihood (or model evidence), and 𝑝(\ |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) is the posterior PDF. The prior depicts the state
of uncertainty about \ before the 𝑘th experiment, and the posterior represents the updated state
of uncertainty after having observed the outcome from the 𝑘th experiment. Equation (2.1) also
simplifies 𝑝(\ |𝑑𝑘 , 𝐼𝑘 ) = 𝑝(\ |𝐼𝑘 ) since the prior should not be affected by the upcoming design.

The likelihood describes the observable 𝑦𝑘 through a forward model 𝐺𝑘 that governs the
underlying process for the 𝑘th experiment (e.g., via solving a system of partial differential equations
(PDEs)). For example, a popular likelihood emerges from the observation model

𝑦𝑘 = 𝐺𝑘 (\, 𝑑𝑘 ; 𝐼𝑘 ) + 𝜖𝑘 , (2.2)

where 𝜖𝑘 is an additive noise (e.g., measurement noise). The inclusion of 𝐼𝑘 in 𝐺𝑘 signifies

1In experimental design, the experiments are generally expensive and limited in number. Finite and small values of
𝑁 are therefore of primary interest. This is in contrast to RL that often deals with infinite horizon.
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that model behavior may be affected by previous experiments. Each evaluation of the likelihood
𝑝(𝑦𝑘 |\, 𝑑𝑘 , 𝐼𝑘 ) = 𝑝𝜖 (𝑦𝑘 − 𝐺𝑘 (\, 𝑑𝑘 ; 𝐼𝑘 )) thus involves a forward model solve (e.g., the PDEs),
typically the most expensive parts of the overall computation.

Lastly, the posterior after the 𝑘th experiment 𝑝(\ |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) = 𝑝(\ |𝐼𝑘+1) becomes the prior for
the (𝑘 + 1)th experiment and can be similarly inserted back into Eqn. (2.1). Hence, Bayes’ rule
can be consistently and recursively applied for a sequence of multiple experiments, and it has long
been demonstrated as an extended logic for expressing and updating uncertainty as new evidence
becomes available [38].

2.1.2 Sequential optimal experimental design formulation

We now present the general formulation for sOED, posed as an MDP. An MDP is defined by a
4-tuple: {state space (X), design (action) space (D), transition dynamics (F ), and reward function
(𝑔)}. A policy (𝜋) further maps from state to action, thus it determines the rule for taking a design
(action) when at a particular state. All these entities are introduced in detail below. An overview
flowchart describing sOED is presented in Fig. 2.1 to accompany the definitions below.

Figure 2.1: Flowchart of the process involved in a 𝑁-experiment sOED.

State. The state vector 𝑥𝑘 = [𝑥𝑘,𝑏, 𝑥𝑘,𝑝] ∈ X𝑘 captures the state of the system and environment
before conducting the 𝑘th experiment. It encompasses a belief state 𝑥𝑘,𝑏 representing the state of
uncertainty about \, and a physical state 𝑥𝑘,𝑝 carrying all other non-uncertain state information
needed for subsequent experiments. Since \ is not directly observable and can be only inferred
from observations 𝑦𝑘 through Eqn. (2.1), this also corresponds to a POMDP for \ (or a belief-MDP
on 𝑥𝑘 since the belief and physical states in 𝑥𝑘 are fully observable).

Conceptually, a realization of the belief state manifests as a posterior random variable (𝑥𝑘,𝑏 =

𝑥′
𝑘,𝑏

) = (\ |𝐼𝑘 = 𝐼′
𝑘
). To represent such a random variable, one may use, for example, its PDF,

cumulative distribution function, or characteristic function, but these all require some functional
approximation in practice. Alternatively, one can track 𝐼𝑘 directly to capture 𝑥𝑘,𝑏 without any
approximation and without needing to perform Bayesian inference explicitly since 𝐼𝑘 is the trivial
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sufficient statistic for the posterior2, 3. However, the dimension of 𝐼𝑘 grows with 𝑘 , but is always
upper-bounded in the finite-experiment case here. Regardless of representation, the belief state
space is uncountably infinite (i.e., the possible posteriors that can be realized is uncountably
infinite), and hence it is not a discrete or finite-state system. We will further describe our numerical
techniques for the belief state in Sec. 2.2.2.1 and Sec. 2.2.2.3.

Design (action) and policy. Sequential experimental design is adaptive in nature. It involves
building policies mapping from the state space to the design space, 𝜋 = {`𝑘 : X𝑘 ↦→ D𝑘 , 𝑘 =

0, . . . , 𝑁 − 1}, where the design for the 𝑘th experiment is determined by the state via 𝑑𝑘 = `𝑘 (𝑥𝑘 ).
Thus, sOED is inherently adaptive and computes designs based on the current state which depends
on the previous experiments and their outcomes. We focus on deterministic policies in this work.

System dynamics (state transition). The system dynamics 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) describes
the transition from state 𝑥𝑘 to state 𝑥𝑘+1 after performing the 𝑘th experiment under design 𝑑𝑘 and
observing 𝑦𝑘 . For the belief state, the prior 𝑥𝑘,𝑏 transitions to the posterior 𝑥𝑘+1,𝑏 via Bayes’ rule
in Eqn. (2.1). The physical state, if present, evolves according to the relevant physical process. We
note that while the policy is deterministic, the transition from 𝑥𝑘 to 𝑥𝑘+1 is in fact stochastic since
the observation 𝑦𝑘 is random.

Utility (reward). 𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) ∈ R denotes the immediate reward obtained from performing
the 𝑘th experiment, and it may depend on the state, design, and observation values. Similarly,
𝑔𝑁 (𝑥𝑁 ) ∈ R denotes the terminal reward catching any other reward measure that can only be
computed after all experiments are completed. We will provide specific examples of reward
structure pertaining to information measures in Sec. 2.1.4.

sOED problem statement. The sOED problem seeks the design policy that solves the following
optimization problem: from a given initial state 𝑥0,

𝜋∗ = arg max
𝜋={`0,...,`𝑁−1}

𝑈 (𝜋) (2.3)

s.t. 𝑑𝑘 = `𝑘 (𝑥𝑘 ) ∈ D𝑘 ,

𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ), for 𝑘 = 0, . . . , 𝑁 − 1,

2𝐼𝑘 collects the complete history of experiments and their observations, therefore is a sufficient statistic for 𝑥𝑘 by
definition. Hence, if 𝐼𝑘 is known, then the full state 𝑥𝑘 is equivalently represented. All of these are conditioned on
a given initial 𝑥0 (which includes the prior on \), but for simplicity we will omit this conditioning when writing the
PDFs in this thesis, with the understanding that it is always implied.

3It is possible for \ |𝐼𝑘’s with different 𝐼 ′
𝑘
’s to have the same PDF (or distribution or characteristic function), for

example simply by exchanging the experiments. Hence, the mappings from 𝐼𝑘 to these portrayals (PDF, distribution,
characteristic functions) are non-injective. This may be problematic when considering transition probabilities of the
belief state, but avoided if we keep to our root definition of belief state based on 𝐼𝑘 , which remains unique.
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where

𝑈 (𝜋) = E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

(2.4)

is the expected total utility functional. If 𝑥0 is unknown or stochastic, another expectation can be
taken over 𝑥0.

There are several traits of the sOED problem that makes it uniquely challenging: finite hori-
zon; unobservable \; uncountably infinite state space; continuous design and observation spaces;
intractable and sample-only transitions; each transition requiring a Bayesian inference and a poten-
tially expensive forward model evaluation; and information measures as rewards.

2.1.3 Generalization of suboptimal experimental design strategies

We illustrate that both batch and greedy designs are special cases of the expected utility in Eqn. (2.4).
That is, sOED generalizes these design strategies.

Batch OED designs all 𝑁 experiments together prior to performing any of those experiments.
Hence, it is non-adaptive by definition and cannot make use of new information acquired from any
of the 𝑁 experiments to help adjust the design of other experiments. Mathematically, batch design
seeks static design (instead of a policy) over the joint design space D := D0 × D1 × · · · × D𝑁−1:

(𝑑ba
0 , . . . , 𝑑

ba
𝑁−1) = arg max

(𝑑0,...,𝑑𝑁−1)∈D
E𝑦0,...,𝑦𝑁−1 |𝑑0,...,𝑑𝑁−1,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]
, (2.5)

subject to the system dynamics. In other words, the design 𝑑𝑘 is chosen independent of 𝑥𝑘 (for
𝑘 > 0). The suboptimality of batch design becomes clear once realizing Eqn. (2.5) is equivalent
to the sOED formulation in Eqn. (2.3) but restricting all `𝑘 to be only constant functions—that
is, sOED corresponds to a constraint relaxation of the batch optimization problem. Therefore,
𝑈 (𝜋∗) ≥ 𝑈 (𝜋ba = 𝑑ba).

Greedy design is a type of sequential experimental design and produces a policy. It optimizes
only for the immediate reward at each experiment:

`
gr
𝑘
= arg max

`𝑘

E𝑦𝑘 |𝑥𝑘 ,`𝑘 (𝑥𝑘) [𝑔𝑘 (𝑥𝑘 , `𝑘 (𝑥𝑘 ), 𝑦𝑘 )] , 𝑘 = 0, . . . , 𝑁 − 2, (2.6)

`
gr
𝑁−1 = arg max

`𝑁−1

E𝑦𝑁−1 |𝑥𝑁−1,`𝑁−1 (𝑥𝑁−1) [𝑔𝑁−1(𝑥𝑁−1, `𝑁−1(𝑥𝑁−1), 𝑦𝑁−1) + 𝑔𝑁 (𝑥𝑁 )] ,

without needing to subject to the system dynamics since the policy functions `gr
𝑘

are decoupled.
𝑈 (𝜋∗) ≥ 𝑈 (𝜋gr) follows trivially.
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2.1.4 Information measures as experimental design rewards

In this section, we formulate reward functions that measure the information gained from the
sequence of experiments. The formulation also illuminates the inherent computational disadvantage
of greedy design compared to sOED. Lindley’s seminal paper [92] proposes to use the mutual
information between the parameter and observation as the expected utility, and Ginebra [61]
provides more general criteria for proper information measures for OED. In particular, mutual
information is equal to the expected KL divergence from the prior to the posterior, quantifying the
farness between these two distributions. A larger divergence corresponds to a greater degree of
belief update—and hence information gain—resulting from the experiment and its observation.

Following Lindley, we demonstrate the use of KL divergence in two sensible sequential design
reward structures. The first, call it the terminal-information-gain (TIG) formulation, involves
clumping the information gain from all 𝑁 experiments in the terminal reward (without loss of
generality, we omit non-information reward contributions):

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 0, 𝑘 = 0, . . . , 𝑁 − 1 (2.7)

𝑔𝑁 (𝑥𝑁 ) = 𝐷KL ( 𝑝(·|𝐼𝑁 ) | | 𝑝(·|𝐼0) )

=

∫
Θ

𝑝(\ |𝐼𝑁 ) ln
[
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

]
𝑑\. (2.8)

The second, call it the incremental-information-gain (IIG) formulation, uses incremental informa-
tion gain from each experiment in their respective immediate rewards:

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 𝐷KL (𝑝(·|𝐼𝑘+1) | | 𝑝(·|𝐼𝑘 ))

=

∫
Θ

𝑝(\ |𝐼𝑘+1) ln
[
𝑝(\ |𝐼𝑘+1)
𝑝(\ |𝐼𝑘 )

]
𝑑\, 𝑘 = 0, . . . , 𝑁 − 1 (2.9)

𝑔𝑁 (𝑥𝑁 ) = 0. (2.10)

We denote 𝑈𝑇 (𝜋) the sOED expected utility defined in Eqn. (2.4) subject to the constraints in
Eqn. (2.3) for a given policy 𝜋 while using the TIG formulation in Eqn. (2.7) and (2.8), and𝑈𝐼 (𝜋)
be the same except using the IIG formulation in Eqn. (2.9) and (2.10). It is important to note that in
this chapter, both TIG and IIG formulations only focus on the information gain (or equivalently KL
divergence) on parameter inference, and the extension to model discrimination and QoI prediction
will be discussed in Chapter 3.

Theorem 1 (Terminal-incremental equivalence in sOED for parameter inference). 𝑈𝑇 (𝜋) = 𝑈𝐼 (𝜋)
for any policy 𝜋.

A proof is provided in Appendix A.1. As a result, the two reward formulations lead to the same
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sOED problem.
Notably, greedy design can only be formed using the IIG formulation in Eqn. (2.9) and (2.10) (if

using TIG formulation, greedy design would optimize the zero in Eqn. (2.7)). Consequently, greedy
design has a major computational disadvantage: it must compute the posteriors and incremental
KL divergence terms for all intermediate experiments in order to evaluate the rewards. In contrast,
sOED may use the TIG formulation, which only requires computing the posterior and KL divergence
once after the final experiment is complete. Moreover, together with Theorem 1, we have𝑈𝑇 (𝜋∗) =
𝑈𝐼 (𝜋∗) ≥ 𝑈𝐼 (𝜋gr) (i.e., sOED achieves higher expected utility than greedy design regardless of
whether sOED uses the TIG or IIG formulation).

2.2 Numerical methods for sOED

We approach the sOED problem by explicitly parameterizing the policy functions. We then derive
gradient of the expected utility with respect to the policy parameters so to enable gradient-based
optimization of the policy—this is known as the PG method [132, 91, 139, 78, 41, 125, 105, 126,
99, 96, 8]. A key benefit of explicit policy parameterization is that the policy can be optimized
entirely offline, and only needs to be evaluated online without additional optimization iterations.
This is in contrast to ADP-sOED approaches [71, 74] and greedy design where a new optimization
must be performed online in order to identify the next experimental design, a much slower process.
In the following, we first derive the exact PG expression in Sec. 2.2.1. We then present numerical
methods in Sec. 2.2.2 to estimate this exact PG expression.

2.2.1 Derivation of the policy gradient

In the new PG-sOED method, each policy function `𝑘 is parameterized with parameters 𝑤𝑘
(𝑘 = 0, . . . , 𝑁 − 1), and denoted by the shorthand form `𝑘,𝑤𝑘

. The overall policy 𝜋 is therefore
parameterized by 𝑤 = {𝑤𝑘 ,∀𝑘} ∈ R𝑁𝑤 and denoted by 𝜋𝑤, where 𝑁𝑤 is the dimension of the
overall policy parameter vector. The sOED problem stated in Eqn. (2.3) and (2.4) then updates to:

𝑤∗ = arg max
𝑤

𝑈 (𝑤) (2.11)

s.t. 𝑑𝑘 = `𝑘,𝑤𝑘
(𝑥𝑘 ) ∈ D𝑘 ,

𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ), for 𝑘 = 0, . . . , 𝑁 − 1,
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from a given initial state 𝑥0, where

𝑈 (𝑤) = E𝑦0,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]
. (2.12)

We now aim to derive the gradient ∇𝑤𝑈 (𝑤) in order to leverage gradient-based optimization to
solve the sOED problem.

Before presenting the gradient expression, we first introduce the action-value function (or Q-
function). The Q-function following policy 𝜋𝑤 and at the 𝑘th experiment is

𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) = E𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +

𝑁−1∑︁
𝑡=𝑘+1

𝑔𝑡 (𝑥𝑡 , `𝑡,𝑤𝑡
(𝑥𝑡), 𝑦𝑡) + 𝑔𝑁 (𝑥𝑁 )

]
(2.13)

= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘
[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, `𝑘+1,𝑤𝑘+1 (𝑥𝑘+1))
]

(2.14)

𝑄
𝜋𝑤
𝑁
(𝑥𝑁 , ·) = 𝑔𝑁 (𝑥𝑁 ). (2.15)

for 𝑘 = 0, . . . , 𝑁 − 1, where 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ). The Q-function is the expected cumulative
remaining reward for performing the 𝑘th experiment at the given design 𝑑𝑘 from a given state 𝑥𝑘
and thereafter following policy 𝜋𝑤.

Theorem 2 (Policy gradient). The gradient of the expected utility in Eqn. (2.12) with respect to the
policy parameters (i.e., the policy gradient) is

∇𝑤𝑈 (𝑤) =
𝑁−1∑︁
𝑘=0
E𝑥𝑘 |𝜋𝑤 ,𝑥0

[
∇𝑤`𝑘,𝑤𝑘

(𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

]
. (2.16)

We provide a proof in Appendix A.2, which follows the proof strategy for an infinite-horizon
MDP given by [132] .

2.2.2 Numerical estimation of the policy gradient

The PG in Eqn. (2.16) cannot be evaluated in closed form and needs be approximated numerically.
We propose a Monte Carlo (MC) estimator:

∇𝑤𝑈 (𝑤) ≈ 1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

(2.17)

where superscript indicates the 𝑖th episode (i.e., trajectory instance) generated from MC sampling.
Note that the sampling only requires a given policy and does not need any Q-function. Specifically,
for the 𝑖th episode, we first sample a hypothetical “true” \ (𝑖) from the prior belief state 𝑥0,𝑏 and
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freeze it for the remainder of this episode—that is, all subsequent 𝑦 (𝑖)
𝑘

will be generated from
this \ (𝑖) . We then compute 𝑑 (𝑖)

𝑘
from the current policy 𝜋𝑤, sample 𝑦

(𝑖)
𝑘

from the likelihood
𝑝(𝑦𝑘 |\ (𝑖) , 𝑑 (𝑖)𝑘 , 𝐼

(𝑖)
𝑘
), for all experiments 𝑘 = 0, . . . , 𝑁 − 1. The same procedure is then repeated

for all episodes 𝑖 = 1, . . . , 𝑀 . The episode sample size 𝑀 can be selected based on indicators
such as the MC standard error. While we propose to employ a fixed \ (𝑖) for the entire 𝑖th episode,
one may also choose to resample \ (𝑖)

𝑘
at each stage 𝑘 from the updated posterior belief state

𝑥
(𝑖)
𝑘,𝑏

. These two approaches are mathematically equivalent (see Appendix A.3), but the former is
computationally much easier since it does not require working with any intermediate posteriors.
Once the gradient estimate is available, policy network optimization can be performed using
gradient-based optimization methods such as stochastic gradient ascent and Adam [80].

From Eqn. (2.17), the MC estimator for PG entails computing the gradients ∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
) and

∇
𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
). While the former can be obtained through the parameterized policy functions,

the latter requires parameterization of the Q-functions as well. We thus parameterize both the
policy and Q-functions—this is known as an actor-critic method. Furthermore, we adopt the
representation techniques from Deep Q-Network (DQN) [106] and DDPG [91], and use DNNs to
represent the policy and Q-functions. We present these details next.

2.2.2.1 Policy network

Conceptually, one needs to construct an individual DNN `𝑘,𝑤𝑘
to approximate `𝑘 : X𝑘 ↦→ D𝑘 for

each 𝑘 . Instead, we combine them together into a single function `𝑤 (𝑘, 𝑥𝑘 ), which then requires
only a single DNN for the entire policy at the cost of a higher input dimension. Subsequently, the
∇𝑤`𝑘,𝑤𝑘

(𝑥 (𝑖)
𝑘
) = ∇𝑤`𝑤 (𝑘, 𝑥 (𝑖)𝑘 ) term from Eqn. (2.17) can be obtained via DNN back-propagation.

Below, we discuss the architecture design of such a DNN, with particular focus on its input layer.
For the first input component, i.e., the stage index 𝑘 , instead of passing in the integer, we opt to

use a zero-indexed one-hot encoding taking the form of a unit vector:

𝑘 −→ 𝑒𝑘 = [0, . . . , 0, 1︸︷︷︸
𝑘th

, 0, . . . , 0]𝑇 . (2.18)

We choose one-hot encoding because the stage index is an ordered categorical variable rather than
a quantitative variable (i.e., it has notion of ordering but no notion of metric). Furthermore, these
unit vectors are always orthogonal, which we observe to offer good numerical performance to the
policy network. The tradeoff is that the dimension of representing 𝑘 is increased from 1 to 𝑁 .

For the second component, i.e., the state 𝑥𝑘 (including both 𝑥𝑘,𝑏 and 𝑥𝑘,𝑝), we represent it in a
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nonparametric manner as suggested in Sec. 2.1.2:

𝑥𝑘 −→ 𝐼𝑘 = (𝑑0, 𝑦0, . . . , 𝑑𝑘−1, 𝑦𝑘−1). (2.19)

To accommodate states up to stage (𝑁−1) (i.e., 𝑥𝑁−1), we use a fixed total dimension of (𝑁−1) (𝑁𝑑+
𝑁𝑦) for this representation, where for 𝑘 < (𝑁 − 1) the entries of {𝑑𝑙 , 𝑦𝑙 | 𝑙 ≥ 𝑘} (experiments that
have not happened yet) are padded with zeros (see Eqn. (2.20)). This representation method provides
two major advantages: (a) representation of belief state without any numerical approximation, and
(b) intermediate belief states (i.e., 𝑥𝑘,𝑏 for 𝑘 < 𝑁) do not need to be computed since the policy
network can directly take input of 𝐼𝑘 . As a result, only a single final Bayesian inference conditioned
on all designs and observations needs be performed at the end of each episode (this is in contrast
to greedy design that requires all intermediate Bayesian posteriors and incremental KL divergence
terms to be computed). We note that without the presence of 𝑒𝑘 , it would not be possible for the
actor or the critic to distinguish between scenarios such as: whether at stage 𝑘 , or at a later stage
but the designs and observations from stage 𝑘 are zero (i.e. the padded values). Furthermore,
even though the mapping from 𝐼𝑘 to 𝑥𝑘 is not injective, whether utilizing 𝐼𝑘 or 𝑥𝑘 as the state
representation (i.e., inputting into the policy and the value functions) leads to the same optimal
policy and maximum expected utility value (see Appendix A.4).

Putting together these two components, the overall input layer for the policy network `𝑤 (𝑘, 𝑥𝑘 )
has the form

𝐼𝑎𝑐𝑡𝑜𝑟𝑘 = [ 𝑒𝑘︸︷︷︸
𝑁

,

𝑁𝑑︷︸︸︷
𝑑0 , . . . , 𝑑𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑑 (𝑁−1−𝑘)

,

𝑁𝑦︷︸︸︷
𝑦0 , . . . , 𝑦𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑦 (𝑁−1−𝑘)

]𝑇 , (2.20)

where we also indicate the zero-paddings for entries corresponding to future experiments 𝑙 ≥ 𝑘 .
The overall input layer has a total dimension of 𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦).

The remainder of the policy network is relatively straightforward. The output layer is an 𝑁𝑑-
dimensional vector representing 𝑑𝑘 and the network architecture can be chosen by the user. We
have experimented with dense layers, and experience suggests 2–3 hidden layers often achieve good
performance for our numerical cases. Further hyperparameter tuning may be performed but it is
not pursued in this chapter.

Lastly, we emphasize that `𝑤 (𝑘, 𝑥𝑘 ) is not trained in a supervised learning manner; instead, it
is updated iteratively via PG en route to maximizing𝑈 (𝑤).
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2.2.2.2 Q-network

Under the actor-critic setup, we build DNNs 𝑄𝜋𝑤
𝑘,a𝑘

(parameterized by a𝑘 ) to approximate 𝑄𝜋𝑤
𝑘

:
X𝑘×D𝑘 ↦→ R for 𝑘 = 0, . . . , 𝑁−1. In a similar manner as the policy network, we combine𝑄𝜋𝑤

𝑘,a𝑘
into

a single function to form the Q-network𝑄𝜋𝑤
a (𝑘, 𝑥𝑘 , 𝑑𝑘 ). Subsequently, the ∇

𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
) term

from Eqn. (2.17) can be estimated by ∇
𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
a (𝑘, 𝑥 (𝑖)

𝑘
, 𝑑

(𝑖)
𝑘
), which can be obtained via DNN back-

propagation. The input layer takes the same form as the policy network, except we augment extra
entries for 𝑑𝑘 (i.e., 𝐼𝑐𝑟𝑖𝑡𝑖𝑐

𝑘
= [𝐼𝑎𝑐𝑡𝑜𝑟

𝑘
, 𝑑𝑘 ]). The overall input dimension is 𝑁 + (𝑁 −1) (𝑁𝑑 +𝑁𝑦) +𝑁𝑑 .

The network output is a scalar.
The Q-network is trained in a supervised learning manner from the MC episodes generated for

Eqn. (2.17), by finding a that minimizes the following loss function built based on Eqn. (2.14):

L(a) = 1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

[
𝑄
𝜋𝑤
a (𝑘, 𝑥 (𝑖)

𝑘
, 𝑑

(𝑖)
𝑘
) −

(
𝑔𝑘 (𝑥 (𝑖)𝑘 , 𝑑

(𝑖)
𝑘
, 𝑦

(𝑖)
𝑘
) +𝑄𝜋𝑤

𝑘+1(𝑥
(𝑖)
𝑘+1, 𝑑

(𝑖)
𝑘+1)

)]2
(2.21)

where 𝑑 (𝑖)
𝑘

= `𝑤 (𝑘, 𝑥 (𝑖)𝑘 ) and 𝑄𝜋𝑤
𝑁
(𝑥 (𝑖)
𝑁
, ·) = 𝑔𝑁 (𝑥 (𝑖)𝑁 ). It is worth noting that 𝑄𝜋𝑤

𝑘+1(𝑥
(𝑖)
𝑘+1, 𝑑

(𝑖)
𝑘+1)

does not depend on a, but in practice is often approximated by 𝑄𝜋𝑤
a (𝑘 + 1, 𝑥 (𝑖)

𝑘+1, 𝑑
(𝑖)
𝑘+1) (for 𝑘 =

0, . . . , 𝑁 − 2)4. When minimizing the loss, the gradient contribution with respect to a from this
term is therefore ignored. Additionally, while in this chapter we always use a fixed sample \ (𝑖) to
generate the entire 𝑖th episode (see description following Eqn. (2.17)), we can show the resulting
Q-network indeed converges to the true Q-function defined in Eqn. (2.14) (see Appendix A.5).

2.2.2.3 Evaluation of Kullback-Leibler rewards

A final step needed to construct the Q-network (by minimizing Eqn. (2.21)) is to evaluate the
immediate and terminal rewards 𝑔𝑘 and 𝑔𝑁 . Having established the equivalence of TIG and IIG
formulations in Sec. 2.1.4, we focus on the former in this chapter since it only requires the KL
divergence in 𝑔𝑁 at the end of each episode. Adopting the state representation via 𝐼𝑘 (Sec. 2.2.2.1),
we do not need to explicitly form the intermediate posteriors. Instead, we only require a single
Bayesian inference to obtain 𝑝(\ |𝐼𝑁 ) and use it to calculate the KL divergence in Eqn. (2.8).

In general, the posteriors will be non-standard distributions and the KL divergence must be
approximated numerically. For small 𝑁\ (e.g., ≤ 4), we discretize the \-space on a grid and estimate
its posterior PDF pointwise. However, higher 𝑁\ would require more scalable techniques, such as
Markov chain Monte Carlo (MCMC) coupled with kernel density estimation or likelihood-free ratio
estimation [144], variational inference [15] and transport maps [71]. Estimating KL divergence

4The use of an approximate Q-value in the next (i.e., 𝑘 + 1) stage rather than expanding further with 𝑔𝑘+1, 𝑔𝑘+2, etc.
makes this a one-step lookahead approximation. This is not to be confused with greedy/myopic design, which does
not include any future value term.
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for high dimensional \-space goes beyond the scope of this thesis, however in Chapter 3, a novel
“one-point estimate” technique is proposed and utilized to circumvent the need for explicit KL
divergence calculations.

2.2.2.4 Exploration versus exploitation

The tradeoff between exploration and exploitation is an important consideration when optimizing
the policy. Exploration searches under-explored regions while exploitation focuses on region
deemed promising based on current knowledge. Insufficient exploration may strand the policy
search in a local optimum and insufficient exploitation may lack convergence. A mixed strategy
to balance the two is prudent [27, 90], for example through the commonly used epsilon-greedy
technique [138].

We inject exploration to policy optimization by adding a perturbation to our deterministic policy
only when generating the MC episodes (Eqn. (2.17)) during training, not during testing. Hence
exploration is solely used to aid the training. The exploration design becomes:

𝑑𝑘 = `𝑘 (𝑥𝑘 ) + 𝜖explore (2.22)

where 𝜖explore ∼ N(0, I𝑁𝑑
𝜎2

explore). If perturbed outside D𝑘 , it can be moved back to the closest
location inside the feasible region. The value of 𝜎explore reflects the degree of exploration and
should be selected based on the problem context. For example, a reasonable approach is to set
a large 𝜎explore early in the algorithm and reduce it gradually. More advanced techniques have
been proposed to reach a better exploration, for instance, by adding noise to the policy network
parameters instead of the design variable [116, 54]; however, these strategies are beyond the scope
of our paper.

2.2.3 Pseudocode for the overall algorithm

We present the detailed algorithm for PG-sOED in Algorithm 1. We re-emphasize that the explo-
ration perturbation is only used in generating the MC episodes on line 5, but not used anywhere
else (e.g., when evaluating the policy). Furthermore, we point out that when using the TIG
formulation (Eqn. (2.7) and (2.8)), the posterior is used solely in the terminal reward, while im-
mediate rewards do not require any posterior or KL divergence calculations but may include other
non-information-based contributions. Conversely, in the IIG formulation (Eqn. (2.9) and (2.10)),
immediate rewards do incorporate intermediate posterior and KL divergence calculations. In the
numerical demonstrations of this chapter, we only focus on the TIG formulation.
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Algorithm 1: The PG-sOED algorithm.
1: Define all components in Sec. 2.1.2;
2: Set initial state 𝑥0, policy updates 𝐿, MC sample size 𝑀 , policy and Q-network architectures,

learning rate 𝛼 for policy update, exploration scale 𝜎explore;
3: Initialize policy and Q-network parameters 𝑤 and a;
4: for 𝑙 = 1, . . . , 𝐿 do
5: Simulate 𝑀 episodes: sample \ ∼ 𝑥0,𝑏, and then for 𝑘 = 0, . . . , 𝑁 − 1 sample

𝑑𝑘 = `𝑤 (𝑘, 𝑥𝑘 ) + 𝜖explore and 𝑦𝑘 ∼ 𝑝(𝑦𝑘 |\, 𝑑𝑘 , 𝐼𝑘 );
6: Store the full information vectors from all episodes {𝐼 (𝑖)

𝑁
}𝑀
𝑖=1, from which the intermediate

{𝐼 (𝑖)1 , 𝐼
(𝑖)
2 , . . . , 𝐼

(𝑖)
𝑁−1} can also be formed trivially;

7: Compute and store immediate and terminal rewards for all episodes {𝑔(𝑖)
𝑘
}𝑀
𝑖=1, 𝑘 = 0, . . . , 𝑁;

8: Update a by minimizing the loss in Eqn. (2.21);
9: Update 𝑤 by gradient ascent: e.g., 𝑤 = 𝑤 + 𝛼∇𝑤𝑈 (𝑤) for stochastic gradient ascent, where

∇𝑤𝑈 (𝑤) is estimated through Eqn. (2.17);
10: (Optional) Reduce 𝛼 and 𝜎explore;
11: end for
12: Return optimized policy 𝜋𝑤;

2.3 Numerical results and discussions

We present two groups of examples to demonstrate PG-sOED. The first is a linear-Gaussian problem
(Sec. 2.3.1) that offers a closed form solution due to its conjugate prior. This problem serves as
a benchmark to validate PG-sOED and illustrate its superior computational speed over an existing
ADP-sOED baseline. The second entails a sensor movement problem for contaminant source
inversion in a convection-diffusion field (Sec. 2.3.2). It is divided into four cases with increasing
complexity, each with a different illustration purpose. The purpose of Case 1 is to highlight the
difference between sOED and greedy design, while Case 2 additionally draws contrast against batch
design. Case 3 further features a higher dimensional parameter space, and Case 4 demonstrates
a much longer sequence of experiments. We explain the behavior of the resulting policies using
knowledge about the underlying convection-diffusion physics.

2.3.1 Linear-Gaussian benchmark

We adopt the linear-Gaussian problem from [71, 74] as a benchmark for validating PG-sOED. The
observation model takes the form

𝑦𝑘 = 𝐺 (\, 𝑑𝑘 ) + 𝜖𝑘 = \𝑑𝑘 + 𝜖𝑘 , (2.23)
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where the forward model is linear in \ and 𝜖𝑘 ∼ N(0, 12). The benchmark designs for 𝑁 = 2
experiments, with prior \ ∼ N(0, 32) and design constrained in 𝑑𝑘 ∈ [0.1, 3]. The resulting
conjugate form renders all subsequent posteriors to be analytically Gaussian, thus allowing the
optimal policies to be computed in closed form. There is no physical state for this problem. The
stage and terminal rewards are

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 0, 𝑘 = 0, 1 (2.24)

𝑔𝑁 (𝑥𝑁 ) = 𝐷KL (𝑝( ·|𝐼𝑁 ) | | 𝑝(·|𝐼0) ) − 2
(
ln𝜎2

𝑁 − ln 2
)2

(2.25)

where 𝜎2
𝑁

represents the variance of the final belief state, and the additive penalty in 𝑔𝑁 is
purposefully inserted to make the problem more challenging.

The rewards are calculated by discretizing the \ space onto a uniform grid with 50 nodes. It is
worth noting that testing with 1000 nodes has been conducted and the results indicate that increasing
the number of nodes from 50 to 1000 does not have a significant impact on the outcomes. We
solve this sOED problem both by ADP-sOED [74] and PG-sOED. For PG-sOED, we set 𝐿 = 100,
𝑀 = 1000, 𝛼 = 0.15, and 𝜎explore = 0.2 (decrease by factor of 0.95 per policy update). Both the
policy network and Q-network contain two hidden layers with ReLU activation, and each hidden
layer has 80 nodes. The architectures of the policy network (actor) and the Q-network (critic) are
presented in Table 2.1 and Table 2.2, where the Linear mapping in Table 2.1 maps the output value
to be within the design bounds. While we observed even a low 𝑀 = 10 yielded good performance,
𝑀 = 1000 is used to further reduce MC error in the demonstration. Stochastic gradient ascent is
utilized for both the optimization of actor and critic networks. Both ADP-sOED and PG-sOED are
implemented using Python and executed within the same computational environment.

Table 2.1: Architecture of the actor.

Layer Description Dimension Activation

Input 𝐼𝑎𝑐𝑡𝑜𝑟
𝑘

𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) -
H1 Dense 80 ReLU
H2 Dense 80 ReLU
H4 Dense 𝑁𝑑 Sigmoid

Output Identity 𝑁𝑑 Linear mapping

To assess the policies found by ADP-sOED and PG-sOED, we sample 104 episodes using
their final policies and compute their total rewards. ADP-sOED yields a mean total reward of
0.775 ± 0.006 and PG-sOED also 0.775 ± 0.006, where the ± is the MC standard error. Both
match extremely well with the analytical result 𝑈 (𝜋∗) ≈ 0.783 [71, 74] where the discrepancy of
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Table 2.2: Architecture of the critic.

Layer Description Dimension Activation

Input 𝐼𝑐𝑟𝑖𝑡𝑖𝑐
𝑘

𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) + 𝑁𝑑 -
H1 Dense 80 ReLU
H2 Dense 80 ReLU

Output Dense 1 -

PG-sOED is attributed primarily to the NN hyperparameters (e.g., NN architectures, learning rates,
etc.). These results support that both ADP-sOED and PG-sOED have found the optimal policy.

Figures 2.2a and 2.2b present the convergence history for the expected utility and residual
(|𝑈 (𝜋∗) − 𝑈 (𝑤) |) as a function of the PG-sOED iterations. The convergence is rapid, reaching
over 3 orders of magnitude residual reduction within 30 iterations. The much lower initial expected
utility (around −8.5) also indicates that a random policy (from random initialization) performs
much worse than the optimized policy.
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Figure 2.2: Convergence history of PG-sOED.

Table 2.3 compares the computational costs between ADP-sOED and PG-sOED obtained using
a single 2.6 GHz CPU on a MacBook Pro laptop. The timing values reflect 30 gradient ascent
updates for PG-sOED in the training stage, and 1 policy update (the minimum needed) for ADP-
sOED. PG-sOED produces orders-of-magnitude speedups compared to ADP-sOED, especially the
extremely low testing time (i.e., using the policy online during the experimental campaign after the
policy has been constructed offline) achieving 0.0002 seconds per experiment (4 seconds per 104

episodes with 𝑁 = 2 experiments per episode). This drastic speedup is due to ADP-sOED being
a value-based approach where each policy evaluation needs to solve a (stochastic) optimization
problem, while PG-sOED only requires a single forward pass of its policy-network free of any
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optimization or forward model evaluations. The fast online speed makes PG-sOED an excellent
candidate for real-time design situations.

Table 2.3: Comparison of computational costs between ADP-sOED and PG-sOED.

Training time (s) Forward model evaluations Testing time (s)
ADP-sOED 837 5.3 × 108 24,396
PG-sOED 24 3.1 × 106 4

Figure 2.3 depicts the difference of expected utility values obtained from the TIG formulation
and IIG formulation, obtained analytically using the MATLAB symbolic mathematics and then
evaluated numerically. The differences are all on the order of 10−15, which is near the numerical
limit of double precision. This provides empirical validation to the equivalence between the
expected utilities using the TIG formulation and the IIG formulation, which was stated and proven
earlier in Theorem 1.

Figure 2.3: The difference of expected utilities using the TIG formulation and the IIG formulation.

2.3.2 Contaminant source inversion in a convection-diffusion field

2.3.2.1 Problem setup

The next group of demonstrations entails mobile sensor design in a convection-diffusion field
(e.g., of a chemical contaminant plume). The contaminant concentration 𝐺 at time 𝑡 and location
𝑧 = [𝑧𝑥 , 𝑧𝑦] within a two-dimensional rectangular domain is governed by the convection-diffusion
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PDE:

𝜕𝐺 (𝑧, 𝑡; \)
𝜕𝑡

= ∇2𝐺 − 𝑢(𝑡) · ∇𝐺 + 𝑆(𝑧, 𝑡; \), 𝑧 ∈ [𝑧𝐿 , 𝑧𝑅]2, 𝑡 > 0, (2.26)

where 𝑢 = [𝑢𝑥 , 𝑢𝑦] ∈ R2 is a time-dependent convective velocity, and \ = [\𝑥 , \𝑦, \ℎ, \𝑠] ∈ R4 is
the source parameter residing within the source function

𝑆(𝑧, 𝑡; \) = \𝑠

2𝜋\2
ℎ

exp

(
−
(\𝑥 − 𝑧𝑥)2 + (\𝑦 − 𝑧𝑦)2

2\2
ℎ

)
. (2.27)

Here \𝑥 and \𝑦 denote the source location, and \ℎ and \𝑠 denote the source width and source
strength. The initial condition is 𝐺 (𝑧, 0; \) = 0, and homogeneous Neumann boundary condition
(i.e., zero-flux) is imposed for all sides of the domain. We solve the PDE numerically using
second-order finite volume method on a uniform grid of size Δ𝑧𝑥 = Δ𝑧𝑦 = 0.01 and a second-order
fractional step method for time-marching with stepsize Δ𝑡 = 5.0 × 10−4. Figure 2.4 provides an
example illustrating the evolution of solution 𝐺 over time.

Figure 2.4: Sample numerical solution of the concentration field 𝐺 at different time snapshots.
The solution is solved in a wider computational domain [−1, 2]2 but displayed here in [0, 1]2. In
this case, \ = [0.210, 0.203, 0.05, 2] and the convection grows over time with 𝑢𝑥 = 𝑢𝑦 = 10𝑡/0.2.
Isotropic diffusion dominates early on and the plume stretches towards the convective direction
over time.

For the design problem, we have a vehicle with sensing equipment for measuring the contaminant
concentration 𝐺, and the vehicle can be relocated at fixed time intervals. We seek to determine
where we should relocate this vehicle such that its measurements can lead to the best inference of
the source parameters \. We consider 𝑁 measurement opportunities at times 𝑡𝑘 for 𝑘 = 0, . . . , 𝑁−1.
The vehicle starts with initial belief state 𝑥0,𝑏 = (\ |𝐼0) (i.e., prior on \) and initial physical state
𝑥0,𝑝 (i.e., initial vehicle location). The design variable is the displacement of the vehicle from its
current location. The physical state is updated via

𝑥𝑘+1,𝑝 = 𝑥𝑘,𝑝 + 𝑑𝑘 . (2.28)
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At the new physical location, a noisy measurement of the contaminant concentration is obtained in
the form

𝑦𝑘 = 𝐺 (𝑧 = 𝑥𝑘+1,𝑝, 𝑡𝑘 ; \) + 𝜖𝑘
(
1 + |𝐺 (𝑥𝑘+1,𝑝, 𝑡𝑘 ; \) |

)
(2.29)

where 𝜖𝑘 ∼ N(0, 𝜎2
𝜖 ), thus the observation noise is affected by the signal magnitude. Once the

new measurement is acquired, the belief state is updated from 𝑥𝑘,𝑏 = (\ |𝐼𝑘 ) to 𝑥𝑘+1,𝑏 = (\ |𝐼𝑘+1)
through Bayes’ rule. The reward functions are

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = −𝑐𝑞 𝑓𝑐 (𝑑𝑘 ), 𝑘 = 0, . . . , 𝑁 − 1 (2.30)

𝑔𝑁 (𝑥𝑁 ) = 𝐷KL (𝑝(·|𝐼𝑁 ) | | 𝑝(·|𝐼0)) , (2.31)

where 𝑐𝑞 is a parameter that reflects the relative weight of the movement cost. The immediate
reward reflects a cost on the vehicle movement where 𝑓𝑐 (𝑑𝑘 ) denotes the specific movement cost
function that may also depend on the convection velocity.

We explore four cases for the convection-diffusion problem, with their detailed settings sum-
marized in Table 2.4. The four cases involve different number of experiments and measurement
times: Case 1 measures at 𝑡0 = 0.15 and 𝑡1 = 0.32; Case 2 at 𝑡0 = 0.05 and 𝑡1 = 0.2, Case 3 at
𝑡𝑘 = 0.05(𝑘 + 1) (𝑘 = 0, . . . , 3), and Case 4 at 𝑡𝑘 = 0.012(𝑘 + 1) (𝑘 = 0, . . . , 14). For PG-sOED,
we set 𝐿 = 300 for Case 1–3 and 𝐿 = 3000 for Case 4. All cases use 𝑀 = 1000, 𝛼 = 0.01 with the
Adam optimizer, and 𝜎explore = 0.05. Performance evaluation of design policies is done using 104

test episodes.

Table 2.4: Setup of the four cases for contaminant source inversion in a convection-diffusion field.

Case 1 Case 2 Case 3 Case 4
Number of experiments 𝑁 = 2 𝑁 = 4 𝑁 = 15

Prior of \𝑥 and \𝑦 \𝑥 , \𝑦 ∼ U([0, 1])
Prior of \ℎ \ℎ = 0.05 \ℎ ∼ U([0.02, 0.1])

Prior of \𝑠 \𝑠 =

{
0 if 𝑡 < 0.16
2 if 𝑡 ≥ 0.16 \𝑠 = 2 \𝑠 ∼ U([0, 5])

Initial physical state 𝑥0,𝑝 = [0.5, 0.5]
Design constraint 𝑑𝑘 ∈ [−0.25, 0.25]2 𝑥𝑘,𝑝 ∈ [0, 1]2

Velocity field 𝑢𝑥 = 𝑢𝑦 = 0 𝑢𝑥 = 𝑢𝑦 = 10𝑡/0.2
Noise scale 𝜎𝜖 = 0.1 𝜎𝜖 = 0.05

Cost function 𝑓𝑐 (𝑑𝑘 ) ∥𝑑𝑘 ∥2 ∥𝑑𝑘 ∥ −
√

2
40 𝑑𝑘 · 𝑢(𝑡𝑘 )

Cost coefficient 𝑐𝑞 = 0.5 𝑐𝑞 = 0 𝑐𝑞 = 0.2 𝑐𝑞 = 0
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2.3.2.2 Surrogate model

Solving the forward model Eqn. (2.26) using finite volume is still computationally viable for PG-
sOED, but expensive. One strategy to accelerate the computation is to employ surrogate models to
replace the original forward model. We use DNNs to construct surrogate models of 𝐺 (𝑧, 𝑡𝑘 ; \) for
𝑘 = 0, . . . , 𝑁 − 1. Each DNN uses a 5-dimensional input layer taking 𝑧 and \ except for \𝑠 (note
that 𝐺 is linearly proportional to \𝑠), five hidden layers with 40, 80, 40, 20, and 10 nodes, and a
scalar output 𝐺. The architecture of the surrogate forward model is summarized in Table 2.5. A
dataset is generated by solving for 𝐺 on 2000 samples of \ drawn from its prior distribution. These
concentration values are then first restricted to only the domain that is reacheable by the vehicle
(due to the design constraint), then shuffled across \ and split 80% for training and 20% for testing.
We achieve test mean-squared-errors of around 10−6 for all surrogate models. Figure 2.5 provides
an example comparing the concentration contours from 𝑡 = 0.05 and 𝑡 = 0.2 of Case 2 using the
DNN surrogates (left column) and finite volume (right column), appearing nearly identical. More
importantly, the surrogate models provide a significant speedup over the finite volume solver by a
factor of 105.

Table 2.5: Architecture of the surrogate forward model.

Layer Description Dimension Activation

Input [𝑧𝑥 , 𝑧𝑦, \𝑥 , \𝑦, \ℎ] 5 -
H1 Dense 40 ReLU
H2 Dense 80 ReLU
H3 Dense 40 ReLU
H4 Dense 20 ReLU
H5 Dense 10 ReLU

Output Dense 1 -

2.3.2.3 Case 1

Case 1 is diffusion-only, its purpose it to comparing PG-sOED with greedy design. We begin by
offering a physical intuition about high-value design locations via Fig. 2.6 that plots the expected
utility for a single-experiment design. The key insight is that high-value experiments are at the
corners of the domain. This can be explained by the isotropic nature of diffusion process that
carries information about distance but not direction, thereby leading to posterior distributions that
resemble an arc of a circle (Fig. 2.7). Combined with the rectangular domain geometry and
Neumann boundary conditions, the “covered area” of high-probability posterior is smallest (i.e.,
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(a) 𝑡 = 0.05 (b) 𝑡 = 0.2

Figure 2.5: Comparison of the concentration field 𝐺 at 𝑡 = 0.05 and 𝑡 = 0.2 for Case 2 using the
DNN surrogate (left column) and finite volume (right column). The surrogate solutions appear
very accurate.

least uncertain), averaged over all possible \ source locations, when the measurements are taken at
the corners.
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Figure 2.6: Case 1. Expected utility for one-experiment design at 𝑡 = 0.32. The best design
locations are at the corners.

With the insight that corners are good, understanding the behavior of PG-sOED becomes easier.
Figure 2.8a shows the posterior contours after 1 and 2 experiments (i.e., 𝑝(\ |𝐼1) and 𝑝(\ |𝐼2)) of an
episode instance when using the PG-sOED policy; Fig. 2.8b displays those for the greedy design
policy. In each plot, the purple star represents the true source location for that episode, the red
dot represents the physical state (vehicle location), and the red line segment tracks the vehicle
displacement (design) from the preceding location.
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Figure 2.7: Case 1. Posterior PDF contours for the one-experiment design under different design
locations (red dot) and a sample source location (purple star). The posteriors exhibit shapes
resemble an arc of a circle, due to the isotropic nature of diffusion and the domain geometry.

In PG-sOED (Fig. 2.8a), the first design moves the vehicle towards a corner despite the source is
off at 𝑡0 and that no concentration is measured, incurring a negative reward 𝑔0 = −0.040 due to the
movement penalty. The greedy design realizes the source is off and remains at the initial location
(center), keeping its reward at 𝑔0 = 0. At this point, it would appear greedy design is performing
better. The source then becomes active in the second experiment at 𝑡1, and both PG-sOED and
greedy shift the vehicle towards a corner. However, PG-sOED is able to arrive much closer to the
corner and obtains a more informative measurement compared to greedy design, since PG-sOED
has already made a head start in the first experiment. With a “sacrifice” of seemingly fruitless
first experiment, PG-sOED is able to better position the vehicle for a much more lucrative second
experiment, such that the expected total reward over the entire design horizon is maximized (total
reward = 2.941 for PG-sOED versus total reward = 1.959 for greedy). We further generate 104

test episodes under different samples of true \ and collect their realized total rewards in Fig. 2.9.
The mean total reward for PG-sOED is 0.615 ± 0.007, higher than greedy design’s 0.552 ± 0.005,
where the ± is the MC standard error. The information-gain component of this mean total reward
for PG-sOED is 0.712 ± 0.007, which is also higher than greedy design’s 0.614 ± 0.005. This
indicates PG-sOED’s ability to find efficient tradeoffs of the movement cost in order to achieve a
much higher information gain.

2.3.2.4 Case 2

Case 2 incorporates convection in addition to diffusion, its aim is to compare PG-sOED with both
greedy and batch designs. In Fig. 2.10, we plot the physical states 𝑥1,𝑝 and 𝑥2,𝑝 (i.e., vehicle locations
after the first and second experiments) from 104 episodes sampled from PG-sOED, greedy, and
batch designs. We observe both PG-sOED and batch design initially move the vehicle towards the
top-right (convective direction) and then turn back; greedy design roughly moves in the opposite
direction. Notably, 𝑑1 (design for the second experiment) for batch design is fixed regardless of the
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(a) PG-sOED, total reward = 2.941
(information gain = 3.038, movement cost = 0.097)
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(b) Greedy, total reward = 1.959
(information gain = 2.022, movement cost = 0.063)

Figure 2.8: Case 1. An episode instance obtained by PG-sOED and greedy design. The purple star
represents the true \, red dot represents the physical state (vehicle location), red line segment tracks
the vehicle displacement (design) from the preceding location, and contours plot the posterior PDF.
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Figure 2.9: Case 1. Histograms of total rewards from 104 test episodes from PG-sOED and
greedy design. The mean total reward for PG-sOED is 0.615 ± 0.007, higher than greedy design’s
0.552 ± 0.005.
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outcome of the first experiment, which is in contrast to PG-sOED and greedy that are adaptive.
We explain the policy behaviors through Fig. 2.11, which plots the expected utility contours

respectively for performing a single-experiment design at 𝑡 = 𝑡0 = 0.05 and 𝑡 = 𝑡1 = 0.2. For
𝑡0 in Fig. 2.11a, the optimal design is around (0.3, 0.3), which explains the initial movement of
greedy design towards the bottom-left. For 𝑡1, however, Fig. 2.11b reveals that the top-right region
becomes more informative. Physically, this is a result of the convection velocity growing larger
towards the top-right direction, and more information can be obtained if we “catch” the flow at
a downstream position. This phenomenon explains why PG-sOED and batch design both move
towards the top-right even in the first experiment, since both can plan for a more informative second
experiment.

Returning to the two-experiment design, Fig. 2.12 summarizes the total rewards from 104 test
episodes with PG-sOED reaching the highest mean at 1.344 ± 0.008 followed by batch design’s
1.264±0.007 and greedy design’s 1.178±0.010. The advantage of PG-sOED is greater over greedy
and less over batch, suggesting a more prominent role of lookahead than adaptation in this case.
From the histograms, greedy design has many low-reward episodes, which correspond to scenarios
when the true source location is in the upper-right (greedy design’s first move is always to the
bottom-left). At the same time, greedy design has a similar distribution of high-reward episodes as
sOED because it is able to adapt. In contrast, batch design does not have many low-reward episodes
since its first move is always to the upper-right. It also has fewer high-reward episodes due to its
inability to adapt.

Lastly, we provide some examples of posteriors resulting from different episodes. Figure 2.13
presents scenarios where PG-sOED visibly achieves a narrower posterior compared to greedy and
batch designs, which is also reflected quantitatively through the higher total reward. Meanwhile,
there are also scenarios where PG-sOED achieves a lower total reward, such as those shown in
Fig. 2.14. Since the true \ is not known when designing the experiments, PG-sOED thus optimizes
the expected total reward (i.e., averaged) over all possible such scenarios.

2.3.2.5 Cases 3 and 4

The last two cases, Cases 3 and 4, demonstrate the use of PG-sOED for a higher dimensional
parameter space and longer sequence of experiments. Note that the movement cost for Case 3 has
an additional term that penalizes when moving against the convective flow.

Case 3 additionally incorporates source strength \𝑠 and width \ℎ as unknown parameters for a
total of 𝑁\ = 4, and increases the number of experiments to 𝑁 = 4. From Fig. 2.15, we see that
PG-sOED’s mean total reward (3.435± 0.016) outperforms both greedy (3.057± 0.015) and batch
(2.856 ± 0.012) designs. The information-gain component of the mean total reward for PG-sOED
(3.763 ± 0.016) is also noticeably better than greedy (3.258 ± 0.016) and batch (3.104 ± 0.012)
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Figure 2.10: Case 2. Vehicle locations of episodes obtained from PG-sOED, greedy, and batch
designs.
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(a) 𝑡 = 0.05
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Figure 2.11: Case 2. Expected utility versus sensor location if conducting a single-experiment
design at 𝑡 = 0.05 and 𝑡 = 0.2.
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(a) PG-sOED versus greedy
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Figure 2.12: Case 2. Histograms of total rewards from 104 test episodes generated using PG-sOED,
greedy, and batch designs. The mean total reward for PG-sOED is 1.344±0.008, higher than greedy
design’s 1.178 ± 0.010 and batch design’s 1.264 ± 0.007.
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(a) PG-sOED, \ = (0.7, 0.9), total reward = 2.020
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(b) Greedy, \ = (0.7, 0.9), total reward = 0.493
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(c) PG-sOED, \ = (0.8, 0.8), total reward = 3.497
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(d) Batch, \ = (0.8, 0.8), total reward = 3.120

Figure 2.13: Case 2. Examples of episode instances where PG-sOED outperforms greedy and
batch designs. The purple star represents the true \, red dot represents the physical state (vehicle
location), red line segment tracks the vehicle displacement (design) from the preceding location,
and contours plot the posterior PDF.
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(a) PG-sOED, \ = (0.1, 0.4), total reward = 1.076
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(b) Greedy, \ = (0.1, 0.4), total reward = 1.687

Figure 2.14: Case 2. Examples of episode instances where greedy design outperforms PG-sOED.
The purple star represents the true \, red dot represents the physical state (vehicle location), red
line segment tracks the vehicle displacement (design) from the preceding location, and contours
plot the posterior PDF.
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designs. In particular, PG-sOED features a prominent bimodal distribution of the total rewards,
but also a heavier tail to the right leading to an overall greater mean compared to greedy and
batch designs. Figure 2.16 shows the physical states 𝑥𝑘+1,𝑝 (i.e., vehicle locations after the 𝑘-th
experiments) from 104 test episodes following PG-sOED, greedy, and batch designs. As expected,
batch design produces identical movement paths since it is non-adaptive, while the PG-sOED and
greedy designs scatter into the entire domain. Notably, we do not observe much movement to
the left and bottom regions over the four experiments. This behavior can be explained by that (i)
moving towards the bottom-left is against the convective direction and requires a higher movement
cost, and (ii) the bottom-left offers lower information since the convection carries the contaminant
towards the top-right.
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Figure 2.15: Case 3. Histograms of total rewards from 104 test episodes generated using PG-sOED,
greedy, and batch designs. The mean total reward for PG-sOED is 3.435±0.016, higher than greedy
design’s 3.057 ± 0.015 and batch design’s 2.856 ± 0.012.

We explain the policy behaviors with the aid of Fig. 2.17, which shows the marginal posterior
PDF contours from episode instances obtained by PG-sOED, greedy, and batch designs. From
the figure, we observe the first move for PG-sOED is towards the bottom-right, which appears
counter-intuitive since the convective flows is towards the top-right. Moreover, the expected utility
for designing a single experiment at 𝑡0, shown in Fig. 2.18, further suggests “staying still” is favored
since its maximum is near the center of the domain; indeed this is realized and adopted by the
greedy and batch designs as seen in Fig. 2.17. However, moving towards the bottom-right is in
fact an excellent design for the long-term utility. This can be explained by recognizing that the
top-right region indeed offers the most informative measurements and all of the design strategy will
eventually suggest an experiment there. However, taking a measurement in bottom-right region
provides information from an orthogonal direction that enhances the future information gain from
those top-right measurements. For example, if the true source location is near the bottom, the
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Figure 2.16: Case 3. Vehicle locations from 104 test episodes generated using PG-sOED, greedy,
and batch designs (rows) for experiments 1–4 (columns).
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bottom-right experiment can detect its presence and adapt future experiments there to gain more
information; if the true source location is near the top, the bottom-right experiment can detect its
absence and substantially narrow down the posterior probability there and guide future experiments
back towards the top-right. Furthermore, the best opportunity to move in this “off-stream” direction
is in the first experiment, where the convective speed is lowest and so the penalty for moving against
the convective flow is minimum. Overall, PG-sOED is able to reveal this low-cost information-
orthogonal first move that enhances the value of subsequent experiments.

Lastly, Case 4 extends to designing 𝑁 = 15 experiments using PG-sOED. When designing more
experiments such as in this case, greedy design becomes very expensive and no longer practical
due to its need for repeated Bayesian inference and incremental KL-divergence estimates at every
experiment. This is in contrast to PG-sOED which remains inexpensive since it requires just a
single terminal Bayesian inference and KL-divergence for each episode. We present the histogram
of total rewards for PG-sOED and batch designs (greedy no longer practical) in Fig. 2.19, where
the advantage of PG-sOED appears prominent.

2.4 Summary

In this chapter, we introduce a comprehensive mathematical formulation for sOED that incorporates
a state-space representation. We provide a proof of sOED’s optimality, highlighting its superiority
over batch and greedy designs. We then introduce new, computationally efficient methods to solve
the sOED problem using policy gradient method (PG-sOED). We derive the PG expressions for
sOED, enabling gradient-based optimization, and utilize deep neural networks to learn the policy
function, value function and surrogate model.

The key contributions and novelty of our PG-sOED method are summarized as follows.

• We formulate the sOED problem as a finite-horizon POMDP under a Bayesian setting and
with information-theoretic utilities. This formulation bridges the concepts of sequential
experimental design with state-space modeling.

• We show that sOED generalizes the commonly-used batch and greedy design strategies.

• We provide a proof demonstrating the equivalence of the objective function when utilizing
terminal information gain and incremental information gain.

• We present the new PG-sOED algorithm by deriving its policy gradient expressions, forming
its Monte Carlo estimator, and adopting DNN parameterizations for the policy and value
functions.
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(a) PG-sOED, \ = (0.95, 0.8, 0.06, 0.2), total reward = 3.818 (information gain
= 4.156, movement cost = 0.338)
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(b) Greedy, \ = (0.95, 0.8, 0.06, 0.2), total reward = 2.699 (information gain =

2.964, movement cost = 0.265)
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(c) Batch, \ = (0.95, 0.8, 0.06, 0.2), total reward= 2.380 (information gain= 2.628,
movement cost = 0.248)

Figure 2.17: Case 3. Example episode instances using PG-sOED, greedy and batch designs.
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Figure 2.18: Case 3. Expected utility for one-experiment design at 𝑡1 = 0.05. The best design
location is the domain center.

0 2 4 6 8 10
Reward

0

50

100

150

200

250

300

350

400

Co
un

ts

PG-sOED
Batch

Figure 2.19: Case 4. Histograms of total rewards from 104 test episodes generated using PG-sOED
and batch designs. The mean total reward for PG-sOED is 4.853±0.018, higher than batch design’s
3.581 ± 0.016.
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• We validate PG-sOED on a benchmark example and demonstrate its advantages over other
design baselines via a sensor movement problem for contaminant source inversion in a
convection-diffusion field. Notably, we provide explanations for the resulting policy behaviors
using knowledge about the underlying physical process.

• We make available our PG-sOED code at https://github.com/wgshen/sOED.
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CHAPTER 3

Variational Sequential Optimal Experimental Design

The sequential optimal experimental design (sOED) framework introduced in Chapter 2 faces
two significant challenges. The first is the expensive computations for estimating the Kullback-
Leibler (KL) divergence reward terms, especially in high-dimensional parameter spaces. The
second is that sOED is only formulated for OED targeting single-model parameter inference, and
cannot tackle scenarios with multiple models and different design objectives beyond parameter
inference (e.g., OED for model discrimination, goal-oriented prediction, etc.). In this chapter,
we introduce variational sequential optimal experimental design (vsOED) that provides an
enhanced mathematical framework and new numerical methods to overcome these challenges.

This chapter begins with a brief review on the formulation of sOED, and introduces the new
entities and notations needed for accommodating multi-model scenarios, and a unified reward
structure that encompasses information gain for model discrimination, parameter inference, and
goal-oriented prediction, even in the presence of nuisance parameters. We further adopt a lower
bound estimator for the expected utility through variational approximation to the Bayesian posteriors
in order to bypass the intensive calculations of KL divergence.

We then introduce the numerical methods for solving vsOED problems. The optimal design
policy is obtained by simultaneously maximizing the variational lower bound and performing pol-
icy gradient updates, utilizing advanced reinforcement learning (RL) techniques, such as replay
buffer and target network. Finally, we demonstrate vsOED for a range of OED problems targeting
parameter inference, model discrimination, and goal-oriented prediction. These cases encompass
explicit and implicit likelihoods, nuisance parameters, and physics-based partial differential equa-
tion (PDE) models. The results indicate substantially improved sample efficiency and reduced
number of forward model simulations compared to existing sequential design algorithms.

The content of this chapter corresponds to the author’s publication [129], and the code is
available at: https://github.com/wgshen/vsOED.
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3.1 Problem formulation

3.1.1 Background

Similar to the framework of sOED in Chapter 2, we focus on OED for a finite total of 𝑁 experiments
indexed by 𝑘 ∈ {0, . . . , 𝑁 − 1}, where each experiment can be conducted under design 𝑑𝑘 ∈ D𝑘 ⊆
R𝑁𝑑 and produces an observation 𝑦𝑘 ∈ R𝑁𝑦 . The information sequence of all past experiments’
designs and observations is denoted by 𝐼𝑘 = [𝑑0, 𝑦0, . . . , 𝑑𝑘−1, 𝑦𝑘−1] (with 𝐼0 = ∅). However, in
contrast to sOED that only considers a single model with unknown parameters, in vsOED we will
further consider a discrete set of M candidate models indexed by 𝑚 ∈ {1, . . . ,M} for describing
the experimental process. Each model contains unknown parameters of interest (PoIs) \𝑚 ∈ R𝑁\𝑚

we wish to learn from the experiments, nuisance parameters [𝑚 ∈ R𝑁[𝑚 that are uncertain but not
targeted for learning, and associated predictive quantities of interest (QoIs) 𝑧𝑚 ∈ R𝑁𝑧𝑚 that only
depend on this model’s parameters. For simplicity, we present these variables to be continuous
and their dimensions remain constant across experiments; however this is not a requirement. The
relationships of these entities may be summarized via an observation model

𝑦𝑘 = 𝐺𝑘 (\𝑚, [𝑚, 𝑑𝑘 ;𝑚, 𝐼𝑘 ) + 𝜖𝑘 (3.1)

where 𝐺𝑘 is the observation forward mapping and 𝜖𝑘 is the observation noise, and a predictive
model

𝑧𝑚 = 𝐻 (\𝑚, [𝑚;𝑚) (3.2)

where 𝐻 is the predictive forward mapping. In many engineering and science systems, the forward
mappings 𝐺𝑘 and 𝐻 involve the most expensive computations (e.g., solving systems of PDEs).
Hence, the number of forward solves is often used as the unit for computational cost assessments.

Adopting a Bayesian approach, after the 𝑘th experiment is carried out, the joint probability
density function (PDF) on 𝑚, \𝑚, [𝑚 can be updated following Bayes’ rule:

𝑝(𝑚, \𝑚, [𝑚 |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) =
𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 , 𝐼𝑘 ) 𝑝(𝑚, \𝑚, [𝑚 |𝐼𝑘 )

𝑝(𝑦𝑘 |𝑑𝑘 , 𝐼𝑘 )
(3.3)

= 𝑃(𝑚 |𝐼𝑘+1) 𝑝(\𝑚, [𝑚 |𝑚, 𝐼𝑘+1),

where 𝑝(𝑚, \𝑚, [𝑚 |𝐼𝑘 ) is the prior, 𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 , 𝐼𝑘 ) is the likelihood, 𝑝(𝑦𝑘 |𝑑𝑘 , 𝐼𝑘 ) is the
marginal likelihood; and the joint posterior 𝑝(𝑚, \𝑚, [𝑚 |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) (and similarly for the prior)
can be factored into product of 𝑃(𝑚 |𝐼𝑘+1) the posterior probability mass function (PMF) of model
and 𝑝(\𝑚, [𝑚 |𝑚, 𝐼𝑘+1) the posterior PDF of parameters conditioned on model 𝑚. In the remainder
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of this chapter, we adopt the convention where when 𝑚 is not explicitly mentioned, conditioning
on 𝑚 is implied through other variables’ subscripts, e.g., 𝑝(\𝑚, [𝑚 |𝐼𝑘 ) = 𝑝(\𝑚, [𝑚 |𝑚, 𝐼𝑘 ). Upon
propagating the parameter posterior through 𝐻, the posterior-predictive PDF for 𝑧𝑚 becomes

𝑝(𝑧𝑚 |𝐼𝑘+1) =
∫
Θ,H

𝑝(\𝑚, [𝑚 |𝐼𝑘+1) 𝑝(𝑧𝑚 |\𝑚, [𝑚) 𝑑\𝑚 𝑑[𝑚 . (3.4)

If 𝐻 is a deterministic model, then 𝑝(𝑧𝑚 |\𝑚, [𝑚) collapses to a Dirac delta function.
The posterior after the 𝑘th experiment 𝑝(𝑚, \𝑚, [𝑚 |𝑑𝑘 , 𝑦𝑘 , 𝐼𝑘 ) = 𝑝(𝑚, \𝑚, [𝑚 |𝐼𝑘+1) serves as

the prior for the (𝑘 + 1)th experiment and is again applied to Eqn. (3.3). Hence, the Bayesian
framework can be naturally and recursively used for sequential experiment.

3.1.2 Sequential optimal experimental design formulation

Below we briefly review the MDP-baseformulation of sOED and the core components of a Markov
decision process (MDP) for better understanding.

State. 𝑥𝑘 = [𝑥𝑘,𝑏, 𝑥𝑘,𝑝] ∈ X𝑘 is the state of the system and environment prior to the 𝑘th
experiment. The belief state 𝑥𝑘,𝑏 fully captures the state of uncertainty in 𝑚, \𝑚, [𝑚, and 𝑧𝑚,
and the physical state 𝑥𝑘,𝑝 tracks any non-uncertain design-relevant quantities. The belief state
conceptualizes as the posterior following a Bayesian paradigm for updating the rational belief
about an outcome’s plausibility [38, 47]. In practice, this amounts to numerically representing
the posteriors in Eqn. (3.3) and (3.4) or their sufficient statistics. We adopt the trivial sufficient
statistics of the posterior, 𝐼𝑘 , which also captures the physical state since it records the history of
all past experiments; hence, we will adopt 𝑥𝑘 = 𝐼𝑘 for the rest of this chapter. The effectiveness of
using 𝐼𝑘 to represent 𝑥𝑘 has already been verified in the numerical cases presented in Sec. 2.3. The
main drawback is that dim(𝐼𝑘 ) grows with 𝑘 , however it is always capped due to finite 𝑁 .

Design (action) and policy. 𝜋 = {`𝑘 : X𝑘 ↦→ D𝑘 }𝑁−1
𝑘=0 is the deterministic policy mapping from

state space to design (action) space. The design for the 𝑘th experiment is thus 𝑑𝑘 = `𝑘 (𝐼𝑘 ).
State transition. 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) describes the transition from state 𝑥𝑘 to state 𝑥𝑘+1 after

conducting the 𝑘th experiment under design 𝑑𝑘 and observing 𝑦𝑘 . Since we represent the state
using 𝐼𝑘 , the transition is simply a concatenation 𝐼𝑘+1 = [𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ].

Utility (reward). 𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) ∈ R denotes the immediate reward from the 𝑘th experiment, and
𝑔𝑁 (𝐼𝑁 ) ∈ R is the terminal reward that can be only computed after all experiments are completed.
Examples of information gain (IG)-based rewards will be provided in Sec. 3.1.3 and Sec. 3.1.4.
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Problem statment. The sOED problem seeks the policy that maximizes the expected utility𝑈:

𝜋∗ = arg max
𝜋={`0,...,`𝑁−1}

{
𝑈 (𝜋) = E𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝐼𝑁 )
]}

(3.5)

s.t. 𝑑𝑘 = `𝑘 (𝐼𝑘 ) ∈ D𝑘 ,

𝐼𝑘+1 = [𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ], for 𝑘 = 0, . . . , 𝑁 − 1, .

This sOED framework has been shown to generalize the batch and sequential greedy designs in
Sec. 2.1.3.

3.1.3 Experimental design utilities

Similar to Sec. 2.1.4, we propose two IG-based reward formulations incorporating various design
objectives.

1) Terminal-information-gain (TIG) targets the overall IG (KL divergence) from all 𝑁 exper-
iments via the terminal reward (without loss of generality, contributions from non-information
reward are omitted):

𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 0, 𝑘 = 0, . . . , 𝑁 − 1 (3.6)

𝑔𝑁 (𝐼𝑁 ) = 𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑁 ) | | 𝑃(𝑚) )
+ E𝑚 |𝐼𝑁 [𝛼Θ𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚) ) + 𝛼𝑍𝐷KL ( 𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑝(𝑧𝑚) )] , (3.7)

where 𝛼M ∈ [0, 1] (for model), 𝛼Θ ∈ [0, 1] (for PoIs) and 𝛼𝑍 ∈ [0, 1] (for QoIs) are the
weights/switches of IG from the different variables. For example, setting 𝛼M = 1 and 𝛼Θ = 𝛼𝑍 = 0
reduces to only IG for model probability (OED for model discrimination); 𝛼Θ = 1 and 𝛼M = 𝛼𝑍 = 0
reduces to IG on PoIs (OED for inference); 𝛼𝑍 = 1 and 𝛼Θ = 𝛼M = 0 reduces to IG on QoIs
(OED for goal-oriented prediction). In the special case when 𝛼M = 𝛼Θ = 1 and 𝛼𝑍 = 0, or
𝛼M = 𝛼𝑍 = 1 and 𝛼Θ = 0, the terminal reward is equivalent to 𝐷KL ( 𝑝(𝑚, \𝑚 |𝐼𝑁 ) | | 𝑝(𝑚, \𝑚) ) and
𝐷KL ( 𝑝(𝑚, 𝑧𝑚 |𝐼𝑁 ) | | 𝑝(𝑚, 𝑧𝑚) ), respectively (see Appendix B.1). When nuisance parameter [𝑚 is
absent, one should not set both 𝛼Θ and 𝛼𝑍 to 1, since the IG on 𝑧𝑚 is fully absorbed into the IG on
\𝑚 (Appendix B.2).

2) Incremental-information-gain (IIG) adopts incremental IG for the immediate rewards:

𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑘+1) | | 𝑃(𝑚 |𝐼𝑘 ) ) + E𝑚 |𝐼𝑘+1

[
𝛼Θ𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

+ 𝛼𝑍𝐷KL ( 𝑝(𝑧𝑚 |𝐼𝑘+1) | | 𝑝(𝑧𝑚 |𝐼𝑘 ) )
]
, 𝑘 = 0, . . . , 𝑁 − 1 (3.8)

𝑔𝑁 (𝐼𝑁 ) = 0. (3.9)
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We denote 𝑈𝑇 (𝜋) to be the resulting sOED expected utility from Eqn. (3.5) when adopting the
TIG rewards (Eqn. (3.6) and (3.7)), and𝑈𝐼 (𝜋) when adopting the IIG rewards (Eqn. (3.8) and (3.9)).

Theorem 3 (Terminal-incremental equivalence). 𝑈𝑇 (𝜋) = 𝑈𝐼 (𝜋) for any policy 𝜋.

A proof is provided in Appendix B.3. Hence, both formulations induce the same sOED problem.

3.1.4 One-point estimate for rewards

Direct evaluation of the expected utility requires repeated KL divergence (integral) estimates. Naı̈ve
estimates using grid discretization or MC integration would be highly expensive. Similar to [55], we
propose one-point estimates that are much less costly. The 1) one-point-TIG formulation involves

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 0, 𝑘 = 0, . . . , 𝑁 − 1 (3.10)

¤𝑔𝑁 (𝐼𝑁 ) = 𝛼M ln
𝑃( ¤𝑚 |𝐼𝑁 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑝( ¤𝑧𝑚)

; (3.11)

and the 2) one-point-IIG involves

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) = 𝛼M ln
𝑃( ¤𝑚 |𝐼𝑘+1)
𝑃( ¤𝑚 |𝐼𝑘 )

+ 𝛼Θ ln
𝑝( ¤\𝑚 |𝐼𝑘+1)
𝑝( ¤\𝑚 |𝐼𝑘 )

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑘+1)
𝑝( ¤𝑧𝑚 |𝐼𝑘 )

, 𝑘 = 0, . . . , 𝑁 − 1 (3.12)

¤𝑔𝑁 (𝐼𝑁 ) = 0. (3.13)

In the above, ¤𝑚, ¤\𝑚, and ¤𝑧𝑚 are the “true” sample values that generated the sequence 𝐼𝑁 appearing
in the conditionals. The corresponding one-point estimate expected utility is:

¤𝑈 (𝜋) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝑁−1∑︁
𝑘=0

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + ¤𝑔𝑁 (𝐼𝑁 )
]
. (3.14)

We denote ¤𝑈𝑇 (𝜋) to be the resulting expected utility from Eqn. (3.14) when adopting the one-
point-TIG rewards (Eqn. (3.10) and (3.11)), and ¤𝑈𝐼 (𝜋) when adopting the one-point-IIG rewards
(Eqn. (3.12) and (3.13)).

Theorem 4 (One-point estimate equivalence). 𝑈𝑇 (𝜋) = ¤𝑈𝑇 (𝜋) = ¤𝑈𝐼 (𝜋) = 𝑈𝐼 (𝜋) for any policy 𝜋.

A proof is provided in Appendix B.4. Hence, both the original sOED and one-point estimate
formulations, using either TIG or IIG, induce the same sOED problem. We note that for ¤𝑈𝐼 (𝜋), all
the intermediate posteriors cancel out and only the prior 𝑝(·) (i.e., 𝑝(·|𝐼0)) and the final posterior
𝑝(·|𝐼𝑁 ) survive. However, working with intermediate posteriors in the incremental rewards can
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lead to denser rewards that improves numerical performance [14]. For any expected utility form,
the prior term 𝑝(·) may be omitted since it would only result in an objective shift and not affect the
arg-max (see Appendix B.5). For cases when the prior is difficult to compute (e.g., prior-predictive
𝑝(𝑧𝑚) =

∫
Θ,H 𝑝(\𝑚, [𝑚) 𝑝(𝑧𝑚 |\𝑚, [𝑚) 𝑑\𝑚 𝑑[𝑚 that needs to marginalize out \𝑚 and [𝑚), we will

drop the prior term and use the shifted expected utility for policy optimization.
The one-point estimates proposed in Sec. 3.1.4 still require posterior density evaluations. In-

spired by [56], we replace the true posteriors 𝑝(·|𝐼𝑘 ) with variational posterior approximations
𝑞(·|𝐼𝑘 ; 𝜙(·)), forming a lower bound estimator to the expected utility. The 1) variational-one-point-
TIG becomes

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) = 0, 𝑘 = 0, . . . , 𝑁 − 1 (3.15)

¤𝑔𝑁 (𝐼𝑁 ; 𝜙) = 𝛼M ln
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)

𝑃( ¤𝑚) + 𝛼Θ ln
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

𝑝( ¤𝑧𝑚)
; (3.16)

and the 2) variational-one-point-IIG becomes

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) = 𝛼M ln
𝑞( ¤𝑚 |𝐼𝑘+1; 𝜙M)
𝑞( ¤𝑚 |𝐼𝑘 ; 𝜙M) + 𝛼Θ ln

𝑞( ¤\𝑚 |𝐼𝑘+1; 𝜙Θ𝑚
)

𝑞( ¤\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
)

+ 𝛼𝑍 ln
𝑞( ¤𝑧𝑚 |𝐼𝑘+1; 𝜙𝑍𝑚)
𝑞( ¤𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

, 𝑘 = 0, . . . , 𝑁 − 1 (3.17)

¤𝑔𝑁 (𝐼𝑁 ; 𝜙) = 0, (3.18)

with the understanding that 𝑞(·|𝐼0; 𝜙(·)) is 𝑝(·|𝐼0). The corresponding variational one-point estimate
expected utility is:

¤𝑈 (𝜋; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝑁−1∑︁
𝑘=0

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) + ¤𝑔𝑁 (𝐼𝑁 ; 𝜙)
]
. (3.19)

Following similar ideas in non-sequential OED [56, 7], we show this to be a lower bound of the
expected utility.

Theorem 5 (Variational lower bound). ¤𝑈 (𝜋; 𝜙) ≤ ¤𝑈 (𝜋) = 𝑈 (𝜋) for any policy 𝜋 and variational
posterior parameter 𝜙. The bound is tight if and only if 𝑞(·|𝐼𝑁 ; 𝜙(·)) = 𝑝(·|𝐼𝑁 ) (except the trivial
case when 𝛼M = 𝛼Θ = 𝛼𝑍 = 0).

A proof is provided in Appendix B.6. The variational sOED (vsOED) problem thus entails
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finding the optimal variational approximation and the optimal policy to maximize the lower bound:

𝜋∗, 𝜙∗ = arg max
𝜋,𝜙

¤𝑈 (𝜋; 𝜙) (3.20)

s.t. 𝑑𝑘 = `𝑘 (𝐼𝑘 ) ∈ D𝑘 ,

𝐼𝑘+1 = [𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ], for 𝑘 = 0, . . . , 𝑁 − 1.

We note that the tightness of the bound does not depend on the quality of the intermediate
variational posteriors (i.e., 𝑞(·|𝐼𝑘 ; 𝜙(·)) for 𝑘 = 1, . . . , 𝑁 − 1) due to their cancellations, and low-
quality intermediate posterior approximation may be used (see Appendix B.7). For example, when
all intermediate posteriors are approximated by the prior, then the one-point-IIG collapses to the
one-point-TIG. However, as we show in the results, good intermediate posterior approximations can
lead to better numerical performance. Non-IG-based reward contributions (that do not depend on
the posteriors) can also be incorporated into all previously introduced expected utility formulations
without affecting any of the theorem results.

In our implementation, we employ a neural network (NN) to approximate the model posterior
𝑞( ¤𝑚 |𝐼𝑘 ; 𝜙M), which takes 𝑑𝑘 ’s and 𝑦𝑘 ’s and uses a softmax output activation to produce each
model’s probability. For parameter posteriors 𝑞( ¤\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚

) and 𝑞( ¤𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚), we use independent
Gaussian mixture models (GMMs) with NNs predicting the GMM weights, means, and standard
deviations. Truncated Gaussian is used for parameter with compact support. We also include
results using normalizing flows (NFs) for parameter posterior approximations, where the NF work
is contributed by collaborator Jiayuan Dong. Further details are in Sec. 3.2.2 and 3.2.3.

3.2 Numerical Methods for vsOED

3.2.1 Policy gradient and variational gradient

We employ gradient-based methods to numerically solve for the optimal vsOED policy. To extract
gradient, we explicitly parameterize policy 𝜋 by 𝑤 ∈ R𝑁𝑤 and denote the parameterized policy as
𝜋𝑤. Learning the policy (i.e. actor) explicitly offers significantly faster online usage compared
to dynamic programming sOED [74] and myopic design that require solving new optimization
problems at run time, which has been shown in Sec. 2.3.1. Using parameterized policy, the vsOED
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problem becomes:

𝑤∗, 𝜙∗ = arg max
𝑤,𝜙

¤𝑈 (𝑤; 𝜙) (3.21)

s.t. 𝑑𝑘 = `𝑘,𝑤 (𝐼𝑘 ) ∈ D𝑘 ,

𝐼𝑘+1 = [𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ], for 𝑘 = 0, . . . , 𝑁 − 1.

The gradient of the expected utility with respect to 𝜙 can be trivially shown (Leibniz rule) to be:

∇𝜙 ¤𝑈 (𝑤; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝑁−1∑︁
𝑘=0

∇𝜙 ¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) + ∇𝜙 ¤𝑔𝑁 (𝐼𝑁 ; 𝜙)
]
. (3.22)

The policy gradient can be derived near-identically following the proof in Appendix A.2 except that
the expressions for vsOED involve an additional outer expectation over ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚; therefore the
derivation is not repeated. The vsOED policy gradient is:

∇𝑤 ¤𝑈 (𝑤; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚

𝑁−1∑︁
𝑘=0
E𝐼𝑘 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
∇𝑤`𝑘,𝑤 (𝐼𝑘 )∇𝑑𝑘𝑄

𝜋𝑤
𝑘
(𝐼𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝐼𝑘)

]
, (3.23)

where𝑄𝜋𝑤
𝑘

is the actor-value function (i.e. critic) that quantifies the expected cumulative remaining
reward for conducting 𝑘th experiment at design 𝑑𝑘 and state 𝐼𝑘 and thereafter following policy 𝜋𝑤.

In our implementation, we use NNs to parameterize both the actor and critic (architecture in
Sec. 3.2.4), with the critic parameters being a ∈ R𝑁a . Details about the overall numerical algorithm
are provided in the following sections, including the NN architectures (Sec. 3.2.2 to 3.2.4), MC
estimate of the variational gradient (Sec. 3.2.5.1) and policy gradient (Sec. 3.2.5.3), formulation
and training of critic networks under TIG and IIG (Sec. 3.2.5.2), exploration strategy (Sec. 3.2.5.4),
and hyperparameter tuning (Sec. 3.2.5.5). The overall pseudocode is summarized in Algorithm 2.

Algorithm 2: The vsOED algorithm.
1: Initialize variational parameters 𝜙, actor (policy) parameters 𝑤, critic parameters a;
2: for 𝑙 = 1, . . . , 𝑛update do
3: Simulate 𝑛episode episodes: sample 𝑚, \𝑚, [𝑚 and 𝑧𝑚 from the prior, and then for

𝑘 = 0, . . . , 𝑁 − 1 sample 𝑑𝑘 = `𝑘,𝑤 (𝐼𝑘 ) + 𝜖explore and 𝑦𝑘 ∼ 𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 , 𝐼𝑘 );
4: Update newly generated information sequences

{
𝐼
(𝑖)
𝑁

}𝑛episode

𝑖=1
into replay buffer;

5: Sample 𝑛batch episodes from the replay buffer, update 𝜙 and
{
¤𝑔(𝑖)
𝑘

}𝑛batch

𝑖=1
using sampled batch;

6: Estimate gradients and update a and 𝑤 via gradient ascent using sampled batch;
7: end for
8: Return optimized policy network 𝜋𝑤;
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3.2.2 Neural network architecture of model posterior predictor

The overall architecture of a NN-based posterior predictor for model probability (𝑞(𝑚 |𝐼𝑘 ; 𝜙M)) is
shown in Table 3.1; the same architecture is utilized for all numerical cases in this chapter. More
specifically, the model posterior predictor takes 𝐼𝑘 as input, and outputs the log-probabilities of each
candidate model ln 𝑞(𝑚 |𝐼𝑘 ; 𝜙M). Separate model posterior predictors are trained for each stage
when the IIG formulation is used. However, as shown earlier in Appendix B.7, the quality of the
intermediate variational posterior approximations does not directly contribute to the accuracy of
the overall variational expected utility estimate, and thus one may elect to train these intermediate
model posterior predictors more “loosely”, for example, by using smaller NN architectures and
with shared weights among the NNs.

Table 3.1: Architecture of the NN-based model posterior predictor.

Layer Description Dimension Activation

Input 𝐼𝑘 𝑘 (𝑁𝑑 + 𝑁𝑦) -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 256 ReLU

Output Dense M LogSoftmax

3.2.3 Neural network architectures of parameter and predictive quantity
posterior predictors

We introduce the GMM- and NF-based posterior predictors for PoIs (𝑞(\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
)) and QoIs

(𝑞(𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)). We adopt the same architectures for both the PoI and QoI posterior predictors, and
so only introduce them in the context of PoIs below but with the understanding that the same applies
to the QoIs. Similar to the model posterior predictor, separate PoI and QoI posterior predictors are
trained for each stage when the IIG formulation is used.

3.2.3.1 Independent Gaussian Mixture Models

An independent GMM approximates a complex distribution through a weighted sum of multiple
independent Gaussians:

𝑞(\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
) =

𝑛mixture∑︁
𝑖=1

𝑤𝑖 (𝐼𝑘 ; 𝜙Θ𝑚
) N (\𝑚; `𝑖 (𝐼𝑘 ; 𝜙Θ𝑚

), Σ𝑖 (𝐼𝑘 ; 𝜙Θ𝑚
)), (3.24)
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where for the 𝑖th Gaussian, 𝑤𝑖 (𝐼𝑘 ; 𝜙Θ𝑚
) is its mixture weight, `𝑖 (𝐼𝑘 ; 𝜙Θ𝑚

) ∈ R𝑁\𝑚 is its mean,
and Σ𝑖 (𝐼𝑘 ; 𝜙Θ𝑚

) ∈ R𝑁\𝑚×𝑁\𝑚 is its diagonal covariance matrix with the square root of the diagonal
terms being the standard deviations. The weights, means, and standard deviations of the GMM are
predicted using NNs, together referred to as the GMM net. These NNs share a common backend
network that learns shared features. The architectures of the feature net, weight net, mean net and
standard deviation net are provided in Table 3.2 to 3.4. The Linear mapping in Table 3.4 refers
to the process of mapping the output to a specific range that is problem dependent. This mapping
ensures that the predicted means and standard deviations of the GMM fall within the desired range.
Additionally, an epsilon of 10−27 is added to Eqn. (3.24) to prevent numerical underflow. When
some PoIs have compact support, independent truncated normal distributions [26] are used to
replace the dimensions corresponding to those PoIs within the Gaussian distributions. The specific
ranges of the linear mapping and the usage of truncated normal will be mentioned in each numerical
case. The same GMM net architecture is used across all numerical cases.

Table 3.2: Architecture of the feature net of the GMM net.

Layer Description Dimension Activation

Input 𝐼𝑘 𝑘 (𝑁𝑑 + 𝑁𝑦) -
H1 Dense 256 ReLU

Output Dense 256 ReLU

Table 3.3: Architecture of the weight net of the GMM net.

Layer Description Dimension Activation

Input Feature(𝐼𝑘 ) 256 -
H1 Dense 256 ReLU
H2 Dense 256 ReLU

Output Dense 𝑛mixture Softmax

Table 3.4: Architecture of the mean net or standard deviation net of the GMM net.

Layer Description Dimension Activation

Input Feature(𝐼𝑘 ) 256 -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 𝑛mixture𝑁\𝑚 Sigmoid

Output Identity 𝑛mixture𝑁\𝑚 Linear mapping
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3.2.3.2 Normalizing Flows

The NF setup in this section is contributed by collaborator Jiayuan Dong. A NF approximates a
target random variable \ by finding an overall invertible mapping to this target from a standard
normal of the same dimension, \ = 𝑔(b) (and b = 𝑓 (\) where 𝑓 = 𝑔−1), via a composition of
successive invertible mappings. The PDFs of these random variables are related via

𝑝Θ(\) = 𝑝b ( 𝑓 (\)) |det𝐷 𝑓 (\) | (3.25)

where 𝐷 𝑓 (\) is the Jacobian of 𝑓 at \. Writing in a successive mapping form \ = 𝑔(b) =

𝑔𝑛 ◦ 𝑔𝑛−1 ◦ ... ◦ 𝑔1(b) = 𝑔𝑛 (𝑔𝑛−1(...(𝑔1(b))...)) with 𝑛 ≥ 1 invertible transformations, the log
density is

ln 𝑝Θ(\) = ln 𝑝b ( 𝑓𝑛 ◦ 𝑓𝑛−1 ◦ ... ◦ 𝑓1(\)) +
𝑛∑︁
𝑖=1

ln |det𝐷 𝑓𝑖 ◦ 𝑓𝑖−1 ◦ ... 𝑓1(\) | (3.26)

where 𝑓 (\) = 𝑓𝑛 ◦ 𝑓𝑛−1 ◦ ... ◦ 𝑓1(\) and 𝑓𝑖 = 𝑔
−1
𝑖

. The successive transformations on b can achieve
a highly expressive density for the target variable \ [42].

To approximate the PoI posterior 𝑞(\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
), we build NF b = 𝑓 (\) using an invertible

neural network (INN) [42], and refer to the overall mapping as the NF net. INN partitions \ into
two parts \ = [\1, \2]𝑇 with approximately equal dimensions, and introduces invertible mappings

𝑓1(\) =
(

\1

\̃2 = \2 ⊙ exp(𝑠1(\1)) + 𝑡1(\1)

)
𝑓2( 𝑓1(\)) =

(
\̃1 = \1 ⊙ exp(𝑠2(\̃2)) + 𝑡2(\̃2)

\̃2

)
(3.27)

where 𝑠1, 𝑡1 map R𝑛\1 ↦→ R𝑛\2 and 𝑠2, 𝑡2 map R𝑛\2 ↦→ R𝑛\1 , and ⊙ denotes element-wise product.
The Jacobian of 𝑓1 is [

I𝑑 0
𝜕 𝑓1 (\)
𝜕\2

diag(exp[𝑠1(\1)])

]
,

a lower triangular matrix with determinant exp[∑𝑛\2
𝑗=1 𝑠1(\1) 𝑗 ]. Similarly the Jacobian of 𝑓2 is an

upper triangular matrix with determinant exp[∑𝑛\1
𝑗=1 𝑠2(\̃2) 𝑗 ]. 𝑠’s and 𝑡’s can represented via, for

example, NNs for their expressiveness. Multiple such transformations from Eqn. (3.27) can also
be composed together to further increase expressiveness of the overall mapping; we use 𝑛trans to
denote the number of such transformation.
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To incorporate the dependency of posterior on 𝐼𝑘 , the 𝑠(·) and 𝑡 (·) are set up to also take 𝐼𝑘 as
input. Similar to the GMM setup, 𝐼𝑘 is first fed into a feature network whose output has the same
dimension as 𝐼𝑘 . The architectures of the feature network, and the 𝑠1, 𝑡1; 𝑠2, 𝑡2 networks in NFs are
provided in Table 3.5 to 3.7. Mirroring the GMM net, an epsilon of 10−27 is added to Eqn. (3.26)
to prevent numerical underflow.

Table 3.5: Architecture of the feature net of the NF net. The first value under Dimension column is
used for the source location problem in 3.3.2 and CES problem in 3.3.3; the second value is used
for the SIR problem in 3.3.4.

Layer Description Dimension Activation

Input 𝐼𝑘 𝑘 (𝑁𝑑 + 𝑁𝑦) -
H1 Dense 256 / 128 ReLU
H2 Dense 256 / 128 ReLU
H3 Dense 256 / None ReLU

Output Feature(𝐼𝑘 ) 𝑘 (𝑁𝑑 + 𝑁𝑦) -

Table 3.6: Architecture of the 𝑠1 and 𝑡1 nets of the NF net. The first value under Dimension column
is used for the source location problem in 3.3.2 and CES problem in 3.3.3; the second value is used
for the SIR problem in 3.3.4.

Layer Description Dimension Activation

Input Feature(𝐼𝑘 ) + \1 𝑘 (𝑁𝑑 + 𝑁𝑦) + 𝑛\1 -
H1 Dense 256 / 128 ReLU
H2 Dense 256 / 128 ReLU
H3 Dense 256 / 128 ReLU

Output 𝑠1(·) or 𝑡1(·) 𝑛\2 -

3.2.4 Neural network architecture of actor and critic

The same architectures of the actor and critic networks described in Sec. 2.2.2.1 and 2.2.2.2 are
adopted here. The actor `𝑘,𝑤 learns a mapping from state 𝐼𝑘 to design 𝑑𝑘 . Instead of learning
separate actors for each stage, we combine them into a single actor. The overall input takes the
form

𝐼𝑎𝑐𝑡𝑜𝑟𝑘 = [𝑒𝑘 , 𝐼𝑘 ]
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Table 3.7: Architecture of the 𝑠2 and 𝑡2 nets of the NF net. The first value under Dimension column
is used for the source location problem in 3.3.2 and CES problem in 3.3.3; the second value is used
for the SIR problem in 3.3.4.

Layer Description Dimension Activation

Input Feature(𝐼𝑘 ) + \̃2 𝑘 (𝑁𝑑 + 𝑁𝑦) + 𝑛\2 -
H1 Dense 256 / 128 ReLU
H2 Dense 256 / 128 ReLU
H3 Dense 256 / 128 ReLU

Output 𝑠2(·) or 𝑡2(·) 𝑛\1 -

where 𝑒𝑘 is an 0-indexed one-hot encoding vector of size 𝑁 to represent the current experiment
stage:

𝑒𝑘 = [0, . . . , 0, 1︸︷︷︸
𝑘th

, 0, . . . , 0]𝑇 ,

and 𝐼𝑘 is a vector of fixed size (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) obtained by extending 𝐼𝑘 with zero-padding:

𝐼𝑘 = [

𝑁𝑑︷︸︸︷
𝑑0 , . . . , 𝑑𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑑 (𝑁−1−𝑘)

,

𝑁𝑦︷︸︸︷
𝑦0 , . . . , 𝑦𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑦 (𝑁−1−𝑘)

]𝑇 .

The total dimension of 𝐼𝑎𝑐𝑡𝑜𝑟
𝑘

is 𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦). The inputs of the critic is

𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑘 = [𝐼𝑎𝑐𝑡𝑜𝑟𝑘 , 𝑑𝑘 ]

with total dimension 𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) + 𝑁𝑑 . The output of the critic is a scalar. The
architectures of the actor and critic are presented in Table 3.8 and Table 3.9, where the Linear
mapping in Table 3.8 maps the output value to be within the design bounds. The same actor and
critic architectures are used across all numerical cases in this chapter.

Other architectures have been proposed for constructing the actor and critic networks, such as the
encoder-pooling-emitter structure used in [55, 76, 14]. These architectures leverage a permutation
invariance property that arises from the conditional independence of likelihoods. However, it is
important to note that in our case, the conditional independence of likelihoods does not hold, even
if the likelihood function does not depend on past experience (i.e. if 𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 , 𝐼𝑘 ) =

𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 )). For instance, if the problem involves multiple models, the model posterior
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Table 3.8: Architecture of the actor.

Layer Description Dimension Activation

Input 𝐼𝑎𝑐𝑡𝑜𝑟
𝑘

𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 256 ReLU
H4 Dense 𝑁𝑑 Sigmoid

Output Identity 𝑁𝑑 Linear mapping

Table 3.9: Architecture of the critic.

Layer Description Dimension Activation

Input 𝐼𝑐𝑟𝑖𝑡𝑖𝑐
𝑘

𝑁 + (𝑁 − 1) (𝑁𝑑 + 𝑁𝑦) + 𝑁𝑑 -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 256 ReLU

Output Dense 1 -

can be shown to be not permutation invariant:

𝑃(𝑚 |𝐼𝑁 ) ∝ 𝑃(𝑚)
𝑁−1∏
𝑘=0

∫
Θ,H

𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 )𝑝(\𝑚, [𝑚 |𝑚, 𝐼𝑘 ) 𝑑\𝑚 𝑑[𝑚

= 𝑃(𝑚)
𝑁−1∏
𝑘=0

𝑝(𝑦𝑘 |𝑚, 𝐼𝑘 , 𝑑𝑘 )

≠ 𝑃(𝑚)
𝑁−1∏
𝑘=0

𝑝(𝑦𝑘 |𝑚, 𝑑𝑘 )

since in the middle equation, we see that the factored marginal likelihoods in our case depend on
the entire history 𝐼𝑘 . Even when the problem only involves a single model (i.e. M = 1), the PoI
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posterior is not permutation invariant if nuisance parameters are present:

𝑝(\𝑚 |𝐼𝑁 ) ∝ 𝑝(\𝑚)
𝑁−1∏
𝑘=0

∫
H
𝑝(𝑦𝑘 |𝑚, \𝑚, [𝑚, 𝑑𝑘 )𝑝([𝑚 |𝑚, \𝑚, 𝐼𝑘 ) 𝑑[𝑚

= 𝑝(\𝑚)
𝑁−1∏
𝑘=0

𝑝(𝑦𝑘 |𝑚, \𝑚, 𝐼𝑘 , 𝑑𝑘 )

≠ 𝑝(\𝑚)
𝑁−1∏
𝑘=0

𝑝(𝑦𝑘 |𝑚, \𝑚, 𝑑𝑘 ).

Therefore, the encoder-pooling-emitter is not applicable and not adopted. [76] further proposed to
use long short-term memory networks (LSTM) as the history encoder when conditional indepen-
dence does not hold. However, similar to the encoder-pooling-emitter, the backpropagation time
of the LSTM encoder increases quadratically with horizon 𝑁 , and becomes expensive for larger
values of 𝑁 .

3.2.5 Training details of the policy gradient based vsOED

3.2.5.1 Training of the posterior approximation

Due to the cancellation of intermediate posteriors as shown in Appendix B.7, the variational
gradient in Eqn. (3.22) only involves the gradient of the final variational posterior:

∇𝜙 ¤𝑈 (𝑤; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M∇𝜙M ln 𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)

+ 𝛼Θ∇𝜙Θ𝑚 ln 𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚
)

+ 𝛼𝑍∇𝜙𝑍𝑚 ln 𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)
]
.

A Monte Carlo (MC) estimate for the variational gradient is:

∇𝜙 ¤𝑈 (𝑤; 𝜙) ≈ 1
𝑛batch

𝑛batch∑︁
𝑖=1

[
𝛼M∇𝜙M ln 𝑞( ¤𝑚 (𝑖) |𝐼 (𝑖)

𝑁
; 𝜙M)

+ 𝛼Θ∇𝜙Θ𝑚 ln 𝑞( ¤\ (𝑖)𝑚 |𝐼 (𝑖)
𝑁

; 𝜙Θ𝑚
)

+ 𝛼𝑍∇𝜙𝑍𝑚 ln 𝑞( ¤𝑧(𝑖)𝑚 |𝐼 (𝑖)
𝑁

; 𝜙𝑍𝑚)
]
,
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where ¤𝑚 (𝑖) , ¤\ (𝑖)𝑚 , ¤[(𝑖)𝑚 , ¤𝑧(𝑖)𝑚 ∼ 𝑝(𝑚, \𝑚, [𝑚, 𝑧𝑚) and 𝐼 (𝑖)
𝑁

∼ 𝑝(𝐼𝑁 | ¤𝑚 (𝑖) , ¤\ (𝑖)𝑚 , ¤[(𝑖)𝑚 , 𝜋𝑤), and the gradients
can be obtained by, for example, PyTorch Autograd. In our implementation, we draw samples from
a replay buffer in order to reduce computations and to enable off-policy learning.

If the IIG formulation is used, the intermediate variational posteriors can be trained in the same
manner with their MC gradient estimates:

1
𝑛batch

𝑛batch∑︁
𝑖=1

[
𝛼M∇𝜙M ln 𝑞( ¤𝑚 (𝑖) |𝐼 (𝑖)

𝑘
; 𝜙M)

+ 𝛼Θ∇𝜙Θ𝑚 ln 𝑞( ¤\ (𝑖)𝑚 |𝐼 (𝑖)
𝑘

; 𝜙Θ𝑚
)

+ 𝛼𝑍∇𝜙𝑍𝑚 ln 𝑞( ¤𝑧(𝑖)𝑚 |𝐼 (𝑖)
𝑘

; 𝜙𝑍𝑚)
]

for 𝑘 = 1, . . . , 𝑁 − 1. The optimization of the variational posterior approximation is carried out
using Adam [80] for all numerical cases. Hyperparameter tuning will be discussed in Sec. 3.2.5.5,
and specific hyperparameter settings will be specified for each case.

The variational posterior approximation is updated first during each outer iteration in Algo-
rithm 2.

3.2.5.2 More about the critic

The action-value function (i.e. critic) 𝑄𝜋𝑤
𝑘
(𝐼𝑘 , 𝑑𝑘 ) quantifies the expected cumulative remaining

reward for conducting the 𝑘th experiment at design 𝑑𝑘 and state 𝐼𝑘 , and thereafter following policy
𝜋𝑤. The critics formulated with the the one-point reward estimates using either the true posterior
or variational posterior are respectively

𝑄
𝜋𝑤
𝑘
(𝐼𝑘 , 𝑑𝑘 ) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝑁−1∑︁
𝑘=0

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + ¤𝑔𝑁 (𝐼𝑁 )
]

𝑄
𝜋𝑤
𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝑁−1∑︁
𝑘=0

¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) + ¤𝑔𝑁 (𝐼𝑁 ; 𝜙)
]
.
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Specifically, the critics under TIG take the form:

𝑄
𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑝( ¤𝑧𝑚)

]
𝑄
𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)
𝑃( ¤𝑚) + 𝛼Θ ln

𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚
)

𝑝( ¤\𝑚)
+ 𝛼𝑍 ln

𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)
𝑝( ¤𝑧𝑚)

]
,

and the critics under IIG take the form:

𝑄
𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑃( ¤𝑚 |𝐼𝑘 )

+ 𝛼Θ ln
𝑝( ¤\𝑚 |𝐼𝑁 )
𝑝( ¤\𝑚 |𝐼𝑘 )

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑝( ¤𝑧𝑚 |𝐼𝑘 )

]
𝑄
𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)
𝑞( ¤𝑚 |𝐼𝑘 ; 𝜙M) + 𝛼Θ ln

𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚
)

𝑞( ¤\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
)
+ 𝛼𝑍 ln

𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)
𝑞( ¤𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

]
.

Remark 1: The difference between the one-point-TIG and -IIG critics is

𝑄
𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ) −𝑄𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) = E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑘 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑘 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑘 )
𝑝( ¤𝑧𝑚)

]
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑘 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑘 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑘 )
𝑝( ¤𝑧𝑚)

]
,

which is constant with respect to 𝑑𝑘 . Since ∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝐼𝑘 , 𝑑𝑘 ) is used in the policy gradient

(Eqn. (3.23)), then whether adopting 𝑄𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ) or 𝑄𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) will result in the same policy

gradient value.
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Remark 2: The difference between 𝑄𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ) and 𝑄𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ; 𝜙) is

𝑄
𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ) −𝑄𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ; 𝜙)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
+ 𝛼𝑍 ln

𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

]
= E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘

[
𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑁 ) | | 𝑞(𝑚 |𝐼𝑁 ; 𝜙M) )

+ E𝑚 |𝐼𝑁
[
𝛼Θ𝐷KL

(
𝑝(\𝑚 |𝐼𝑁 ) | | 𝑞(\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
)
+ 𝛼𝑍𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑞(𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

) ] ]
,

which is an expected weighted KL divergence (with positive weights). It equals to zero if and
only if the variational posterior approximations 𝑞(·|𝐼𝑁 ; 𝜙(·)) are equal to the true posteriors 𝑝(·|𝐼𝑁 )
(except the trivial case when 𝛼M = 𝛼Θ = 𝛼𝑍 = 0). In other words, 𝑄𝜋𝑤

𝑇,𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙) forms a lower

bound of𝑄𝜋𝑤
𝑇,𝑘

(𝐼𝑘 , 𝑑𝑘 ), and learning an accurate variational posterior approximation could also help
reduce the bias in the critic.

Remark 3: The difference between 𝑄𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) and 𝑄𝜋𝑤

𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙) is

𝑄
𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) −𝑄𝜋𝑤

𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚 |𝐼𝑘E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘 , ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
+ 𝛼𝑍 ln

𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

− 𝛼M ln
𝑃( ¤𝑚 |𝐼𝑘 )

𝑞( ¤𝑚 |𝐼𝑘 ; 𝜙M) − 𝛼Θ ln
𝑝( ¤\𝑚 |𝐼𝑘 )

𝑞( ¤\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚
)
− 𝛼𝑍 ln

𝑝( ¤𝑧𝑚 |𝐼𝑘 )
𝑞( ¤𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

]
= E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘

[
𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑁 ) | | 𝑞(𝑚 |𝐼𝑁 ; 𝜙M) )

+ E𝑚 |𝐼𝑁
[
𝛼Θ𝐷KL

(
𝑝(\𝑚 |𝐼𝑁 ) | | 𝑞(\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
)
+ 𝛼𝑍𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑞(𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

) ] ]
− 𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑘 ) | | 𝑞(𝑚 |𝐼𝑘 ; 𝜙M) )
− E𝑚 |𝐼𝑘

[
𝛼Θ𝐷KL

(
𝑝(\𝑚 |𝐼𝑘 ) | | 𝑞(\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚

)
)
+ 𝛼𝑍𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑘 ) | | 𝑞(𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

) ]
.
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Applying the triangle inequality, the difference is bounded by���𝑄𝜋𝑤
𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ) −𝑄𝜋𝑤

𝐼,𝑘
(𝐼𝑘 , 𝑑𝑘 ; 𝜙)

���
≤ E𝐼𝑁 |𝜋𝑤 ,𝐼𝑘 ,𝑑𝑘

[
𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑁 ) | | 𝑞(𝑚 |𝐼𝑁 ; 𝜙M) )

+ E𝑚 |𝐼𝑁
[
𝛼Θ𝐷KL

(
𝑝(\𝑚 |𝐼𝑁 ) | | 𝑞(\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
)
+ 𝛼𝑍𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑞(𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

) ] ]
+ 𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑘 ) | | 𝑞(𝑚 |𝐼𝑘 ; 𝜙M) )
+ E𝑚 |𝐼𝑘

[
𝛼Θ𝐷KL

(
𝑝(\𝑚 |𝐼𝑘 ) | | 𝑞(\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚

)
)
+ 𝛼𝑍𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑘 ) | | 𝑞(𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

) ]
.

Therefore, the bias of the critic is contributed from both the bias of the final variational posterior
𝑞(·|𝐼𝑁 ; 𝜙(·)) and the bias of the intermediate variational posteriors 𝑞(·|𝐼𝑘 ; 𝜙(·)) for 𝑘 = 1, . . . , 𝑁 −1.
It equals to zero if and only if all the variational posteriors are equal to their corresponding true
posteriors (except the trivial case when 𝛼M = 𝛼Θ = 𝛼𝑍 = 0).

The critic network (parameterized by a) is updated after the update of the variational posterior
approximation and the update of the one-point IG ¤𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ; 𝜙) and ¤𝑔𝑁 (𝐼𝑁 ; 𝜙) during each outer
iteration in Algorithm 2. It can be learned in a supervised learning manner by minimizing the loss
function:

L(a) = 1
𝑛batch

𝑛batch∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

[
𝑄
𝜋𝑤
𝑘,a

(𝐼 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
) −

(
¤𝑔𝑘 (𝐼 (𝑖)𝑘 , 𝑑

(𝑖)
𝑘
, 𝑦

(𝑖)
𝑘
) + 𝛾𝑄𝜋𝑤

𝑘+1,a (𝐼
(𝑖)
𝑘+1, 𝑑

(𝑖)
𝑘+1)

)]2
,

where 𝛾 ∈ [0, 1] is a discount factor used for regularization, and batch samples are drawn from the
replay buffer. When the TIG formulation is used, all the stage rewards ¤𝑔𝑘 for 𝑘 = 0, . . . , 𝑁 − 1 are
0 if there are no non-IG immediate rewards. In that case, the training of the critic network at early
stages will be slow and may even lead to numerical divergence of the policy gradient when horizon
𝑁 is long. Therefore, we utilize the idea of REINFORCE [153] and modify the loss function for
TIG to

L(a) = 1
𝑛batch

𝑛batch∑︁
𝑖=1

𝑁−1∑︁
𝑘=0
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𝑘
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𝑘
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¤𝑔𝑘 (𝐼 (𝑖)𝑘 , 𝑑

(𝑖)
𝑘
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(𝑖)
𝑘
) + 𝛾𝑄𝜋𝑤
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(𝑖)
𝑘+1)

)
− (1 − 𝜓)

(
𝑁−1∑︁
𝑡=𝑘

𝛾𝑡−𝑘 ¤𝑔𝑡 (𝐼 (𝑖)𝑡 , 𝑑
(𝑖)
𝑡 , 𝑦

(𝑖)
𝑡 ) + 𝛾𝑁−𝑘 ¤𝑔𝑁 (𝐼 (𝑖)𝑁 )

) ]2

,

where 𝜓 linearly increases from 0 to 1 during the training process. Moreover, the target network in
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[91] is also utilized to enable off-policy learning with the update rate of the target network set to
0.1 across all numerical cases. The optimization of the critic network is carried out using Adam
for all numerical cases.

3.2.5.3 Numerical estimation of the policy gradient

The actor network is updated last during each outer iteration in Algorithm 2. The MC estimator of
the policy gradient (Eqn. (3.23)) is

∇𝑤 ¤𝑈 (𝑤; 𝜙) ≈ 1
𝑛batch

𝑛batch∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

∇𝑤`𝑘,𝑤 (𝐼 (𝑖)𝑘 )∇
𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘,a

(𝐼 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤 (𝐼 (𝑖)𝑘
)
.

In our implementation, we draw batch samples from a replay buffer. The optimization of the actor
network is performed with Adam for all numerical cases.

3.2.5.4 Exploration versus exploitation

To promote better exploration during the optimization process, the same exploration strategy as
Sec. 2.2.2.4 is utilized by adding perturbation to the deterministic policy:

𝑑𝑘 = `𝑘 (𝐼𝑘 ) + 𝜖explore,

where 𝜖explore follows a zero-mean multivariate Gaussian distribution with a diagonal covariance.
The covariance diagonal terms reflect the exploration length scale for each dimension of 𝑑𝑘 . If
perturbing to outside the feasible design region D𝑘 , it will be moved back to the closest feasible
point. A good balance of exploration and exploitation is important for the numerical algorithm
to find a good policy. Insufficient exploration limits the understanding of the environment, while
too much exploration (i.e. insufficient exploitation) may lead to slow convergence. A reasonable
strategy is to set a larger exploration in the early stages of training and then gradually reduce it.
Details of these exploration settings will be specified for each numerical case in Sec. 3.3.

We emphasize that the policy exploration is employed solely during the training phase. During
evaluation (testing), the deterministic policy is still utilized without additional exploration.

3.2.5.5 Hyperparameter tuning

Since vsOED is trained with limited budgets in this chapter, our main strategy for hyperparameter
tuning is to start with a relatively large hyperparameter value and gradually decrease it.

For the optimization of the model posterior predictor and the parameter posterior predictor with
GMM and NF, we start with the initial learning rate 10−3 and an exponential learning rate decay
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rate 0.9999.
For the optimization of the critic network, an initial learning rate of 10−3 and a learning rate

decay rate of 0.9999 are used across all numerical cases. Both the variational approximation and
the critic network are updated 5 steps (i.e. applying gradient ascent steps 5 times) within each
outer iteration. It is important to note that updating the variational approximation and the critic
network too many steps in each outer iteration may result in overestimation of the value function
and adversely affect the policy search [66].

For the optimization of the actor network, a learning rate decay rate of 0.9999 is used. However,
the choice of the initial learning rate is more problem-dependent. Typically, we start with an initial
learning rate of 10−3 and gradually decrease it to 5× 10−4 or 2× 10−4 if divergence occurs. For IIG
formulation, an initial learning rate of 10−3 works well. However, for TIG formulation, a smaller
actor learning rate is required. This is because the learning of the critic in TIG is slower, and a
large actor learning rate can more easily induce divergence in the early stages of training.

For other hyperparameters, including the number of updates 𝑛update, the number of new MC
episodes 𝑛episode, the batch size 𝑛batch, the replay buffer size 𝑛buffer, a number of combinations are
tested to select the optimal combination and their values are specified for each numerical case in
Sec. 3.3.

3.3 Numerical results and discussions

3.3.1 Assessment setup

3.3.1.1 Baseline algorithms for comparison

We validate and compare the performance of vsOED on a number of numerical experiments against
baselines involving various real-time and adaptive algorithms, listed as follows:

• Random. For Random design, a design is sampled uniformly within D.

• DAD. For DAD [55], we use the code available at: https://github.com/ae-foster/dad.
The default setup is used as the full training; for testing under limited budgets, different
combinations of hyperparameters are tested to select the optimal one.

• iDAD. For iDAD [76], we use the code available at: https://github.com/

desi-ivanova/idad. The default setup is used as the full training but the learning rate is
set as 0.0002; for testing under limited budgets, different combinations of hyperparameters
are tested to select the optimal one.
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• RL. For RL [14], we use the code available at: https://github.com/csiro-mlai/
RL-BOED. The default setup is used as the full training; for testing under limited budgets,
different combinations of hyperparameters are tested to select the optimal one.

The key properties of methods compared in this chapter are summarized in Table 3.10.

Table 3.10: Properties of different methods.

Real-time Adaptive Implicit No model derivative Multi-model

Random ✓ ✗ ✓ ✓ ✓

DAD ✓ ✓ ✗ ✗ ✗

iDAD ✓ ✓ ✓ ✗ ✗

RL ✓ ✓ ✗ ✓ ✗

vsOED ✓ ✓ ✓ ✓ ✓

For vsOED, we employ GMMs and NFs for posterior approximation, and TIG and IIG reward
formulations. We use the naming convention where, for example, vsOED-G-I stands for GMM
with IIG, and vsOED-N-T for NF with TIG. Baseline methods include Random design, DAD [55],
iDAD [76], and RL that employed advanced RL techniques [14]. RL can also be combined with
both TIG and IIG, denoted by RL-T and RL-I respectively. DAD and iDAD require the derivative
of the forward model, vsOED and iDAD can accommodate implicit likelihoods, and only vsOED
can handle multi-model scenarios and model discrimination OED.

All experiments are implemented in Python using PyTorch. Truncated normal distribution is not
naturally supported by PyTorch, we use the code from: https://github.com/toshas/torch_
truncnorm. The solver of the SIR model is from: https://github.com/desi-ivanova/idad.

All experiments are run on the Great Lakes Slurm HPC Cluster nodes: https://arc.umich.
edu/greatlakes/configuration/, each node is equipped with a single Nvidia Tesla A40 or
V100 GPU.

3.3.1.2 Prior contrastive estimation

In order to maintain a consistent comparison platform, we will always use prior contrastive es-
timation (PCE) [55, 14, 57] to estimate the expected utility of different trained policies when
possible.

When nuisance parameters [ are not present, the reward corresponding to PoIs under the one-
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point estimate formulation can also be estimated by

ln
𝑝( ¤\𝑚 |𝐼𝑘2)
𝑝( ¤\𝑚 |𝐼𝑘1)

= ln
𝑝(𝐼𝑘2 | ¤𝑚, ¤\𝑚)𝑝(𝐼𝑘1)
𝑝(𝐼𝑘1 | ¤𝑚, ¤\𝑚)𝑝(𝐼𝑘2)

≈ ln
𝑝(𝐼𝑘2 | ¤𝑚, ¤\𝑚) 1

𝐿+1

[
𝑝(𝐼𝑘1 | ¤𝑚, ¤\𝑚) +

∑𝐿𝑚
𝑙=1 𝑝(𝐼𝑘1 | ¤𝑚, \𝑚,𝑙)

]
𝑝(𝐼𝑘1 | ¤𝑚, ¤\𝑚) 1

𝐿+1

[
𝑝(𝐼𝑘2 | ¤𝑚, ¤\𝑚) +

∑𝐿𝑚
𝑙=1 𝑝(𝐼𝑘2 | ¤𝑚, \𝑚,𝑙)

] ,
where the first equality follows Bayes’ rule, \𝑚,𝑙 ∼ 𝑝(\𝑚) are 𝐿𝑚 contrastive i.i.d. samples, which
are shared in the numerator and denominator in the last equation, and 0 ≤ 𝑘1 < 𝑘2 ≤ 𝑁 . When
𝑘1 = 0 and 𝑘2 = 𝑁 , it is the estimate for the terminal one-point-IG, and when 𝑘1 = 𝑘 and 𝑘2 = 𝑘 +1,
it is the estimate for the incremental one-point-IG at the 𝑘th stage. PCE forms a lower bound of the
EIG, and the bound becomes tight as 𝐿𝑚 → ∞ [55]. Note that PCE cannot be practically applied
when [ is present, since evaluating the likelihood 𝑝(𝐼𝑘 | ¤𝑚, \𝑚,𝑙) would require yet another loop to
marginalize out [𝑚 and is extremely expensive. Similarly, PCE also cannot be practically applied
for estimating the reward of IG on the goal-oriented predictive QoIs, which requires another loop
to marginalize out \𝑚 and [𝑚.

The reward of IG on model probability using the one-point estimate can also be rewritten as

ln
𝑃( ¤𝑚 |𝐼𝑘2)
𝑃( ¤𝑚 |𝐼𝑘1)

= ln
𝑝(𝐼𝑘2 | ¤𝑚)𝑝(𝐼𝑘1)
𝑝(𝐼𝑘1 | ¤𝑚)𝑝(𝐼𝑘2)

= ln
𝑝(𝐼𝑘2 | ¤𝑚)

∑M
𝑚=1 𝑃(𝑚)𝑝(𝐼𝑘1 |𝑚)

𝑝(𝐼𝑘1 | ¤𝑚)
∑M
𝑚=1 𝑃(𝑚)𝑝(𝐼𝑘2 |𝑚)

,

where each marginalized likelihood 𝑝(𝐼𝑘 |𝑚) may be estimated by

𝑝(𝐼𝑘 |𝑚) =
∫
Θ,𝐻

𝑝(\𝑚, [𝑚 |𝑚)𝑝(𝐼𝑘 |𝑚, \𝑚, [𝑚) 𝑑\𝑚 𝑑[𝑚

≈ 1
𝐿𝑚

𝐿𝑚∑︁
𝑙=1

𝑝(𝐼𝑘 |𝑚, \𝑚,𝑙 , [𝑚,𝑙),

with \𝑚,𝑙 and [𝑚,𝑙 being samples independently drawn from the joint prior 𝑝(\𝑚, [𝑚 |𝑚). To ensure
an accurate estimate during the evaluation stage to compare the policies found by different methods,
we use a large sample size 𝐿𝑚 ≈ 106

M .
For cases having nuisance parameters or predictive QoIs (i.e. 𝛼𝑍 > 0), other measures are

reported.
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3.3.2 Source location finding

We adapt the source location finding problem from [55]. In this numerical case, we enlist M = 3
candidate models with uniform model prior (i.e. 𝑃(𝑚) = 1/3). For the 𝑚th model (𝑚 ∈ {1, 2, 3}),
there are 𝑚 sources randomly located in a 2D domain, each emitting a signal that decays inversely
with the square of the distance. The PoIs are the source locations \𝑚 = {\𝑚,1, . . . , \𝑚,𝑚} where
\𝑚,𝑖 ∈ R2 denotes the location of 𝑖th source. The total intensity at a given location 𝑑, aggregated
from the 𝑚 sources, is then

`(𝑚, \𝑚, 𝑑) = 𝜖𝑏𝑔 +
𝑚∑︁
𝑖=1

1

𝜖𝑚𝑎𝑥 +
 \𝑚,𝑖 − 𝑑 2 ,

where 𝜖𝑏𝑔 = 10−1 is the background signal, and 𝜖𝑚𝑎𝑥 = 10−4 is the maximum signal. The
experimental observation is noise-corrupted signals, and the likelihood follows

log 𝑦 |𝑚, \𝑚, 𝑑 ∼ N(log `(𝑚, \𝑚, 𝑑), 𝜎2),

where the noise standard deviation is 𝜎 = 0.5. The prior is

\𝑚,𝑖 ∼ N(0, 𝐼).

The design is for finding the optimal sequence of observation locations to maximize the expected
utility, and the design space is restricted to D𝑘 = [−4, 4]2.

We are also interested in a goal-oriented OED situation that involves the flux along the 𝑥 spatial
direction, which can be computed using Fick’s law:

𝑓 (𝑚, \𝑚, 𝑑) = −𝐷𝜕`(𝑚, \𝑚, 𝑑)
𝜕𝑥

,

where 𝑓 represents the flux, and 𝐷 = 1 is the diffusivity. More specifically, we consider the flux
integrated over an infinite vertical wall located at 𝑥 = 6, which yields

𝐽 (𝑚, \𝑚) =
∫ +∞

𝑦=−∞
𝑓 (𝑚, \𝑚, (6, 𝑦)) 𝑑𝑦

=

𝑚∑︁
𝑖=1

− 𝜋(\𝑚,𝑖,𝑥 − 6)(
𝜖𝑚𝑎𝑥 + (\𝑚,𝑖,𝑥 − 6)2)3/2 .

The final goal-oriented QoI is the log flux magnitude 𝑧𝑚 = log |𝐽 (𝑚, \𝑚) |. It is worth noting that
the flux is only depending on the 𝑥-position of the source (i.e. \𝑚,𝑖,𝑥). Since the explicit form of the
prior-predictive for the QoI is not analytically available, we elect to omit it from the computations
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and it does not affect the optimal policy per Appendix B.5. Below we first show a uni-model case
where 𝑚 is fixed at 2 and so 𝛼M = 0, and then present the multi-model case.

3.3.2.1 Uni-model example

In this uni-model example, 𝑚 is fixed at 2.
Hyperparameters. The hyperparameters for the uni-model source location finding problem

are listed in Table 3.11, where vsOED-G-I stands for GMM with IIG, and vsOED-N-T for NF with
TIG, etc. For the linear mapping in the output layer of the GMM net, we transform the output of the
GMM mean net of the PoI posterior predictor to a range of [−6, 6], the output of the GMM standard
deviation net of the PoI posterior predictor to a range of [10−5, 1], the output of the GMM mean net
of the QoI posterior predictor to a range of [−6, 6], and the output of the GMM standard deviation
net of the QoI posterior predictor to a range of [10−5, 2]. The truncated normal distribution is not
used in this example.

Table 3.11: Hyperparameters of the uni-model source location finding problem. In the table, “lr”
means “learning rate”.

vsOED-G-T vsOED-G-I vsOED-F-T vsOED-F-I

#training iteration 𝑛update 10001 10001 10001 10001
#new episodes per iteration 𝑛episode 1000 1000 1000 1000

batch size 𝑛batch 10000 10000 10000 10000
parameter predictor initial lr 10−3 10−3 10−3 10−3

parameter predictor lr decay 0.9999 0.9999 0.9999 0.9999
#param predictor update per iteration 5 5 5 5

𝑛mixture 8 8 N/A N/A
𝑛trans N/A N/A 4 4

initial actor lr 5 × 10−4 10−3 10−3 10−3

actor lr decay 0.9999 0.9999 0.9999 0.9999
initial critic lr 10−3 10−3 10−3 10−3

critic lr decay 0.9999 0.9999 0.9999 0.9999
max buffer size 106 106 106 106

discount factor 𝛾 1 0.9 1 0.9
initial design noise scale 0.5 0.5 0.5 0.5
design noise scale decay 0.9999 0.9999 0.9999 0.9999

target network lr 0.1 0.1 0.1 0.1

Calculation of the goal-oriented posterior. The true posterior-predictive PDF of the goal-
oriented QoI 𝑧 shown in Fig. 3.4 are calculated on a discretized grid, where the prior 𝑝(𝑧) is
obtained using kernel density estimation (KDE) [127] with 106 prior 𝑧 samples, and the likelihood
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𝑝(𝐼𝑁 |𝑧, 𝜋) is obtained with approximate Bayesian computation (ABC) [39]:

𝑝(𝐼𝑁 |𝑧, 𝜋) ≈
1

𝑛accept

𝐿∑︁
𝑖=1

𝑝(𝐼𝑁 |\ (𝑖) , 𝜋)1|𝐻 (\ (𝑖) )−𝑧 |<=𝜖 ,

where \ (𝑖) ∼ 𝑝(\), 1 is an indicator function and 𝑛accept is the number of \ samples that satisfy the
indicator function. We use 𝐿 = 106 samples and acceptance tolerance 𝜖 = 10−3 to ensure accuracy.

PoI inference OED. The first case is a pure PoI (i.e. source locations) inference OED where
𝛼Θ = 1 and 𝛼𝑍 = 0; this is identical to the setup in previous literature [55, 76, 14]. Figure 3.1a
presents the expected cumulative utilities at various experiment stages, where all policies are
optimized for a design horizon of𝑁 = 30 experiments and then evaluated on the various intermediate
experiment stages. We restrict vsOED training to a total budget of 10 million episode samples,
while fully training RL, DAD and iDAD using their default publication settings (RL 8 trillion
episodes, DAD 100 billion episodes, and iDAD 200 million episodes). In this plot, vsOED with
IIG achieves noticeably better expected utilities compared to TIG, while TIG still reaches similar
performance as other fully trained baselines as they all produce comparable expected utilities at
𝑁 = 30. The lower values for vsOED with TIG in the earlier stages suggest that the policy sacrifices
short-term rewards for a higher total expected utility.

Figure 3.1b presents the expected utility versus design horizon 𝑁 , where at each 𝑁 the data point
reflects a new policy optimized specifically for that horizon. We apply an equal computational
budget of 10 million episodes for all methods. In this comparison, vsOED outperforms other
baselines across all 𝑁 . IIG again achieves better performance than TIG, especially for 𝑁 > 15. The
shaded regions in both Fig. 3.1a and 3.1b illustrate the robustness of vsOED, RL, and DAD training
against random seeds, while iDAD exhibits some instability for longer horizons. Lastly, Fig. 3.2
provides a validation example showing that GMM can effectively approximate the posterior even
when highly non-Gaussian.

QoI goal-oriented OED. The second case is a pure goal-oriented OED where 𝛼Θ = 0 and
𝛼𝑍 = 1. The scenario is that the source is emitting a harmful contaminant posing a risk of
populated area to the right of the domain. Our predictive QoI 𝑧 is the contaminant flux integrated
on the infinite vertical wall located at 𝑥 = 6. Figure 3.3 contrasts the behavior of the PoI OED
policy and the goal-oriented OED policy, where the former adjusts toward the estimated source
locations while the latter forms a roughly vertical design pattern. This behavior can be explained
from physical principles: since the flux is integrated over the 𝑦-coordinate, it is solely dependent
on the 𝑥-position of the source (i.e. \𝑥) (Sec. 3.3.2). Spreading measurements along a vertical is
more sensitive at detecting changes in \𝑥 due to the isotropic nature of the source emission—this is
supported by Fig. 3.4a showing the greater posterior shrinkage from a simple vertical sensor design
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(a) Expected cumulative utility versus experiment
stage
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(b) Expected utility versus design horizon

Figure 3.1: Expected utilities of various OED methods, all estimated using PCE with 𝐿 = 106.
(a) Mean and standard error (shaded) from 2000 evaluation episodes. (b) Mean and standard error
(shaded) of 4 replicates with different random seeds, each replicate evaluated with 2000 episodes.
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(b) 𝑁 = 3

Figure 3.2: GMM posterior of PoIs versus their true posterior. Red stars are the true source
locations.
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over a simple horizontal sensor design. Figure 3.4b demonstrates that the GMM again successfully
approximates the posterior-predictive of 𝑧.
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(a) PoI inference OED policy trajectories
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(b) QoI goal-oriented OED policy trajectories

Figure 3.3: Policies for 𝑁 = 15. The contour background illustrates the signal strength.
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2.5 2.0 1.5 1.0 0.5
log flux

0

5

10

15

20

pr
ob

ab
ilit

y

2.5 2.0 1.5 1.0 0.5
log flux

prior
post GMM
post true
true value

(b) Posterior-predictive at 𝑁 = 15

Figure 3.4: QoI posterior predictive comparisons for the goal-oriented OED.

Training stability. Figure 3.5 shows the training histories of the PoI inference OED (𝛼Θ = 1)
and the QoI goal-oriented OED (𝛼𝑍 = 1), where the solid line and the shaded region are the mean
and standard error of 4 replicates with different random seeds. The training of vsOED appears
highly robust against randomization. Table 3.12 presents the PCE evaluation of optimal policies
from 4 replicates of PoI inference OED, optimized for horizon 𝑁 = 30. Each element in the table
represents the mean and standard error computed from 2000 samples. Table 3.13 further provides
the mean and standard error aggregated from the means of these 4 replicates. These tables further
demonstrate the robustness of vsOED. Moreover, we observe that vsOED with NF achieves slightly
better performance compared to using GMM. This can be attributed to the increased expressiveness
of NFs. Figure 3.6 provides insights into the expressiveness of NFs, from which we can find that
when the posterior is highly non-Gaussian, NF outperforms GMM in approximating the posterior.
However, as the horizon 𝑁 increases, the posterior tends toward sharper multi-modal Gaussian
mixtures, which explains the similar performance of using GMM and NFs at horizon 𝑁 = 30.
Figure 3.7 draws the variational expected utility lower bounds against the number of experiments
for the goal-oriented OED. It also demonstrates the robustness of vsOED.
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(a) Inference OED
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(b) Goal-oriented OED

Figure 3.5: Training histories of PoI inference OED and QoI goal-oriented OED for the uni-model
source location finding problem, optimized for horizon 𝑁 = 30. The solid line and the shaded
region are the mean and standard error of 4 replicates with different random seeds.

Table 3.12: PCE evaluation of optimal policies from 4 replicates of PoI inference OED for the
uni-model source location finding problem, optimized for horizon 𝑁 = 30.

Run 1 Run 2 Run 3 Run 4

vsOED-G-T 11.257 ± 0.046 11.089 ± 0.046 11.237 ± 0.046 11.022 ± 0.044
vsOED-G-I 12.496 ± 0.040 12.306 ± 0.043 12.577 ± 0.040 11.895 ± 0.044
vsOED-F-T 11.239 ± 0.046 11.674 ± 0.045 11.149 ± 0.046 11.592 ± 0.045
vsOED-F-I 12.393 ± 0.042 12.342 ± 0.042 12.155 ± 0.042 12.536 ± 0.043

Table 3.13: Aggregated PCE evaluation results of optimal policies from 4 replicates of PoI inference
OED for the uni-model source location finding problem, optimized for horizon 𝑁 = 30.

Mean SE

vsOED-G-T 11.151 0.049
vsOED-G-I 12.319 0.132
vsOED-F-T 11.414 0.112
vsOED-F-I 12.357 0.068
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Figure 3.6: Examples of GMM posterior, NF posterior, and true posterior at horizon 𝑁 = 3. Red
stars are the true source locations.
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Figure 3.7: Variational expected utility lower bounds of goal-oriented OED for the uni-model
source location finding problem. The solid line and the shaded region are the mean and standard
error of 4 replicates with different random seeds.
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3.3.2.2 Multi-model example

For the multi-model source location finding problem, 5 scenarios will be considered: model
discrimination OED (𝛼M = 1, 𝛼Θ = 𝛼𝑍 = 0), inference OED (𝛼Θ = 1, 𝛼M = 𝛼𝑍 = 0), goal-
oriented OED (𝛼𝑍 = 1, 𝛼M = 𝛼Θ = 0), discrimination-inference OED (𝛼M = 𝛼Θ = 1, 𝛼𝑍 = 0) and
discrimination-goal-oriented OED (𝛼M = 𝛼𝑍 = 1, 𝛼Θ = 0).

Hyperparameters. The hyperparameters are listed in Table 3.14. The linear mapping in the
output layer of the GMM net is the same as the uni-model example in Sec. 3.3.2.1.

Table 3.14: Hyperparameters of the multi-model source location finding problem.

vsOED-G-T vsOED-G-I

#training iteration 𝑛update 10001 10001
#new episodes per iteration 𝑛episode 1000 1000

batch size 𝑛batch 10000 10000
model predictor initial lr 10−3 10−3

model predictor lr decay 0.9999 0.9999
#model predictor update per iteration 5 5

parameter predictor initial lr 10−3 10−3

parameter predictor lr decay 0.9999 0.9999
#param predictor update per iteration 5 5

𝑛mixture 8 8
initial actor lr 2 × 10−4 10−3

actor lr decay 0.9999 0.9999
initial critic lr 10−3 10−3

critic lr decay 0.9999 0.9999
max buffer size 106 106

discount factor 𝛾 1 0.9
initial design noise scale 0.5 0.5
design noise scale decay 0.9999 0.9999

target network lr 0.1 0.1

Training stability. For the multi-model source location finding, the investigation of training
stability is illustrated here only on the inference OED scenario. Figure 3.8 shows the training
histories of the inference OED, where the solid line and the shaded region are the mean and
standard error of 4 replicates with different random seeds. Similar to the uni-model case, the
training of vsOED appears highly robust against randomization. Table 3.15 presents the PCE
evaluation of optimal policies from 4 replicates of inference OED, optimized for horizon 𝑁 = 30.
Each element in the table represents the mean and standard error computed from 2000 samples.
Table 3.16 further provides the mean and standard error aggregated from the means of these 4
replicates. These results further support that vsOED is robust under different random seeds.
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Figure 3.8: Training histories of PoI inference OED for the multi-model source location finding
problem, optimized for horizon 𝑁 = 30. The solid line and the shaded region are the mean and
standard error of 4 replicates with different random seeds.

Table 3.15: PCE evaluation of optimal policies from 4 replicates of inference OED for the multi-
model source location finding problem, optimized for horizon 𝑁 = 30.

Run 1 Run 2 Run 3 Run 4

vsOED-G-T 9.672 ± 0.055 9.263 ± 0.055 9.058 ± 0.057 8.833 ± 0.056
vsOED-G-I 10.567 ± 0.048 10.085 ± 0.049 10.464 ± 0.050 10.429 ± 0.048

Table 3.16: Aggregated PCE evaluation results of optimal policies from 4 replicates of inference
OED for the multi-model source location finding problem, optimized for horizon 𝑁 = 30.

Mean SE

vsOED-G-T 9.206 0.154
vsOED-G-I 10.386 0.090
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Expected utilities. Figure 3.9 plots the expected utilities of various OED scenarios, averaged
over 2 replicates. The IIG formulation demonstrates greater stablility and higher performance,
especially when the horizon 𝑁 is longer than 15.

0 5 10 15 20 25 30
# Experiments

0.0

0.2

0.4

0.6

0.8

1.0

EU
 lo

we
r b

ou
nd

vsOED-G-T
vsOED-G-I

(a) Model discrimination OED

0 5 10 15 20 25 30
# Experiments

0

2

4

6

8

10

Ex
pe

ct
ed

 u
til

ity
 (P

CE
)

vsOED-G-T
vsOED-G-I

(b) Inference OED

0 5 10 15 20 25 30
# Experiments

0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00

EU
 lo

we
r b

ou
nd

vsOED-G-T
vsOED-G-I

(c) Goal-oriented OED

0 5 10 15 20 25 30
# Experiments

0

2

4

6

8

10

EU
 lo

we
r b

ou
nd

vsOED-G-T
vsOED-G-I

(d) Discrimination-inference OED
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(e) Discrimination-goal-oriented OED

Figure 3.9: Expected utilities of various OED scenarios for the multi-model source location finding
problem, averaged over 2 replicates. Variational lower bounds with 106 samples are presented
except for inference OED, where PCE with 2000 samples and 𝐿 = 106 is used for evaluation.

Policies. Figure 3.10 plots example designs for various OED scenarios. The model discrimina-
tion OED tends to do more exploration, while the inference OED tends to exploit the knowledge
about the source location. Similar to the uni-model example, the goal-oriented OED prefers to take
vertical measurements. The discrimination-inference OED and the discrimination-goal-oriented
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OED appear slightly more exploratory than the inference OED and the goal-oriented OED, respec-
tively.

Model discrimination. Figure 3.11 illustrates the true model posteriors and the posteriors
predicted by the model posterior predictor of the model discrimination OED, optimized for horizon
𝑁 = 30. The policy learned by the model discrimination OED is effective in distinguishing between
different models, and the predicted distributions from the model posterior predictor align well with
the true posteriors.

To further illustrate that the model discrimination OED has found a good policy, we compare the
EIG on model probability of various OED scenarios optimized for horizon 𝑁 = 30 in Table 3.17.
The EIG is calculated by PCE with 2000 samples and 𝐿𝑚 ≈ 106

3 for 𝑚 = 1, 2, 3. The model
discrimination OED finds the optimal policy in terms of maximizing the EIG on model probability.
The EIG on the model probability in the discrimination-inference OED and discrimination-goal-
oriented OED are also higher than that of inference OED and goal-oriented OED, respectively.

Table 3.17: EIG on model probability for various OED scenarios optimized for horizon 𝑁 = 30.

Mean SE

model discrimination OED 1.020 0.003
inference OED 0.896 0.005
goal-oriented OED 0.815 0.005
discrimination-inference OED 0.950 0.005
discrimination-goal-oriented OED 0.967 0.004

PoI inference. Table 3.18 lists the EIG on the PoI for various OED scenarios optimized for
horizon 𝑁 = 30. The EIG is calculated by PCE with 2000 samples and 𝐿𝑚 ≈ 106

3 for𝑚 = 1, 2, 3. As
expected, the inference OED finds the best policy in terms of maximizing the EIG on PoI inference.

Table 3.18: EIG on the PoI for various OED scenarios optimized for horizon 𝑁 = 30.

Mean SE

model discrimination OED 5.956 0.065
inference OED 10.567 0.048
goal-oriented OED 6.999 0.053
discrimination-inference OED 10.330 0.049
discrimination-goal-oriented OED 7.830 0.052
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(c) Goal-oriented OED
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(e) Discrimination-goal-oriented OED

Figure 3.10: Example designs of various OED scenarios for the multi-model source location finding
problem, optimized for horizon 𝑁 = 30.
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Figure 3.11: Example model posteriors from the model discrimination OED optimized for horizon
𝑁 = 30.

3.3.3 Constant elasticity of substitution (CES)

This experiment involves a single model, and was previously studied in [56, 57, 14]. Constant
elasticity of substitution (CES) falls under the domain of behavioral economics, where participants
are presented with two baskets 𝑥 and 𝑥′ of goods and asked to assess the subjective difference in
utility between the two baskets. The participants rate this difference on a sliding scale ranging from
0 to 1. The CES model [3] is then used to model the underlying utility function with latent PoIs
\ = (𝜌, 𝛽, log 𝑢) with the following prior:

𝜌 ∼ 𝐵𝑒𝑡𝑎 (1, 1)
𝛽 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡 ( [1, 1, 1])

log 𝑢 ∼ N
(
1, 32

)
.

It is worth noting that the degree of freedom of 𝛽 is 2 as the sum of 𝛽𝑖 for 𝑖 = 1, 2, 3 is 1, therefore,
only 𝛽1 and 𝛽2 are included in \. The design variable is 𝑑 = (𝑥, 𝑥′) where 𝑥, 𝑥′ ∈ [0, 100]3 represent
the baskets of goods. The forward model is

𝑈 (𝑥) =
(∑︁
𝑖

𝑥
𝜌

𝑖
𝛽𝑖

) 1
𝜌

`[ = 𝑢 · (𝑈 (𝑥) −𝑈 (𝑥′))
𝜎[ = 𝜏𝑢 · (1 + ∥ 𝑥 − 𝑥′ ∥)

[ ∼ N
(
`[, 𝜎

2
[

)
𝑦 = 𝑐𝑙𝑖𝑝 (𝑠𝑖𝑔𝑚𝑜𝑖𝑑 ([), 𝜖 , 1 − 𝜖) , (3.28)

where 𝜏 = 0.005 and 𝜖 = 2−22.
Hyperparameters. The hyperparameters are listed in Table 3.19. We only use vsOED with

TIG formulation since the horizon of this problem is at most 10. For the linear mapping in the
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output layer of the GMM net, we transform the output of the GMM mean net of the PoI posterior
predictor to a range of [−1, 2] for 𝜌 and 𝛽, [−17, 19] for log 𝑢, and the output of the GMM standard
deviation net of the PoI posterior predictor to a range of [10−5, 3] for all variables. The truncated
normal distribution is used on 𝜌 and 𝛽 with support [0, 1].

Table 3.19: Hyperparameters for the CES problem.

vsOED-G-T vsOED-F-T

#training iteration 𝑛update 10001 10001
#new episodes per iteration 𝑛episode 1000 1000

batch size 𝑛batch 10000 10000
parameter predictor initial lr 10−3 10−3

parameter predictor lr decay 0.9999 0.9999
#param predictor update per iteration 5 5

𝑛mixture 8 N/A
𝑛trans N/A 4

initial actor lr 10−3 10−3

actor lr decay 0.9999 0.9999
initial critic lr 10−3 10−3

critic lr decay 0.9999 0.9999
max buffer size 106 106

discount factor 𝛾 1 1
initial design noise scale 5 5
design noise scale decay 0.9998 0.9998

target network lr 0.1 0.1

Training stability. Figure 3.12 shows the training histories of the CES problem, where the
solid line and the shaded region are the mean and standard error of 4 replicates with different
random seeds. The training process of the CES problem exhibits slightly more noise compared to
the source location finding problem, but overall remains robust against randomization. Table 3.20
presents the PCE evaluation results of 4 replicates optimized for horizon 𝑁 = 10. Each element in
the table represents the mean and standard error computed from 2000 samples. Table 3.21 further
provides the mean and standard error aggregated from the means of these 4 replicates.

Table 3.20: PCE evaluation of optimal policies from 4 replicates of PoI inference OED for the CES
problem, optimized for horizon 𝑁 = 10.

Run 1 Run 2 Run 3 Run 4

vsOED-G-T 11.785 ± 0.068 12.340 ± 0.059 12.290 ± 0.058 11.125 ± 0.079
vsOED-F-T 8.401 ± 0.098 9.510 ± 0.086 8.908 ± 0.087 10.299 ± 0.081
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Figure 3.12: Training histories for the CES problem, optimized for horizon 𝑁 = 10. The solid line
and the shaded region are the mean and standard error of 4 replicates with different random seeds.

Table 3.21: Aggregated PCE evaluation of optimal policies from 4 replicates of PoI inference OED
for the CES problem, optimized for horizon 𝑁 = 10.

Mean SE

vsOED-G-T 11.885 0.245
vsOED-F-T 9.280 0.354
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Expected utilities and posteriors. Figure 3.13a presents the expected cumulative utilities
at various experiment stages, where all policies are optimized for a design horizon of 𝑁 = 10
experiments and then evaluated on the various intermediate experiment stages. We restrict vsOED
training to a total budget of 10 million episode samples, while fully training RL, DAD and iDAD
using (RL 8 trillion episodes, DAD 100 billion episodes, and iDAD 200 million episodes). In
Fig. 3.13b, we draw the expected utility plotted against the design horizon 𝑁 . Each data point
represents a new policy optimized for a specific design horizon. The computational budget of 10
million episodes is equally allocated to all methods for a fair comparison. Figure 3.13a demonstrates
that the performance of vsOED with GMM and TIG is slightly inferior to the fully-trained RL but
significantly better than fully-trained DAD and iDAD. The lower values for vsOED with GMM
and TIG in the earlier stages indicate that the policy prioritizes long-term expected utility over
short-term rewards. In Fig. 3.13b, it is evident that under a common budget, vsOED with GMM
and TIG outperforms other baseline methods for all values of 𝑁 . Furthermore, the shaded regions
in Fig. 3.13b represent the robustness of vsOED-G-T and RL training against random seeds. On
the other hand, vsOED-F-T and DAD exhibit higher noise.

In this example, the performance of vsOED with NF is significantly worse compared to vsOED
with GMM. This can be attributed to the limitation of NFs, as they are designed to handle random
variables with infinite support, while in this case both 𝜌 and 𝛽 have finite support.

Figure 3.14 compares the posterior predicted by GMM and the true posterior. The GMM
performs well in predicting log 𝑢, but it tends to have wider posterior predictions for 𝜌 and 𝛽

compared to the true posterior. This is due to the nature of the CES problem, where many
observations are clipped at the two ends as shown in Eqn. (3.28). Consequently, there are numerous
observations with identical values, which makes it challenging for GMM to accurately learn the
mapping from designs and observations to the posterior distribution. Nevertheless, despite the
challenges in predicting the posterior accurately, vsOED with GMM is still able to find a good
policy.

3.3.4 SIR model for disease spread

We demonstrate the ability of vsOED to handle implicit likelihood via the SIR example from [76].
This experiment only involves a single model.

SIR is a stochastic model [83, 37] describing the spread of infectious diseases in a population.
Individuals in the population are divided into three categories: susceptible, infected, and recovered.
Transitions among these categories are governed by the infection rate and recovery rate parameters.
The SIR model problem aims to estimate the infection rate 𝛽 and the recovery rate 𝜌 by designing
time points for measuring the number of infected individuals . Given a fixed population of size 𝑁 ,
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Figure 3.13: Expected utilities of various OED methods for th CES problem, all estimated using
PCE with 𝐿 = 106. (a) Mean and standard error (shaded) from 2000 evaluation episodes. (b) Mean
and standard error (shaded) of 4 replicates with different random seeds, each replicate evaluated
with 2000 episodes.
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Figure 3.14: Examples of GMM posterior and true posterior for the CES problem at horizon
𝑁 = 10. Red stars are the parameter values.
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each individual starts from a susceptible state (𝜏) (𝜏 is time) to an infected state 𝐼 (𝜏) with rate 𝛽,
and then recovers back to the recovered state 𝑅(𝜏) with rate 𝜌.

The stochastic versions of SIR is usually defined by a continuous-time Markov chain (CTMC),
which can be sampled via the Gillespie algorithm [2]. However, this generally yields discrete pop-
ulation states that have undefined gradients. We follow [76] to an alternative simulation algorithm
that uses stochastic differential equations (SDEs), where yields continuous state populations and
gradients can be approximated.

The population state vector is defined to be X(𝜏) = (𝑆(𝜏), 𝐼 (𝜏))𝑇 , where 𝑅(𝜏) can be ignored
as the population size is fixed. The system of Itô SDEs that defines the stochastic SIR model is
given by:

𝑑X(𝜏) = f (X(𝜏))𝑑𝜏 + G(X(𝜏))𝑑W(𝜏) (3.29)

where f is the drift vector, G is the diffusion matrix, and W(𝜏) is a vector of independent Wiener
processes (also called Brownian motion). From [83], the drift vector and diffusion matrix are

f (X(𝜏)) =
(

−𝛽 𝑆(𝜏)𝐼 (𝜏)
𝑁

𝛽
𝑆(𝜏)𝐼 (𝜏)

𝑁
− 𝜌𝐼 (𝜏)

)
and G(X(𝜏)) = ©«

−
√︃
𝛽
𝑆(𝜏)𝐼 (𝜏)

𝑁
0√︃

𝛽
𝑆(𝜏)𝐼 (𝜏)

𝑁
−
√︁
𝜌𝐼 (𝜏)

ª®¬ . (3.30)

Given Eqn. (3.29) and (3.30), we can simulate state populations X(𝜏) by solving the SDE using
finite-differencing methods, such as the Euler-Maruyama method. For a fair comparison, we follow
[76] and just use the solutions of Eqn. (3.29) as data and do not consider an additional Poisson
observational model that increases the noise in simulated data as suggested in [83].

The PoIs of this example are the logarithmic infection rate log 𝛽 and the logarithmic recovery
rate log 𝜌 with the following prior:

log 𝛽 ∼ N
(
log 0.5, 0.52

)
log 𝜌 ∼ N

(
log 0.1, 0.52

)
.

The design variable 𝑑 is the time 𝜏 ∈ [0, 100] for taking measurements, where the observable is
the number of infected people 𝐼 (𝜏). 𝐼 (𝜏) can be obtained by solving Eqn. (3.29). Solving the
underlying SDE is expensive, we thus limit the computational budget to 1 million forward model
simulations for both vsOED and iDAD. To accelerate the training process, we pre-generate and
store 1 million simulations, and access the stored simulations during the training. A new set of
3 × 105 simulations are used as evaluation data. We emphasize that the likelihood of stochastic
SIR model is implicit. This is because we can only sample from the likelihood, but evaluating the
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likelihood PDF directly is not possible due to the stochastic nature of the process.
Hyperparameters. The hyperparameters are listed in Table 3.22. We only use vsOED with

TIG formulation since the horizon of this problem is at most 10. For the linear mapping in the
output layer of the GMM net, we transform the output of the GMM mean net of the PoI posterior
predictor to a range of [−6, 4], and the output of the GMM standard deviation net of the PoI
posterior predictor to a range of [10−5, 0.5] for all variables. The truncated normal distribution is
not used in this case.

Table 3.22: Hyperparameters for the SIR problem.

vsOED-G-T vsOED-F-T

#training iteration 𝑛update 10001 10001
#new episodes per iteration 𝑛episode 1000 1000

batch size 𝑛batch 10000 10000
parameter predictor initial lr 5 × 10−4 10−3

parameter predictor lr decay 0.9999 0.9999
#param predictor update per iteration 5 5

𝑛mixture 8 N/A
𝑛trans N/A 4

initial actor lr 5 × 10−4 5 × 10−4

actor lr decay 0.9999 0.9999
initial critic lr 10−3 10−3

critic lr decay 0.9999 0.9999
max buffer size 106 106

discount factor 𝛾 1 1
initial design noise scale 5 5
design noise scale decay 0.9999 0.9999

target network lr 0.1 0.1

Training stability. Figure 3.15 presents the training histories for the SIR problem, where the
solid line and the shaded region are the mean and standard error of 4 replicates with different
random seeds. Overall, the training of vsOED is highly stable, with consistent performance across
different random seeds, except for a dip in the training of vsOED-G-T. Table 3.23 presents the lower
bound evaluation of optimal policies from 4 replicates optimized for horizon 𝑁 = 10. Each element
in the table represents the mean and standard error computed from 3 × 105 samples. Table 3.24
further provides the mean and standard error aggregated from the means of these 4 replicates,
supporting the robustness of vsOED in the SIR problem.

Policies. Fig. 3.16 shows the trajectories and designs of 3 realizaitons of (𝛽, 𝜌) with different
ratios 𝑅 = 𝛽/𝜌. Smaller 𝑅 corresponds to a more spreading design, which aligns with the results
in [76].
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Figure 3.15: Training histories for the SIR problem, optimized for horizon 𝑁 = 10. The solid line
and the shaded region are the mean and standard error of 4 replicates with different random seeds.

Table 3.23: Variational expected utility lower bounds of optimal policies from 4 replicates for the
SIR problem, optimized for horizon 𝑁 = 10.

Run 1 Run 2 Run 3 Run 4

vsOED-G-T 4.091 ± 0.002 4.093 ± 0.002 4.090 ± 0.001 4.092 ± 0.001
vsOED-F-T 4.097 ± 0.002 4.100 ± 0.002 4.091 ± 0.002 4.106 ± 0.002

Table 3.24: Aggregated variational expected utility lower bounds of optimal policies from 4
replicates for the SIR problem, optimized for horizon 𝑁 = 10.

Mean SE

vsOED-G-T 4.092 0.001
vsOED-F-T 4.099 0.003
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Figure 3.16: (a) SIR trajectories for 3 realizations of (𝛽, 𝜌) with different ratios 𝑅 = 𝛽/𝜌. (b)
Corresponding designs.
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Expected utilities and the posterior. Since the likelihood is implicit, PCE cannot be used to
evaluate the expected utility. As a result, we directly present the variational lower bound as an
alternative metric for measuring the performance of trained policies. Figure 3.17a illustrates the
variational lower bound of the expected utility versus design horizon. vsOED and iDAD perform
similarly, with vsOED slightly better in some cases. However, we note that the comparison is not
entirely commensurable since the two methods use different variational lower bounds, and that
iDAD additionally uses the forward model derivative. A potential benefit for vsOED is that it does
not require forward model derivative, which can be valuable where model derivative is inaccessible.
Figure 3.17b shows an example posterior generated from the GMM, which we see is consistent
with the true data-generating values. Section 3.3.4 contains additional details on the SIR example.
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Figure 3.17: (a) vsOED plot is the mean and standard error (shaded) from 4 replicates with different
random seeds, each replicate evaluated with 3 × 105 episodes. Shaded regions are practically
invisible, suggesting robustness. (b) An example posterior generated from the GMM.

3.3.5 Convection-diffusion

The last example entails finding the optimal sensor movement locations within a chemical contami-
nant plume governed by the 2D convection-diffusion PDE. This experiment is similar to the source
location finding case in Sec. 3.3.2, and Sec. 2.3.2 for the uni-model example.

Here we consider M = 3 candidate models with uniform prior model probability (i.e. 𝑃(𝑚) =
1/3). For the 𝑚th model (𝑚 ∈ {1, 2, 3}), there are 𝑚 chemical contaminant sources randomly
located in a 2D domain. Instead of an analytical function to describe the source signal, here the
contaminant concentration at a given time 𝑡 and a location b = [b𝑥 , b𝑦] ∈ R2 is determined by a
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convection-diffusion partial differential equation (PDE). Specifically, for the 𝑚th model:

𝜕𝐺 (b, 𝑡;𝑚, \𝑚, [𝑚)
𝜕𝑡

= ∇2𝐺 − 𝑢([𝑚) · ∇𝐺 + 𝑆(b, 𝑡;𝑚, \𝑚), b ∈ [−1, 2]2, 0 ≤ 𝑡 ≤ 0.2,

where 𝑢 = [𝑣 cos 𝛽, 𝑣 sin 𝛽] ∈ R2 is the convection velocity that is described by nuisance parameters
[𝑚, which encompasses the convection speed (magnitude) 𝑣 ∼ U[0, 20] and the convection angle
𝛽 ∼ U[0, 2𝜋]. The source function is

𝑆(b, 𝑡;𝑚, \𝑚) =
𝑚∑︁
𝑖=1

𝑠

2𝜋ℎ2 exp

(
−
 \𝑚,𝑖 − b 2

2ℎ2

)
,

where the PoIs \𝑚 = {\𝑚,1, . . . , \𝑚,𝑚} entails the source locations for 𝑚th model, 𝑠 = 2 is the
known source strength, and ℎ = 0.05 is the known source width. The initial condition of the PDE
is 𝐺 (b, 0;𝑚, \𝑚, [𝑚) = 0 and homogeneous Neumann boundary conditions are applied to all sides
of the domain. The PoI prior is

\𝑚,𝑖,𝑥 , \𝑚,𝑖,𝑦 ∼ U[0, 1],

and the observation model is

𝑦 = 𝐺 (𝑑, 𝑡;𝑚, \𝑚, [𝑚) + 𝜖,

with 𝜖 ∼ N(0, 𝜎2) and𝜎 = 0.05 being the observation noise standard deviation, and 𝑑 = [𝑑𝑥 , 𝑑𝑦] ∈
[0, 1]2 the design variable is the sensor locations for taking measurements.

Similar to Sec. 3.3.2, we are interested in the integrated flux at the right boundary and at a future
time 𝑡 = 0.2, with the formula

𝐽 (𝑚, \𝑚, [𝑚) =
∫ 1

b𝑦=0
−
𝜕𝐺 ((b𝑥 = 1, b𝑦), 𝑡 = 0.2;𝑚, \𝑚, [𝑚)

𝜕b𝑥
𝑑b𝑦,

and the overall goal-oriented QoI is 𝑧𝑚 = log ( |𝐽 (𝑚, \𝑚, [𝑚) | + 10−27).
The OED problem involves designing a sequence of 𝑁 sensor locations over time (i.e. relocation

movements), where the 𝑘th experiment is performed at time 𝑡𝑘 = 0.01(𝑘 +1). Moreover, we assume
that the initial sensor location is at b0 = [0.5, 0.5], and we incorporate a sensor movement penalty to
the immediate rewards to reflect the cost of moving. For stage 𝑘 = 0, the penalty is −0.1 ∥ 𝑑0 − b0 ∥ ,
and for stage 𝑘 = 1, . . . , 𝑁 − 1, the penalty is −0.1 ∥ 𝑑𝑘 − 𝑑𝑘−1 ∥ ; hence, a further movement would
incur a higher cost.

Surrogate model. To solve the convection-diffusion PDE, we employ the second-order finite
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volume method on a uniform grid. The grid has a size of Δb𝑥 = Δb𝑦 = 0.01, ensuring a consistent
spatial discretization. For time integration, we utilize the second-order fractional step method with
a time step of Δ𝑡 = 5.0 × 10−4. The flux can be easily computed by applying the finite difference
to the grids near the right boundary.

While using the numerical PDE solver as the forward model is possible, it can be computationally
expensive and wasteful, since the numerical PDE solver solves for the concentration over the entire
domain, while only a small subset of these values are used in the forward model. Therefore, to
accelerate the computation, we pre-build NN surrogate forward models of 𝐺 (b, 𝑡𝑘 ;𝑚, \𝑚, [𝑚) for
each 𝑚th model and at each 𝑡𝑘 for 𝑘 = 0, . . . , 𝑁 − 1. We also build NN surrogate goal-oriented
prediction models of 𝐽 (𝑚, \𝑚, [𝑚) for each 𝑚th model. The architecture of the surrogate forward
and prediction models are summarized in Table 3.25 and 3.26. 20,000 simulations are generated
with random \𝑚 and [𝑚 for each 𝑚th model. From these, 18,000 are used for training, and
2000 for testing. The testing mean squared errors (MSE) are summarized in Table 3.27, showing
good surrogate accuracy. Figure 3.18 presents comparisons of true and surrogate model predicted
concentration fields, also indicating good agreement.

Table 3.25: Architecture of the surrogate forward model.

Layer Description Dimension Activation

Input [\𝑚, [𝑚, b] 2𝑚 + 4 -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 256 ReLU
H4 Dense 256 ReLU

Output Dense 1 -

Table 3.26: Architecture of the surrogate prediction model.

Layer Description Dimension Activation

Input [\𝑚, [𝑚] 2𝑚 + 2 -
H1 Dense 256 ReLU
H2 Dense 256 ReLU
H3 Dense 256 ReLU

Output Dense 1 -

Hyperparameters. The hyperparameters are listed in Table 3.28. We only use vsOED with
the TIG formulation. For the linear mapping in the output layer of the GMM net, we transform the
output of the GMM mean net of the PoI posterior predictor to a range of [−1, 2], and the output of
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Table 3.27: Testing MSE of surrogate models.

Model surrogate forward model surrogate prediction model

𝑚 = 1 3.094 × 10−5 4.141 × 10−5

𝑚 = 2 3.284 × 10−4 4.986 × 10−4

𝑚 = 3 1.650 × 10−3 2.080 × 10−3
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Figure 3.18: Example comparisons between true and surrogate model predicted concentration
fields.

the GMM standard deviation net of the PoI posterior predictor to a range of [10−5, 1] for all PoIs.
For the goal-oriented QoI posterior predictor, we transform the output of the GMM mean net to a
range of [−15, 3], and the output of the GMM standard deviation net to a range of [10−5, 4]. The
truncated normal distribution is used on all PoIs with support [0, 1].

Similar to the multi-model source location finding problem, 5 scenarios will be considered:
model discrimination OED (𝛼M = 1, 𝛼Θ = 𝛼𝑍 = 0), inference OED (𝛼Θ = 1, 𝛼M = 𝛼𝑍 = 0),
goal-oriented OED (𝛼𝑍 = 1, 𝛼M = 𝛼Θ = 0), discrimination-inference OED (𝛼M = 𝛼Θ = 1, 𝛼𝑍 = 0)
and discrimination-goal-oriented OED (𝛼M = 𝛼𝑍 = 1, 𝛼Θ = 0).

Training stability. For brevity, the investigation of training stability is illustrated here only
on the inference OED scenario, with similar observations found in other scenarios. Figure 3.8
shows the training histories of the inference OED, where the solid line and the shaded region are
the mean and standard error of 4 replicates with different random seeds. Note that the prior term
is omitted due to the presence of nuisance parameters. Table 3.29 presents the variational lower
bounds evaluated for optimal policies from 4 replicates of inference OED, optimized for horizon
𝑁 = 10. Each element in the table represents the mean and standard error computed from 106

samples. Table 3.30 further provides the mean and standard error aggregated from the means of
these 4 replicates. From these results, vsOED demonstrates excellent robustness under different
random seeds.
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Table 3.28: Hyperparameters for the convection-diffusion problem.

vsOED-G-T

#training iteration 𝑛update 10001
#new episodes per iteration 𝑛episode 1000

batch size 𝑛batch 10000
model predictor initial lr 10−3

model predictor lr decay 0.9999
#model predictor update per iteration 5

parameter predictor initial lr 10−3

parameter predictor lr decay 0.9999
#param predictor update per iteration 5

𝑛mixture 8
initial actor lr 5 × 10−4

actor lr decay 0.9999
initial critic lr 10−3

critic lr decay 0.9999
max buffer size 106

discount factor 𝛾 1
initial design noise scale 0.05
design noise scale decay 0.9999

target network lr 0.1
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Figure 3.19: Training histories of inference OED for the convection-diffusion problem, optimized
for horizon 𝑁 = 10. The solid line and the shaded region are the mean and standard error of 4
replicates with different random seeds.
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Table 3.29: Variational lower bounds evaluated for optimal policies from 4 replicates of inference
OED for the convection-diffusion problem, optimized for horizon 𝑁 = 10.

Run 1 Run 2 Run 3 Run 4

vsOED-G-T 2.998 ± 0.002 3.057 ± 0.002 2.857 ± 0.002 3.039 ± 0.002

Table 3.30: Aggregated variational lower bounds evaluated for optimal policies from 4 replicates
of inference OED for the convection-diffusion problem, optimized for horizon 𝑁 = 10.

Mean SE

vsOED-G-T 2.988 0.039

Expected utilities. Figure 3.20 plots the expected utilities of various OED scenarios, averaged
over 2 replicates.

Policies. Figure 3.21 plots example designs of various OED scenarios optimized for horizon
𝑁 = 10. The overall behavior is similar to the multi-model source location finding problem . The
policy behavior of model discrimination OED is more exploratory often extending to the boundaries
of the domain, leading to a high IG (narrow posterior) on model probability as shown in Fig. 3.22a.
The inference OED policy appears to explore closer around the estimated sources while leveraging
the background convection, and the goal-oriented policy exhibits a similar vertical design tendency
as explained in the Sec. 3.3.2 example.

Posteriors. Figure 3.22 illustrates the model and PoI posteriors of the model discrimination
OED and inference OED optimized for horizon 𝑁 = 10. The model posterior predictor and GMM
both effectively approximate their true posteriors.

3.4 Summary

In this chapter, we propose a novel variational sequential optimal experimental design (vsOED)
method to alleviate the expensive computational requirements for solving PG-sOED. The key idea of
vsOED is to estimate and maximize an O(𝑛) lower bound formed through variational approximation
of the Bayesian posteriors without needing explicit likelihood and prior. Notably, in contrast to
existing sequential design algorithms that primarily focus on the EIG of model parameters within
a single model, vsOED offers a unified framework that accommodates multi-model scenarios with
diverse design objectives, including EIG for model probability, parameters of interest, and predictive
quantities of interest, even in the presence of nuisance parameters. Furthermore, RL techniques are
utilized to enhance the performance and efficiency of vsOED. We implement vsOED on benchmark
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Figure 3.20: Expected utilities of various OED scenarios, averaged over 2 replicates. Variational
lower bounds are evaluated using 106 samples.
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(e) Discrimination-goal-oriented OED

Figure 3.21: Example designs of various OED scenarios of the convection-diffusion problem,
optimized for horizon 𝑁 = 10.
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(a) Model posteriors from the model discrimination OED scenario
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(b) Parameter posteriors at 𝑚 = 1 from the inference OED scenario

Figure 3.22: Example model and parameter posteriors from the model discrimination OED and
inference OED for the convection-diffusion problem optimized for horizon 𝑁 = 10.
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problems and illustrate significantly improved sampling efficiency under fixed budgets of forward
model runs, and also demonstrate with a physics-based model with PDE-governed dynamics.

The key contributions and novelty of our vsOED method are summarized as follows.

• We formulate the vsOED framework and generalize its usage to a wide range of OED
scenarios.

• We provide a proof demonstrating the equivalence of the objective function when utilizing
the full information gain and its one-point estiamte as the reward.

• We present the numerical techniques for solving vsOED problems, specifically the Monte
Carlo estimator of policy gradient and variational gradient, and the DNN architectures for
posterior approximation, policy and value functions.

• We validate vsOED on a number of cases, demonstrating its efficiency over other baseline
methods, and its versatility in addressing diverse OED scenarios.

• We make available our vsoed code at https://github.com/wgshen/vsOED.
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CHAPTER 4

Robust Optimal Experimental Design

The formulations in Chapter 2 and 3 focus on maximizing the expected (i.e., average) utility, they
do not account for the risk of obtaining very low (or high) utility values. While one may quantify
risk in different ways (e.g., mean-plus-variance, mean-plus-deviation/semi-deviation, conditional
value-at-risk, entropic risk), we adopt the simple mean-plus-variance [100] approach and employ
the variance to capture the dispersion of utility realizations. By incorporating both the expectation
and variance of utility into a single optimization problem, one may find new designs that, for
example, trades off some average utility in order to achieve a much lower risk.

In this chapter, we introduce the variance-penalized design criterion for achieving robust opti-
mal experimental design (rOED) for batch (non-sequential) designs (robust sequential cases will
be presented in the next chapter). The chapter begins with the formulation of variance-penalized
rOED. We then propose a double-nested Monte Carlo (MC) estimator for the variance-penalized
criterion and also derive its convergence rate. Numerical examples are presented, including a
linear-Gaussian benchmark to validate the convergence of the proposed estimator, a synthetic non-
linear case to show the benefits of rOED, and a contaminant source inversion case with and without
building obstacles to demonstrate its usage in more realistic physical problems.

The code for this chapter is available at: https://github.com/wgshen/rOED.

4.1 Problem formulation

4.1.1 Background

We begin by reviewing the notation and formulation for batch OED. Adopting the same notation as
previous chapters, we let 𝑑 ∈ R𝑁𝑑 denote the controllable design variables of an experiment, \ ∈
R𝑁\ the unknown model parameters, and 𝑦 ∈ R𝑁𝑦 the observations obtained from the experiments;
𝑁𝑑 , 𝑁\ , and 𝑁𝑦 are the dimensions of design, parameter, and observation spaces, respectively.
When an experiment is carried out under design 𝑑 and observation 𝑦 is obtained, the probability
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density function (PDF) of the unknown parameters can be updated according to Bayes’ rule:

𝑝(\ |𝑦, 𝑑) = 𝑝(𝑦 |\, 𝑑) 𝑝(\ |𝑑)
𝑝(𝑦 |𝑑) , (4.1)

where 𝑝(\ |𝑑) is the prior PDF, 𝑝(𝑦 |\, 𝑑) is the likelihood, 𝑝(𝑦 |𝑑) is the model evidence or marginal
likelihood, and 𝑝(\ |𝑦, 𝑑) is the posterior. The prior belief of \ should not be affected by the selected
experiment design, thus 𝑝(\ |𝑑) can be simplified to 𝑝(\). The likelihood often results from an
observation model such as

𝑦 = 𝐺 (\, 𝑑) + 𝜖, (4.2)

where 𝐺 is a forward model that governs the underlying experimental process (e.g., a system
of partial differential equations (PDEs)), and 𝜖 ∈ R𝑁𝑦 represents the measurement noise. Often
measurement noise consists of the superposition of a large number of small zero-mean random
perturbations, and so by the Central Limit Theorem 𝜖 ∼ N(0, Σ𝜖 ) can be a reasonable representa-
tion. Thus, each likelihood evaluation 𝑝(𝑦 |\, 𝑑) = 𝑝𝜖 (𝑦−𝐺 (\, 𝑑)) involves a forward model solve,
which is often the most computationally expensive part.

From a decision-theoretic view, the objective of OED can be stated as an expected utility:

𝑈 (𝑑) =
∫
Y

∫
Θ

𝑝(\, 𝑦 |𝑑)𝑢(𝑑, 𝑦, \) 𝑑\ 𝑑𝑦, (4.3)

where 𝑢(𝑑, 𝑦, \) is the utility function for a particular realization of 𝑑, 𝑦, and \, and the expectation
is taken over 𝑝(\, 𝑦 |𝑑) since \ and 𝑦 are random.

An information-theoretic utility can be adopted based on the Bayesian formulation [92], we
choose the utility function to be the Kullback-Leibler (KL) divergence from the prior to the
posterior:

𝑢(𝑑, 𝑦, \) = 𝐷KL(𝑝\ (·|𝑦, 𝑑) | | 𝑝\ (·)) =
∫
Θ

𝑝(\̃ |𝑦, 𝑑) ln
𝑝(\̃ |𝑦, 𝑑)
𝑝(\̃)

𝑑\̃ = 𝑢(𝑑, 𝑦), (4.4)

where the KL divergence has a non-negative value which quantifies the difference between two
distributions. Note that the last equality results from the utility itself involves taking an expectation
over the parameter space, and hence not a function of \. We will then use this 𝑢(𝑑, 𝑦) as the utility
function in the rest of this chapter. By substituting the utility function Eqn. (4.4) into Eqn. (4.3),
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we obtain the expected utility:

𝑈 (𝑑) =
∫
Y

∫
Θ

𝑝(\, 𝑦 |𝑑)𝑢(𝑑, 𝑦) 𝑑\ 𝑑𝑦

=

∫
Y
𝑝(𝑦 |𝑑)𝑢(𝑑, 𝑦) 𝑑𝑦

=

∫
Y
𝑝(𝑦 |𝑑)

∫
Θ

𝑝(\ |𝑦, 𝑑) ln
𝑝(\ |𝑦, 𝑑)
𝑝(\) 𝑑\ 𝑑𝑦, (4.5)

where the second equality is due to the marginalization of the outer integral of \. The expected
utility is therefore the expected information gain (EIG) on parameters \ over observations 𝑦 given
design variables 𝑑, and is also equivalent to the mutual information between \ and 𝑦 given 𝑑. We
emphasize that the inner integral of Eqn. (4.5) reflects the update of knowledge on \ by observing
𝑦 (i.e., information gain), and the outer integral is considering all possible experimental outcomes
because 𝑦 is not known when designing the experiment.

The OED problem then involves solving the following optimization problem:

𝑑∗𝑈 = arg max
𝑑∈D

𝑈 (𝑑), (4.6)

where 𝑑∗
𝑈

is the optimal design that maximizes the expected utility within the design space D.

4.1.2 Utility variance

The variance of utility 𝑢(𝑑, 𝑦) is (recall \ is dropped per Eqn. (4.4)):

�̃� (𝑑) = V𝑦 |𝑑 [𝑢(𝑑, 𝑦)]
= E𝑦 |𝑑

{
[𝑢(𝑑, 𝑦) −𝑈 (𝑑)]2}

= E𝑦 |𝑑
[
𝑢(𝑑, 𝑦)2] −𝑈 (𝑑)2, (4.7)

where the second term in Eqn. (4.7) is the square of the expected utility. We introduce short-hand
notation �̃�`2 (𝑑) to denote the first term, with the subscript `2 indicating second moment. This
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term can be further expanded as

�̃�`2 (𝑑) =
∫
Y
𝑝(𝑦 |𝑑)

[∫
Θ

𝑝(\ |𝑦, 𝑑) ln
𝑝(\ |𝑦, 𝑑)
𝑝(\) 𝑑\

]2
𝑑𝑦

=

∫
Y
𝑝(𝑦 |𝑑)

[∫
Θ

𝑝(\ |𝑦, 𝑑) ln
𝑝(𝑦 |\, 𝑑)
𝑝(𝑦 |𝑑) 𝑑\

]2
𝑑𝑦 (4.8)

=

∫
Y
𝑝(𝑦 |𝑑) [ln 𝑝(𝑦 |𝑑)]2 𝑑𝑦

− 2
∫
Y
𝑝(𝑦 |𝑑) ln 𝑝(𝑦 |𝑑)

∫
Θ

𝑝(\ |𝑦, 𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑\ 𝑑𝑦

+
∫
Y
𝑝(𝑦 |𝑑)

[∫
Θ

𝑝(\ |𝑦, 𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑\
]2
𝑑𝑦

=

∫
Y
𝑝(𝑦 |𝑑) [ln 𝑝(𝑦 |𝑑)]2 𝑑𝑦 (�̃�`2,1(𝑑)) (4.9)

− 2
∫
Θ

𝑝(\)
∫
Y
𝑝(𝑦 |\, 𝑑) ln 𝑝(𝑦 |𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑𝑦 𝑑\ (�̃�`2,2(𝑑))

+
∫
Y
𝑝(𝑦 |𝑑)

[∫
Θ

𝑝(\ |𝑦, 𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑\
]2
𝑑𝑦, (�̃�`2,3(𝑑))

where the second equality is from applying Bayes’ rule, the third equality results from expanding
the square term, and the last equality is from applying Bayes’ rule on the second term. The three
terms in Eqn. (4.9) are denoted as �̃�`2,1, �̃�`2,2 and �̃�`2,3 respectively.

By expanding the utility variance in this manner, we can approximate its value by estimating
𝑈 (𝑑), �̃�`2,1(𝑑), �̃�`2,2(𝑑) and �̃�`2,3(𝑑) individually. We will introduce the estimation techniques
in Sec. 4.2.1.

4.1.3 Variance-penalized robust design criterion

We introduce the mean-plus-variance rOED objective that seeks to maximize the expected utility
while penalizing a large utility variance:

𝑈_ (𝑑) = 𝑈 (𝑑) − _�̃� (𝑑), (4.10)

where _ ∈ R is a hyperparameter that reflects the relative importance between the expectation and
variance terms, or user preference on how robust the design to be. For example, a larger positive _
yields a more robust design and may be suitable for risk-averse situations, although likely at the cost
of a lower expected utility. For a robust design, _ should remain non-negative; however, one can
choose negative _ to achieve aggressive, risk-seeking designs. When _ = 0, Eqn. (4.10) simplifies
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to the non-robust OED criterion. It is worth noting that Eqn. (4.10) can be rewritten as

𝑈_ (𝑑) = E𝑦 |𝑑 [𝑢(𝑑, 𝑦)] − _E𝑦 |𝑑
{
[𝑢(𝑑, 𝑦) −𝑈 (𝑑)]2}

= E𝑦 |𝑑
{
𝑢(𝑑, 𝑦) − _ [𝑢(𝑑, 𝑦) −𝑈 (𝑑)]2} .

Therefore, if we treat 𝑢(𝑑, 𝑦)−_ [𝑢(𝑑, 𝑦) −𝑈 (𝑑)]2 as a new utility function 𝑢_ (𝑑, 𝑦), then𝑈_ (𝑑) still
fits the general form of OED objective in Eqn. (4.3) (with the understanding that here 𝑢(𝑑, 𝑦, \) =
𝑢(𝑑, 𝑦)).

The rOED problem entails solving the following optimization problem:

𝑑∗𝑈_
= arg max

𝑑∈D
𝑈_ (𝑑). (4.11)

For _ > 0, both the expected utility and utility variance at 𝑑∗
𝑈_

are lower than at 𝑑∗
𝑈

.

4.2 Numerical methods for rOED

4.2.1 Monte Carlo estimator

The expected utility in Eqn. (4.5), as well as the variance-penalized form in Eqn. (4.10), generally
cannot be evaluated in closed-form. We propose to estimate these quantities numerically using
MC sampling. In the following sections, we will introduce the MC estimator for each term in the
variance-penalized objective, and then combine them together to reach a complete MC estimator
for the rOED criterion.

4.2.1.1 Estimation of𝑈 (𝑑) and𝑈 (𝑑)2

The estimation of𝑈 (𝑑) is using the double-nested MC estimator proposed by [124]. Using Bayes’
rule, Eqn. (4.5) can be rewritten as

𝑈 (𝑑) =
∫
Θ

𝑝(\)
∫
Y
𝑝(𝑦 |\, 𝑑) ln

𝑝(𝑦 |\, 𝑑)
𝑝(𝑦 |𝑑) 𝑑𝑦 𝑑\, (4.12)

and a nested MC estimator can be formed as

�̂�𝑁,𝑀1 (𝑑) = 1
𝑁

𝑁∑︁
𝑖=1

ln 𝑝(𝑦 (𝑖) |\ (𝑖) , 𝑑) − ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)

 , (4.13)
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where \ (𝑖) are drawn from the prior 𝑝(\), 𝑦 (𝑖) are drawn from the likelihood 𝑝(𝑦 |\ = \ (𝑖) , 𝑑), \ (·, 𝑗)

are again drawn from the prior 𝑝(\), and 𝑁 and 𝑀1 are the numbers of outer loop samples (\ (𝑖)

and 𝑦 (𝑖)) and inner loop samples (\ (·, 𝑗)), respectively. �̂�𝑁,𝑀1 (𝑑) is a biased estimator due to the
inner loop MC estimator for 𝑝(𝑦 |𝑑) =

∫
Θ
𝑝(𝑦 |\, 𝑑)𝑝(\) 𝑑\, but it is asymptotically unbiased as

𝑀1 → ∞. The variance of this estimator is

V
[
�̂�𝑁,𝑀1 (𝑑)

]
≈ 𝐴1(𝑑)

𝑁
+ 𝐵1(𝑑)
𝑁𝑀1

, (4.14)

and the bias is

E
[
�̂�𝑁,𝑀1 (𝑑) −𝑈 (𝑑)

]
≈ 𝐸1(𝑑)

𝑀1
, (4.15)

where 𝐴1, 𝐵1 and 𝐸1 are problem-specific constants that depend on the design variables, as well
as prior and likelihood distributions [124, 72]. The variance of this estimator is dominated by
𝑁 , while the bias is by 𝑀1. [72] also suggests reusing outer samples as the inner samples (i.e.,
\ (𝑖,·) = \ (·)), which reduces the forward model evaluations from 𝑂 (𝑁𝑀1) to 𝑂 (𝑁) for a given 𝑑,
with the implication that 𝑁 = 𝑀1. Reusing samples introduces additional bias but the effect is
small, and it brings the additional benefits of avoiding arithmetic underflow for the estimation of
log evidence when sample size is small. For the following sections, we will present the estimator
with independent outer samples and inner samples, but reuse samples in the code implementation.

Building upon the estimator of 𝑈 (𝑑), a MC estimator of 𝑈 (𝑑)2 is simply �̂�𝑁,𝑀1 (𝑑)2. Ap-
pendix C.1 provides a derivation that the variance of �̂�𝑁,𝑀1 (𝑑)2 is

V
[
�̂�𝑁,𝑀1 (𝑑)2] ≈ 𝐴2(𝑑)

𝑁
+ 𝐵2(𝑑)
𝑁𝑀1

, (4.16)

and the bias is

E
[
�̂�𝑁,𝑀1 (𝑑)2 −𝑈 (𝑑)2] ≈ 𝐷2(𝑑)

𝑁
+ 𝐸2(𝑑)

𝑀1
, (4.17)

Different from �̂�𝑁,𝑀1 (𝑑), the bias of �̂�𝑁,𝑀1 (𝑑)2 is also controlled by the number of outer samples
𝑁 , in addition to the number of inner samples 𝑀1.

4.2.1.2 Estimation of �̃�`2 (𝑑)

For the estimation of �̃�`2 (𝑑), we evaluate its three parts �̃�`2,1(𝑑), �̃�`2,2(𝑑) and �̃�`2,3(𝑑) separately,
and then add them up to form an estimator for �̃�`2 (𝑑).
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The MC estimator of �̃�`2,1(𝑑) is

ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑) = 1

𝑁

𝑁∑︁
𝑖=1

ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)



2

, (4.18)

where \ (·, 𝑗) are drawn from the prior 𝑝(\), and 𝑦 (𝑖) ∼ 𝑝(𝑦 |𝑑) are drawn by sampling \ (𝑖) from
the prior 𝑝(\), and then sampling 𝑦 (𝑖) from the likelihood 𝑝(𝑦 |\ = \ (𝑖) , 𝑑). Having sample pairs
(\ (𝑖) , 𝑦 (𝑖)) from the joint distribution 𝑝(\, 𝑦 |𝑑), we can ignore \ (𝑖) samples, and the remaining 𝑦 (𝑖)

become the samples from the marginal distribution 𝑝(𝑦 |𝑑). Appendix C.2 provides a derivation to
show that the variance of ˆ̃𝑈𝑁,𝑀1

`2,1 (𝑑) is proportional to 𝐴3 (𝑑)
𝑁

+ 𝐵3 (𝑑)
𝑁𝑀1

while the bias is proportional to
𝐸3 (𝑑)
𝑀1

.
The MC estimator of �̃�`2,2(𝑑) is

ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑) = − 2

𝑁

𝑁∑︁
𝑖=1

ln 𝑝(𝑦 (𝑖) |\ (𝑖) , 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)

 (4.19)

where the sampling of \ (𝑖) , 𝑦 (𝑖) and \ (𝑖, 𝑗) is the same as �̂�𝑁,𝑀1 (𝑑). Appendix C.3 provides a
derivation to show that the variance of ˆ̃𝑈𝑁,𝑀1

`2,2 (𝑑) is proportional to 𝐴4 (𝑑)
𝑁

+ 𝐵4 (𝑑)
𝑁𝑀1

and the bias is
proportional to 𝐸4 (𝑑)

𝑀1
.

The estimation of �̃�`2,3(𝑑) is more difficult, because the inner part of �̃�`2,3(𝑑) requires sampling
from the posterior 𝑝(\ |𝑦, 𝑑). Posterior sampling can be achieved by Markov chain Monte Carlo
(MCMC) but may become very expensive since 𝑁 MCMC chains would be needed for each 𝑑.
Instead, we can apply Bayes’ rule to 𝑝(\ |𝑦, 𝑑) in �̃�`2,3(𝑑) and rewrite it as

�̃�`2,3(𝑑) =
∫
Y
𝑝(𝑦 |𝑑)

[∫
Θ

𝑝(\) 𝑝(𝑦 |\, 𝑑)
𝑝(𝑦 |𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑\

]2
𝑑𝑦

=

∫
Y
𝑝(𝑦 |𝑑)

[
1

𝑝(𝑦 |𝑑)

∫
Θ

𝑝(\)𝑝(𝑦 |\, 𝑑) ln 𝑝(𝑦 |\, 𝑑) 𝑑\
]2
𝑑𝑦, (4.20)

with the corresponding MC estimator

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑) = 1

𝑁

𝑁∑︁
𝑖=1

{
𝑀1∑𝑀1

𝑗=1 𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)
1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 (𝑖) |\ (𝑖,𝑘) , 𝑑) ln 𝑝(𝑦 (𝑖) |\ (𝑖,𝑘) , 𝑑)
}2

, (4.21)

where 𝑦 (𝑖) are drawn from the marginal likelihood 𝑝(𝑦 |𝑑) in the same way as ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑), and \ (·, 𝑗)

and \ (·,𝑘) are independently drawn from the prior 𝑝(\). Appendix C.4 provides a derivation to show
that the variance of ˆ̃𝑈𝑁,𝑀1,𝑀2

`2,3 (𝑑) is proportional to 𝐴5 (𝑑)
𝑁

+ 𝐵5 (𝑑)
𝑁𝑀1

+ 𝐶5 (𝑑)
𝑁𝑀2

, and the bias is proportional
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to 𝐸5 (𝑑)
𝑀1

+ 𝐹5 (𝑑)
𝑀2

.
Combing the three parts together results in the overall MC estimator of �̃�`2 (𝑑):

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑) = ˆ̃𝑈𝑁,𝑀1

`2,1 (𝑑) + ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑) + ˆ̃𝑈𝑁,𝑀1,𝑀2

`2,3 (𝑑)

=
1
𝑁

𝑁∑︁
𝑖=1

ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)



2

(4.22)

− 2
𝑁

𝑁∑︁
𝑖=1

ln 𝑝(𝑦 (𝑖) |\ (𝑖) , 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)



+ 1
𝑁

𝑁∑︁
𝑖=1

{
𝑀1∑𝑀1

𝑗=1 𝑝(𝑦 (𝑖) |\ (𝑖, 𝑗) , 𝑑)
1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 (𝑖) |\ (𝑖,𝑘) , 𝑑) ln 𝑝(𝑦 (𝑖) |\ (𝑖,𝑘) , 𝑑)
}2

,

whose bias is the summation of the biases of three parts:

E
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑) − �̃�`2 (𝑑)

]
≈ 𝐸3(𝑑) + 𝐸4(𝑑) + 𝐸5(𝑑)

𝑀1
+ 𝐹5(𝑑)

𝑀2
=
𝐸6(𝑑)
𝑀1

+ 𝐹6(𝑑)
𝑀2

, (4.23)

where 𝐸6(𝑑) = 𝐸3(𝑑) +𝐸4(𝑑) +𝐸5(𝑑) and 𝐹6(𝑑) = 𝐹5(𝑑). To approximate the variance of �̃�`2 (𝑑),
we assume that ˆ̃𝑈𝑁,𝑀1

`2,1 (𝑑), ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑) and ˆ̃𝑈𝑁,𝑀1,𝑀2

`2,3 (𝑑) are independent (this can be achieved by
resampling for each estimator, although in practice we will use the same samples across different
estimators), then the variance of ˆ̃𝑈𝑁,𝑀1,𝑀2

`2 (𝑑) is

V
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑)

]
= V

[
ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑)

]
+ V

[
ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑)

]
+ V

[
ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑)

]
≈ 𝐴3(𝑑) + 𝐴4(𝑑) + 𝐴5(𝑑)

𝑁
+ 𝐵3(𝑑) + 𝐵4(𝑑) + 𝐵5(𝑑)

𝑁𝑀1
+ 𝐶5(𝑑)
𝑁𝑀2

(4.24)

=
𝐴6(𝑑)
𝑁

+ 𝐵6(𝑑)
𝑁𝑀1

+ 𝐶6(𝑑)
𝑁𝑀2

, (4.25)

where 𝐴6(𝑑) = 𝐴3(𝑑) + 𝐴4(𝑑) + 𝐴5(𝑑), 𝐵6(𝑑) = 𝐵3(𝑑) + 𝐵4(𝑑) + 𝐵5(𝑑) and 𝐶6(𝑑) = 𝐶5(𝑑).

4.2.1.3 Estimation of �̃� (𝑑)

Following Eqn. (4.7), the estimation of the utility variance �̃� (𝑑) can be realized by combining the
estimator of �̃�`2 (𝑑) and𝑈 (𝑑)2:

ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑) = ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑) − �̂�𝑁,𝑀1 (𝑑)2 (4.26)
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whose variance is (by assuming independence between theestimators)

V
[

ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑)
]
= V

[
ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑)

]
+ V

[
�̂�𝑁,𝑀1 (𝑑)2]

≈ 𝐴7(𝑑)
𝑁

+ 𝐵7(𝑑)
𝑁𝑀1

+ 𝐶7(𝑑)
𝑁𝑀2

, (4.27)

where 𝐴7(𝑑) = 𝐴2(𝑑) + 𝐴6(𝑑), 𝐵7(𝑑) = 𝐵2(𝑑) + 𝐵6(𝑑), 𝐶7(𝑑) = 𝐶6(𝑑), and the bias is

E
[

ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑) − �̃� (𝑑)
]
≈ 𝐷7(𝑑)

𝑁
+ 𝐸7(𝑑)

𝑀1
+ 𝐹7(𝑑)

𝑀2
, (4.28)

where 𝐷7(𝑑) = −𝐷2(𝑑), 𝐸7(𝑑) = 𝐸6(𝑑) − 𝐸2(𝑑), and 𝐹7(𝑑) = 𝐹6(𝑑).

4.2.1.4 Estimation of𝑈_ (𝑑)

Following Eqn. (4.10), the estimation of the variance-penalized objective 𝑈_ (𝑑) can be achieved
by

�̂�
𝑁,𝑀1,𝑀2
_

(𝑑) = �̂�𝑁,𝑀1 (𝑑) − _ ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑)

= �̂�𝑁,𝑀1 (𝑑) − _( ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑) − �̂�𝑁,𝑀1 (𝑑)2)

= �̂�𝑁,𝑀1 (𝑑)
[
1 + _�̂�𝑁,𝑀1 (𝑑)

]
− _ ˆ̃𝑈𝑁,𝑀1,𝑀2

`2 (𝑑), (4.29)

where the estimator �̂�𝑁,𝑀1 (𝑑) can be referred to Eqn. (4.13), and ˆ̃𝑈𝑁,𝑀1,𝑀2
`2 (𝑑) to Eqn. (4.22).

The variance of this complete estimator is (by assuming independence between �̂�𝑁,𝑀1 (𝑑) and
ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑))

V
[
�̂�
𝑁,𝑀1,𝑀2
_

(𝑑)
]
= V

[
�̂�𝑁,𝑀1 (𝑑)

]
+ _2V

[
ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑)

]
≈ _2𝐴8(𝑑) + 𝐴9(𝑑)

𝑁
+ _

2𝐵8(𝑑) + 𝐵9(𝑑)
𝑁𝑀1

+ _
2𝐶8(𝑑)
𝑁𝑀2

, (4.30)

where 𝐴8(𝑑) = 𝐴7(𝑑), 𝐴9(𝑑) = 𝐴2(𝑑), 𝐵8(𝑑) = 𝐵7(𝑑), 𝐵9(𝑑) = 𝐵2(𝑑), 𝐶8(𝑑) = 𝐶7(𝑑), and the
bias is

E
[
�̂�
𝑁,𝑀1,𝑀2
_

(𝑑) −𝑈_ (𝑑)
]
≈ _𝐷8(𝑑)

𝑁
+ _𝐸8(𝑑) + 𝐸9(𝑑)

𝑀1
+ _𝐹8(𝑑)

𝑀2
, (4.31)

where 𝐷8(𝑑) = −𝐷7(𝑑), 𝐸8(𝑑) = −𝐸7(𝑑), 𝐸9(𝑑) = 𝐸1(𝑑), and 𝐹8(𝑑) = −𝐹7(𝑑). In practice, we
will reuse outer \ (·) samples as inner \ (𝑖,·) samples, which reduces the forward model evaluations
from 𝑂 (𝑁 + 𝑁𝑀1 + 𝑁𝑀2) to 𝑂 (𝑁); this requires setting 𝑁 = 𝑀1 = 𝑀2. Both the bias and
variance of variance-penalized objective estimator are approximately proportional to 𝑂 ( 1

𝑁
) with
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sample reuse. We will show the convergence of bias and variance of this estimator in Sec. 4.3.1.
Notice that although �̂�𝑁,𝑀1,𝑀2

_
(𝑑) has the same order of bias and variance as �̂�𝑁,𝑀1 (𝑑), the bias and

variance of �̂�𝑁,𝑀1,𝑀2
_

(𝑑) will be higher than those of �̂�𝑁,𝑀1 (𝑑) with the same number of samples,
due to its larger constants. Moreover, we want to emphasize that estimating variance-penalized
objective has the same order of time complexity as estimating the expected utility by double-nested
MC since the former only uses quantities that have already been calculated in the latter.

4.2.2 Bayesian optimization

Equipped with the ability to estimate the objective function 𝑈_ (𝑑) with MC sampling, we can
now attempt to solve the optimization problem in Eqn. (4.11). Naı̈ve optimization techniques
such as grid search and random search would be highly expensive and do not scale well to multi-
dimensional design spaces. More efficient and intelligent optimization algorithms are desired.
One approach is to extract the gradient of 𝑈_ (𝑑) either analytically or numerically, and then
apply gradient-based or quasi-Newton optimization methods such as gradient ascent and L-BFGS-
B. When gradient information is unavailable, one must adopt a derivative-free method such as
simultaneous perturbation stochastic approximation (SPSA) and Nelder–Mead nonlinear simplex
(NMNS) [72]. However, SPSA is sensitive to the MC noise in the objective estimation, while NMNS
may converge slowly even for smooth functions. Moreover, all before-mentioned optimization
methods are prone to getting stuck in a local optimum and have no guarantee to find the global
optimum. Global optimization methods like simulated annealing and genetic algorithm also tend
to be costly and require many iterations to converge.

We propose to use Bayesian optimization (BO) to solve the optimization problem in Eqn. (4.11).
BO is a derivative-free global optimization method that is sample-efficient and also robust to
noisy objective functions [23, 134, 128, 115]. It is particularly suitable for expensive objective
evaluations (this is the case here since each MC estimate of𝑈_ (𝑑) requires many repeated forward
model evaluations especially to estimate the utility variance accurately) and the optimization
domain is recommended to be less than 20 dimensions [58, 107]. BO constructs and updates a
surrogate Gaussian process (GP) of the objective function𝑈_ (𝑑) based on previous evaluations of
the objective. The GP provides mean and variance of the objective (i.e. of 𝑈_ (𝑑)) resulting from
not yet having evaluated the objective in the optimization process—notably, this is different from
the mean and variance of the utility stemming from the uncertainty in the model. In other words,
the uncertainty portrayed by the GP can be reduced by additional evaluations of the objective; the
uncertainty of the utility can only be reduced by performing more experiments. From the objective
GP, BO then chooses the next point to evaluate the objective by maximizing the acquisition
function, for example by considering both GP mean and variance so as to balance the exploration
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and exploitation to better identify the global optimum. Overall, we emphasize that BO itself is not
OED, it is a tool for solving the optimization problem in Eqn. (4.11) and is agnostic to the OED
utility formulations.

Each iteration of BO can be summarized by three steps: updating the GP by performing GP
regression, forming the acquisition function, and finding the next objective evaluation location by
maximizing the acquisition function. We will describe these steps in detail below.

4.2.2.1 Gaussian process regression

A GP is a stochastic process (i.e., a collection of random variables) where any finite sub-collection
of those random variables has a multivariate Gaussian distribution. Consider the task of inferring
the variance-penalized objective function 𝑈_ (𝑑) : R𝑁𝑑 → R whose evaluation is noisy (due to
using a MC estimator):

�̂�
𝑁,𝑀1,𝑀2
_

(𝑑) = 𝑈_ (𝑑) + [, (4.32)

where [ ∼ N(0, 𝜎2
[ ) models the error of the estimator. If we use a GP to describe𝑈_ (𝑑):

𝑈_ (·) ∼ GP(`(·), 𝑘 (·, ·)), (4.33)

that means every collection of random variables {𝑈_ (𝑑) : 𝑑 ∈ D} follow a multivariate Gaussian
distribution. More specifically, for a finite set of 𝑑1, . . . , 𝑑𝑚 ∈ D, the corresponding 𝑈_ (𝑑1), . . . ,
𝑈_ (𝑑𝑚) have the following Gaussian distribution:

𝑈_ (𝑑1)
...

𝑈_ (𝑑𝑚)

 ∼ N
©«

`(𝑑1)
...

`(𝑑𝑚)

 ,

𝑘 (𝑑1, 𝑑1) · · · 𝑘 (𝑑1, 𝑑𝑚)

...
. . .

...

𝑘 (𝑑𝑚, 𝑑1) · · · 𝑘 (𝑑𝑚, 𝑑𝑚)


ª®®®¬ , (4.34)

where the mean function `(·) is usually selected, without loss of generality, to be 0 to reach a
zero-mean GP (this amounts to centering the data). A typical choice for the covariance kernel
function 𝑘 (·, ·) is the Radial basis function (i.e., square-exponential) kernel:

𝑘 (𝑑, 𝑑′) = exp

(
−
∥ 𝑑 − 𝑑′ ∥2

2
2𝑙2

)
, (4.35)

where 𝑙 is a hyperparameter to control the width of the kernel.

When we have already collected noisy estimations
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

at seveal different design locations
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𝐷, then �̂�𝑁,𝑀1,𝑀2
_

(𝑑) at a new design 𝑑 follows a Gaussian distribution jointly with
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

:


−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

�̂�
𝑁,𝑀1,𝑀2
_

(𝑑)

 =

[ −→
𝑈_

𝑈_ (𝑑)

]
+

[−→[
[

]
∼ N

(
0,

[
𝐾 (𝐷, 𝐷) + 𝜎2

[ 𝐼 𝐾 (𝐷, 𝑑)
𝐾 (𝑑, 𝐷) 𝑘 (𝑑, 𝑑) + 𝜎2

[

])
. (4.36)

Since
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

is known, we can get the probability distribution of 𝑈_ (𝑑) by conditioning on
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

, which is also a Gaussian distribution, with the updated mean

`(𝑑 |𝐷,
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

) = 𝐾 (𝑑, 𝐷)
(
𝐾 (𝐷, 𝐷) + 𝜎2

[ 𝐼

)−1 −−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

, (4.37)

and the standard deviation

𝜎(𝑑 |𝐷,
−−−−−−−→
�̂�
𝑁,𝑀1,𝑀2
_

) = 𝑘 (𝑑, 𝑑) − 𝐾 (𝑑, 𝐷)
(
𝐾 (𝐷, 𝐷) + 𝜎2

[ 𝐼

)−1
𝐾 (𝐷, 𝑑). (4.38)

4.2.2.2 Acquisition function

The acquisition function at a given location 𝑑 reflects the benefit of taking the next measurement at
𝑑 towards the task of solving the optimization problem. It is usually formulated by using accessible
information from the GP (e.g., its mean and standard deviation) in order to balance the exploration
(i.e., take measurements at highly uncertain regions in case the under-explored regions contain the
global optimum) and exploitation (i.e., take measurements at good regions that are already known
to refine the results). Many popular choices for the acquisition function are available, such as the
probability of improvement (PI), expected improvement (EI) and upper confidence bound (UCB).
For example, UCB is formulated as

𝑎(𝑑) = `(𝑑 |𝐷) + ^𝜎(𝑑 |𝐷), (4.39)

where ^ is a hyperparameter that controls the degree of exploration. We adopt UCB in this work.

4.2.2.3 Optimization of the acquisition function

The next objective evaluation location 𝑑′ is selected as the maximum point of the acquisition
function:

𝑑′ = arg max
𝑑∈D

𝑎(𝑑). (4.40)
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Since the acquisition function is very inexpensive to evaluate by design, this inner optimization
problem can be solved easily using existing optimization packages. After obtaining the next
measurement location, we then evaluate the objective function value �̂�𝑁,𝑀1,𝑀2

_
(𝑑′), augment the

data set of evaluated objectives 𝐷, and repeat the process, until we reach the stopping criterion
(e.g., maximum number of iterations, change in objective below threshold).

In this work, we use an existing BO Python package [113], with some small modifications to
make it applicable for more complex constraints.

4.2.3 Common random samples

Although BO tolerates noisy objective evaluations, its convergence may be slowed by high noise in
estimating the variance-penalized objective. To mitigate this objective noise without simply adding
more MC samples, we adopt the technique of common random samples: that is, reusing the same \
samples and noise samples across different designs 𝑑. This technique effectively introduces artificial
correlation between the objective noise across different designs (a “synchronized randomization”)
so as to make the objective function smoother and easier to optimize. Note that common random
samples is different from the before-mentioned reuse technique in Sec. 4.2.1.4, where the latter
entails reusing outer loop \ samples as inner loop \ samples when estimating 𝑈_ (𝑑) to reduce
forward model evaluations and avoid arithmetic underflow. Using common random samples is
equivalent to resetting the random seed of the random number generator every time when we start
MC sampling to estimate the objective function; further discussions can be found in [73].

However, we want to emphasize that although using common random samples will introduce
more variability to the arg-max under a finite sample size, it is still worth using since the variability
becomes negligible with a decent amount of samples, and the resulting objective function is much
smoother than not using common random samples. We will show the comparison between using
and not using common random samples in Sec. 4.3.1 and Sec. 4.3.2.

4.3 Numerical results and discussions

We present three examples to illustrate the benefits of rOED. The first example is a linear Gaussian
problem (Sec. 4.3.1) which has a closed-form solution and serves as a validation benchmark.
We will compare the numerical results from our estimator with the analytical solution, to show
the convergence and accuracy of the estimator. The second case is a synthetic nonlinear case
(Sec. 4.3.2), in which we will show the benefits of considering robustness of design. We will then
apply rOED to a 2D contaminant source inversion case (Sec. 4.3.3 and Sec. 4.3.4), to demonstrate
its usage in a more realistic multi-dimensional physical problem.
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4.3.1 Linear-Gaussian benchmark

Consider an observation model with a forward model that is linear with respect to its parameter
\ ∈ R:

𝑦(\, 𝑑) = 𝐺 (\, 𝑑) + 𝜖 = \𝑑 + 𝜖 . (4.41)

The prior on \ is N(0, 32), and the design domain is 𝑑 ∈ [0, 3]. Due to the linearity in the forward
model and the Gaussian prior and noise, the posterior on \ is analytically Gaussian.

The variance-penalized objective estimator �̂�𝑁,𝑀1,𝑀2
_

can be decomposed into two components:
the expected utility estimator �̂�𝑁,𝑀1 and the utility variance estimator ˆ̃𝑈𝑁,𝑀1,𝑀2 . The performance
of �̂�𝑁,𝑀1 has been discussed in detail in [72], therefore in this example we focus on the utility
variance estimator ˆ̃𝑈𝑁,𝑀1,𝑀2 .

We first investigate the change of bias and variance of ˆ̃𝑈𝑁,𝑀1,𝑀2 (𝑑) at a fixed 𝑑 as the sample
number increases. We pick 𝑑 = 3, which corresponds to the largest utility variance and also the
largest estimation error. Note that 𝑁 = 𝑀1 = 𝑀2 is always implied since we reuse outer samples as
inner samples in our implementation. Fig. 4.1 shows the performance of our MC estimator as the
sample number increases, including the comparison between the estimate and the exact solution
(Fig. 4.1a), the absolute bias of the estimator against sample number (Fig. 4.1b), and the variance
of the estimator against sample number (Fig. 4.1c). In order to evaluate the bias and the variance
of the estimator, we repeat the computation 50 times for each 𝑁 . Both the bias and the variance
decrease approximately at the order of 𝑂 ( 1

𝑁
), agreeing with the convergence analysis in Sec. 4.2.

The absolute bias in Fig. 4.1b has more fluctuation than the variance in Fig. 4.1c. This is possibly
a result of the sample reuse technique inducing more fluctuations to the additional terms in the
bias estimator convergence rate (leading terms only)𝑂 ( 𝐴

𝑁
+ 𝐵
𝑀1

+ 𝐶
𝑀2

) versus the variance estimator
convergence rate 𝑂 ( 1

𝑁
)).
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Figure 4.1: The performance of MC estimator estimating the utility variance �̃� (𝑑 = 3) as the
sample number increases for 1D linear Gaussian case.

We then investigate the effect of using common random samples as mentioned in Sec. 4.2.3.
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Fig. 4.2 and Fig. 4.3 show the comparison between not using and using common random samples.
The estimator has been rerun 10 times to obtain the estimator mean and variance at each 𝑑. As
expected, using common random samples results in a much smoother objective function compared
to its counterpart. Although using common random samples will result in a slightly different
objective function, the shift is negligible with a sufficient amount of samples, and the shift can be
fully compensated by the benefits of additional smoothness. Therefore, we will always use common
random samples in this chapter, and we will further show a 2D example in Sec. 4.3.2 to reinforce
this conclusion.
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Figure 4.2: The estimated utility variance �̃� (𝑑) when not using common random samples for 1D
linear Gaussian case.
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(c) 𝑁 = 10000

Figure 4.3: The estimated utility variance �̃� (𝑑) when using common random samples for 1D linear
Gaussian case.

Figure 4.4 shows the comparison between the estimated expected utility using common random
samples and the exact expected utility under different sample sizes. The estimated expected utility
quickly converges to the exact solution with high accuracy with just 𝑁 = 1000 samples.

From Fig. 4.3 and 4.4, we can find that the expected utility in the range of 𝑑 ∈ [0, 3] has a
log shape and a continuing increasing trend, while the utility variance starts to stabilize beyond
𝑑 = 2. That means with higher 𝑑, we will get a higher expected utility 𝑈 (𝑑), but with almost
non-increasing utility variance �̃� (𝑑), and so higher valued 𝑑 is preferred in rOED for 1D linear
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Gaussian problem for as long as _ is not too large to make the variance term dominating; this is the
same optimal design location as the non-robust OED formulation.
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(c) 𝑁 = 10000

Figure 4.4: The comparison between the estimated expected utility and the exact expected utility
under different sample sizes for 1D linear Gaussian case.

4.3.2 Nonlinear model

We adapt the nonlinear model used in [72] but with a slight modification:

𝑦(\, 𝑑) = 𝐺 (\, 𝑑) + 𝜖
= \3𝑑2 + \ exp(−1.3 |0.2 − 𝑑 |) + 𝜖, (4.42)

where \ ∼ U[0, 1] is the scalar unknown parameter, 𝜖 ∼ N(0, 10−4𝐼𝑁𝑦
) is an additive Gaussian

noise, and we will consider 1D and 2D design spaces (𝑑 ∈ [0, 1] and 𝑑 ∈ [0, 1]2, respectively).
The observation space and additive Gaussian noise have the same dimension as the design space
(i.e., 𝑁𝑦 = 𝑁𝑑).

We first investigate the 1D design case. Figure 4.5 shows the estimated expected utility and
estimated utility variance using 𝑁 = 10000 samples and 10 reruns. Similar to the linear Gaussian
case, the bias and variance of the variance estimator are larger than that of the expected utility
estimator under the same sample size. Nevertheless, 𝑁 = 10000 appears sufficient to solve the
OED problem with utility variance. It is worth noting that if we only look at the expected utility
(without variance), 𝑈 (𝑑 = 1.0) is slightly larger than 𝑈 (𝑑 = 0.2) and so 𝑑 = 1.0 would be the
non-robust OED optimal design. However, the variance at 𝑑 = 1.0 is much higher than that at
𝑑 = 0.2, which indicates that 𝑑 = 1.0 is a risky design when considering the utility variance. We
thus draw the 𝑈_ (𝑑) in Fig. 4.6 with _ equals 0.2 and 1 respectively. When _ = 0.2, the rOED
objective at 𝑑 = 0.2 is already better than 𝑑 = 1; as _ increases to 1, the advantage of 𝑑 = 0.2 is
even more prominent, and 𝑑 = 1 in fact becomes the worst design in the entire design space.

To further investigate the difference of utility variance between 𝑑 = 0.2 and 𝑑 = 1, we plot
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Figure 4.5: Estimated expected utility and utility variance for 1D nonlinear case.
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Figure 4.6: 𝑈_ (𝑑) versus 𝑑 with _ = 0.2 and _ = 1 for 1D nonlinear case.
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the histogram of 𝑢(𝑑, 𝑦) under 𝑑 = 0.2 and 𝑑 = 1 in Fig. 4.7, where 𝑢(𝑑, 𝑦) is computed by grid
discretization on \ space. 𝑢(𝑑 = 0.2, 𝑦) is quite stable (low spread), while 𝑢(𝑑 = 1, 𝑦) varies almost
uniformly between 2.2 and 4.4, with greater potential of getting much higher or lower utility values.
We then draw scatter plot of 𝑢(𝑑, 𝑦) and 𝑦 in Fig. 4.8, where we see 𝑑 = 0.2’s low variance is
supported by 𝑢(𝑑, 𝑦) not changing much for large parts of the 𝑦 value, while 𝑑 = 1.0’s high variance
can be seen by its 𝑢(𝑑, 𝑦) being more sensitive to 𝑦. Sample posteriors conditioned on observing
𝑦 = 0.03 (low utility for 𝑑 = 1) or 𝑦 = 1 (high utility for 𝑑 = 1) for both 𝑑 = 0.2 and 𝑑 = 1 in
Fig. 4.9, from which we can find that 𝑦 = 0.03 and 𝑦 = 1 results in similar posterior uncertainties
for 𝑑 = 0.2, but significant different posterior uncertainties for 𝑑 = 1.0, further supporting the
robustness of 𝑑 = 0.2.

To fully explain why 𝑑 = 1 has a higher variance compared to 𝑑 = 0.2, we need to go back to the
forward model in Eqn. (4.42). When 𝑑 = 0.2, the forward model is dominated by \; when 𝑑 = 1,
the dominating term is \3. Plotting 𝐺 (\, 𝑑) as a function of \ at 𝑑 = 0.2 and 𝑑 = 1 respectively in
Fig. 4.10,𝐺 (\, 𝑑 = 0.2) exhibits a linear shape and𝐺 (\, 𝑑 = 1) a cubic curve shape. As a heuristic,
a higher slope of 𝐺 tend to suggest more information since the output of 𝐺 is more sensitive to the
input. From these plots, the slope of𝐺 (\, 𝑑 = 0.2) is almost invariant at different \, while the slope
of 𝐺 (\, 𝑑 = 1) changes significantly. This difference helps explain why the utility 𝑢(𝑑 = 0.2, 𝑦) is
stable, while the utility 𝑢(𝑑 = 1, 𝑦) has a large variation depending on whether the underlying \ is
small (low slope region) or big (high slope region).
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Figure 4.7: Histograms of 𝑢(𝑑, 𝑦) for 𝑑 = 0.2 and 𝑑 = 1 for 1D nonlinear case.

We then investigate the performance of BO. Figure 4.11 presents the updating history of Bayesian
optimization when using common random samples, where Fig. 4.11a superimpose BO points upon
the objective function and Fig. 4.11b plots the updating history of BO against the update step. We
observe that BO quickly converges to the optimal design, while continue exploring the design space
in order to find potentially better designs as exhibited by the dips in the BO updating history after
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(a) 𝑑 = 0.2 (b) 𝑑 = 1

Figure 4.8: The scatter plots of 𝑢(𝑑, 𝑦) against 𝑦 at 𝑑 = 0.2 and 𝑑 = 1 for 1D nonlinear case.
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Figure 4.9: The posterior 𝑝(\ |𝑦, 𝑑) when 𝑦 = 0.03 and 𝑦 = 1, at 𝑑 = 0.2 and 𝑑 = 1 for 1D nonlinear
case.
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Figure 4.10: 𝐺 (\, 𝑑) versus \, at 𝑑 = 0.2 and 𝑑 = 1 for 1D nonlinear case.
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reaching the optimal design.
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Figure 4.11: Updating history of BO when using common random samples for the 1D nonlinear
case, where dark blue curve is the estimated 𝑈_ (𝑑) (i.e., objective function), grey triangles are the
initial points of BO, orange circle are the search points of BO, and the red star is the optimal point
of BO.

To demonstrate BO’s ability to tolerate noisy objective evaluations, we apply it to the same
problem as Fig. 4.11, but without using common random samples, plotting the results in Fig. 4.12.
In order to make BO insensitive to noise, we set the standard deviation of the BO noise𝜎[ (mentioned
in Eqn. (4.32)) as 0.05. In this case, BO still finds the optimal design, but it has more exploitation
searches around 𝑑 = 0.2 because BO is not confident about this optimal point due to the high noise.
As a consequence, BO has fewer exploration searches and would need more iterations to explore
the under-explored region between 𝑑 = 0.4 and 𝑑 = 1, if there was a better design in this region.

Fig. 4.13 shows the contours of estimated expected utility, utility variance and variance-penalized
objective when _ = 1. Apparently, 𝑑 = [0.2, 1] and 𝑑 = [1, 0.2] correspond to the highest expected
utility, while 𝑑 = [0.2, 0.2] is the optimal robust design when _ = 1. Notice that using common
random samples does introduce some small shift, which can be found by the asymmetry at the
bottom left corner of Fig. 4.13b. Comparing Fig. 4.13 to Fig. 4.14, it is obvious that using common
random samples does smoothen the objective function a lot.

Fig. 4.15 presents the updating history of BO when using common random samples, from which
we can find that BO successfully finds the global optimum 𝑑∗

𝑈_
= [0.2, 0.2] against the other two

local optimal points 𝑑 = [0.2, 1] and 𝑑 = [1.0.2]. For this case, we are using 𝑁 = 10000 samples
and rerunning it for 10 times to get a more accurate estimate. It can be difficult to find the global
optimum even for BO when the objective function is too noisy, as shown in Fig. 4.16. Although
BO does realize that there is a cross pattern having higher objective values and places all BO points
alongside this cross pattern, it struggles to pinpoint the true global optimum. This difficulty can be
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(a) BO on objective function
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Figure 4.12: Updating history of BO when not using common random samples for 1D nonlinear
case, where the dark blue curve and blue shaded area are the estimated mean and standard deviation
of 𝑈_ (𝑑) (i.e., objective function), grey triangles are the initial points of BO, orange circle are the
searching points of BO, and the red star is the optimal point of BO.

0.0 0.2 0.4 0.6 0.8 1.0
d1

0.0

0.2

0.4

0.6

0.8

1.0

d 2

3.29

3.34

3.38

3.43

3.48

3.53

3.58

3.62

3.67

(a)𝑈 (𝑑)

0.0 0.2 0.4 0.6 0.8 1.0
d1

0.0

0.2

0.4

0.6

0.8

1.0

d 2

0.00

0.06

0.12

0.18

0.24

0.30

0.36

0.42

0.48

(b) �̃� (𝑑)

0.0 0.2 0.4 0.6 0.8 1.0
d1

0.0

0.2

0.4

0.6

0.8

1.0

d 2

3.12

3.17

3.22

3.27

3.32

3.37

3.42

3.47

3.52

3.57

(c)𝑈_(𝑑) when _ = 1

Figure 4.13: Contours of estimated expected utility, utility variance and variance-penalized objec-
tive when using common random samples for 2D nonlinear case.
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Figure 4.14: Contours of estimated expected utility, utility variance and variance-penalized objec-
tive when not using common random samples for 2D nonlinear case.

mitigated by increasing MC samples in estimating the objective, or running BO for more iterations.
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Figure 4.15: Updating history of BO when using common random samples for 2D nonlinear case,
where the background is the estimate of 𝑈_ (𝑑) (i.e., objective function), grey triangles are the
initial points of BO, orange circles are the searching points of BO, and the red star is the optimal
point of BO.
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Figure 4.16: Updating history of BO when not using common random samples for 2D nonlinear
case, where the background is the estimate of 𝑈_ (𝑑) (i.e., objective function), grey triangles are
the initial points of BO, orange circles are the searching points of BO, and red star is the optimal
point of BO.

4.3.3 Contaminant source inversion in a diffusion field

4.3.3.1 Problem setup

The progression of a contaminant’s concentration in a 2D square domain [0, 1]2 may be described
by the scalar diffusion PDE:

𝜕𝐺 (𝑧, 𝑡; \)
𝜕𝑡

= ∇2𝐺 + 𝑆(𝑧, 𝑡; \), 𝑧 ∈ [0, 1]2, 𝑡 > 0, (4.43)

where \ = [\𝑥 , \𝑦] ∈ R2 represents the source location, which is also the unknown parameter to be
inferred and endowed with a uniform prior U[0, 1]2. The source term has the form

𝑆(𝑧, 𝑡; \) = 𝑠

2𝜋ℎ2 exp
(
−∥\ − 𝑧∥2

2ℎ2

)
, (4.44)

where 𝑠 = 2 and ℎ = 0.05 indicate the source strength and source width respectively. The
initial condition is 𝐺 (𝑧, 0; \) = 0 and we apply Neumann boundary condition on all sides of the
square domain. The PDE is solved by the second-order finite volume method on a uniform grid with
Δ𝑧𝑥 = Δ𝑧𝑦 = 0.01, and the time marching is second order fractional step method with Δ𝑡 = 5×10−4.

The design variable is selected as the location of the sensor to measure the contaminant con-
centration. We only do one experiment at 𝑡 = 0.16, thus the dimension of the design variable only
depends on how many sensors we want to place to take measurements (i.e., if we have 𝑚 sensors
in the domain, then the dimension of design variables will be 𝑁𝑑 = 2𝑚, and the dimension of
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observations will be 𝑁𝑦 = 𝑚, while the dimension of parameters 𝑁\ is always 2). We also assume
that there is an additive Gaussian noise on the measurements, such that the measurement at location
𝑧 is modelled by

𝑦(𝑧) = 𝐺 (𝑧, 𝑡 = 0.16; \) + 𝜖, (4.45)

where 𝜖 ∼ N(0, 0.052) represents the additive noise. The design variable 𝑑 is then just a set of
sensor locations (i.e., 𝑑 = [𝑧(1) , . . . , 𝑧(𝑚)] for 𝑚 sensors), and the observation 𝑦 is simply a batch
of observations at those sensor locations (i.e., 𝑦 = [𝑦(𝑧(1)), . . . , 𝑦(𝑧(𝑚))]). For multiple sensor
problems, we also assume that the measurement noise to be independent and identically distributed
across different sensors.

4.3.3.2 Surrogate modeling

Using the full PDE solver as the forward model is doable but computationally expensive. For
example, using a single 2.6 GHz CPU on a MacBook Pro laptop requires approximately 1.2
seconds per PDE forward model solve, and so estimating 𝑈_ (𝑑) with 10000 MC samples takes
about 3.3 hours at each 𝑑. To accelerate the computations, we use deep neural networks (DNNs) to
construct a surrogate model of𝐺 (𝑧, 𝑡 = 0.16; \). The DNN takes a four-dimensional input including
\ and 𝑧. It has 5 hidden layers, each with 100, 200, 100, 50, and 20 nodes, and ReLU activation
function. The output of the DNN is a scalar representing the value of 𝐺. To train the DNN, we
first generate 1000 \ uniformly sampled over the parameter space, then obtain the corresponding
𝐺 on uniform grid points in 𝑧 by running the full PDE solver. These results are then split into 80%
training set and 20% testing set. After training, the testing mean squared error (MSE) can reach
down to the order of 10−6. Figure 4.17 shows the comparison of the contaminant concentration 𝐺
computed by DNN surrogate and finite volume, they appear almost identical. More importantly,
DNN surrogate model provides a 105 speedup at the cost of 40 minutes on generating the data and
training the DNN.

4.3.3.3 Results

We first consider a case with design one sensor. Objective value is estimated using 𝑁 = 30000 MC
samples. Common random samples are employed across different designs. Figure 4.18a shows the
contours of estimated expected utility, from which we observe the four corners to have the highest
expected utility while the center of the domain has the lowest, which has already been explained
in Case 1 in Sec. 2.3.2. However, the four corners also have a much higher utility variance as
shown in Fig. 4.18b. The high variance at the corners results from the utility of a corner design can
vary significantly depending on the distance between the sensor location and the source location.
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Figure 4.17: Sample comparison of the concentration field 𝐺 using the DNN surrogates (left
column) and finite volume (right column). They appear nearly identical.

Figure 4.18c further presents the scatter plot of estimated utility variance against the expected
utility. From this figure, we observe a steep cliff at the high 𝑈 (𝑑) region, which means that many
designs have similar expected utility but quite different utility variances. Hence, through the rOED
formulation, we can identify a design with low utility variance but still achieves high expected
utility.
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Figure 4.18: Contours of estimated expected utility, utility variance and the scatter plot of utility
variance against expected utility when using common random samples for 2D source inversion case
with 1 sensor.

Figure 4.19 presents the contours of estimated variance-penalized objective with different _
values, and Fig. 4.20 shows the histograms of 𝑢(𝑑∗

𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦), where the 𝑑∗

𝑈
and 𝑑∗

𝑈_
are

selected from the grid points with maximal 𝑈 (𝑑) and 𝑈_ (𝑑) in Fig. 4.19. As _ increases, the
optimal sensor location first moves from the corner to the middle of the boundary and then moves
towards the domain center, and the utility variance shrinks significantly with a small sacrifice on the
expected utility, which can be seen by observing the values before and after the ± sign in Fig. 4.20.

To illustrate the BO results, we focus on a specific case with _ = 0.5. Figure 4.21 presents the
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Figure 4.19: Contours of estimated variance-penalized objective with different _ values for 2D
source inversion case with 1 sensor.
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Figure 4.20: Histograms of 𝑢(𝑑∗
𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦) with different _ values for 2D source inversion

case with 1 sensor, where the value before ± sign is the MC mean (expected utility), and the value
after ± sign is the MC standard deviation (square root of the utility variance).
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updating history of BO, showing rapid convergence to the optimal design located near the middle
of each of the domain’s boundaries. In fact, BO has searched all four regions (from symmetry)
with high objective function value, showing good performance in finding the global optimum. To
further explain why the middle of the domain boundary has lower variance than the corners, we
draw 3000 \ samples from the prior, generate corresponding observations 𝑦 through the surrogate
model for both 𝑑∗

𝑈
and 𝑑∗

𝑈_
that are found by BO, and then compute the KL divergence from prior

to posterior for these 𝑦 observations. After that, we pick 5 \ samples with low KL divergence and
draw their posteriors in Fig. 4.22. The worst cases of 𝑑∗

𝑈
have a lower KL divergence than the worst

cases of 𝑑∗
𝑈_

, with a more flat posterior distribution. This is because when the source is located
somewhere near the diagonal, the posterior of 𝑑∗

𝑈
will also have a full diagonal shape across the

square domain, hence a wider distribution coverage and a lower KL divergence.
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Figure 4.21: Updating history of Bayesian optimization when using common random samples
for 2D source inversion case with 1 sensor, where the background is the estimate of 𝑈_ (𝑑) when
_ = 0.5 (i.e., objective function), grey triangles are the initial points of BO, orange circles are the
searching points of BO, and the red star is the optimal point of BO.

Next we design two sensor locations for a 𝑁𝑑 = 4 setting. For illustration, we randomly
sample 1000 combinations of two sensor locations and use 𝑁 = 30000 MC samples for each
estimate. Figure 4.23a shows the estimated expected utility of those location combinations, with
the value represented by the coloring and the highest combination is marked by a thick line.
The results suggest taking measurements at the two adjacent corners yields the highest expected
utility. Figure 4.23b similarly plots the estimated utility variance of location combinations, and the
combination with the lowest estimated utility variance is marked by a thick line. Combinations that
are closer to the domain center have smaller variances. Figure 4.23c further shows the scatter plot
between estimated utility variance and expected utility, from which we can find a similar pattern as
the 1 sensor case with a steep cliff at the high𝑈 (𝑑) region.
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Figure 4.22: Example posteriors with low KL-divergence for 2D source inversion case with 1
sensor, where the first row corresponds to 𝑑∗

𝑈
and the second row 𝑑∗

𝑈_
, the red star denotes the

sensor location, and the magenta inverted triangle denotes the true source location.
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Figure 4.23: Random combinations of sensor locations and their estimated expected utility, utility
variance, and the scatter plot of utility variance against expected utility when using common random
samples for 2D source inversion case with 2 sensors.
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Figure 4.24 presents the random location combinations and their estimated𝑈_ (𝑑) with different
_ values, and Fig. 4.25 shows the histograms of 𝑢(𝑑∗

𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦), where the 𝑑∗

𝑈
and 𝑑∗

𝑈_
are

selected from the random combinations with maximal𝑈 (𝑑) and𝑈_ (𝑑) in Fig. 4.24. As _ increases,
the optimal sensor location first moves from the domain boundary to the domain center, and the
utility variance shrinks significantly with a small sacrifice on the expected utility, which is similar
to the 1 sensor case. The histogram of 𝑢(𝑑∗

𝑈
, 𝑦) has a multimodal distribution, whose highest peak

lies in the low utility region; while the histogram of 𝑢(𝑑∗
𝑈_
, 𝑦) is unimodal, whose peak lies in the

middle of the two peaks of 𝑢(𝑑∗
𝑈
, 𝑦). The rOED framework effectively merges these two peaks

together and find a design that is more robust, or “more unimodal” in terms of its histogram.
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Figure 4.24: Contours of estimated variance-penalized objective with different _ values for 2D
source inversion case with 2 sensors.

The BO results with _ = 0 and _ = 0.5 are shown in Fig. 4.26. For _ = 0, BO optimum after
50 updates has an objective function value of 2.669, which is very close to the maximum of 1000
random combinations 2.674. For _ = 0.5, BO optimum has a value of 2.382, which is also close
to the maximum of 1000 random combinations 2.398. BO, however, found these high values in
significantly fewer objective evaluations (less than 20).

To further illustrate the difference between 𝑑∗
𝑈

and 𝑑∗
𝑈_

, we draw 3000 \ samples from the
prior, generate corresponding observations 𝑦 through the surrogate model for both 𝑑∗

𝑈
and 𝑑∗

𝑈_
that

are found by BO, and then compute the KL divergence from prior to posterior values for these 𝑦
observations. After that, we pick 5 \ samples with low KL divergence (including the one with the
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Figure 4.25: Histograms of 𝑢(𝑑∗
𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦) with different _ values for 2D source inversion

case with 2 sensors, where the value before ± sign is the MC mean (expected utility), and the value
after ± sign is the MC standard deviation (square root of the utility variance).
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Figure 4.26: The updating history of Bayesian optimization when using common random samples
for 2D source inversion case with 2 sensors, where grey triangles are the initial points of BO, orange
circles are the searching points of BO, and the red star is the optimal point of BO.
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lowest KL divergence) as the worst cases and draw the posteriors of them in Fig. 4.27. Similar to
the 1 sensor case, the worst cases of 𝑑∗

𝑈
display a much lower utility than the worst cases of 𝑑∗

𝑈_

with a more flat posterior distribution.

Figure 4.27: Example posteriors with low KL-divergence for 2D source inversion case with 2
sensors, where the first row corresponds to 𝑑∗

𝑈
and the second row 𝑑∗

𝑈_
, the red stars denote the

sensor locations, and the magenta inverted triangle denotes the true source location.

4.3.4 Contaminant source inversion with building obstacles

We now add additional building obstacles to the source inversion domain in order to make it more
realistic. The prior of source location is still a uniform distribution except for the area of building
obstacles, in which the prior density is 0.

Figure 4.28 presents the contours of estimated expected utility, utility variance and the scatter
plot of utility variance against the expected utility with 7 different building obstacles, where each
column corresponds to the same building. The ‘steep cliff’ also exists, which means that we can
still find a robust design that has much lower utility variance but slightly lower expected utility
when there are building obstacles in the domain.

We further pick two representative cases, which are building #4 and #5 and designing 1 and 2
sensors respectively. We first focus on placing 1 sensor on building #4, with Fig. 4.29 presenting the
contours of estimated variance-penalized objective with different _ values and Fig. 4.30 showing
the histograms of 𝑢(𝑑∗

𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦). Here the 𝑑∗

𝑈
and 𝑑∗

𝑈_
are found from grid search. As _

increases, the optimal sensor location moves towards the domain center.
We then apply BO to find the optimal design 𝑑∗

𝑈_
for both _ = 0 and _ = 0.5. Figure 4.31 shows

the updating history of BO, where it finds 3 out of 4 local optimums within tens of updates. Note
that the design constraints are active to prevent placing sensors inside the building obstacles during
optimization of the acquisition function.
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Figure 4.28: Contours of estimated expected utility, utility variance and the scatter plot of utility
variance against expected utility with 7 different building obstacles for 2D source inversion case
with 1 sensor, where each column corresponds to the same building.

125



0.0 0.2 0.4 0.6 0.8 1.00.0
0.2
0.4
0.6
0.8
1.0

z y
= 0.05

0.85
0.93
1.00
1.08
1.15
1.23
1.30
1.38
1.45

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

= 0.1

0.83
0.90
0.98
1.05
1.12
1.20
1.28
1.35
1.43

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

= 0.2

0.78
0.85
0.93
1.00
1.08
1.15
1.23
1.30
1.38

0.0 0.2 0.4 0.6 0.8 1.0
zx

0.0
0.2
0.4
0.6
0.8
1.0

z y

= 0.5

0.60
0.68
0.75
0.83
0.90
0.98
1.05
1.12
1.20

0.0 0.2 0.4 0.6 0.8 1.0
zx

0.0

0.2

0.4

0.6

0.8

1.0

= 0.7

0.48
0.55
0.62
0.70
0.78
0.85
0.93
1.00
1.08

0.0 0.2 0.4 0.6 0.8 1.0
zx

0.0

0.2

0.4

0.6

0.8

1.0

= 1.0

0.18
0.27
0.36
0.45
0.54
0.63
0.72
0.81
0.90
0.99

Figure 4.29: Contours of estimated variance-penalized objective with different _ values for 2D
source inversion case with 1 sensor and building #4.
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Figure 4.30: Histograms of 𝑢(𝑑∗
𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦) with different _ values for 2D source inversion

case with 1 sensor and building #4, where the value before ± sign is the MC mean (expected utility),
and the value after ± sign is the MC standard deviation (square root of the utility variance).
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Figure 4.31: Updating history of BO when using common random samples for 2D source inversion
case with 1 sensor and building #4, where the background is the estimate of 𝑈_ (𝑑) when _ = 0.5
(i.e., objective function), grey triangles are the initial points of BO, orange circles are the searching
points of BO, and the red star is the optimal point of BO.

We then draw posteriors of 5 worst cases of 𝑑∗
𝑈

and 𝑑∗
𝑈_

that are obtained from BO in Fig. 4.32.
For the worst cases of 𝑑∗

𝑈
, it is difficult to tell apart whether the source is on the left side or the

right side (see the probability mass at the bottom of the left side), and sometimes will even put vast
probability mass to the wrong side (see the second and the fourth cases); while for the worst cases
of 𝑑∗

𝑈_
, at least it can discriminate the side of the source correctly, thus results in a higher utility for

the worst cases.

Figure 4.32: Example posteriors with low KL-divergence for 2D source inversion case with 1
sensor and building #4, where the first row corresponds to 𝑑∗

𝑈
and the second row 𝑑∗

𝑈_
, the red star

denotes the sensor location, and the magenta inverted triangle denotes the true source location.

Now focusing on the second example for designing two sensors on building #5, Fig. 4.33 shows
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the histograms of 𝑢(𝑑∗
𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦) and Fig. 4.34 plots the example posteriors of 5 worst cases

of 𝑑∗
𝑈

and 𝑑∗
𝑈_

. Overall it makes sense to have two sensors on both the left side and right side, and
the robust design 𝑑∗

𝑈_
further places two sensors one at the bottom and the other at the top. Such

a design can be understood to be more space-filling and likely to mitigate some of the worst cases
encountered by 𝑑∗

𝑈
where the source location happens to be far away from both two sensors at the

top.
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Figure 4.33: Histograms of 𝑢(𝑑∗
𝑈
, 𝑦) and 𝑢(𝑑∗

𝑈_
, 𝑦) for 2D source inversion case with 1 sensor and

building #5, where the value before ± sign is the MC mean (expected utility), and the value after ±
sign is the MC standard deviation (square root of the utility variance).

Figure 4.34: Example posteriors with low KL-divergence for 2D source inversion case with 1
sensor and building #5, where the first row corresponds to 𝑑∗

𝑈
and the second row 𝑑∗

𝑈_
, the red star

denotes the sensor location, and the magenta inverted triangle denotes the true source location.
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4.4 Summary

In this chapter, we introduce a variance-penalized robust criterion for achieving robust Bayesian
optimal experimental design (rOED). This criterion is applicable to a wide range of utility functions
that adhere to the general form suggested by [93], and the variance-penalized criterion itself also
conforms to this general form. Adopting a Bayesian perspective with a focus on parameter inference,
we employ the information gain proposed by [92] as the utility function. The robust criterion favors
a design with higher expected information gain, but also lower variance. To efficiently estimate
the variance-penalized objective, we propose a Monte Carlo sampling technique that incorporates
sample reuse. Our numerical examples demonstrate the convergence rate of estimation accuracy as
the sample number increases and highlight the value of considering utility variance. To obtain the
globally optimal design in an efficient manner, we propose employing Bayesian optimization (BO).
Moreover, common random samples are used to introduce artificial correlation among different
design points, to smoothen the objective function and expedite optimization convergence.

The key contributions and novelty of our rOED method are summarized as follows.

• We formulate the variance-penalized rOED framework.

• We present the Monte Carlo estimator for estimating the objective of rOED, and analyze the
variance and bias of this estimator.

• We validate rOED on a benchmark example and showcase its effectiveness in tackling complex
physical problems.

• We make available our roed code at https://github.com/wgshen/rOED.

129

https://github.com/wgshen/rOED


CHAPTER 5

Robust Sequential Optimal Experimental Design

Having introduce sequential optimal experimental design (sOED) in Chapter 2 and robust optimal
experimental design (rOED) for batch design in Chapter 4, we now combine these principles
together to introduce the variance-penalized robust sequential optimal experimental design
(rsOED). This short chapter presents the formulation of rsOED, numerical methods for solving the
rsOED problem centering around the idea of estimating policy gradient (PG) for the the variance-
penalized expected total utility using Monte Carlo (MC) sampling and variational approximation.
Lastly, a numerical example of nonlinear model is presented to demonstrate the effectiveness of
rsOED.

5.1 Problem formulation

The rsOED framework is identical to that of sOED from Chapter 2 (see Sec. 2.1.2), except that
the objective function in Eqn. (2.3) is replaced with the variance-penalized objective. The rsOED
problem statement is then, from a given initial state 𝑥0, find the optimal policy

𝜋∗ = arg max
𝜋

𝑈_ (𝜋) (5.1)

s.t. 𝑑𝑘 = `𝑘 (𝑥𝑘 ) ∈ D𝑘 ,

𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ), for 𝑘 = 0, . . . , 𝑁 − 1,
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where the objective function is now

𝑈_ (𝜋) = 𝑈 (𝜋) − _�̃� (𝜋) (5.2)

= E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

− _V𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

(5.3)

and_ is a scalar penalty coefficient. The purpose of the new objective function Eqn. (5.3) is to enable
a tradeoff between maximizing the expected utility and minimizing the utility variance, thereby
achieving more robust policy that is less affected by variability in the experimental outcomes.

It is worth noting that, unlike the incremental-terminal equivalence of the expected total utility
𝑈 (𝜋) shown in Theorem 1, the variance of the total utility �̃� (𝜋)differs between the incremental and
terminal formulations (i.e., �̃�𝑇 (𝜋) ≠ �̃�𝐼 (𝜋)). We only focus on the terminal formulation (Eqn. (2.7)
and (2.8)) for rsOED in this chapter.

Lastly, our rsOED formulation in this chapter will only present the setup involving a single
forward model with OED for parameter inference. However, it can be extended to accommodate
the generalized scenarios involving multi-model, goal-oriented Quantities of Interest (QoIs), and
nuisance parameters, akin to the vsOED formulation in Chapter 3.

5.2 Numerical methods for rsOED

Similar to the numerical methods for sOED (see Sec. 2.2), we approach the rsOED problem by
explicitly parameterizing the policy function. This allows us to leverage gradient-based optimization
techniques to optimize the policy parameters and find the policy that maximizes the variance-
penalized expected total utility. In the following, we first present the policy gradient of rsOED in
Sec. 5.2.1 with its numerical estimation in Sec. 5.2.2, and then discuss how to estimate the KL
divergence using the variational approximation in Sec. 5.2.3.

5.2.1 Derivation of the policy gradient

The strategy for establishing the policy gradient based rsOED (PG-rsOED) is similar to that of the
PG-sOED. Each policy function `𝑘 is parameterized by parameters 𝑤𝑘 (𝑘 = 0, . . . , 𝑁 −1), denoted
as `𝑘,𝑤𝑘

. The overall policy 𝜋 is then parameterized by the set 𝑤 = {𝑤𝑘 ,∀𝑘} ∈ R𝑁𝑤 and denoted
as 𝜋𝑤, where 𝑁𝑤 is the dimension of the overall policy parameter vector. The rsOED problem
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statement, with a parameterized policy, becomes:

𝑤∗ = arg max
𝑤

𝑈_ (𝑤) (5.4)

s.t. 𝑑𝑘 = `𝑘,𝑤𝑘
(𝑥𝑘 ) ∈ D𝑘 ,

𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ), for 𝑘 = 0, . . . , 𝑁 − 1,

from a given initial state 𝑥0, where

𝑈_ (𝑤) = 𝑈 (𝑤) − _�̃� (𝑤) (5.5)

= E𝑦0,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

− _V𝑦0,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]
. (5.6)

The next step involves deriving the gradient ∇𝑤𝑈_ (𝑤) so it can be utilized with gradient-based
optimization for solving the rsOED problem.

In order to present the gradient expression for the PG-rsOED method, it is necessary to first
introduce the value functions. The state-value function (or V-function) and the action-value function
(or Q-function) corresponding to the expected utility have been introduced in Appendix A.2 and
Sec. 2.2.1, respectively. Here we introduce the variance state-value function (�̃�-function) and the
variance action-value function (�̃�-function) corresponding to the variance of the total utility. The
variance state-value function following policy 𝜋𝑤 and at the 𝑘th experiment is defined as

�̃�
𝜋𝑤
𝑘

(𝑥𝑘 ) = V𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘

[
𝑁−1∑︁
𝑡=𝑘

𝑔𝑡 (𝑥𝑡 , `𝑡,𝑤𝑡
(𝑥𝑡), 𝑦𝑡) + 𝑔𝑁 (𝑥𝑁 )

]
(5.7)

�̃�
𝜋𝑤
𝑁

(𝑥𝑁 ) = 0, (5.8)

for 𝑘 = 0, . . . , 𝑁 − 1, where 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ), 𝑦𝑘 ). The variance state-value function is the

variance of cumulative remaining reward starting from a given state 𝑥𝑘 and following policy 𝜋𝑤 for
all remaining experiments. The varaince action-value function following policy 𝜋𝑤 and at the 𝑘th
experiment is defined as

�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) = V𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +

𝑁−1∑︁
𝑡=𝑘+1

𝑔𝑡 (𝑥𝑡 , `𝑡,𝑤𝑡
(𝑥𝑡), 𝑦𝑡) + 𝑔𝑁 (𝑥𝑁 )

]
(5.9)

�̃�
𝜋𝑤
𝑁
(𝑥𝑁 , ·) = 0, (5.10)
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for 𝑘 = 0, . . . , 𝑁 − 1, where 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ). The variance action-value function is the
variance of cumulative remaining reward for performing the 𝑘th experiment at the given design 𝑑𝑘
from a given state 𝑥𝑘 and thereafter following policy 𝜋𝑤. The two functions are related through

�̃�
𝜋𝑤
𝑘

(𝑥𝑘 ) = �̃�𝜋𝑤
𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 )). (5.11)

Moreover, the variance action-value function can also be expressed using a recursive relationship
as follows:

�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) = E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘

[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
, (5.12)

where �̂�𝜋𝑤
𝑘+1(𝑥𝑘+1) =

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2 for 𝑘 = 0, . . . , 𝑁 −2, �̂�𝜋𝑤
𝑁

(𝑥𝑁 ) =[
𝑔𝑁−1(𝑥𝑁−1, 𝑑𝑁−1, 𝑦𝑁−1) +𝑉𝜋𝑤𝑁 (𝑥𝑁 ) −𝑄𝜋𝑤

𝑁−1(𝑥𝑁−1, 𝑑𝑁−1)
]2, and �̃�𝜋𝑤

𝑁
(𝑥𝑁 ) = 0. The proof is pro-

vided in Appendix D.1.
The gradient of the variance-penalized objective function in Eqn. (5.5) can be decomposed into

the gradient of the expected utility, which is ready in Eqn. (2.16), and the gradient of the variance
of the total utility.

Theorem 6 (Policy gradient for rsOED). The gradient of the variance of the total utility �̃� (𝑤) with
respect to the policy parameters is

∇𝑤�̃� (𝑤) (5.13)

=

𝑁−1∑︁
𝑘=0
E𝑥𝑘 |𝜋𝑤 ,𝑥0

[
∇𝑤`𝑘,𝑤𝑘

(𝑥𝑘 )∇𝑑𝑘�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

]
+
𝑁−2∑︁
𝑘=0
E𝑥𝑘+1 |𝜋𝑤 ,𝑥0

{
2
[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
×

𝑁−1∑︁
𝑙=𝑘+1

E𝑥𝑙 |𝜋𝑤 ,𝑥𝑘+1

[
∇𝑤`𝑙,𝑤𝑙

(𝑥𝑙)∇𝑑𝑙𝑄
𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)
]}
.

A proof is provided in Appendix D.2. By combining the gradient of the expected utility in
Eqn. (2.16) and the gradient of the variance of the total utility in Eqn. (5.13), we can obtain the
gradient of the variance-penalized objective as

∇𝑤𝑈_ (𝑤) = ∇𝑤𝑈 (𝑤) − _∇𝑤�̃� (𝑤). (5.14)
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5.2.2 Numerical estimation of the policy gradient

In general, the policy gradient in Eqn. (5.14) does not have a closed-form and numerical approx-
imation is required. A MC estimator for ∇𝑤𝑈 (𝑤) has been provided in Eqn. (2.17), and the MC
estimator for the gradient of variance of the total utility is

∇𝑤�̃� (𝑤)

≈ 1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

�̃�
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

+ 1
𝑀

𝑀∑︁
𝑖=1

𝑁−2∑︁
𝑘=0

2
[
𝑔
(𝑖)
𝑘

+𝑉𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1) −𝑄

𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, `𝑘,𝑤𝑘

(𝑥 (𝑖)
𝑘
))

]
×[

𝑁−1∑︁
𝑙=𝑘+1

∇\`𝑙,𝑤𝑙
(𝑥 (𝑖)
𝑙
)∇

𝑑
(𝑖)
𝑙

𝑄
𝜋𝑤
𝑙

(𝑥 (𝑖)
𝑙
, 𝑑

(𝑖)
𝑙
)
���
𝑑
(𝑖)
𝑙

=`𝑙,𝑤𝑙 (𝑥
(𝑖)
𝑙

)

]
=

1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

�̃�
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

+ 2
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=1

{
𝑘−1∑︁
𝑙=0

[
𝑔
(𝑖)
𝑙

+𝑉𝜋𝑤
𝑙+1 (𝑥

(𝑖)
𝑙+1) −𝑄

𝜋𝑤
𝑙

(𝑥 (𝑖)
𝑙
, `𝑙,𝑤𝑙

(𝑥 (𝑖)
𝑙
))

]}
×

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

where the superscript indicates the 𝑖th episode (i.e., trajectory instance) generated from MC sam-
pling and 𝑀 is the number of MC samples. Note that we have switched the order of summation
in the second part to facilitate easier computation. The sampling technique is the same as that
discussed in Sec. 2.2.2. By combining with the MC estimator for the PG of expected utility in
Eqn. (2.17), we arrive at the overall MC estimator for the variance-penalized objective function:

∇𝑤𝑈_ (𝑤) (5.15)

≈ 1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

(
𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
) − _�̃�𝜋𝑤

𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
) ���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

− 2_
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=1

{
𝑘−1∑︁
𝑙=0

[
𝑔
(𝑖)
𝑙

+𝑉𝜋𝑤
𝑙+1 (𝑥

(𝑖)
𝑙+1) −𝑄

𝜋𝑤
𝑙

(𝑥 (𝑖)
𝑙
, `𝑙,𝑤𝑙

(𝑥 (𝑖)
𝑙
))

]}
×

∇𝑤`𝑘,𝑤𝑘
(𝑥 (𝑖)
𝑘
)∇

𝑑
(𝑖)
𝑘

𝑄
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
���
𝑑
(𝑖)
𝑘

=`𝑘,𝑤𝑘
(𝑥 (𝑖)

𝑘
)

Compared with PG-sOED, the MC estimator for rsOED further entails computing the gradient of
the variance action-value function ∇

𝑑
(𝑖)
𝑘

�̃�
𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
). Therefore, we also use a DNN (�̃�-network)
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with parameters ã to represent the variance action-value function. The training of �̃�-network is
similar to the training of Q-network described in Sec. 2.2.2.2. Note that �̃�𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 ) can be written

in a recursive form (see Eqn. (5.12)), the analogous loss function for optimizing ã is

L(ã) = 1
𝑀

𝑀∑︁
𝑖=1

𝑁−1∑︁
𝑘=0

[
�̃�
𝜋𝑤
ã
(𝑘, 𝑥 (𝑖)

𝑘
, 𝑑

(𝑖)
𝑘
) −

(
�̂�
𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1) + �̃�

𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1))

)]2
, (5.16)

where �̂�𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1) =

[
𝑔𝑘 (𝑥 (𝑖)𝑘 , 𝑑

(𝑖)
𝑘
, 𝑦

(𝑖)
𝑘
) +𝑄𝜋𝑤

𝑘+1(𝑥
(𝑖)
𝑘+1, 𝑑

(𝑖)
𝑘+1) −𝑄

𝜋𝑤
𝑘
(𝑥 (𝑖)
𝑘
, 𝑑

(𝑖)
𝑘
)
]2

for 𝑘 = 0, . . . , 𝑁 − 2, �̂�𝜋𝑤
𝑁

(𝑥 (𝑖)
𝑁
) =

[
𝑔𝑁−1(𝑥 (𝑖)𝑁−1, 𝑑

(𝑖)
𝑁−1, 𝑦

(𝑖)
𝑁−1) +𝑉

𝜋𝑤
𝑁

(𝑥 (𝑖)
𝑁
) −𝑄𝜋𝑤

𝑁−1(𝑥
(𝑖)
𝑁−1, 𝑑

(𝑖)
𝑁−1)

]2
,

�̃�
𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1) = �̃�

𝜋𝑤
𝑘+1(𝑥

(𝑖)
𝑘+1, 𝑑

(𝑖)
𝑘+1) for 𝑘 = 0, . . . , 𝑁 − 2, �̃�𝜋𝑤

𝑁
(𝑥 (𝑖)
𝑁
) = 0, and 𝑑 (𝑖)

𝑘
= `𝑤 (𝑘, 𝑥 (𝑖)𝑘 ) for

𝑘 = 0, . . . , 𝑁 − 1.

5.2.3 Evaluation of Kullback-Leibler rewards

The last remaining task involves estimating the terminal reward 𝑔𝑁 (𝑥𝑁 ), as specified in Eqn. (2.8),
representing the KL divergence from the prior 𝑝(\ |𝐼0) to the final posterior 𝑝(\ |𝐼𝑁 ). In Chapter 2,
we discretize the \-space and estimate the posterior PDF pointwise, however, it could be impractical
when 𝑁\ > 4 as the number of grid points increase exponentially as the dimension of \-space. The
Prior Contrastive Estimator (PCE) can be employed for estimating the KL divergence as well:

𝑔𝑁 (𝑥𝑁 ) =
∫
Θ

𝑝(\ |𝐼𝑁 ) ln
[
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

]
𝑑\

=

∫
Θ

𝑝(\ |𝐼0)
𝑝(𝐼𝑁 |\, 𝐼0)
𝑝(𝐼𝑁 |𝐼0)

ln
[
𝑝(𝐼𝑁 |\, 𝐼0)
𝑝(𝐼𝑁 |𝐼0)

]
𝑑\

≈ 1
𝑀PCE

𝑀PCE∑︁
𝑗=1

𝑝(𝐼𝑁 |\ ( 𝑗) , 𝐼0)
𝑝(𝐼𝑁 |𝐼0)

ln
[
𝑝(𝐼𝑁 |\ ( 𝑗) , 𝐼0)
𝑝(𝐼𝑁 |𝐼0)

]
, (5.17)

where \ ( 𝑗) ∼ 𝑝(\ |𝐼0), and the marginal likelihood 𝑝(𝐼𝑁 |𝐼0) is estimated by

𝑝(𝐼𝑁 |𝐼0) ≈
1

𝑀PCE

𝑀PCE∑︁
𝑗=1

𝑝(𝐼𝑁 |\ ( 𝑗) , 𝐼0). (5.18)

However, obtaining an accurate estimate using PCE necessitates a large number of inner loop
samples and is computationally expensive. We thus utilize the variational techniques in Chapter 3
to accelerate these computations.

While it might be tempting to directly adopt the one-point-terminal-information-gain (one-point-
TIG) estimator from Sec. 3.1.4, this is unsuitable because the variance of the one-point-TIG is not
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equal to the variance of the TIG (the former involves both the variance induced by the randomness
in 𝑦 and \, while the latter only incorporates the randomness in 𝑦 as \ is marginalized out). Instead,
our idea is to use the variational techniques in the way presented in Sec. 3.2.5.1 to learn a posterior
approximation (i.e., train 𝑞(\ |𝐼𝑁 ; 𝜙) that approximates 𝑝(\ |𝐼𝑁 )), with the understanding that we
are only considering PoI inference for a single forward model (i.e., M = 1, 𝛼M = 𝛼𝑍 = 0 and
𝛼Θ = 1), and use the variational posterior 𝑞(\ |𝐼𝑁 ; 𝜙) to learn𝑉𝜋𝑤

a′ (𝑁, 𝑥𝑁 ), which is equivalently the
terminal reward (and terminal KL divergence if terminal reward only involves information gain).
𝑉
𝜋𝑤
a′ (𝑁, 𝑥𝑁 ) is parameterized by a′, and trained by minimizing the following loss function:

L(a′) = 1
𝑀

𝑀∑︁
𝑖=1

[
𝑉
𝜋𝑤
a′ (𝑁, 𝑥 (𝑖)

𝑁
) − ln

𝑞(\ (𝑖) |𝐼𝑁 ; 𝜙)
𝑝(\ (𝑖) |𝐼0)

]2

. (5.19)

In practice, we use a single DNN (�̃�-network) to learn the action-value functions 𝑄𝜋𝑤
a (𝑘, 𝑥𝑘 , 𝑑𝑘 )

for 𝑘 = 0, . . . , 𝑁 − 1, as well as the state-value function at the terminal stage (i.e., 𝑉𝜋𝑤
a′ (𝑥𝑁 )). Here,

a and a′ refer to the parameters of the same DNN. The input layer for the policy network `𝑤 (𝑘, 𝑥𝑘 )
is

𝐼𝑎𝑐𝑡𝑜𝑟𝑘 = [ 𝑒𝑘︸︷︷︸
𝑁+1

,

𝑁𝑑︷︸︸︷
𝑑0 , . . . , 𝑑𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑑 (𝑁−𝑘)

,

𝑁𝑦︷︸︸︷
𝑦0 , . . . , 𝑦𝑘−1, 0, . . . , 0︸   ︷︷   ︸

𝑁𝑦 (𝑁−𝑘)

]𝑇 , (5.20)

where 𝑒𝑘 is a zero-indexed one-hot encoding unit vector of size 𝑁 + 1. The 𝑘th element of 𝑒𝑘 is 1,
while all other elements are 0. The input for the Q-network and �̃�-network is

𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑘 = [𝐼𝑎𝑐𝑡𝑜𝑟𝑘 , 𝑑𝑘 ] (5.21)

for 𝑘 = 0, . . . , 𝑁 − 1 and

𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑁 = [𝐼𝑎𝑐𝑡𝑜𝑟𝑁 , 0], (5.22)

where 0 is a zero vector of size 𝑁𝑑 .

5.2.4 Algorithms of rsOED

Advanced RL techniques, such as replay buffer and target network are also utilized in rsOED. The
overall algorithm is provided in Algorithm 3.
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Algorithm 3: The rsOED algorithm.
1: Initialize variational parameters 𝜙, actor (policy) parameters 𝑤, critic parameters a;
2: for 𝑙 = 1, . . . , 𝑛update do
3: Simulate 𝑛episode episodes: sample \ from the prior, and then for 𝑘 = 0, . . . , 𝑁 − 1

sample 𝑑𝑘 = `𝑘,𝑤 (𝐼𝑘 ) + 𝜖explore and 𝑦𝑘 ∼ 𝑝(𝑦𝑘 |\, 𝑑𝑘 , 𝐼𝑘 );
4: Update newly generated information sequences

{
𝐼
(𝑖)
𝑁

}𝑛episode

𝑖=1
into replay buffer;

5: Sample 𝑛batch episodes from the replay buffer, update 𝜙 using sampled batch;
6: Estimate gradients and update a (Eqn. (5.16)) via gradient descent and 𝑤 (Eqn. (5.15)) via

gradient ascent using sampled batch;
7: end for
8: Return optimized policy network 𝜋𝑤;

5.3 Numerical results

5.3.1 Source location finding with stochastic rewards

The source location finding case in Sec. 3.3.2 with 2 random sources is adopted to demonstrate the
effectiveness of rsOED. We design 𝑁 = 10 experiments and use the same setting as that described
in Sec. 3.3.2, with the exception that now the rewards are stochastic:

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) ∼ N (0, 25𝑒−2∥ 𝑑𝑘 ∥ ). (5.23)

In this form, we can see that the randomness in the rewards (i.e., the standard deviation of its
distribution) is greatest when the design 𝑑𝑘 is located at the origin, and lowest when it farthest from
the origin at the corner of the squared domain D𝑘 = [−4, 4]2.

We conduct the rsOED with a number of different variance penalty coefficient settings
{−0.3, 0, 0.1, 0.3, 1} to reflect different degrees of risk preference. After training, we evaluate
the performance of rsOED by randomly generating 2000 episodes. The final KL divergence is
estimated using the PCE for these evaluation episodes. Figure 5.1 illustrates the histograms of the
total rewards corresponding to each _. The title of each subfigure displays the mean and variance
of the total rewards. We observe that as _ increases, the histogram of total rewards becomes
narrower, reflecting a more risk-averse policy. The highest mean reward is observed when _ = 0,
and decreases as _ increases.

Figure 5.2 further draws example policies (i.e., sensor measurement locations). When _ = −0.3,
the designs tend to be concentrated around the origin to maximize the randomness in the immediate
rewards (risk-seeking). When _ = 0, the policy takes measurements near the true source location.
Many measurements are still taken around the origin because the true source location follows a
Gaussian prior centered at the origin. When _ = 0.1, the design locations tend to be positioned
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Figure 5.1: Histograms of the total reward of 2000 sampled episodes under various variance penalty
coefficient _s.

away from the origin to reduce the randomness in the immediate rewards, while still leveraging the
knowledge of the true source location. When _ increases to 0.3, the policy becomes more spread
out in its design locations, and when _ = 1, the design locations are concentrated at corners to
minimize the randomness in the immediate rewards. These policy behaviors are all consistent with
our intuitive understanding of the problem mechanics.

Table 5.1 presents the mean and variance of the total rewards estimated with PCE and variational
approximation. The results demonstrate that the estimates obtained through PCE consistently align
closely with those obtained using the variational method for all _. This suggests that the rOED
algorithm using variational approximation is effective.

Table 5.1: Mean and variance of the total rewards estimated with PCE and variational approximation
under different variance penalty coefficients.

_ = −0.3 _ = 0 _ = 0.1 _ = 0.3 _ = 1

Mean of total rewards (PCE) 2.232 7.042 4.973 3.134 0.214
Mean of total rewards (variational) 1.916 5.934 4.292 2.860 0.221

Var of total rewards (PCE) 244.637 43.819 10.066 3.577 0.089
Var of total rewards (variational) 245.495 43.416 9.271 3.327 0.091

5.4 Summary

In this chapter, we integrate the principles of sOED and rOED to reach the robust sequential
optimal experimental design (rsOED). rsOED shares the same framework as sOED, but with a
distinct objective: instead of maximizing the expected utility, it focuses on the mean-minus-variance
of the utility. We then provide the numerical techniques for solving rsOED problems, specifically
the policy gradient for the variance of utilities and its Monte Carlo estimator, and demonstrate
rsOED using a numerical example.
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Figure 5.2: Example policies under various variance penalty coefficient _s. Each column corre-
sponds to a specific _ value, while each row corresponds to a true source location.
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The key contributions and novelty of our rsOED method are summarized as follows.

• We formulate the variance-penalized rsOED framework.

• We present the algorithm of rsOED by providing the policy gradient expressions and its
Monte Carlo estimator of the variance of utilities.

• We utilize variational approximation to accelerate the computation of information gain.

• We validate rsOED on a benchmark example.
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CHAPTER 6

Conclusions and future work

6.1 Conclusions

This thesis first presents a mathematical framework and computational methods to optimally de-
sign a finite number of sequential experiments (sOED) . We formulate sOED as a finite-horizon
POMDP. This sOED form is provably optimal, incorporates both elements of feedback and looka-
head, and generalizes the batch (static) and greedy (myopic) design strategies. We structure the
sOED problem in a fully Bayesian manner and with information-theoretic rewards (utilities), and
prove the equivalence of incremental and terminal information gain setups. In particular, sOED can
accommodate expensive nonlinear forward models with general non-Gaussian posteriors of con-
tinuous random variables. We then introduce numerical methods for solving the sOED problem,
which entails finding the optimal policy that maximizes the expected total reward. At the core of
our approach is PG, an actor-critic RL technique that parameterizes and learns both the policy and
value functions in order to extract the gradient with respect to the policy parameters. We derive
and prove the PG expression for finite-horizon sOED, and propose an MC estimator for it. Access-
ing derivative information enables the use of gradient-based optimization algorithms to achieve
efficient policy search. Specifically, we parameterize the policy and value functions as DNNs,
and detail architecture design that accommodates a nonparametric representation of the Bayesian
posterior belief states. Combining this representation technique with the terminal information gain
formulation, PG-sOED sidesteps the need for computing intermediate Bayesian posteriors and in-
cremental KL divergence terms, making it much more computationally efficient than greedy design.
We demonstrate PG-sOED to two groups of examples. The first is a linear-Gaussian benchmark to
validate PG-sOED against the analytical solution and to illustrate its orders-of-magnitude speedups
over an existing ADP-sOED baseline. The second entails sensor movement for contaminant source
inversion in a convection-diffusion field. Through multiple cases, we show the advantages of
PG-sOED over greedy and batch designs, and provide explanation of the results leveraging the
physical knowledge of convection-diffusion process. This demonstration also illustrates the ability
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of PG-sOED to accommodate expensive forward models with nonlinear physics and dynamics.
To enhance the computational efficiency of sOED, we further introduce vsOED, a sample-

efficient method for Bayesian sequential OED that can handle implicit models and multi-model
scenarios, and accommodate diverse OED objectives (parameter inference, model discrimination,
goal-oriented prediction). We provide a rigorous proof demonstrating the equivalence, in expecta-
tion, between using terminal information gain and incremental information gain, as well as between
using the full integral of information gain and its one-point estimate. Therefore, these approaches
lead to the same sOED problem formulation. We then present the numerical algorithms for solving
vsOED problems, particularly the variational graident and policy gradient, as well as their MC
estimator. We validate vsOED on a number of examples, including a source location case under
both uni-model and multi-model scenarios, targeting parameter inference, model discrimination
and goal-oriented QoI predictions, a CES problem with a highly non-Gaussian posterior, a SIR
problem with implicit likelihood and expensive forward model, and a convection-diffusion source
inversion problem with a real physics based PDE model. By Leveraging variational approximation
and policy gradient, vsOED demonstrates superior performance in the explicit likelihood setting
under a fixed computational budget, while achieving similar performance as iDAD in the implicit
likelihood setting without needing forward model derivatives.

We then present a mathematical framework and computational methods to solve the rOED
problems. To enhance the stability of the utility, we choose to regularize the expected utility
function with a penalty on the variance of the utility, and propose a variance-penalized objective
formulation. By adjusting the penalty coefficient, this formulation yields a design that may have a
slightly lower expected utility compared to the design obtained solely by maximizing the expected
utility, and consequently a higher worst-case utility. In order to estimate the variance-penalized
objective in an efficient manner, we propose a double-nested Monte Carlo (MC) estimator, where
outer MC samples will be reused as inner samples to reduce the forward model evaluations from
O(𝑛2) to a O(𝑛) and avoid arithmetic underflow. We also analyze the bias and variance of the
proposed estimator. Moreover, Bayesian optimization (BO) is utilized to efficiently find the global
optimal design, and common random samples are also employed to introduce artificial correlation
among different designs and smoothen the objective function. We then apply robust OED to three
examples. The first example is a linear-Gaussian problem with a closed-form solution, which is
used to validate the convergence speed of the proposed estimator as the sample number increases.
The second example has a nonlinear forward model and is used to illustrate the value of robust
OED. We provide some insights to explain why different designs will have significantly different
utility variances. Besides, the performance of BO has also been validated in this example. The third
example is a contaminant source inversion problem in a diffusion domain, with and without building
obstacles. This example further illustrates the usage of robust OED and Bayesian optimization for
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more complicated physical problems.
Lastly, we combine the concepts of rOED and sOED, and introduce the rsOED framework that

enables the design of a sequence of experiments in a robust manner. We provide the definition of
the value functions for the variance of the total rewards, and the policy gradient expressions with
the corresponding MC estimator. Variational approximation is utilized to expedite the calculation
of the KL divergence information gain. We demonstrate rsOED on a source location problem
to showcase how the variance penalty coefficient influences the policy and the accuracy of the
variational approximation.

6.2 Limitations and future work

The main limitation of the PG-sOED approach is its inability to scale to high-dimensional settings,
hindered by the need to perform high-dimensional Bayesian inference and KL divergence estimate.
The limitations of PG-sOED are alleviated by vsOED via variational approximation, however,
vsOED is sensitive to inaccurate posterior representations, which can lead to suboptimal policies
when the posteriors are challenging to approximate. Future work for developing accurate and
adaptive posterior representations especially in high dimensions, as well as utilizing other variational
bounds [76, 117], will be important. The current algorithms for both PG-sOED and vsOED also
do not consider discrete designs or stochastic policies, which when enabled, can reach a wider
class of design problems. vsOED performance can also be further enhanced through advanced RL
techniques [126, 125, 63, 59]. It would also be interesting to explore if we could automatically
determine the number of episodes needed to train sOED and vsOED. We anticipate that as the
dimension of the parameter space and the horizon of experiments increase, the required sample
size may also increase. However, it might reach a plateau due to the diminishing return on
information gain. Some work has been done to determine the sample size for modeling human
behavior via inverse reinforcement learning [69], and similar ideas can be adapted and utilized for
sample size determination in sOED and vsOED. Infinite-horizon sOED (e.g., when we don’t know
the horizon a priori) is also of great interest, one approach to handle such scenarios is by computing
the incremental information gain after each stage of the experiment. The experiment can then be
halted once the information gain surpasses a predefined threshold. Additionally, we can consider
whether to stop the experiment as a design variable.

For rOED, we have several directions to explore. The first is how to choose the penalty coefficient
_ in a reasonable way. The second direction would be how to estimate the variance-penalized
objective more accurately. Posterior samples could be used in the inner loop of double-nested
MC estimator instead of prior samples, however, it will increase the forward model evaluations.
Potential strategies to address it might be using Laplace approximated based importance sampling
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[11] and multilevel Monte Carlo (MLMC) [62]. The third direction is to consider different risk
criteria. A simple alternative for the utility variance could be the standard deviation of the utility.
Additionally, we can explore other approaches such as minimizing the probability of undesirable
utilities or maximizing the expected utility of worst-case scenarios, also known as the Conditional
Value at Risk (CVaR) criterion. Moreover, the robustness against the prior misspecification, model
misspecification and design noise is also gaining more and more attentionn.

For rsOED, we plan to apply it to more complex models to demonstrate its practical application
in real-world problems.
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APPENDIX A

Appendix of sequential optimal experimental design
(sOED)

A.1 Equivalence of incremental and terminal formulations in
sOED

Proof of Theorem 1. Upon substituting Eqn. (2.7) and (2.8) into Eqn. (2.4), the expected utility for
a given deterministic policy 𝜋 using the TIG formulation is

𝑈𝑇 (𝜋) = E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0

[∫
Θ

𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

𝑑\

]
= E𝐼1,...,𝐼𝑁 |𝜋,𝑥0

[∫
Θ

𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

𝑑\

]
(A.1)

where recall 𝐼𝑘 = {𝑑0, 𝑦0, . . . , 𝑑𝑘−1, 𝑦𝑘−1} (and 𝐼0 = ∅). Similarly, substituting Eqn. (2.9) and (2.10),
the expected utility for the same policy 𝜋 using the IIG formulation is

𝑈𝐼 (𝜋) = E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0

[
𝑁∑︁
𝑘=1

∫
Θ

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

𝑑\

]
= E𝐼1,...,𝐼𝑁 |𝜋,𝑥0

[
𝑁∑︁
𝑘=1

∫
Θ

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

𝑑\

]
. (A.2)
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In both cases, E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0 can be equivalently replaced by E𝐼1,...,𝐼𝑁 |𝜋,𝑥0 since

E𝐼1,...,𝐼𝑁 |𝜋,𝑥0 [· · ·] = E𝑑0,𝑦0,𝑑1,𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0 [· · ·]
= E𝑑0 |𝜋E𝑦0,𝑑1,𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,𝑑0 [· · ·]
= E𝑦0,𝑑1,𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,`0 (𝑥0) [· · ·]
= E𝑦0,𝑑1,𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0 [· · ·]
= E𝑦0 |𝜋,𝑥0E𝑑1 |𝜋,𝑥0,𝑦0E𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,𝑦0,𝑑1 [· · ·]
= E𝑦0 |𝜋,𝑥0E𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,𝑦0,`1 (𝑥1) [· · ·]
= E𝑦0 |𝜋,𝑥0E𝑦1,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,𝑦0 [· · ·]
= E𝑦0 |𝜋,𝑥0E𝑦1 |𝜋,𝑥0,𝑦0E𝑑2,...,𝑑𝑁−1,𝑦𝑁−1 |𝜋,𝑥0,𝑦0,𝑦1 [· · ·]

...

= E𝑦0 |𝜋,𝑥0E𝑦1 |𝜋,𝑥0,𝑦0 · · ·E𝑦𝑁−1 |𝜋,𝑥0,𝑦0,𝑦1,...,𝑦𝑁−2,`𝑁−1 (𝑥𝑁−1) [· · ·]
= E𝑦0 |𝜋,𝑥0E𝑦1 |𝜋,𝑥0,𝑦0 · · ·E𝑦𝑁−1 |𝜋,𝑥0,𝑦0,𝑦1,...,𝑦𝑁−2 [· · ·]
= E𝑦0,...,𝑦𝑁−1 |𝜋,𝑥0 [· · ·] ,

where the third equality is due to the deterministic policy (Dirac delta function) 𝑑0 = `0(𝑥0), the
fourth equality is due to `0(𝑥0) being known if 𝜋 and 𝑥0 are given. The seventh equality is due to
`1(𝑥1) being known if 𝜋 and 𝑥1 are given, and 𝑥1 is known if 𝑥0, 𝑑0 = `0(𝑥0) and 𝑦0 are given,
and `0(𝑥0) is known if 𝜋 and 𝑥0 are given, so overall `1(𝑥1) is known if 𝜋, 𝑥0 and 𝑦0 are given.
The eighth to second-to-last equalities all apply the same reasoning recursively. The last equality
brings the expression back to a conditional joint expectation.
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Taking the difference between Eqn. (A.1) and Eqn. (A.2), we obtain

𝑈𝐼 (𝜋) −𝑈𝑇 (𝜋)

= E𝐼1,...,𝐼𝑁 |𝜋,𝑥0

[
𝑁∑︁
𝑘=1

∫
Θ

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

𝑑\ −
∫
Θ

𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

𝑑\

]
=

∫
Θ

E𝐼1,...,𝐼𝑁 |𝜋,𝑥0

[
𝑁∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

− 𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼𝑁 )
𝑝(\ |𝐼0)

]
𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+ 𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−1)

]
𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁−1 |𝜋,𝑥0

∫
𝐼𝑁

𝑝(𝐼𝑁 |𝐼𝑁−1, 𝜋)
[
𝑁−1∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+ 𝑝(\ |𝐼𝑁 ) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−1)

]
𝑑𝐼𝑁 𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁−1 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+
∫
𝐼𝑁

𝑝(\, 𝐼𝑁 |𝐼𝑁−1, 𝜋) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−1)

𝑑𝐼𝑁

]
𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁−1 |𝜋,𝑥0

[
𝑁−1∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+ 𝑝(\ |𝐼𝑁−1) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−1)

]
𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁−1 |𝜋,𝑥0

[
𝑁−2∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+ 𝑝(\ |𝐼𝑁−1) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−2)

]
𝑑\

=

∫
Θ

E𝐼1,...,𝐼𝑁−2 |𝜋,𝑥0

[
𝑁−3∑︁
𝑘=1

𝑝(\ |𝐼𝑘 ) ln
𝑝(\ |𝐼𝑘 )
𝑝(\ |𝐼𝑘−1)

+ 𝑝(\ |𝐼𝑁−2) ln
𝑝(\ |𝐼0)
𝑝(\ |𝐼𝑁−3)

]
𝑑\

...

=

∫
Θ

E𝐼1 |𝜋,𝑥0

[
𝑝(\ |𝐼1) ln

𝑝(\ |𝐼0)
𝑝(\ |𝐼0)

]
𝑑\

= 0,

where the third equality takes the last term from the sigma-summation and combines it with the last
term, the fourth equality expands the expectation and uses 𝑝(𝐼𝑁 |𝐼1, . . . , 𝐼𝑁−1, 𝜋) = 𝑝(𝐼𝑁 |𝐼𝑁−1, 𝜋),
the fifth equality makes use of 𝑝(\ |𝐼𝑁 ) = 𝑝(\ |𝐼𝑁 , 𝜋), and the seventh to second-to-last equalities
repeat the same procedures recursively. Hence,𝑈𝑇 (𝜋) = 𝑈𝐼 (𝜋).

147



A.2 Policy gradient expression

Before presenting the proof of gradient expression, we first introduce the state-value function (or
V-function). The V-function following policy 𝜋𝑤 and at the 𝑘th experiment is

𝑉
𝜋𝑤
𝑘

(𝑥𝑘 ) = E𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘

[
𝑁−1∑︁
𝑡=𝑘

𝑔𝑡 (𝑥𝑡 , `𝑡,𝑤𝑡
(𝑥𝑡), 𝑦𝑡) + 𝑔𝑁 (𝑥𝑁 )

]
(A.3)

= E𝑦𝑘 |𝜋𝑤 ,𝑥𝑘
[
𝑔𝑘 (𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ), 𝑦𝑘 ) +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)
]

(A.4)

𝑉
𝜋𝑤
𝑁

(𝑥𝑁 ) = 𝑔𝑁 (𝑥𝑁 ) (A.5)

for 𝑘 = 0, . . . , 𝑁 − 1, where 𝑥𝑘+1 = F𝑘 (𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ), 𝑦𝑘 ). The V-function is the expected cumu-

lative remaining reward starting from a given state 𝑥𝑘 and following policy 𝜋𝑤 for all remaining
experiments. The V-function and Q-function are related via

𝑉
𝜋𝑤
𝑘

(𝑥𝑘 ) = 𝑄𝜋𝑤
𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 )). (A.6)

Our proof for Theorem 2 follows the proof strategy for a general infinite-horizon MDP given
by [132]. A shorthand notation for writing the state transition probability is utilized for better
understanding:

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤) = 𝑝(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 )). (A.7)

When taking an expectation over consecutive state transitions, we further use the simplifying
notation ∫

𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)
∫
𝑥𝑘+2

𝑝(𝑥𝑘+1 → 𝑥𝑘+2 |𝜋𝑤)

· · ·
∫
𝑥𝑘+𝑚

𝑝(𝑥𝑘+(𝑚−1) → 𝑥𝑘+𝑚 |𝜋𝑤) [· · ·] 𝑑𝑥𝑘+1 𝑑𝑥𝑘+2 · · · 𝑑𝑥𝑘+𝑚

=

∫
𝑥𝑘+𝑚

𝑝(𝑥𝑘 → 𝑥𝑘+𝑚 |𝜋𝑤) [· · ·] 𝑑𝑥𝑘+𝑚 (A.8)

= E𝑥𝑘+𝑚 |𝜋𝑤 ,𝑥𝑘 [· · ·] . (A.9)

To avoid notation congestion, below we will omit the subscript on 𝑤 and shorten `𝑘,𝑤𝑘
(𝑥𝑘 ) to

`𝑘,𝑤 (𝑥𝑘 ), with the understanding that 𝑤 takes the same subscript as the ` function.

Proof of Theorem 2. We begin by recognizing that the gradient of expected utility in Eqn. (2.12)
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can be written using the V-function:

∇𝑤𝑈 (𝑤) = ∇𝑤𝑉𝜋𝑤0 (𝑥0). (A.10)

The goal is then to derive the gradient expression for the V-functions.
We apply the definitions and recursive relations for the V- and Q-functions, and obtain a recursive

relationship for the gradient of V-function:

∇𝑤𝑉𝜋𝑤𝑘 (𝑥𝑘 ) = ∇𝑤𝑄𝜋𝑤
𝑘
(𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))

= ∇𝑤

[ ∫
𝑦𝑘

𝑝(𝑦𝑘 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))𝑔𝑘 (𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ), 𝑦𝑘 ) 𝑑𝑦𝑘

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) 𝑑𝑥𝑘+1

]
= ∇𝑤

∫
𝑦𝑘

𝑝(𝑦𝑘 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))𝑔𝑘 (𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ), 𝑦𝑘 ) 𝑑𝑦𝑘

+ ∇𝑤
∫
𝑥𝑘+1

𝑝(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) 𝑑𝑥𝑘+1

=

∫
𝑦𝑘

∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘 [𝑝(𝑦𝑘 |𝑥𝑘 , 𝑑𝑘 )𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 )]
���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

𝑑𝑦𝑘

+
∫
𝑥𝑘+1

[
𝑝(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))∇𝑤𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

+ ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘 𝑝(𝑥𝑘+1 |𝑥𝑘 , 𝑑𝑘 )
���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

𝑉
𝜋𝑤
𝑘+1(𝑥𝑘+1)

]
𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘

[ ∫
𝑦𝑘

𝑝(𝑦𝑘 |𝑥𝑘 , 𝑑𝑘 )𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) 𝑑𝑦𝑘

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘+1 |𝑥𝑘 , 𝑑𝑘 )𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

] �����
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))∇𝑤𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) 𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

(A.11)

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)∇𝑤𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) 𝑑𝑥𝑘+1.

Applying the recursive formula Eqn. (A.11) to itself repeatedly and expanding out the overall
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expression, we obtain

∇𝑤𝑉𝜋𝑤𝑘 (𝑥𝑘 )

= ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)∇𝑤`𝑘+1,𝑤 (𝑥𝑘+1)∇𝑑𝑘+1𝑄
𝜋𝑤
𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)

���
𝑑𝑘+1=`𝑘+1,𝑤 (𝑥𝑘+1)

𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)
∫
𝑥𝑘+2

𝑝(𝑥𝑘+1 → 𝑥𝑘+2 |𝜋𝑤)∇𝑤𝑉𝜋𝑤𝑘+2(𝑥𝑘+2) 𝑑𝑥𝑘+2 𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)∇𝑤`𝑘+1,𝑤 (𝑥𝑘+1)∇𝑑𝑘+1𝑄
𝜋𝑤
𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)

���
𝑑𝑘+1=`𝑘+1,𝑤 (𝑥𝑘+1)

𝑑𝑥𝑘+1

+
∫
𝑥𝑘+2

𝑝(𝑥𝑘 → 𝑥𝑘+2 |𝜋𝑤)∇𝑤𝑉𝜋𝑤𝑘+2(𝑥𝑘+2) 𝑑𝑥𝑘+2

= ∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

+
∫
𝑥𝑘+1

𝑝(𝑥𝑘 → 𝑥𝑘+1 |𝜋𝑤)∇𝑤`𝑘+1,𝑤 (𝑥𝑘+1)∇𝑑𝑘+1𝑄
𝜋𝑤
𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)

���
𝑑𝑘+1=`𝑘+1,𝑤 (𝑥𝑘+1)

𝑑𝑥𝑘+1

+
∫
𝑥𝑘+2

𝑝(𝑥𝑘 → 𝑥𝑘+2 |𝜋𝑤)∇𝑤`𝑘+2,𝑤 (𝑥𝑘+2)∇𝑑𝑘+2𝑄
𝜋𝑤
𝑘+2(𝑥𝑘+2, 𝑑𝑘+2)

���
𝑑𝑘+2=`𝑘+2,𝑤 (𝑥𝑘+2)

𝑑𝑥𝑘+2

...

+
∫
𝑥𝑁

𝑝(𝑥𝑘 → 𝑥𝑁 |𝜋𝑤)∇𝑤𝑉𝜋𝑤𝑁 (𝑥𝑁 ) 𝑑𝑥𝑁

=

𝑁−1∑︁
𝑙=𝑘

∫
𝑥𝑙

𝑝(𝑥𝑘 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤 (𝑥𝑙)∇𝑑𝑙𝑄
𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙)
���
𝑑𝑙=`𝑙,𝑤 (𝑥𝑙)

𝑑𝑥𝑙

=

𝑁−1∑︁
𝑙=𝑘

E𝑥𝑙 |𝜋𝑤 ,𝑥𝑘

[
∇𝑤`𝑙,𝑤 (𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙)
���
𝑑𝑙=`𝑙,𝑤 (𝑥𝑙)

]
𝑑𝑥𝑙 , (A.12)

where for the second-to-last equality, we absorb the first term into the sigma-notation by using

∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

=

∫
𝑥𝑘

𝑝(𝑥𝑘 |𝑥𝑘 , `𝑘,𝑤 (𝑥𝑘 ))∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

𝑑𝑥𝑘

=

∫
𝑥𝑘

𝑝(𝑥𝑘 → 𝑥𝑘 |𝜋𝑤)∇𝑤`𝑘,𝑤 (𝑥𝑘 )∇𝑑𝑘𝑄
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤 (𝑥𝑘)

𝑑𝑥𝑘 ,

and we eliminate the last term in the summation since ∇𝑤𝑉𝜋𝑤𝑁 (𝑥𝑁 ) = ∇𝑤𝑔𝑁 (𝑥𝑁 ) = 0.
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At last, substituting Eqn. (A.12) into Eqn. (A.10), we obtain the policy gradient expression:

∇𝑤𝑈 (𝑤) = ∇𝑤𝑉𝜋𝑤0 (𝑥0)

=

𝑁−1∑︁
𝑙=0
E𝑥𝑙 |𝜋𝑤 ,𝑥0

[
∇𝑤`𝑙,𝑤 (𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙)
���
𝑑𝑙=`𝑙,𝑤 (𝑥𝑙)

]
.

Renaming the iterator from 𝑙 to 𝑘 arrives at Eqn. (2.16) in Theorem 2, completing the proof.

A.3 Equivalence of fixing and resampling model parameters in
an sOED episode

When generating the 𝑖th episode as described in Sec. 2.2.2, employing a fixed model parameter
\ (𝑖) throughout the entire 𝑖th episode or resampling \ (𝑖)

𝑘
at each stage 𝑘 from its posterior belief

state 𝑥 (𝑖)
𝑘,𝑏

both produce mathematically equivalent results. This can be seen from factoring out the
expectations:

𝑈 (𝑤) = E𝑦0,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

= E\ |𝑥0,𝑏E𝑦0 |𝜋𝑤 ,\,𝑥0E𝑦1 |𝜋𝑤 ,\,𝑥0,𝑦0 · · ·

· · ·E𝑦𝑁−1 |𝜋𝑤 ,\,𝑥0,𝑦0,...,𝑦𝑁−2

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]

(A.13)

= E\0 |𝑥0,𝑏E𝑦0 |𝜋𝑤 ,\0,𝑥0E\1 |𝑥1,𝑏E𝑦1 |𝜋𝑤 ,\1,𝑥1 · · ·

· · ·E\𝑁−1 |𝑥𝑁−1,𝑏E𝑦𝑁−1 |𝜋𝑤 ,\𝑁−1,𝑥𝑁−1

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝑥𝑁 )
]
, (A.14)

where the second equality corresponds to the case of episode-fixed \ (𝑖) , and the last equality
corresponds to the case of resampling of \ (𝑖)

𝑘
.

A.4 Equivalence of using 𝑥𝑘 and 𝐼𝑘 as the state representation

Different sequences 𝐼𝑘 ’s can correspond to the same state 𝑥𝑘 . However, if two sequences 𝐼 (1)
𝑘

and
𝐼
(2)
𝑘

share the identical state 𝑥𝑘 , and 𝑥𝑘 carries sufficient information for subsequent experiments
along with \ and 𝑑𝑘 (i.e., the forward model is always 𝐺𝑘 (\, 𝑑𝑘 ; 𝑥𝑘,𝑝)), then the optimal designs
based on using 𝑥𝑘 and 𝐼𝑘 as the state representation would also be identical if it is unique, and they
should yield the same maximum expected tail utility. Consequently, employing either 𝑥𝑘 or 𝐼𝑘 for
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𝑘 = 0, . . . , 𝑁 − 1 would result in identical policies and yield the same maximal expected utility.
This can be proven using backward induction. We start from the (𝑁 − 1)th stage, and assume

that we have a sequence 𝐼𝑁−1 which corresponds to state 𝑥𝑁−1, then the expected tail reward of
taking design 𝑑𝑁−1 is

𝑄𝑁−1(𝐼𝑁−1, 𝑑𝑁−1) = E𝑦𝑁−1 |𝐼𝑁−1,𝑑𝑁−1 [𝑔𝑁−1(𝑥𝑁−1, 𝑑𝑁−1, 𝑦𝑁−1) + 𝐷KL(𝑥𝑁 | |𝑥𝑁−1)]
= E\ |𝑥𝑁−1,𝑏E𝑦𝑁−1 |\,𝑑𝑁−1,𝑥𝑁−1, 𝑝 [𝑔𝑁−1(𝑥𝑁−1, 𝑑𝑁−1, 𝑦𝑁−1) + 𝐷KL(𝑥𝑁 | |𝑥𝑁−1)]
= E𝑦𝑁−1 |𝑥𝑁−1,𝑑𝑁−1 [𝑔𝑁−1(𝑥𝑁−1, 𝑑𝑁−1, 𝑦𝑁−1) + 𝐷KL(𝑥𝑁 | |𝑥𝑁−1)]
= 𝑄𝑁−1(𝑥𝑁−1, 𝑑𝑁−1),

where the second equality is due to (𝑦𝑁−1 |\, 𝑑𝑁−1, 𝑥𝑁−1,𝑝) = (𝑦𝑁−1 |\, 𝑑𝑁−1, 𝐼𝑁−1) and (\ |𝑥𝑁−1,𝑏) =
(\ |𝐼𝑁−1). Therefore, two sequences 𝐼 (1)

𝑁−1 and 𝐼
(2)
𝑁−1 with the same state 𝑥𝑁−1 share the same

maximal expected tail reward, and the same optimal design 𝑑∗
𝑁−1 if it is unique. In other words,

𝑉∗(𝐼𝑁−1) = 𝑉∗(𝑥𝑁−1). Then we go back to stage 𝑁 − 2, and assume that we have a sequence 𝐼𝑁−2

which corresponds to state 𝑥𝑁−2, the expected tail reward of taking design 𝑑𝑁−2 and then follow
optimal policy 𝜋𝐼 (note that 𝜋𝐼 is the optimal policy w.r.t. 𝐼) is

𝑄
𝜋𝐼
𝑁−2(𝐼𝑁−2, 𝑑𝑁−2) = E𝑦𝑁−2 |𝐼𝑁−2,𝑑𝑁−2

[
𝑔𝑁−2(𝑥𝑁−2, 𝑑𝑁−2, 𝑦𝑁−2) +𝑄𝜋𝐼

𝑁−1(𝐼𝑁−1, `𝐼 (𝐼𝑁−1))
]

= E𝑦𝑁−2 |𝑥𝑁−2,𝑑𝑁−2

[
𝑔𝑁−2(𝑥𝑁−2, 𝑑𝑁−2, 𝑦𝑁−2) +𝑉𝜋𝐼𝑁−1(𝐼𝑁−1)

]
= E𝑦𝑁−2 |𝑥𝑁−2,𝑑𝑁−2

[
𝑔𝑁−2(𝑥𝑁−2, 𝑑𝑁−2, 𝑦𝑁−2) +𝑉𝜋𝑥𝑁−1(𝑥𝑁−1)

]
= 𝑄

𝜋𝑥
𝑁−2(𝑥𝑁−2, 𝑑𝑁−2),

where the third equality is because𝑉∗(𝐼𝑁−1) = 𝑉∗(𝑥𝑁−1). Therefore, using 𝐼𝑁−2 and 𝑥𝑁−2 share the
same optimal design 𝑑∗

𝑁−2 if it is unique, and the maximal expected tail reward that can be reached
by following 𝜋𝐼 after 𝐼𝑁−1 (i.e., 𝑉𝜋𝐼

𝑁−1(𝐼𝑁−1)) is the same as the maximal expected tail reward that
can be reached by following 𝜋𝑥 after the corresponding 𝑥𝑁−1 (i.e., 𝑉𝜋𝑥

𝑁−1(𝑥𝑁−1)), where 𝜋𝑥 is the
optimal policy w.r.t. the state 𝑥.

Using the backward induction method, we can further show that if two sequences share the same
state, the optimal policy should also be the same if it is unique. Moreover, both sequences should
yield the same maximum expected tail reward. This implies that whether the policy function and
the value function are based on 𝐼𝑘 or 𝑥𝑘 does not affect the results.
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A.5 Convergence of Q-network

Eqn. (2.21) is formed where each episode is generated by fixing the model parameter through-
out, as described in Sec. 2.2.2. Among all possible episodes, the probability that (𝑥𝑘 , 𝑑𝑘 )
takes place is E\ |𝑥0,𝑏 [𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, \, 𝑥0)], and the probability that (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) takes place is
E\ |𝑥0,𝑏 [𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, \, 𝑥0)𝑝(𝑦𝑘 |\, 𝑥𝑘 , 𝑑𝑘 )]. Thus, the probability that (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) takes place

conditioned on (𝑥𝑘 , 𝑑𝑘 ) is
E\ |𝑥0,𝑏 [𝑝(𝑥𝑘 ,𝑑𝑘 |𝜋𝑤 ,\,𝑥0)𝑝(𝑦𝑘 |\,𝑥𝑘 ,𝑑𝑘)]

E\ |𝑥0,𝑏 [𝑝(𝑥𝑘 ,𝑑𝑘 |𝜋𝑤 ,\,𝑥0)] , and each (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) contributes to
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1) as the target for the Q-network training at (𝑥𝑘 , 𝑑𝑘 ). As Eqn. (2.21)
employs the Mean Squared Error, in the limit of an infinite number of training episodes 𝑀 along
with the unlimited representation capabilities of the DNN architecture, the value of Q-network at
(𝑥𝑘 , 𝑑𝑘 ) converges to the expectation of the target over (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) conditioned on (𝑥𝑘 , 𝑑𝑘 ), which
is:

𝑄
𝜋𝑤
a (𝑘, 𝑥𝑘 , 𝑑𝑘 ) =

E\ |𝑥0,𝑏

[
𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, \, 𝑥0) E𝑦𝑘 |\,𝑥𝑘 ,𝑑𝑘

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)
] ]

E\ |𝑥0,𝑏 [𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, \, 𝑥0)]
(A.15)

=
E\ |𝑥0,𝑏

[
𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, \, 𝑥0) E𝑦𝑘 |\,𝑥𝑘 ,𝑑𝑘

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)
] ]

𝑝(𝑥𝑘 , 𝑑𝑘 |𝜋𝑤, 𝑥0)
= E\ |𝑥𝑘 ,𝑑𝑘 ,𝜋𝑤 ,𝑥0E𝑦𝑘 |\,𝑥𝑘 ,𝑑𝑘

[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)
]

= E\ |𝑥𝑘E𝑦𝑘 |\,𝑥𝑘 ,𝑑𝑘
[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)
]

= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘
[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) +𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, 𝑑𝑘+1)
]

(A.16)

where 𝑑𝑘+1 = `𝑘+1,𝑤𝑘+1 (𝑥𝑘+1). The third equality applies Bayes’ rule, and the fourth equality
follows because \ depends only on 𝑥𝑘 when 𝑥𝑘 is given. Eqn. (A.16) is identical to Eqn. (2.14),
therefore showing the Q-network converges to the true Q-function.
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APPENDIX B

Appendix of variational sequential optimal
experimental design (vsOED)

B.1 Information gain jointly with model probability

Akin to the total entropy described in [17], the information gain (IG) jointly on the model probability
and model parameters of interest (PoIs) is:

𝐷KL
(
𝑝(𝑚, \𝑚 |𝐼𝑘2) | | 𝑝(𝑚, \𝑚 |𝐼𝑘1)

)
=

M∑︁
𝑚=1

∫
Θ

𝑝(𝑚, \𝑚 |𝐼𝑘2) ln
𝑝(𝑚, \𝑚 |𝐼𝑘2)
𝑝(𝑚, \𝑚 |𝐼𝑘1)

𝑑\𝑚

=

M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2)
∫
Θ

𝑝(\𝑚 |𝐼𝑘2) ln
𝑃(𝑚 |𝐼𝑘2) 𝑝(\𝑚 |𝐼𝑘2)
𝑃(𝑚 |𝐼𝑘1) 𝑝(\𝑚 |𝐼𝑘1)

𝑑\𝑚

=

M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2) ln
𝑃(𝑚 |𝐼𝑘2)
𝑃(𝑚 |𝐼𝑘1)

+
M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2)
∫
Θ

𝑝(\𝑚 |𝐼𝑘2) ln
𝑝(\𝑚 |𝐼𝑘2)
𝑝(\𝑚 |𝐼𝑘1)

𝑑\𝑚

= 𝐷KL
(
𝑃(𝑚 |𝐼𝑘2) | | 𝑃(𝑚 |𝐼𝑘1)

)
+ E𝑚 |𝐼𝑘2

[
𝐷KL

(
𝑝(\𝑚 |𝐼𝑘2) | | 𝑝(\𝑚 |𝐼𝑘1)

) ]
,

where 0 ≤ 𝑘1 ≤ 𝑘2 ≤ 𝑁 . Note that we use the convention where when𝑚 is not explicitly mentioned,
conditioning on 𝑚 is implied through other variables’ subscripts, e.g., 𝑝(\𝑚 |𝐼𝑘 ) = 𝑝(\𝑚 |𝑚, 𝐼𝑘 ).
When setting 𝑘1 = 0 and 𝑘2 = 𝑁 , we recover the terminal reward in Eqn. (3.7) under the special
case of 𝛼M = 𝛼Θ = 1 and 𝛼𝑍 = 0.
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Similarly, the IG jointly on the model probability and predictive quantities of interest (QoIs) is:

𝐷KL
(
𝑝(𝑚, 𝑧𝑚 |𝐼𝑘2) | | 𝑝(𝑚, 𝑧𝑚 |𝐼𝑘1)

)
=

M∑︁
𝑚=1

∫
𝑍

𝑝(𝑚, 𝑧𝑚 |𝐼𝑘2) ln
𝑝(𝑚, 𝑧𝑚 |𝐼𝑘2)
𝑝(𝑚, 𝑧𝑚 |𝐼𝑘1)

𝑑𝑧𝑚

=

M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2)
∫
𝑍

𝑝(𝑧𝑚 |𝐼𝑘2) ln
𝑃(𝑚 |𝐼𝑘2) 𝑝(𝑧𝑚 |𝐼𝑘2)
𝑃(𝑚 |𝐼𝑘1) 𝑝(𝑧𝑚 |𝐼𝑘1)

𝑑𝑧𝑚

=

M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2)
𝑃(𝑚 |𝐼𝑘2)
𝑃(𝑚 |𝐼𝑘1)

+
M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘2)
∫
𝑍

𝑝(𝑧𝑚 |𝐼𝑘2) ln
𝑝(𝑧𝑚 |𝐼𝑘2)
𝑝(𝑧𝑚 |𝐼𝑘1)

𝑑𝑧𝑚

= 𝐷KL
(
𝑃(𝑚 |𝐼𝑘2) | | 𝑃(𝑚 |𝐼𝑘1)

)
+ E𝑚 |𝐼𝑘2

[
𝐷KL

(
𝑝(𝑧𝑚 |𝐼𝑘2) | | 𝑝(𝑧𝑚 |𝐼𝑘1)

) ]
,

where 0 ≤ 𝑘1 ≤ 𝑘2 ≤ 𝑁 . When setting 𝑘1 = 0 and 𝑘2 = 𝑁 , we recover the terminal reward in
Eqn. (3.7) under the special case of 𝛼M = 𝛼𝑍 = 1 and 𝛼Θ = 0.

B.2 Information gain jointly on model parameters and predic-
tive quantities

When the nuisance parameters [𝑚 are absent, the IG jointly on the PoIs and QoIs given model 𝑚 is:

𝐷KL
(
𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2) | | 𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘1)

)
=

∫
Θ,𝑍

𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2) ln
𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2)
𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘1)

𝑑𝑧𝑚 𝑑\𝑚

=

∫
Θ,𝑍

𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2) ln
𝑝(\𝑚 |𝐼𝑘2) 𝑝(𝑧𝑚 |\𝑚, 𝐼𝑘2)
𝑝(\𝑚 |𝐼𝑘1) 𝑝(𝑧𝑚 |\𝑚, 𝐼𝑘1)

𝑑𝑧𝑚 𝑑\𝑚

=

∫
Θ,𝑍

𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2) ln
𝑝(\𝑚 |𝐼𝑘2) 𝑝(𝑧𝑚 |\𝑚)
𝑝(\𝑚 |𝐼𝑘1) 𝑝(𝑧𝑚 |\𝑚)

𝑑𝑧𝑚 𝑑\𝑚

=

∫
Θ,𝑍

𝑝(\𝑚, 𝑧𝑚 |𝐼𝑘2) ln
𝑝(\𝑚 |𝐼𝑘2)
𝑝(\𝑚 |𝐼𝑘1)

𝑑𝑧𝑚 𝑑\𝑚

=

∫
Θ

𝑝(\𝑚 |𝐼𝑘2) ln
𝑝(\𝑚 |𝐼𝑘2)
𝑝(\𝑚 |𝐼𝑘1)

𝑑\𝑚

= 𝐷KL
(
𝑝(\𝑚 |𝐼𝑘2) | | 𝑝(\𝑚 |𝐼𝑘1)

)
,

where the third equality is due to 𝑧𝑚 only dependent on \𝑚 when [𝑚 is absent (see Eqn. (3.4)).
Hence, the IG on the QoIs is fully absorbed into the IG on the PoIs when nuisance parameters are
absent.
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B.3 Proof of Theorem 3 (terminal-incremental equivalence)

Proof. We first decompose𝑈𝑇 (𝜋) into four additive parts:

𝑈𝑇 (𝜋) = 𝑈𝑇 (𝜋; non-IG) +𝑈𝑇 (𝜋;𝛼M) +𝑈𝑇 (𝜋;𝛼Θ) +𝑈𝑇 (𝜋;𝛼𝑍 ),

where𝑈𝑇 (𝜋; non-IG) captures any non-IG reward contributions, and the other three parts are (while
explicitly writing out 𝐼0)

𝑈𝑇 (𝜋;𝛼M) = 𝛼ME𝐼𝑁 |𝜋,𝐼0 [𝐷KL (𝑃(𝑚 |𝐼𝑁 ) | | 𝑃(𝑚 |𝐼0))]
𝑈𝑇 (𝜋;𝛼Θ) = 𝛼ΘE𝐼𝑁 |𝜋,𝐼0E𝑚 |𝐼𝑁 [𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼0) )]
𝑈𝑇 (𝜋;𝛼𝑍 ) = 𝛼𝑍E𝐼𝑁 |𝜋,𝐼0E𝑚 |𝐼𝑁 [𝐷KL ( 𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑝(𝑧𝑚 |𝐼0) )] .

Similarly,𝑈𝐼 (𝜋) can also be decomposed into four additive parts:

𝑈𝐼 (𝜋) = 𝑈𝐼 (𝜋; non-IG) +𝑈𝐼 (𝜋;𝛼M) +𝑈𝐼 (𝜋;𝛼Θ) +𝑈𝐼 (𝜋;𝛼𝑍 ),

where𝑈𝐼 (𝜋; non-IG) captures any non-IG reward contributions, and the other three parts are (while
explicitly writing out 𝐼0)

𝑈𝐼 (𝜋;𝛼M) = 𝛼ME𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝐷KL (𝑃(𝑚 |𝐼𝑘+1) | | 𝑃(𝑚 |𝐼𝑘 ))
]

𝑈𝐼 (𝜋;𝛼Θ) = 𝛼ΘE𝐼𝑁 |𝜋,𝐼0

𝑁−1∑︁
𝑘=0
E𝑚 |𝐼𝑘+1 [𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )]

𝑈𝐼 (𝜋;𝛼𝑍 ) = 𝛼𝑍E𝐼𝑁 |𝜋,𝐼0

𝑁−1∑︁
𝑘=0
E𝑚 |𝐼𝑘+1 [𝐷KL ( 𝑝(𝑧𝑚 |𝐼𝑘+1) | | 𝑝(𝑧𝑚 |𝐼𝑘 ) )] .

Since TIG and IIG formulations only entail the IG contributions, the non-IG reward contributions
are therefore not affected by this choice and hence

𝑈𝑇 (𝜋; non-IG) = 𝑈𝐼 (𝜋; non-IG).
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For the part corresponding to IG on model probability:

𝑈𝐼 (𝜋;𝛼M) −𝑈𝑇 (𝜋;𝛼M)

= 𝛼ME𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝐷KL (𝑃(𝑚 |𝐼𝑘+1) | | 𝑃(𝑚 |𝐼𝑘 )) − 𝐷KL (𝑃(𝑚 |𝐼𝑁 ) | | 𝑃(𝑚 |𝐼0))
]

= 𝛼ME𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

−
M∑︁
𝑚=1

𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚 |𝐼0)

]
= 𝛼M

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

− 𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚 |𝐼0)

]
= 𝛼M

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

+ 𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚 |𝐼𝑁−1)

− 𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚 |𝐼0)

]
= 𝛼M

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

− 𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

]
= 𝛼M

M∑︁
𝑚=1
E𝐼𝑁−1 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

− E𝐼𝑁 |𝜋,𝐼𝑁−1𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

]
= 𝛼M

M∑︁
𝑚=1
E𝐼𝑁−1 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

− 𝑃(𝑚 |𝐼𝑁−1) ln
𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

]
...

= 𝛼M

M∑︁
𝑚=1
E𝐼1 |𝜋,𝐼0

[ 0∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1) ln
𝑃(𝑚 |𝐼𝑘+1)
𝑃(𝑚 |𝐼𝑘 )

− 𝑃(𝑚 |𝐼1) ln
𝑃(𝑚 |𝐼1)
𝑃(𝑚 |𝐼0)

]
= 0,

where the seventh equality is due to

E𝐼𝑁 |𝜋,𝐼𝑁−1𝑃(𝑚 |𝐼𝑁 ) ln
𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

=

∫
Y
𝑝(𝑦𝑁−1 |𝜋, 𝐼𝑁−1)𝑃(𝑚 |𝐼𝑁 ) ln

𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

𝑑𝑦𝑁−1

=

∫
Y
𝑝(𝑦𝑁−1, 𝑚 |𝜋, 𝐼𝑁−1) ln

𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

𝑑𝑦𝑁−1

= 𝑃(𝑚 |𝐼𝑁−1) ln
𝑃(𝑚 |𝐼𝑁−1)
𝑃(𝑚 |𝐼0)

with 𝑃(𝑚 |𝐼𝑁 ) = 𝑃(𝑚 |𝐼𝑁−1, 𝜋, 𝑦𝑁−1) since the policy is deterministic, and the eighth equality results
from repeatedly applying the steps between the third and seventh equalities until 𝑁 = 1.
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For the part corresponding to IG on the PoIs:

𝑈𝐼 (𝜋;𝛼Θ) −𝑈𝑇 (𝜋;𝛼Θ)

= 𝛼ΘE𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0
E𝑚 |𝐼𝑘+1𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) ) − E𝑚 |𝐼𝑁𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼0) )

]
= 𝛼Θ

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

− 𝑃(𝑚 |𝐼𝑁 )𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼0) )
]

= 𝛼Θ

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

+ 𝑃(𝑚 |𝐼𝑁 )𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼𝑁−1) )

− 𝑃(𝑚 |𝐼𝑁 )𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼0) )
]

= 𝛼Θ

M∑︁
𝑚=1
E𝐼𝑁 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

+ 𝑃(𝑚 |𝐼𝑁 )
∫
Θ

𝑝(\𝑚 |𝐼𝑁 ) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚

]
= 𝛼Θ

M∑︁
𝑚=1
E𝐼𝑁−1 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

+ E𝐼𝑁 |𝜋,𝐼𝑁−1𝑃(𝑚 |𝐼𝑁 )
∫
Θ

𝑝(\𝑚 |𝐼𝑁 ) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚

]
= 𝛼Θ

M∑︁
𝑚=1
E𝐼𝑁−1 |𝜋,𝐼0

[
𝑁−2∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

− 𝑃(𝑚 |𝐼𝑁−1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑁−1) | | 𝑝(\𝑚 |𝐼0) )
]

...

= 𝛼Θ

M∑︁
𝑚=1
E𝐼1 |𝜋,𝐼0

[ 0∑︁
𝑘=0

𝑃(𝑚 |𝐼𝑘+1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑘+1) | | 𝑝(\𝑚 |𝐼𝑘 ) )

− 𝑃(𝑚 |𝐼1)𝐷KL ( 𝑝(\𝑚 |𝐼1) | | 𝑝(\𝑚 |𝐼0) )
]

= 0,
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where the fourth equality is due to

𝑃(𝑚 |𝐼𝑁 )𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼𝑁−1) ) − 𝑃(𝑚 |𝐼𝑁 )𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚 |𝐼0) )

= 𝑃(𝑚 |𝐼𝑁 )
∫
Θ

𝑝(\𝑚 |𝐼𝑁 )
[
ln

𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚 |𝐼𝑁−1)

− ln
𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚 |𝐼0)

]
𝑑\𝑚

= 𝑃(𝑚 |𝐼𝑁 )
∫
Θ

𝑝(\𝑚 |𝐼𝑁 ) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚,

and the sixth equality is due to

E𝐼𝑁 |𝜋,𝐼𝑁−1𝑃(𝑚 |𝐼𝑁 )
∫
Θ

𝑝(\𝑚 |𝐼𝑁 ) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚

=

∫
Y
𝑃(𝑦𝑁−1 |𝜋, 𝐼𝑁−1)𝑃(𝑚 |𝐼𝑁 )

∫
Θ

𝑝(\𝑚 |𝐼𝑁 ) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚 𝑑𝑦𝑁−1

=

∫
Y

∫
Θ

𝑃(𝑦𝑁−1, 𝑚, \𝑚 |𝜋, 𝐼𝑁−1) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚 𝑑𝑦𝑁−1

= 𝑃(𝑚 |𝐼𝑁−1)
∫
Θ

𝑃(\𝑚 |𝐼𝑁−1) ln
𝑝(\𝑚 |𝐼0)
𝑝(\𝑚 |𝐼𝑁−1)

𝑑\𝑚 𝑑𝑦𝑁−1

= −𝑃(𝑚 |𝐼𝑁−1)𝐷KL ( 𝑝(\𝑚 |𝐼𝑁−1) | | 𝑝(\𝑚 |𝐼0) ) ,

and the seventh equality results from repeatedly applying the steps between the second and sixth
equalities until 𝑁 = 1.

For the part corresponding to IG on the QoIs, the derivation is identical as above for the PoIs
except replacing \𝑚 with 𝑧𝑚, to arrive at

𝑈𝐼 (𝜋;𝛼𝑍 ) −𝑈𝑇 (𝜋;𝛼𝑍 ) = 0.

Combining the equivalence results from the four parts, we obtain

𝑈𝐼 (𝜋) = 𝑈𝑇 (𝜋)

for any policy 𝜋.
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B.4 Proof of Theorem 4 (one-point-estimate equivalence)

Proof. We begin by proving the equivalence of expected utility under the TIG and one-point-TIG:

𝑈𝑇 (𝜋) = E𝐼𝑁 |𝜋,𝐼0

[
𝑁−1∑︁
𝑘=0

𝑔𝑘 (𝐼𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝑔𝑁 (𝐼𝑁 )
]

= E𝐼𝑁 |𝜋,𝐼0

[
𝛼M𝐷KL ( 𝑃(𝑚 |𝐼𝑁 ) | | 𝑃(𝑚) )

+ E𝑚 |𝐼𝑁 [𝛼Θ𝐷KL ( 𝑝(\𝑚 |𝐼𝑁 ) | | 𝑝(\𝑚) ) + 𝛼𝑍𝐷KL ( 𝑝(𝑧𝑚 |𝐼𝑁 ) | | 𝑝(𝑧𝑚) )]
]

= E𝐼𝑁 |𝜋,𝐼0

[
𝛼ME𝑚 |𝐼𝑁 ln

𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚)

+ E𝑚 |𝐼𝑁

[
𝛼ΘE\𝑚 |𝐼𝑁 ln

𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚)

+ 𝛼𝑍E𝑧𝑚 |𝐼𝑁 ln
𝑝(𝑧𝑚 |𝐼𝑁 )
𝑝(𝑧𝑚)

] ]
= E𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝛼M ln

𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚)

+ 𝛼ΘE\𝑚 |𝐼𝑁 ln
𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚)

+ 𝛼𝑍E𝑧𝑚 |𝐼𝑁 ln
𝑝(𝑧𝑚 |𝐼𝑁 )
𝑝(𝑧𝑚)

]
= E𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝛼ME\𝑚,𝑧𝑚 |𝐼𝑁 ln

𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚)

+ 𝛼ΘE\𝑚,𝑧𝑚 |𝐼𝑁 ln
𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚)

+ 𝛼𝑍E\𝑚,𝑧𝑚 |𝐼𝑁 ln
𝑝(𝑧𝑚 |𝐼𝑁 )
𝑝(𝑧𝑚)

]
= E𝑚,\𝑚,𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝛼M ln

𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚) + 𝛼Θ ln

𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚)

+ 𝛼𝑍 ln
𝑝(𝑧𝑚 |𝐼𝑁 )
𝑝(𝑧𝑚)

]
= E𝑚,\𝑚,[𝑚,𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝛼M ln

𝑃(𝑚 |𝐼𝑁 )
𝑃(𝑚) + 𝛼Θ ln

𝑝(\𝑚 |𝐼𝑁 )
𝑝(\𝑚)

+ 𝛼𝑍 ln
𝑝(𝑧𝑚 |𝐼𝑁 )
𝑝(𝑧𝑚)

]
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑝( ¤𝑧𝑚)

]
= ¤𝑈𝑇 (𝜋).

Next, we have already established the equivalence𝑈𝑇 (𝜋) = 𝑈𝐼 (𝜋) in Appendix B.3. Finally, we
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show the equivalence between ¤𝑈𝐼 (𝜋) and ¤𝑈𝑇 (𝜋) by cancelling out all intermediate posteriors:

¤𝑈𝐼 (𝜋)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

𝑁−1∑︁
𝑘=0

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑘+1)
𝑃( ¤𝑚 |𝐼𝑘 )

+ 𝛼Θ ln
𝑝( ¤\𝑚 |𝐼𝑘+1)
𝑝( ¤\𝑚 |𝐼𝑘 )

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑘+1)
𝑝( ¤𝑧𝑚 |𝐼𝑘 )

]
(B.1)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑃( ¤𝑚) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑝( ¤𝑧𝑚)

]
(B.2)

= ¤𝑈𝑇 (𝜋).

Combining the above equivalence results together, we have

𝑈𝑇 (𝜋) = ¤𝑈𝑇 (𝜋) = ¤𝑈𝐼 (𝜋) = 𝑈𝐼 (𝜋)

for any policy 𝜋.

B.5 Omitting prior terms

The difference between the expected utilities under the one-point IG estimate formulations that
omit and include the prior term is:

𝛿 ¤𝑈 (𝜋)
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln 𝑃( ¤𝑚) + 𝛼Θ ln 𝑝( ¤\𝑚) + 𝛼𝑍 ln 𝑝( ¤𝑧𝑚)

]
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚

[
𝛼M ln 𝑃( ¤𝑚) + 𝛼Θ ln 𝑝( ¤\𝑚) + 𝛼𝑍 ln 𝑝( ¤𝑧𝑚)

]
,

which is constant with respect to the policy 𝜋. Therefore, whether including or omitting the prior
terms will not affect the optimal policy (i.e. the arg-max to the expected utilities). The same
conclusion can be drawn for the expected utilities under the full IG formulations.

B.6 Proof of Theorem 5 (variational lower bound)

Proof. Appendix B.7 shows that the expected utilities using the variational-one-point-TIG and
variational-one-point-IIG are equivalent. Thus, below we prove the lower bound under the
variational-one-point-TIG, and the same result carries over to the variational-one-point-IIG due
to their equivalence.
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The difference between the expected utility and the variational expected utility is

¤𝑈 (𝜋) − ¤𝑈 (𝜋; 𝜙)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M) + 𝛼Θ ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)

+ 𝛼𝑍 ln
𝑝( ¤𝑧𝑚 |𝐼𝑁 )

𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

]
= 𝛼ME ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)

]
+ 𝛼ΘE ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)

]
+ 𝛼𝑍E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

]
= 𝛼ME ¤𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)

]
+ 𝛼ΘE ¤𝑚, ¤\𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)

]
+ 𝛼𝑍E ¤𝑚, ¤𝑧𝑚,𝐼𝑁 |𝜋,𝐼0

[
ln

𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

]
= 𝛼ME𝐼𝑁 |𝜋,𝐼0E ¤𝑚 |𝐼𝑁

[
ln

𝑃( ¤𝑚 |𝐼𝑁 )
𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)

]
+ 𝛼ΘE ¤𝑚,𝐼𝑁 |𝜋,𝐼0E ¤\𝑚 | ¤𝑚,𝐼𝑁

[
ln

𝑝( ¤\𝑚 |𝐼𝑁 )
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)

]
+ 𝛼𝑍E ¤𝑚,𝐼𝑁 |𝜋,𝐼0E ¤𝑧𝑚 | ¤𝑚,𝐼𝑁

[
ln

𝑝( ¤𝑧𝑚 |𝐼𝑁 )
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

]
= 𝛼ME𝐼𝑁 |𝜋,𝐼0

[
𝐷KL (𝑃( ¤𝑚 |𝐼𝑁 ) | | 𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M))

]
+ 𝛼ΘE ¤𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝐷KL

(
𝑝( ¤\𝑚 |𝐼𝑁 ) | | 𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
) ]

+ 𝛼𝑍E ¤𝑚,𝐼𝑁 |𝜋,𝐼0

[
𝐷KL

(
𝑝( ¤𝑧𝑚 |𝐼𝑁 ) | | 𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

) ]
≥ 0
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where 𝛼M ≥ 0, 𝛼Θ ≥ 0, 𝛼𝑍 ≥ 0. The sixth equality is due to 𝑝( ¤\𝑚 |𝐼𝑁 ) being equivalent
to 𝑝( ¤\𝑚 | ¤𝑚, 𝐼𝑁 ) and 𝑝( ¤𝑧𝑚 |𝐼𝑁 ) being equivalent to 𝑝( ¤𝑧𝑚 | ¤𝑚, 𝐼𝑁 ), due to the notation convention
adopted in this paper. The bound is tight if and only if 𝑞(·|𝐼𝑁 ; 𝜙(·)) = 𝑝(·|𝐼𝑁 ) (except the trivial
case when 𝛼M = 𝛼Θ = 𝛼𝑍 = 0).

B.7 Cancellation of intermediate posteriors

Similar to Eqn. (B.1) and Eqn. (B.2), all intermediate variational posteriors 𝑞(·|𝐼𝑘 ; 𝜙(·)) for 𝑘 =

1, . . . , 𝑁 − 1 cancel out:

¤𝑈𝐼 (𝜋; 𝜙)

= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

𝑁−1∑︁
𝑘=0

[
𝛼M ln

𝑞( ¤𝑚 |𝐼𝑘+1; 𝜙M)
𝑞( ¤𝑚 |𝐼𝑘 ; 𝜙M)

+ 𝛼Θ ln
𝑞( ¤\𝑚 |𝐼𝑘+1; 𝜙Θ𝑚

)
𝑞( ¤\𝑚 |𝐼𝑘 ; 𝜙Θ𝑚

)
+ 𝛼𝑍 ln

𝑞( ¤𝑧𝑚 |𝐼𝑘+1; 𝜙𝑍𝑚)
𝑞( ¤𝑧𝑚 |𝐼𝑘 ; 𝜙𝑍𝑚)

]
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M

(
ln
𝑞( ¤𝑚 |𝐼1; 𝜙M)

𝑃( ¤𝑚) + ln
𝑞( ¤𝑚 |𝐼2; 𝜙M)
𝑞( ¤𝑚 |𝐼1; 𝜙M) + · · · + ln

𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)
𝑞( ¤𝑚 |𝐼𝑁−1; 𝜙M)

)
+ 𝛼Θ

(
ln
𝑞( ¤\𝑚 |𝐼1; 𝜙Θ𝑚

)
𝑝( ¤\𝑚)

+ ln
𝑞( ¤\𝑚 |𝐼2; 𝜙Θ𝑚

)
𝑞( ¤\𝑚 |𝐼1; 𝜙Θ𝑚

)
+ · · · + ln

𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚
)

𝑞( ¤\𝑚 |𝐼𝑁−1; 𝜙Θ𝑚
)

)
+ 𝛼𝑍

(
ln
𝑞( ¤𝑧𝑚 |𝐼1; 𝜙𝑍𝑚)

𝑝( ¤𝑧𝑚)
+ ln

𝑞( ¤𝑧𝑚 |𝐼2; 𝜙𝑍𝑚)
𝑞( ¤𝑧𝑚 |𝐼1; 𝜙𝑍𝑚)

+ · · · + ln
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)
𝑞( ¤𝑧𝑚 |𝐼𝑁−1; 𝜙𝑍𝑚)

) ]
= E ¤𝑚, ¤\𝑚, ¤[𝑚, ¤𝑧𝑚E𝐼𝑁 |𝜋,𝐼0, ¤𝑚, ¤\𝑚, ¤[𝑚

[
𝛼M ln

𝑞( ¤𝑚 |𝐼𝑁 ; 𝜙M)
𝑃( ¤𝑚)

+ 𝛼Θ ln
𝑞( ¤\𝑚 |𝐼𝑁 ; 𝜙Θ𝑚

)
𝑝( ¤\𝑚)

+ 𝛼𝑍 ln
𝑞( ¤𝑧𝑚 |𝐼𝑁 ; 𝜙𝑍𝑚)

𝑝( ¤𝑧𝑚)

]
= ¤𝑈𝑇 (𝜋; 𝜙).

Therefore, only the prior and the final variational posterior terms contribute to the variational
expected utility. Since the prior PDF is either known or omitted, the accuracy of the variational
expected utility only depends on the quality of the final variational posterior approximation.
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APPENDIX C

Appendix of robust optimal experimental design
(rOED)

In this appendix, all the expectations and variances are conditioned on the design 𝑑. However, we
will omit this conditioning for simplicity with the understanding that it is always implied.

C.1 Variance and bias of �̂�𝑁,𝑀1 (𝑑)2

The variance of �̂�𝑁,𝑀1 (𝑑) can be estimated using Taylor expansions for the moments of functions
of random variables:

V
[
�̂�𝑁,𝑀1 (𝑑)2] ≈ {

2E
[
�̂�𝑁,𝑀1 (𝑑)

]}2
V

[
�̂�𝑁,𝑀1 (𝑑)

]
≈ 4

[
𝑈 (𝑑) + 𝐸1(𝑑)

𝑀1

]2 [
𝐴1(𝑑)
𝑁

+ 𝐵1(𝑑)
𝑁𝑀1

]
≈ 𝐴2(𝑑)

𝑁
+ 𝐵2(𝑑)
𝑁𝑀1

.

The bias of �̂�𝑁,𝑀1 (𝑑) is

E
[
�̂�𝑁,𝑀1 (𝑑)2 −𝑈 (𝑑)2] = E [

(�̂�𝑁,𝑀1 (𝑑) −𝑈 (𝑑))2 − 2𝑈 (𝑑)2 + 2�̂�𝑁,𝑀1 (𝑑)𝑈 (𝑑)
]

= V
[
�̂�𝑁,𝑀1 (𝑑)

]
− 2𝑈 (𝑑)2 + 2𝑈 (𝑑)E

[
�̂�𝑁,𝑀1 (𝑑)

]
≈ 𝐴1(𝑑)

𝑁
+ 𝐵1(𝑑)
𝑁𝑀1

+ 2𝑈 (𝑑)E
[
�̂�𝑁,𝑀1 (𝑑) −𝑈 (𝑑)

]
≈ 𝐴1(𝑑)

𝑁
+ 𝐵1(𝑑)
𝑁𝑀1

+ 2𝑈 (𝑑)𝐸1(𝑑)
𝑀1

≈ 𝐷2(𝑑)
𝑁

+ 𝐸2(𝑑)
𝑀1

,

note that the 1
𝑁𝑀1

term has been discarded in the last equality.
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C.2 Variance and bias of ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑)

The variance of ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑) can be decomposed as

V
[

ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑)

]
=

1
𝑁
V


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2
=

1
𝑁
VE


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 �����𝑦 (C.1)

+ 1
𝑁
EV


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 �����𝑦
where the first equality is due to the independence between

[
ln 1

𝑀1

∑𝑀1
𝑗=1 𝑝(𝑦

(𝑖1) |\ (𝑖1, 𝑗) , 𝑑)
]2

and[
ln 1

𝑀1

∑𝑀1
𝑗=1 𝑝(𝑦

(𝑖2) |\ (𝑖2, 𝑗) , 𝑑)
]2

when 𝑖1 ≠ 𝑖2, and the second equality is due to the law of total
variance. It is obvious that

E


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦 = 𝑝(𝑦 |𝑑)

V


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦 =

1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

where \∗ represents the random variable \ (·, 𝑗) , and the superscript is used to distinguish the inner
\∗ from the outer random variable \ for \ (·) . By applying Taylor expansions for the moments of
function of random variables, we can get

E

ln
1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦 ≈ ln 𝑝(𝑦 |𝑑) −

V

[
1
𝑀1

∑𝑀1
𝑗=1 𝑝(𝑦 |\

(·, 𝑗) , 𝑑)
�����𝑦

]
2𝑝(𝑦 |𝑑)2

= ln 𝑝(𝑦 |𝑑) − V [𝑝(𝑦 |\∗, 𝑑) |𝑦]
2𝑝(𝑦 |𝑑)2

1
𝑀1

, (C.2)
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V

ln
1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦 ≈ 1

𝑝(𝑦 |𝑑)2
1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

=
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

𝑝(𝑦 |𝑑)2
1
𝑀1

, (C.3)

and

E


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 �����𝑦
≈

lnE


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦


2

+ 1 − ln 𝑝(𝑦 |𝑑)
𝑝(𝑦 |𝑑)2 V


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦

= [ln 𝑝(𝑦 |𝑑)]2 + 1 − ln 𝑝(𝑦 |𝑑)
𝑝(𝑦 |𝑑)2

1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦] , (C.4)

as well as

V


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 �����𝑦 ≈
[
2 ln 𝑝(𝑦 |𝑑)
𝑝(𝑦 |𝑑)

]2 1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦] . (C.5)

By plugging Eqn. (C.4) and Eqn. (C.5) into Eqn. (C.1), we can get the variance of ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑) as

V
[

ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑)

]
≈ 1
𝑁
V

{
[ln 𝑝(𝑦 |𝑑)]2 + 1 − ln 𝑝(𝑦 |𝑑)

𝑝(𝑦 |𝑑)2
1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

}
+ 1
𝑁𝑀1

E

{[
2 ln 𝑝(𝑦 |𝑑)
𝑝(𝑦 |𝑑)

]2
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

}
=
𝐴3(𝑑)
𝑁

+ 𝐵3(𝑑)
𝑁𝑀1
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The bias of ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑) is

E
[

ˆ̃𝑈𝑁,𝑀1
`2,1 (𝑑) − �̃�`2,1(𝑑)

]
=E


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 − E
{
[ln 𝑝(𝑦 |𝑑)]2}

=EE


ln

1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)


2 �����𝑦 − E
{
[ln 𝑝(𝑦 |𝑑)]2}

≈E
{
[ln 𝑝(𝑦 |𝑑)]2 + 1 − ln 𝑝(𝑦 |𝑑)

𝑝(𝑦 |𝑑)2
1
𝑀1
V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

}
− E

{
[ln 𝑝(𝑦 |𝑑)]2}

=
𝐸3(𝑑)
𝑀1

C.3 Variance and bias of ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑)

The variance of ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑) can be decomposed as

V
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑)

]
=

4
𝑁
V

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)



=
4
𝑁
VE

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦 (C.6)

+ 4
𝑁
EV

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦

where \ stands for the random variable in the outer integral, and \ (·, 𝑗) are the samples in the inner
loop. We can easily get that

E

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦

= ln 𝑝(𝑦 |\, 𝑑)E
ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦

≈ ln 𝑝(𝑦 |\, 𝑑)
[
ln 𝑝(𝑦 |𝑑) − V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

2𝑝(𝑦 |𝑑)2
1
𝑀1

]

167



where the first equality is because \ and 𝑦 are given in this conditional expectation, thus ln 𝑝(𝑦 |\, 𝑑)
can be pulled out of the expectation, and the second equality is simply using Eqn. (C.2). We can
also get

V

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦

= [ln 𝑝(𝑦 |\, 𝑑)]2V

ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦

≈ [ln 𝑝(𝑦 |\, 𝑑)]2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀1

=
[ln 𝑝(𝑦 |\, 𝑑)]2V [𝑝(𝑦 |\∗, 𝑑)]

𝑝(𝑦 |𝑑)2
1
𝑀1

where the second equality is using Eqn. (C.3). By plugging the above two equations into Eqn. (C.6),
we can obtain the variance of ˆ̃𝑈𝑁,𝑀1

`2,2 (𝑑) as

V
[

ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑)

]
≈ 4
𝑁
V

{
ln 𝑝(𝑦 |\, 𝑑)

[
ln 𝑝(𝑦 |𝑑) − V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

2𝑝(𝑦 |𝑑)2
1
𝑀1

]}
+ 4
𝑁𝑀1

E

[
[ln 𝑝(𝑦 |\, 𝑑)]2V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

𝑝(𝑦 |𝑑)2

]
=
𝐴4(𝑑)
𝑁

+ 𝐵4(𝑑)
𝑁𝑀1

The bias of ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑) is

E
[

ˆ̃𝑈𝑁,𝑀1
`2,2 (𝑑) − �̃�`2,2(𝑑)

]
= − 2E

ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

 + 2E [ln 𝑝(𝑦 |\, 𝑑) ln 𝑝(𝑦 |𝑑)]

= − 2EE
ln 𝑝(𝑦 |\, 𝑑) ln


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����\, 𝑦 + 2E [ln 𝑝(𝑦 |\, 𝑑) ln 𝑝(𝑦 |𝑑)]

= − 2E
{
ln 𝑝(𝑦 |\, 𝑑)

[
ln 𝑝(𝑦 |𝑑) − V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

2𝑝(𝑦 |𝑑)2
1
𝑀1

]}
+ 2E [ln 𝑝(𝑦 |\, 𝑑) ln 𝑝(𝑦 |𝑑)]

=
1
𝑀1
E

[
ln 𝑝(𝑦 |\, 𝑑)V [𝑝(𝑦 |\∗, 𝑑) |𝑦]

𝑝(𝑦 |𝑑)2

]
=
𝐸4(𝑑)
𝑀1
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C.4 Variance and bias of ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑)

The variance of ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑) can be decomposed as

V
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑)

]
=

1
𝑁
V


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 (C.7)

=
1
𝑁
VE


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 �����𝑦

(C.8)

+ 1
𝑁
EV


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 �����𝑦

It is easy to get

E

[
𝑀1∑𝑀1

𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
�����𝑦

]
=E

[ 1
𝑀2

∑𝑀2
𝑘=1 𝑝(𝑦 |\

(·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
1
𝑀1

∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����𝑦
]

≈E [𝑝(𝑦 |\
′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑) + E [𝑝(𝑦 |\

′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)3 V


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦

=E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1
𝑀1

where \′ represents the random variable \ (·,𝑘) , and the superscript is used to distinguish the inner
\′ from the outer random variable \ for \ (·) and the other inner random variable \∗ for \ (·, 𝑗) . In the
second equality for expanding the condition expectation, we discard the covariance term because the
numerator and denominator are independent. Notice that E [ 𝑓 (\) |𝑦] and E\ |𝑦 [ 𝑓 (\)] are different.
\ follows the prior distribution in the former expectation with a fixed 𝑦, while in the latter one, \
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follows the posterior distribution conditioned on 𝑦. The last equality is due to

E [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑) =

∫
Θ
𝑝(\′)𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) 𝑑\′

𝑝(𝑦 |𝑑)

=

∫
Θ

𝑝(\′)𝑝(𝑦 |\′, 𝑑)
𝑝(𝑦 |𝑑) ln 𝑝(𝑦 |\′, 𝑑) 𝑑\′

=

∫
Θ

𝑝(\′|𝑦, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) 𝑑\′

= E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

with the understanding that the conditioning on 𝑑 is always implied. We can also get

V

[
𝑀1∑𝑀1

𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
�����𝑦

]
=V

[ 1
𝑀2

∑𝑀2
𝑘=1 𝑝(𝑦 |\

(·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
1
𝑀1

∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

�����𝑦
]

≈
1
𝑀2
V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]

𝑝(𝑦 |𝑑)2 + {E [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]}2

𝑝(𝑦 |𝑑)4 V


1
𝑀1

𝑀1∑︁
𝑗=1

𝑝(𝑦 |\ (·, 𝑗) , 𝑑)
�����𝑦

=
V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]

𝑝(𝑦 |𝑑)2
1
𝑀2

+
{
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

}2

𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1
𝑀1

Hence,

E


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 �����𝑦

≈
{
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +

E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]
𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1

𝑀1

}2

+ V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀2
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and

V


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 �����𝑦

≈4
{
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +

E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]
𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1

𝑀1

}2

× V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀2

By plugging the above two equations into Eqn. (C.8), we can then get the variance of �̃�`2,3(𝑑) as

V
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑)

]
≈ 1
𝑁
V

{ {
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +

E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]
𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1

𝑀1

}2

+ V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀2

}
+ 1
𝑁𝑀2

E

{
4
{
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +

E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]
𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1

𝑀1

}2

× V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀2

}
=
𝐴5(𝑑)
𝑁

+ 𝐵5(𝑑)
𝑁𝑀1

+ 𝐶5(𝑑)
𝑁𝑀2
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and the bias is

E
[

ˆ̃𝑈𝑁,𝑀1,𝑀2
`2,3 (𝑑) − �̃�`2,3(𝑑)

]
=E


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2

− E
{[
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

]2
}

=EE


[

𝑀1∑𝑀1
𝑗=1 𝑝(𝑦 |\ (·, 𝑗) , 𝑑)

1
𝑀2

𝑀2∑︁
𝑘=1

𝑝(𝑦 |\ (·,𝑘) , 𝑑) ln 𝑝(𝑦 |\ (·,𝑘) , 𝑑)
]2 �����𝑦

− E
{[
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

]2
}

≈E
{ {
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)] +

E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]
𝑝(𝑦 |𝑑)2 V [𝑝(𝑦 |\∗, 𝑑) |𝑦] 1

𝑀1

}2

+ V [𝑝(𝑦 |\′, 𝑑) ln 𝑝(𝑦 |\′, 𝑑) |𝑦]
𝑝(𝑦 |𝑑)2

1
𝑀2

}
− E

{[
E\′ |𝑦 [ln 𝑝(𝑦 |\′, 𝑑)]

]2
}

≈𝐸5(𝑑)
𝑀1

+ 𝐹5(𝑑)
𝑀2
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APPENDIX D

Appendix of robust sequential optimal experimental
design (rsOED)

173



D.1 The recursive relationship of the variance action-value
function

We denote 𝐺𝑘+1 =
∑𝑁
𝑡=𝑘+1 𝑔𝑡 (𝑥𝑡 , 𝑑𝑡 , 𝑦𝑡) and note that E...|𝜋,𝑥𝑘 ,𝑑𝑘 ,𝑦𝑘 = E...|𝜋,𝑥𝑘+1 . The recursive

relationship of the variance action-value function can be obtained by the following steps.

�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

= E𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘

{[
𝑔𝑘 (𝑥𝑘 , 𝑑𝑘 , 𝑦𝑘 ) + 𝐺𝑘+1 −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2
}

= E𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘

{[
𝑔𝑘 + 𝐺𝑘+1 −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 ) +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

]2
}

= E𝑦𝑘 ,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘

{ [
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2 +
[
𝐺𝑘+1 −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

]2

+ 2
[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

] [
𝐺𝑘+1 −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

] }
= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘

{[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2
}

+ E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘
{
E𝑦𝑘+1,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘 ,𝑦𝑘

{[
𝐺𝑘+1 −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

]2
}}

+ 2E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘


[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]
E𝑦𝑘+1,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘 ,𝑦𝑘

[
𝐺𝑘+1 −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

]︸                                                  ︷︷                                                  ︸
=0


= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘

{[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2
}

+ E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘
{
�̃�
𝜋𝑤
𝑘+1(𝑥𝑘+1)

}
+ 0

= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘


[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 )

]2︸                                       ︷︷                                       ︸
:=�̂� 𝜋𝑤

𝑘+1 (𝑥𝑘+1)

+�̃�𝜋𝑤
𝑘+1(𝑥𝑘+1)


= E𝑦𝑘 |𝑥𝑘 ,𝑑𝑘

{
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

}
.

Note that in the fourth equality, 𝑔𝑘 + 𝑉𝜋𝑤
𝑘+1(𝑥𝑘+1) − 𝑄𝜋𝑤

𝑘
(𝑥𝑘 , 𝑑𝑘 ) is not depending on 𝑦𝑘+1 up

to 𝑦𝑁−1, so it can be factored out of the expectation over 𝑦𝑘+1 up to 𝑦𝑁−1. The expectation
E𝑦𝑘+1,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘 ,𝑦𝑘

[
𝐺𝑘+1 −𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)

]
is equal to 0 as E𝑦𝑘+1,...,𝑦𝑁−1 |𝜋𝑤 ,𝑥𝑘 ,𝑑𝑘 ,𝑦𝑘 [𝐺𝑘+1] is exactly

the definition of 𝑉𝜋𝑤
𝑘+1(𝑥𝑘+1).
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D.2 Policy Gradient Expression of Total Utility Variance

For the proof of the policy gradient expression of total utility variance, we use the same shorthand
notations as Appendix A.2.

Proof of Theorem 6. We begin by recognizing that the gradient of the variance of the total utility
is equivalent to the gradient of the variance state-value function at the initial stage:

∇𝑤�̃� (𝑤) = ∇𝑤�̃�𝜋𝑤0 (𝑥0). (D.1)

The goal is then to derive the gradient expression for the variance state-value functions.
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The recursive relationship for the gradient of the variance state-value function is

∇𝑤�̃�𝜋𝑤𝑘 (𝑥𝑘 )
= ∇𝑤�̃�𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))

= ∇𝑤
∫
𝑦𝑘

𝑃(𝑦𝑘 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
𝑑𝑦𝑘

= ∇𝑤
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
𝑑𝑥𝑘+1

=

∫
𝑥𝑘+1

∇𝑤`𝑘,𝑤𝑘
(𝑥𝑘 )∇𝑑𝑘𝑃(𝑥𝑘+1 |𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)
[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤

[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤𝑘
(𝑥𝑘 )∇𝑑𝑘

∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘
(𝑥𝑘)

[
�̂�
𝜋𝑤
𝑘+1(𝑥𝑘+1) + �̃�𝜋𝑤𝑘+1(𝑥𝑘+1)

]
𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤

{[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]2

}
𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤�̃�𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤𝑘
(𝑥𝑘 )∇𝑑𝑘�̃�

𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

+
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
∇𝑤𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

−
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
∇𝑤𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤�̃�𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

= ∇𝑤`𝑘,𝑤𝑘
(𝑥𝑘 )∇𝑑𝑘�̃�

𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

+
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
∇𝑤𝑉𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

− ∇𝑤𝑄𝜋𝑤
𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
𝑑𝑥𝑘+1︸                                                                                               ︷︷                                                                                               ︸

=0

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤�̃�𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1

= · · · to be continued in the next page
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∇𝑤�̃�𝜋𝑤𝑘 (𝑥𝑘 )
= ∇𝑤`𝑘,𝑤𝑘

(𝑥𝑘 )∇𝑑𝑘�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

+
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
×[

𝑁−1∑︁
𝑙=𝑘+1

∫
𝑥𝑙

𝑃(𝑥𝑘+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))∇𝑤�̃�𝜋𝑤𝑘+1(𝑥𝑘+1)𝑑𝑥𝑘+1 (D.2)

Applying the recursive formula in Eqn. (D.2) to itself repeatedly and expanding out the overall
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expression, we obtain

∇𝑤�̃�𝜋𝑤𝑘 (𝑥𝑘 )
= ∇𝑤`𝑘,𝑤𝑘

(𝑥𝑘 )∇𝑑𝑘�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

+
∫
𝑥𝑘+1

2𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
×[

𝑁−1∑︁
𝑙=𝑘+1

∫
𝑥𝑙

𝑃(𝑥𝑘+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑘+1

+
∫
𝑥𝑘+1

𝑃(𝑥𝑘+1 |𝑥𝑘 , `𝑘,𝑤𝑘
(𝑥𝑘 ))

{
∇𝑤`𝑘+1,𝑤𝑘+1 (𝑥𝑘+1)∇𝑑𝑘+1�̃�

𝜋𝑤
𝑘+1(𝑥𝑘+1, 𝑑𝑘+1) |𝑑𝑘+1=`𝑘+1,𝑤𝑘+1 (𝑥𝑘+1)

+
∫
𝑥𝑘+2

2𝑃(𝑥𝑘+2 |𝑥𝑘+1, `𝑘+1,𝑤𝑘+1 (𝑥𝑘+1))
[
𝑔𝑘+1 +𝑉𝜋𝑤𝑘+2(𝑥𝑘+2) −𝑄𝜋𝑤

𝑘+1(𝑥𝑘+1, `𝑘+1,𝑤𝑘+1 (𝑥𝑘+1))
]
×[

𝑁−1∑︁
𝑙=𝑘+2

∫
𝑥𝑙

𝑃(𝑥𝑘+2 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑘+2

+
∫
𝑥𝑘+2

𝑃(𝑥𝑘+2 |𝑥𝑘+1, `𝑘+1,𝑤𝑘+1 (𝑥𝑘+1))∇𝑤�̃�𝜋𝑤𝑘+2(𝑥𝑘+2)𝑑𝑥𝑘+2

}
𝑑𝑥𝑘+1

=

𝑘+1∑︁
𝑡=𝑘

∫
𝑥𝑡

𝑃(𝑥𝑘 → 𝑥𝑡 |𝜋𝑤)∇𝑤`𝑡,𝑤 (𝑥𝑡)∇𝑑𝑡 �̃�
𝜋𝑤
𝑡 (𝑥𝑡 , 𝑑𝑡) |𝑑𝑡=`𝑡 ,𝑤 (𝑥𝑡 )𝑑𝑥𝑡

+
𝑘+1∑︁
𝑡=𝑘

∫
𝑥𝑡+1

2𝑃(𝑥𝑘 → 𝑥𝑡+1 |𝜋𝑤)
[
𝑔𝑡 +𝑉𝜋𝑤𝑡+1 (𝑥𝑡+1) −𝑄𝜋𝑤

𝑡 (𝑥𝑡 , `𝑡,𝑤 (𝑥𝑡))
]
×[

𝑁−1∑︁
𝑙=𝑡+1

∫
𝑥𝑙

𝑃(𝑥𝑡+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑡+1

+
∫
𝑥𝑘+2

𝑃(𝑥𝑘 → 𝑥𝑘+2 |𝜋𝑤)∇𝑤�̃�𝜋𝑤𝑘+2(𝑥𝑘+2)𝑑𝑥𝑘+2

...

=

𝑁−2∑︁
𝑡=𝑘

∫
𝑥𝑡

𝑃(𝑥𝑘 → 𝑥𝑡 |𝜋𝑤)∇𝑤`𝑡,𝑤 (𝑥𝑡)∇𝑑𝑡 �̃�
𝜋𝑤
𝑡 (𝑥𝑡 , 𝑑𝑡) |𝑑𝑡=`𝑡 ,𝑤 (𝑥𝑡 )𝑑𝑥𝑡

+
𝑁−2∑︁
𝑡=𝑘

∫
𝑥𝑡+1

2𝑃(𝑥𝑘 → 𝑥𝑡+1 |𝜋𝑤)
[
𝑔𝑡 +𝑉𝜋𝑤𝑡+1 (𝑥𝑡+1) −𝑄𝜋𝑤

𝑡 (𝑥𝑡 , `𝑡,𝑤 (𝑥𝑡))
]
×[

𝑁−1∑︁
𝑙=𝑡+1

∫
𝑥𝑙

𝑃(𝑥𝑡+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑡+1

+
∫
𝑥𝑁−1

𝑃(𝑥𝑘 → 𝑥𝑁−1 |𝜋𝑤)∇𝑤�̃�𝜋𝑤𝑁−1(𝑥𝑁−1)𝑑𝑥𝑁−1
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For the last term, we have that

∇𝑤�̃�𝜋𝑤𝑁−1(𝑥𝑁−1)
= ∇𝑤�̃�𝜋𝑤

𝑁−1(𝑥𝑁−1, `𝑁−1,𝑤 (𝑥𝑁−1))

= ∇𝑤
∫
𝑥𝑁

𝑃(𝑥𝑁 |𝑥𝑁−1, `𝑁−1,𝑤 (𝑥𝑁−1))
[
�̂�
𝜋𝑤
𝑁

(𝑥𝑁 ) + �̃�𝜋𝑤𝑁 (𝑥𝑁 )
]
𝑑𝑥𝑁

=

∫
𝑥𝑁

∇𝑤`𝑁−1,𝑤 (𝑥𝑁−1)∇𝑑𝑁−1𝑃(𝑥𝑁 |𝑥𝑁−1, 𝑑𝑁−1) |𝑑𝑁−1=`𝑁−1,𝑤 (𝑥𝑁−1)
[
�̂�
𝜋𝑤
𝑁

(𝑥𝑁 ) + �̃�𝜋𝑤𝑁 (𝑥𝑁 )
]
𝑑𝑥𝑁

+
∫
𝑥𝑁

𝑃(𝑥𝑁 |𝑥𝑁−1, `𝑁−1,𝑤 (𝑥𝑁−1))∇𝑤
[
�̂�
𝜋𝑤
𝑁

(𝑥𝑁 ) + �̃�𝜋𝑤𝑁 (𝑥𝑁 )
]
𝑑𝑥𝑁

= ∇𝑤`𝑁−1,𝑤 (𝑥𝑁−1)∇𝑑𝑁−1

∫
𝑥𝑁

𝑃(𝑥𝑁 |𝑥𝑁−1, 𝑑𝑁−1) |𝑑𝑁−1=`𝑁−1,𝑤 (𝑥𝑁−1)
[
�̂�
𝜋𝑤
𝑁

(𝑥𝑁 ) + �̃�𝜋𝑤𝑁 (𝑥𝑁 )
]
𝑑𝑥𝑁

+ 0

= ∇𝑤`𝑁−1,𝑤 (𝑥𝑁−1)∇𝑑𝑁−1�̃�
𝜋𝑤
𝑁−1(𝑥𝑁−1, 𝑑𝑁−1) |𝑑𝑁−1=`𝑁−1,𝑤 (𝑥𝑁−1)

The fourth equality is because both �̂�𝜋𝑤
𝑁

(𝑥𝑁 ) and �̃�𝜋𝑤
𝑁

(𝑥𝑁 ) are constants with respect to 𝑤. There-
fore, we have

∇𝑤�̃�𝜋𝑤𝑘 (𝑥𝑘 )

=

𝑁−1∑︁
𝑡=𝑘

∫
𝑥𝑡

𝑃(𝑥𝑘 → 𝑥𝑡 |𝜋𝑤)∇𝑤`𝑡,𝑤 (𝑥𝑡)∇𝑑𝑡 �̃�
𝜋𝑤
𝑡 (𝑥𝑡 , 𝑑𝑡) |𝑑𝑡=`𝑡 ,𝑤 (𝑥𝑡 )𝑑𝑥𝑡

+
𝑁−2∑︁
𝑡=𝑘

∫
𝑥𝑡+1

2𝑃(𝑥𝑘 → 𝑥𝑡+1 |𝜋𝑤)
[
𝑔𝑡 +𝑉𝜋𝑤𝑡+1 (𝑥𝑡+1) −𝑄𝜋𝑤

𝑡 (𝑥𝑡 , `𝑡,𝑤 (𝑥𝑡))
]
×[

𝑁−1∑︁
𝑙=𝑡+1

∫
𝑥𝑙

𝑃(𝑥𝑡+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑡+1 (D.3)
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Finally, by substituting Eqn. (D.3) into Eqn. (D.1), we obtain the policy gradient expression:

∇𝑤�̃� (𝑤) = ∇𝑤�̃�𝜋𝑤0 (𝑥0)

=

𝑁−1∑︁
𝑘=0

∫
𝑥𝑘

𝑃(𝑥0 → 𝑥𝑘 |𝜋𝑤)∇𝑤`𝑘,𝑤𝑘
(𝑥𝑘 )∇𝑑𝑘�̃�

𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 ) |𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)𝑑𝑥𝑘

+
𝑁−2∑︁
𝑘=0

∫
𝑥𝑘+1

2𝑃(𝑥0 → 𝑥𝑘+1 |𝜋𝑤)
[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
×[

𝑁−1∑︁
𝑙=𝑘+1

∫
𝑥𝑙

𝑃(𝑥𝑘+1 → 𝑥𝑙 |𝜋𝑤)∇𝑤`𝑙,𝑤𝑙
(𝑥𝑙)∇𝑑𝑙𝑄

𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)𝑑𝑥𝑙

]
𝑑𝑥𝑘+1

=

𝑁−1∑︁
𝑘=0
E𝑥𝑘 |𝜋𝑤 ,𝑥0

[
∇𝑤`𝑘,𝑤𝑘

(𝑥𝑘 )∇𝑑𝑘�̃�
𝜋𝑤
𝑘
(𝑥𝑘 , 𝑑𝑘 )

���
𝑑𝑘=`𝑘,𝑤𝑘

(𝑥𝑘)

]
+
𝑁−2∑︁
𝑘=0
E𝑥𝑘+1 |𝜋𝑤 ,𝑥0

{
2
[
𝑔𝑘 +𝑉𝜋𝑤𝑘+1(𝑥𝑘+1) −𝑄𝜋𝑤

𝑘
(𝑥𝑘 , `𝑘,𝑤𝑘

(𝑥𝑘 ))
]
×

𝑁−1∑︁
𝑙=𝑘+1

E𝑥𝑙 |𝜋𝑤 ,𝑥𝑘+1

[
∇𝑤`𝑙,𝑤𝑙

(𝑥𝑙)∇𝑑𝑙𝑄
𝜋𝑤
𝑙

(𝑥𝑙 , 𝑑𝑙) |𝑑𝑙=`𝑙,𝑤𝑙 (𝑥𝑙)
]}
.
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