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ABSTRACT

The field of medical artificial intelligence (AI) has seen significant advancements

with the availability of digitalized medical data. Machine learning (ML) and deep

learning (DL) models have been developed to leverage these datasets, aiding in clin-

ical decision-making and the delivery of evidence-based care. Medical imaging has

particularly benefited from ML and DL algorithms, with successful applications in

image classification, segmentation, and detection. Similarly, electronic health records

(EHR) data analysis has facilitated risk prediction, disease phenotyping, and treat-

ment outcome assessment. However, the field still faces practical challenges, such as

the heterogeneity and missingness of data in EHR, and the scarcity of gold-standard

labels in medical imaging.

This thesis aims to address these challenges and contribute to the field of medi-

cal AI by developing innovative techniques and methodologies. It focuses on building

generalizable and explainable AI models with limited labeled data and leveraging priv-

ileged information for clinical decision support. To achieve these objectives, strategies

such as bias mitigation, data augmentation, regularization, multi-source data integra-

tion, and ensembles are proposed or employed. Furthermore, the thesis investigates

the utilization of privileged information, which refers to data or information acces-

sible only during training and not during inference. In the medical field, privileged

information is prevalent due to multiple data sources and the varying availability of

modalities and variations in medical care protocols. By leveraging privileged infor-

xvi



mation, novel algorithms under the Learning Using Privileged Information (LUPI)

paradigm and the Learning Using Partially Available Privileged Information (LU-

PAPI) paradigm are proposed to enhance model performance and address issues of

data missingness in multimodal settings. These algorithms allow models to make pre-

dictions without relying on specific data during inference, while still benefiting from

its inclusion.

The thesis consists of several chapters that tackle specific tasks and challenges.

Chapter 2 presents an automated pipeline for segmenting coronary arteries in X-ray

coronary angiography images. Chapter 3 focuses on the diagnosis of acute respira-

tory distress syndrome (ARDS) using EHR data, while Chapter 4 extends this work

by applying the LUPI paradigm and LUPAPI paradigm. Chapter 5 addresses the

challenge of label uncertainty in ARDS detection using chest X-ray images. Finally,

Chapter 6 concludes the thesis by summarizing the key findings and discussing future

directions.

In conclusion, this thesis contributes to the advancement of medical AI by de-

veloping techniques for robust and explainable decision-support models with limited

labeled data. It also explores the utilization of privileged information to enhance

model performance. The proposed methodologies have the potential to improve pa-

tient care and outcomes, paving the way for further research and development in the

field of medical AI.
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CHAPTER I

Introduction

1.1 Background

The field of medical Artificial Intelligence (AI) has undergone a transformative

shift with the proliferation of digitalized medical data, including Electronic Health

Records (EHR), waveforms, medical notes, and various imaging modalities [3, 4]. This

rich availability of data has paved the way for the development of Machine Learn-

ing (ML) and Deep Learning (DL) models, which have demonstrated the capability to

leverage large-scale medical datasets for various purposes, such as extracting mean-

ingful patterns, identifying risk factors, predicting disease progression, and supporting

personalized treatment strategies [5]. The utilization of these models in healthcare

holds promise for augmenting clinical decision-making and ultimately improving pa-

tient outcomes with evidence-based care [6, 7].

In the realm of medical imaging, ML and DL algorithms have demonstrated re-

markable capabilities in tasks such as image classification, segmentation, and de-

tection [8]. Convolutional Neural Networks (CNN) have particularly demonstrated

success in interpreting radiological images, such as X-rays [9], computed tomogra-

phy scans [10, 11], and magnetic resonance imaging [12]. Additionally, deep learning

models have shown promise in detecting abnormalities, aiding in early diagnosis, and

guiding treatment planning in domains like histopathology [13, 14], gastroenterology

1



[15, 16], ophthalmology [17, 18], and dermatology [19, 20].

ML and DL techniques have not only been extensively applied to medical imaging

but also to the analysis of EHR data [21, 22, 23, 24]. These approaches have shown

great potential in extracting valuable insights from both structured and unstructured

clinical data, enabling risk prediction [25], disease phenotyping [26], adverse event pre-

diction [27], and treatment outcome assessment [28]. By integrating patient-specific

information, such as demographics, medical history, laboratory results, and medica-

tion records, these models contribute to personalized medicine and support clinical

decision-making [29, 30]. Furthermore, various methods have been employed for out-

come prediction, risk prediction, and prognostic analysis using medical signals and

waveform data, such as electroencephalography [31] and electrocardiography [32].

Despite the significant achievements and potential advantages of utilizing medical

data for AI development, the field of medical AI still faces practical challenges [33, 34].

Some of the challenges relate to accountability, fairness, and ethical concerns, while

others arise from the unique characteristics of medical data, which require careful

consideration and specialized approaches to achieve robust and reliable AI solutions.

Take EHR as an example, the data derived from EHR exhibits heterogeneity

[35] due to its inclusion of categorical, numerical, and hierarchical variables. This

inherent heterogeneity presents challenges in the processing and analysis of the data.

Furthermore, the temporal aspect of EHR data adds complexity [36], as variables can

change over time, and some variables may have uneven recording frequency. Missing

data is also prevalent in EHR, with instances of entry-level missing or patient-level

missing. Importantly, the missing data in EHR, as well as in other medical modalities,

do not occur randomly. Instead, there is a concept known as informative presence

[37], which refers to the notion that the presence or absence of patient data can

provide valuable information about their health condition. This highlights that the

missing data, along with its timing, frequency, and rate in a patient’s longitudinal
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data, can carry meaningful insights [38]. Consequently, EHR data becomes a sparse

data source that requires careful handling and consideration in analysis and modeling

[39].

Medical images, on the other hand, also need specific processing techniques as they

differ significantly from natural images [40]. Apart from some obvious discrepancies

[41] in image format such as channels, sizes, and dimensions, the biggest difference lies

in the labeling. Traditional machine learning and deep learning methods for image ap-

plications rely on large amounts of labeled data, often obtained on websites and social

media with crowdsourcing annotations from non-experts [42]. However, this approach

is impractical for medical images due to privacy concerns, institutional policies, and

the need for expert understanding. Concepts and abnormalities in medical images

are complex and specific, requiring clinical expertise for accurate annotation. Even

when medical experts perform manual labeling, limited dataset sizes, labor-intensive

labeling processes, and time constraints can hinder the availability of labeled data.

Furthermore, there could be a notable presence of inter-observer variability among

experts [43], with label uncertainty stemming from inherent case ambiguity, limita-

tions within diagnostic criteria, or imperfections in the labeling process, leading to

label noise that significantly impacts the performance of deep learning models in ma-

chine learning and computer vision applications [44]. Consequently, the scarcity of

gold standard labels becomes a significant obstacle for supervised learning projects

in medical imaging analysis.

1.2 Objective

In light of these remarkable advancements and the remaining challenges, this thesis

aims to contribute to the advancement of medical AI by focusing on the development

of innovative techniques and methodologies. The following subsections outline the

specific objectives, which focus on enhancing the robustness, generalizability, and
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interpretability of AI models in the context of limited labeled data and privileged

information.

1.2.1 Building Generalizable and Explainable Medical AI Models with

Limited Labeled Data

Improving the robustness, generalizability, and explainability of decision-making

models is paramount in the healthcare field. A trustworthy decision-support system

is essential for providing reliable guidance to healthcare professionals and improving

the accountability of the models in use.

To achieve these objectives within the constraints of limited labeled data, this

thesis adopts several key strategies. Firstly, addressing bias originating from imbal-

anced training sets is crucial for enhancing model generalizability. Therefore, various

sampling techniques are employed to mitigate this bias, ensuring the representation

of samples from different classes is more balanced. Data augmentation techniques are

also utilized to increase the representation of underrepresented classes when necessary.

To ensure fair evaluation, the testing set remains untouched during this process. Sec-

ondly, to prevent overfitting and improve generalizability, regularization techniques

are incorporated during model construction. By introducing regularization terms

in machine learning algorithms or applying techniques such as dropout in network

training, the models are encouraged to generalize well on unseen data, leading to

improved robustness and performance. Thirdly, the thesis explores the use of multi-

source data whenever possible. Training and validating models on datasets collected

from diverse sources contribute to improved generalizability and performance. When

single-source data is unavoidable, knowledge transfer techniques are applied, lever-

aging knowledge from related tasks or domains to enhance model performance. In

addition, rigorous evaluation processes are adopted, employing cross-validation in

hyper-parameter selection and testing over different seeds to assess model perfor-
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mance and generalizability. This comprehensive evaluation approach ensures reliable

and valid results, providing a better understanding of model capabilities and limita-

tions. Furthermore, robust modeling approaches such as tree ensembles are employed

to enhance generalization and improve performance in the presence of limited data.

Finally, in terms of explainability, feature selection methods are utilized to identify

the most relevant variables for accurate diagnosis. This reduces the dimensionality of

the data, improves model efficiency, and enhances interpretability. Moreover, there

is a strong emphasis on developing explainable models that provide insights into the

decision-making process, which allows clinicians to understand and trust the model’s

predictions, facilitating their acceptance and integration into clinical practice.

1.2.2 Leveraging Privileged Information in Clinical Decision Support Mod-

els

Privileged information refers to a specific set of data or information that is accessi-

ble during the model training stage but not during inference [45]. In the medical field,

privileged information is prevalent for various reasons. One of the primary reasons is

the existence of multiple sources of medical data, some of which are readily available

while others are more challenging to acquire. To illustrate, consider a patient present-

ing symptoms of shortness of breath. While lab test results and vital waveform data

are typically obtained shortly after hospitalization, an accurate diagnosis of poten-

tial lung disease often necessitates the analysis of Chest X-ray (CXR) images, which

may not be immediately accessible. In a retrospective study aimed at developing a

decision support model, the CXR data can be regarded as privileged information,

while the lab results and waveform data are regarded as base information. Addition-

ally, the availability of different modalities or medical care protocols can vary over

time or among different healthcare institutions. Therefore, certain modalities may be

unavailable when deploying the model, making them privileged information. Further-
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more, comprehensive descriptions from alternative data modalities, images or videos

generated through advanced protocols, as well as information about the annotators,

can be deemed privileged information if they are not accessible during the inference

stage but offer valuable insights into the clinical problem at hand.

By incorporating privileged information during the training process, models can be

developed to make predictions without relying on this specific data during inference,

while still benefiting from its inclusion. This paradigm is known as Learning Using

Privileged Information (LUPI) [46]. Here, the concept of learning is analogous to how

students benefit from the guidance of a teacher in a classroom setting, as machines and

algorithms can enhance their performance by leveraging this additional information

that is only available during the training stage.

In this thesis, novel algorithms will be proposed under the LUPI paradigm to ad-

dress various challenges. Firstly, these algorithms aim to transfer knowledge from the

privileged domain to the base domain, thereby enhancing the predictive capabilities

of the models on the base domain. Secondly, the issue of label noise will be tackled

by leveraging labels provided by multiple annotators as privileged information. Ad-

ditionally, an extension of LUPI called Learning Using Partially Available Privileged

Information (LUPAPI) [47] will be considered in algorithm development, allowing

the models to handle data missing in the privileged domain and benefiting the fu-

sion of data from multiple modalities. These advancements will contribute to the

development of more robust and accurate models for handling real-world challenges

in medical AI.

1.3 Dissertation Outline

In pursuit of the aforementioned objectives, this thesis presents a comprehensive

framework that encompasses various novel approaches and techniques. The following

sections provide an outline of the dissertation, highlighting the major contributions
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of each chapter.

In Chapter II, an automated pipeline was proposed for segmenting coronary arter-

ies in X-ray Coronary Angiography (XCA) images. As the crucial step in computer-

aided Coronary Artery Disease (CAD) diagnosis and treatment planning, correct de-

lineation of the coronary artery is challenging in XCA due to the low signal-to-noise

ratio and confounding background structures. Additionally, the limited availability

of labeled images and the imbalance between foreground and background data points

further complicate the segmentation task. To address these challenges, a novel en-

semble framework was developed, leveraging deep learning and filter-based features

to construct ensemble models and treating the segmentation as a pixel-wise classi-

fication task. Moreover, hybrid under-sampling techniques were integrated into the

pipeline to create a balanced and representative training dataset based on domain

knowledge, avoiding possible model bias. The proposed method outperformed com-

mon deep convolutional neural networks in most evaluation metrics while yielding

more consistent results. Such a method can be used to facilitate the assessment of

stenosis and has the potential to improve the quality of care in patients with CAD.

Starting from Chapter III, this thesis places a significant emphasis on the diag-

nosis of Acute Respiratory Distress Syndrome (ARDS), a life-threatening respiratory

failure that is frequently underestimated in critically ill patients. As a rapidly pro-

gressing disease, late diagnosis of ARDS adversely affects patient outcomes. Despite

this, timely interventions are hard to achieve as the diagnosis relies upon a frontline

provider to obtain Chest X-ray. The work in this chapter aimed at ARDS detection

with EHR, a data modality that is routinely available compared to chest radiology,

to expedite the diagnosis of ARDS. In this chapter, we consider the unique character-

istics of EHR data, such as temporality and missing data, during the preprocessing

stage. Then, various dimensionality reduction techniques and classifiers are employed

and evaluated for model development. Additionally, to identify ARDS prior to inva-
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sive mechanical ventilation (MV) or when MV information is not available, models

excluding related variables were also developed. The results demonstrated that ma-

chine learning models utilizing EHR data can accurately detect ARDS before the use

of mechanical ventilation, showing promise in enhancing the early detection of ARDS

and improving patient outcomes. Furthermore, relevant features in EHR data that

might be associated with ARDS development are identified.

In Chapter IV, the work in Chapter III has been extended by the advanced learn-

ing paradigm, LUPI. Specifically, since CXR and MV-related information are not

always available at the point of decision-making, they are assigned to the privileged

domain, while the routinely available EHR is put at the base domain. Then, a

novel model called privileged logistic regression (PLR) is developed under the LUPI

paradigm for ARDS detection. The objective function of PLR is carefully designed

to incorporate data from the privileged domain and facilitate knowledge transfer be-

tween the privileged and base domains. Regularization techniques are employed in

both the privileged and base domains to enhance the generalizability of the model.

Asymptotic analysis is conducted, establishing sufficient conditions under which the

inclusion of privileged information improves the convergence rate of the proposed

model. In addition, the model can be naturally extended to the case of LUPAPI,

where missing privileged data is handled. Results for ARDS detection show that

PLR models achieve better classification performances than logistic regression mod-

els trained solely on the base domain EHR data, even when privileged information is

partially available. Additionally, PLR models performed better than support vector

machines and shallow neural networks adapted to the LUPI paradigm. As the pro-

posed models are effective, easy to interpret, and highly explainable, they are ideal for

other clinical applications where privileged information is at least partially available.

In Chapter V, the focus remains on ARDS detection, with a shift to the analysis of

CXR images. Although CXR is considered the gold standard for ARDS diagnosis, its
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interpretation can be difficult due to non-specific radiological features, uncertainty in

disease staging, and inter-rater variability among clinical experts. To overcome these

challenges, a novel approach was introduced to utilize the label uncertainty derived

from multiple annotators as privileged information, aiming to improve the detection of

ARDS in CXR images. By incorporating the Transfer and Marginalized network and

employing effective knowledge transfer mechanisms, the detection model performed

superior to various baselines and obtained impressive detection performance after

removing equivocal testing cases. These findings highlight the effectiveness of the

proposed methods in addressing label uncertainty and label noise in CXRs for ARDS

detection, with potential for use in other medical imaging domains that encounter

similar challenges.

Chapter VI concludes the research presented in this dissertation by summarizing

the key findings and contributions. Alternative approaches and future directions for

performing the tasks are discussed, taking into account the evolving landscape of

the field. Furthermore, the chapter highlights the potential opportunities that lie

ahead in the field of medical AI, emphasizing the importance of ongoing research and

development.
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CHAPTER II

Vessel Segmentation for X-ray Coronary

Angiography using Ensemble Methods with Deep

Learning and Filter-based Features

2.1 Introduction

As the most common type of heart disease, CAD is the leading cause of death

globally, resulting in a yearly loss of 17.9 million lives with 330 million being affected

[48, 49]. CAD is primarily caused by the narrowing of the lumen in coronary arteries

due to plaque build-up [50]. This narrowing, or stenosis, restricts the blood flow to

cardiac muscle, depriving the heart of oxygen and nutrient supplements, ultimately

leading to myocardial ischemia and infarction [51].

X-ray coronary angiography (XCA) is the gold standard for CAD diagnosis [52].

By releasing dye into the coronary vessels and inspecting its flow through the vessel

structure via 2D projections, XCA helps clinicians locate potential stenoses, visually

measure their severity, and determine the appropriate interventional therapies [53].

Visual stenosis assessment, however, is often unreliable: it tends to overesti-

mate severe blockages while underestimating mild ones [54, 55] and has high intra-

and inter-observer variability [56, 57]. To evaluate the lumen diameter more ob-

jectively, Quantitative Coronary Angiography (QCA) was introduced [58] to offer a
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semi-automatic analysis of XCA. QCA analysis involves frame selection, vessel seg-

mentation, stenosis positioning, and quantitative measurement [59, 60]. The vessel

segmentation step of QCA is a prerequisite for calculating the percentage of arterial

stenosis. Moreover, the correct delineation of coronary arteries plays an important

role in center-line extraction, which is used for 3D reconstruction of blood vessels [61],

vessel tracking [62], and cardiac dynamics assessment [63].

Due to the nature of XCA images, segmenting vessels accurately is challenging.

First, XCA images usually are of low resolution, have low signal-to-noise ratios, and

exhibit low contrast between the vessel structure and background region [64, 65, 66].

Second, the presence of irrelevant structures such as the catheter, the diaphragm, and

the spine is confounding and leads to non-uniform illumination within the images [67].

Third, the various angles from which the 3D vessel structure is projected to form 2D

XCA images create twisted and overlapping vessels, making the segmentation even

more challenging [68].

To overcome these difficulties and aid in the quantitative diagnosis of CAD, efforts

have been made to develop both supervised and unsupervised methods for automatic

coronary vessel segmentation.

Unsupervised methods can be primarily categorized as tracking-based, model-

based, or filter-based [69]. Tracking-based methods [70] choose seed points on the

edges and the center-lines of vessels, then take a small step in the direction of the

vessel to look for the vessel edges or the center-lines nearby. When new edges are

found, an estimate of vessel direction is made to take the next step in this search

direction. Model-based methods [71, 72, 73, 74, 75, 76], use deformable models or

region growing to evolve the segmentation towards the vessel-background boundaries

based on the forces and constraints defined by energy functions. They may also

apply growing conditions defined by similarity functions together with a threshold

parameter. Both tracking-based and model-based methods require initial seeds for
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segmentation and are therefore sensitive to initialization. Although they tend to

maintain good segmentation continuity for the vessel tree structure, they may fail

to handle confounding elements in the background that are adjacent to the vessels.

Filter-based methods [64, 77] apply a variety of filters for non-uniform background

intensity balancing, irrelevant structures suppression, noise reduction, and vessel en-

hancement. The filtered images can be later processed with thresholding techniques

for segmentation mask generation. Due to their ease of implementation and their abil-

ity to mitigate illumination problems, filter-based methods have also been employed

extensively as preprocessing steps in both supervised and unsupervised methods for

automated coronary vessel segmentation [76, 78, 79, 80, 81, 82, 83]. However, they are

usually insufficient for use on their own, as they are sensitive to background structures

and may not perform well on vessel junctions and bifurcations [84].

Coronary artery segmentation using supervised methods can be considered as a

pixel-wise classification problem, with most current methods utilizing Neural Net-

works. Cervantes-Sanchez et al. [78] trained a multilayer perceptron with XCA

images enhanced by Gaussian-matched filters and Gabor filters. Nasr-Esfahani et

al. [79] presented a multi-stage model where CNNs extract local, contextual, and

edge-based information that were then combined via a final fully connected layer.

Recently, DL approaches have gained popularity in segmenting both major arteries

and full artery trees from XCA images. Samuel and Veeramalai [85] proposed a Ves-

sel Specific Skip Chain Network by adding two vessel-specific layers to the VGG-16

network [86]. Jo et al. [80] developed a two-stage CNN specifically for left anterior

descending artery segmentation, where the first stage located candidate areas of inter-

est and the second stage generated the segmentation mask. Iyer et al. [87] designed

an angiographic processing network that learned how to preprocess the XCA images

with the most suitable filters for local contrast enhancement. The preprocessed im-

ages were then fed into DeeplabV3+ [88] for segmentation. Shi et al. [89] developed
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a generative adversarial network for major branch segmentation with a U-Net gener-

ator and a pyramid-structure discriminator, reporting improved connectivity for the

segmented mask. Yang et al. [90] replaced the backbone of U-Net with an ImageNet

pre-trained ResNet [91], InceptionResNetv2 [92], or DenseNet [93] for main branch

segmentation. Fan et al. [94] modified U-Net so that the proposed structure can

receive both the target and registered background images before dye release as inputs

for generating segmentation masks. The network structure proposed by [95] receives

multi-channel inputs by adding a 3D convolution layer to the U-Net encoder, exploit-

ing the temporal information using three consecutive frames from angiographic image

sequences to produce a segmentation mask for the middle frame. Zhu et al. [96] ap-

plied the Pyramid Scene Parsing Network, a network proposed by [97], for coronary

vessel segmentation. They took advantage of the network structure to incorporate

features from multiple scales by pyramid pooling and used transfer learning to avoid

overfitting on a small training set. Supervised methods for coronary artery segmen-

tation may focus on the major coronary arteries for which clinicians would be more

concerned, instead of the entire arterial tree. Network-based supervised methods have

a number of drawbacks, including overfitting when the training set is small, weaker

interpretability as compared to unsupervised filter-based methods, and an inability to

ensure connectivity within their prediction masks. However, supervised methods re-

quire less manual input and are more robust in discriminating background structures

such as the catheter and spine than unsupervised methods.

In this chapter, a novel ensemble framework for coronary artery segmentation is

proposed that employs GBDT [98] and Deep Forest classifiers [99]. The GBDT is

a popular ML technique that combines weak decision tree learners for loss function

minimization. When constructing a GBDT model, a series of trees is built wherein

each new weak decision tree attempts to correct errors from the previous stage. The

Deep Forest classifier, on the other hand, is a deep ensemble model that uses non-
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differentiable modules to form DL structures. Unlike deep neural networks, it does

not apply back-propagation for training, but it still uses multiple layers (with cascade

structures) for processing and applies in-model feature transformation. However,

GBDT boosts the performance of weak learners gradually in a sequential and additive

way, while in Deep Forest, random forests composed of decision trees are considered

as a subroutine stacked by layers, with layer outputs feeding into another layer to

create depth. Though both GBDT and Deep Forest have not been applied to XCA

image segmentation, they have been recently employed in medical image analysis

in different image modalities [100, 101, 102, 103, 104, 105]. The ensemble methods

produced promising results in retinal vessel segmentation [106, 107, 108, 109, 110, 111]

and have not been, as far as we know, applied on coronary artery segmentation yet.

In this study, 16 DL features obtained from the last layer of the Dense-Net-backbone

U-Net decoder were combined with 21 multi-scale statistics on responses to a diverse

range of filters to construct a 37-dimensional feature vector for each pixel in the input

XCA image for training coronary artery segmentation models with GBDT and Deep

Forest.

The proposed work takes advantage of both decades of classical computer vision

research along with contemporary ML and DL techniques by employing a diverse set

of reliable, well-established, hand-crafted features together with features from a deep

structure for ensemble model training. Additional novelties come from the extraction

of multiple statistics from the scale-space profile of a filter response and the adoption

of a deep ensemble model on coronary artery segmentation.

The remainder of the chapter is organized as follows. Section 2.2 introduces the

datasets used in this study and describes the methods employed for feature extrac-

tion, the under-sampling of imbalanced training classes, and model training, testing,

and evaluation. Section 2.3 reports the effect of under-sampling on the training set,

the performance of models constructed using different classifiers, and the analysis
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of feature importance, while Section 2.4 provides interpretations of the results and

describes limitations and future directions of the current work.

2.2 Methods

In the following subsections, the datasets used for the study, the feature extraction

techniques (using filter-based and DL methods) and the under-sampling methods em-

ployed are first introduced, after which the training of ensemble classifiers is explained.

A schematic diagram of the proposed method for coronary artery segmentation is de-

picted in Figure 2.1.

Figure 2.1: Schematic diagram of the training pipeline. Lower panel: features were ex-
tracted from raw images with deep-learning and filter-based methods. Upper panel: under-
sampling methods were performed to balance the number of positive (vessel) and negative
(background) training classes.
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Table 2.1: Dataset Summary

Dataset Code Total LCA RCA With Acquisition Angles

1-17 98 68 30 0
1-19 8 4 4 8
1-AVI 10 0 10 0

2 14 8 6 14

Total Count 130 80 50 22

2.2.1 Dataset

The study was conducted with de-identified angiograms from two sources: “Dataset

1”, collected from the University of Michigan Hospital, Ann Arbor, MI, and “Dataset

2”, collected from a hospital in the United Kingdom. Both datasets are comprised of

patients suspected of having coronary artery disease who underwent invasive coronary

angiography. Dataset 1 contains three subsets: 1-17, 1-19, and 1-AVI. Angiograms

within subsets 1-17 and 1-19 were collected in 2017 and 2019, respectively, and stored

in Digital Imaging and Communications in Medicine (DICOM) format, while an-

giograms in 1-AVI were stored in Audio Video Interleave (AVI) format.

Patients were excluded if any of the following occurred: incomplete injection of

contrast dye, percutaneous coronary intervention, an implanted pacemaker or car-

dioverter defibrillator, or the presence of artificial objects other than the dye injection

catheter. Ultimately, 130 angiogram sequences from 130 patients were included in this

study. 80 of them visualize the Left Coronary Arteries (LCA) while the remaining

50 depict the right coronary artery (RCA). The number of frames in each sequence

ranges from 43 to 150, with an average of 86 frames per sequence.

As the entire vascular tree is not always visible in all frames, frames were selected

from XCA videos according to three criteria: (1) the selected frame contains the full

injection of contrast agent; (2) there is minimal cardiac motion between adjacent

frames; and (3) the full coronary artery is visualized in the frame. The frames are

gray-scale images with a resolution of 512× 512 pixels. Segmentation masks used for
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training and testing were first generated manually using Adobe Photoshop CS and

later validated by experienced cardiologists. Catheter diameter size (measured by

pixel number and referred to as “Cath” in later sections) was recorded along with the

annotation. Only those vessels whose diameters were greater than or equal to 0.75×

Cath were annotated. The mean diameter of Cath was 8.0 (± 1.2) pixels. A summary

of the dataset information is listed in Table 2.1. For angiograms whose acquisition

angles are available, the information is depicted in Figure 2.2.

Figure 2.2: Image acquisition angles for Dataset 1-19 and Dataset 2. “Caudal” and “Cra-
nial” refer to the caudal and cranial angulation of the X-ray.
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2.2.2 Feature Extraction with Filters

2.2.2.1 Scale-space theory and the Z-profile of filter responses

Structures that a filter can extract from an XCA image depend on the scale of

observation. A single scale is not always sufficient for capturing vessel structures of

varying sizes. The scale-space theory [112] provides a framework for automatic scale

selection in image filtering by applying multiple scales for image representation and

summarizing filter responses across scales [113]. Based on this theory, the Z-profile of

pixel-wise filter responses is constructed with four summary statistics: the maximum,

mean, variance, and interquartile range of multi-scale responses. For example, Figure

2.3 illustrates the filter response of Frangi filters [114] over ten different scales and

the Z-profile thus obtained.

Scale ranges (λ ∈ Λ) were selected to be relative to the physical constraints of

coronary arteries, ranging from 0.66×Cath to 6.33×Cath on a logarithmic scale.

Figure 2.3: Multi-scale filtering with Frangi filter (upper panel) and the corresponding
Z-profile of the max, mean, variance, and interquartile range of filtering responses (lower
panel, from left to right).
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2.2.2.2 Preprocessing

XCAs are often of poor quality due to image noise. To enhance the visibility of

vessels within the frame, standard computer vision and image processing techniques

were used to construct the preprocessing pipeline. First, metadata from the DICOM

files was used to exclude the border regions (pixels outside of the imaging window)

from analysis and to obtain catheter size information. Then, the filter scales were set

as described in Section 2.2.2.1. In cases where the aforementioned metadata was un-

available, the mean Cath value (Section 2.2.1) was used. After that, a non-local mean

filter [115] was applied for noise reduction. Following this step, contrast adjustment

(Appendix A) using Top-bottom-hat filtering [116] was employed to reconstruct the

image.

Let I : Ω → R be the H ×W image with pixel coordinates given by (x, y) ∈ Ω =

{1, 2, . . . , H}×{1, 2, . . . ,W} and SEλ denote the structuring element (SE) with scale

λ, then the Top-hat filtered image Itop is defined as the maximum of the differences

between an input image I and its SE opening over λ ∈ Λ, while the Bottom-hat

output Ibottom is defined as the maximum of the differences between SE closing with

I over λ ∈ Λ, that is,

Itop = max
λ∈Λ

(I − (I ◦ SEλ)) and

Ibottom = max
λ∈Λ

((I • SEλ)− I) ,

with (◦) and (•) denoting morphological opening and closing respectively (see Ap-

pendix A for the definitions of these operations.) The Top-bottom-hat enhanced

image is then generated as

Ienhanced = I +m · Itop − n · Ibottom, (2.1)
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where m and n are the strengths of Top-hat and Bottom-hat transformations.

Vesselness-enhancing diffusion filtering [117] (see Appendix A for details) was also

performed on the denoised images to enhance vascular structures as utilized in Section

2.2.2.3.

2.2.2.3 Filter-based Feature Extraction

A number of common vessel enhancement and segmentation filters were used

to extract features that can be categorized into differentiable, spatial, and Gabor

features.

In terms of differentiable features, the Z-profile of the Frangi filter [114], the

Z-profile of the matched filter [118], the Gaussian-filter-smoothed Z-profile of the

gradient magnitude, and the vessel confidence measure [119] were extracted, resulting

in a total of 13 features. For spatial features, the granular decomposition of the top-

bottom-hat image using the method given in [120] was obtained, producing a Z-profile

with 4 features. The Gabor features were extracted from the Z-profile of the Gabor

filter [64] responses on the complement of contrast enhancement output image.

2.2.3 Feature Extraction with DL

The DL networks described in this section were implemented in Python 3.7 using

PyTorch 1.10 and the segmentation model package [121]. Each network was trained

on a single NVIDIA Tesla V100 Graphics Processing Unit (GPU).

2.2.3.1 Data Partitioning for Model Construction

The dataset containing 130 XCA images was split into training, validation, and

test sets in a 3:1:1 ratio. The partitions were stratified to ensure different subsets had

approximately the same percentage of samples of RCA and LCA angiograms from

different sources.
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2.2.3.2 Network Structure

The network structures adopted in this study are common DL models developed

for medical image segmentation, such as U-Net, DeepLabV3+, Inception ResNet-

v2-backbone U-Net, ResNet101-backbone U-Net, and DenseNet121-backbone U-Net.

The latter three were first applied for main branch segmentation in XCA images in [90]

and achieved the best performance in terms of F1 score thus far. These structures

were employed in this work for major branch segmentation with modified training

logic to serve as a comparison to the ensemble models, and to obtain DL features for

ensemble model training. For the DeepLabV3+ model, we used a DeepLabV3 encoder

as mentioned in [88] and adapted the ImageNet pre-trained ResNet101[91] for dense

features extraction in the encoder [122]. Details on model parameters can be found

in Appendix C. For the modified U-Net models, the encoder and bottleneck sections

of the U-Net were replaced with ImageNet pre-trained ResNet [91], InceptionResNet-

v2 [92], or DenseNet [93], respectively, except for their average pooling layers and

the fully connecting layers at the end. Skip connections were retained between the

encoder and the decoder at different spatial resolutions.

2.2.3.3 Data Processing and Training Setting

Gray-scale XCA images were first preprocessed with 2-D min/max normalization.

To increase the diversity of the training samples, data augmentation was employed at

each training iteration before feeding data into the networks. Specifically, XCA images

were randomly augmented by affine transformations (-20◦ to 20◦ rotation, 0-10% of

image size translation shift on horizontal and vertical axes, or 0-10% zoom) with a

probability of 0.7. The same augmentations were also applied to the corresponding

ground-truth masks. The network was trained using a default-setting Adam optimizer

with an initial learning rate of 10−3 and a mini-batch size of 8 images for up to 100

epochs. An early-stop mechanism was triggered if validation loss did not improve for
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15 epochs.

2.2.3.4 Loss Function

To take into consideration class imbalance and class importance, the deep-learning

model was trained using Generalized Dice loss (GD) [123]

GD = 1−
2
∑t

c=1wc

∑n
p=1 GcpMcp∑t

c=1wc

∑n
p=1(Gcp +Mcp)

,

where wc = (
∑n

p=1(Gcp/t))
2+ϵ)−1 is the weight for class c, t is the total class number,

p is the pixel location, and n the total number of pixels in an image. Gcp and Mcp are

the ground truth image pixel and predicted mask pixel values from class c respectively.

2.2.3.5 Testing and Model Evaluation

For each network structure, the model that achieved the lowest validation loss was

applied to the test set. The final layer of the network output was passed through an

element-wise sigmoid activation function to generate the probability of each pixel be-

longing to either the vessel region or the background region. The same post-processing

described in Section 2.2.6.3 was applied to generate the final binary segmentation

masks. The quality of the generated masks was evaluated by precision, sensitivity,

specificity, F1 score, Intersection over Union (IoU), and Area Under the Receiver
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Operating Characteristic Curve (AUROC). The first five are defined as

Precision =
TP

TP + FP

Sensitivity (Recall) =
TP

TP + FN

Specificity =
TN

TN + FP

F1 Score =
2× Sensitivity × Precision

Sensitivity + Precision

IoU =
TP

TP + FP + FN
,

where TP, TN, FP, and FN are the pixel counts of true positives, true negatives, false

positives, and false negatives, respectively.

2.2.3.6 Deep Feature Extraction

The network structure that achieved the best test performance with respect to F1

score and AUROC was adopted for deep feature extraction. After normalization, the

XCA images of dimension 1× 512× 512 were fed into the network and the activation

maps of the final decoder layer were extracted as the deep features with a dimension

of 16× 512× 512.

2.2.4 Feature Standardization and Training Samples

Table 2.2: Feature Domains and Types

Feature Domain Feature Type Feature Number

Differentiable features

Z-profile of Frangi filters 4
Z-profile of matched filters 4
Gaussian-filter-smoothed

Z-profile of the gradient magnitude
4

Vessel confidence measure 1
Spatial features Z-profile of granular decomposition 4
Gabor features Z-profile of Gabor features 4

Deep-learning features
Activation maps of the
final decoder layer

16
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After feature extraction as described in Sections 2.2.2 and 2.2.3, all features (Table

2.2) were concatenated (Figure 2.4). Each feature map outputted from a filter or a

DL layer is standardized individually by subtracting its mean pixel value and dividing

the result by the standard deviation. For each pixel pi within an XCA image, a 37-

dimensional feature vector Xi was extracted that yielded a training sample (Xi, yi)

where the label yi is 1 if the pixel is part of a vessel in the annotated XCA image and

0 otherwise. The 130 XCA images resulted a in total of 512× 512× 130 = 34078720

samples before border removal and any under-sampling.

Figure 2.4: An example of the 37-dimensional feature maps extracted by filter-based meth-
ods (left panel; 3× 7 = 21 features) and DL method (right panel; 4× 4 = 16 features).

2.2.5 Under-sampling of Non-vessel Pixels

If vessel and background pixels are denoted as positive and negative classes re-

spectively, the samples are highly imbalanced as the minority (positive) class only

comprises an average of 5.58(±1.99)% in the XCA images. Moreover, the features

extracted between neighboring pixels are highly correlated. Given these two facts,

hybrid under-sampling of pixels at the image level was performed to (1) avoid over-

fitting due to redundant information across pixels; (2) ensure that the classifiers do

not ignore the minority class; and (3) reduce training time.
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2.2.5.1 Uniform and Unsupervised Under-sampling

The majority class consists of the background, non-vessel areas in the XCA images.

Pixels from the majority class were first uniformly under-sampled via a mask (Figure

2.5) such that the 8-neighborhood of each sampled pixel was not sampled. Then, an

intensity-based unsupervised under-sampling method was employed to further reduce

the major class based on the contrast enhancement output (Figure 2.6). To affect this

under-sampling, the histogram of the pixel intensity of the contrast-enhanced image

was created with 256 bins, after which the discrete pdf (probability density function)

was obtained and assigned to a one-dimensional median filter. The smoothed pdf

was compared with the original one to identify the over-saturation peak generated by

contrast enhancement. When these over-saturated pixels were excluded, the median

value of pixel intensities was calculated as the binarization threshold for bright pixel

removal (Figure 2.6, right panel). This step removes pixels that clearly belong to the

background based solely on their intensity.

Figure 2.5: A uniform under-sampling mask of the majority class. Pixels from the minority
class colored light blue are not involved. The mask image on the right is a magnified version
of the selected red box on the left. Pixels colored white were retained after the mask was
applied to the major class of the target image.
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Figure 2.6: Unsupervised under-sampling. Left: the output image from contrast enhance-
ment; Right: Pixels retained after under-sampling based on intensity.

2.2.5.2 Supervised Under-sampling

Supervised under-sampling was achieved using Tomek Links and Cluster Centroid

for both the positive and the negative classes. Tomek Links [124] are defined as

pairs of pixels from opposite classes that are the nearest neighbors of each other.

As removing overlapping pixels between classes yields more well-defined boundaries

for the classifiers [125], the Tomek Links of both classes were removed so that the

minimally distanced nearest-neighbor pairs of vessel pixels belong to the same class.

Figure 2.7 illustrates a Tomek Link under-sampling. Following the Tomek Links,

the Cluster Centroid [126] under-sampling method was employed. This method first

applies clustering algorithms such as k-nearest neighbors to generate cluster centroids

and then uses these centroids to replace the original sample points. This method

can reduce the number of pixels within each class to a fixed number, e.g., 4000,

which is much smaller than the sample number in the original image. The Python

implementation [127] of Tomek Links and Cluster Centroid methods were employed.
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Figure 2.7: Tomek Links under-sampling. The image on the right is a magnified version of
the red box on the left. Magenta: pixels removed by Tomek Link; Green: positive class,
vessel pixels; White: negative class, background pixels.

2.2.6 Ensemble Learning for Coronary Vessel Segmentation

Two ensemble methods, Gradient Boost Decision Tree (GBDT) [98] and Deep

Forest [99] were trained on the extracted 37-dimensional feature vectors with samples

obtained by under-sampling. To explore how Tomek Links and Cluster Centroid

affected the segmentation performance, models with and without these two under-

sampling methods were constructed for comparison.

2.2.6.1 Data Partitioning for Model Construction

The dataset was split into training and test sets with a 4:1 ratio. The test set

images are exactly the same as the DL test set mentioned in Section 2.2.3.1 and were

not utilized until the test stage. All the partitions (including the cross-validation

partitions in Section 2.2.6.2) were stratified to ensure different sets have approximately

the same percentage of LCA and Right Coronary Arteries (RCA) images, and pixels

from the same image were not split across sets. Moreover, standardization was applied

to the training set with parameters being saved to transform the test set, and this
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was also true for cross-validation.

2.2.6.2 Training and Testing Strategy

For the Deep Forest model, default hyper-parameters settings were used since

hyper-parameters had minimal effect on the model performance [99], while for the

GBDT model, hyper-parameters were tuned using 4-fold cross-validation, where fold

compositions were changed under cyclic permutation with a 3:1 ratio. These hyper-

parameters and their respective ranges included the learning rate ({0.01, 0.05, 0.1}),

the number of boosting stages ({100, 500, 1000, 2000}), and the maximum depth of the

individual regression estimators ({3, 5, 10, 20}). For other hyper-parameters, default

values in the Sklearn package were applied. For example, the loss function to be

optimized was the deviance and the split quality of trees were measured by the mean

squared error with an improvement score by Friedman (Friedman MSE) [98]. Finally,

the hyper-parameter combination that achieved the highest mean AUROC score in

cross-validation was used to train the final GBDT model on the training set and

applied to the test set for evaluation.

2.2.6.3 Post-processing and Model Evaluation

Features extracted from test images were passed into the trained ensemble mod-

els to generate masks. The masks were then binarized using Otsu’s method [128]

and post-processed by (1) removing border regions, (2) adding back unsupervised

background masks, and (3) removing artifacts whose areas values were less than 50.

The same evaluation metrics listed in Section 2.2.3.5 were calculated to evaluate the

quality of the predicted masks across different models. The metrics were calculated

image-wise and produced by calculating the mean and standard deviation over all

tested images.
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2.2.6.4 Feature Importance

The permutation importance [129] of the GBDT models was computed on the

holdout test set for feature evaluation. The importance of a feature was calculated as

the decrease of Friedman MSE (mentioned in Section 2.2.6.2) evaluated on the test

set when permuting the feature column 10 times.

2.3 Results

2.3.1 Under-sampling

The counts of positive and negative pixels retained for model training after differ-

ent under-sampling steps are listed in Table 2.3. Before under-sampling, the positive

class comprised only 5.56% of the total samples after the border regions were removed

(see Section 2.2.2.2). The uniform under-sampling selected 24.13% of the background

pixels in the original labeled image, followed by the unsupervised under-sampling

that further kept 45.98% of the negative pixel samples. These two steps resulted in

a 34.78% share of vessel pixels in the overall samples and 4,000,602 samples of vessel

and background pixels for model training. Tomek Links only altered this percentage

level slightly, while Cluster Centroid completely balanced the positive and negative

classes, reducing the training samples to 832,000 in total.

Table 2.3: Pixel Totals Resulting from Different Under-sampling Methods

Pixel Count
After the Method

% of Positive Class
% of Negative Class
(The Majority Class)

Total Count
(Training Samples)

Original Image
(Exclude border)

5.559% 94.441% 25002241

Uniform
Under-Sampling

19.611% 80.489% 7087635

Unsupervised
Under-sampling

34.663% 65.338% 4010003

Tomek Links 34.677% 65.323% 4000602

Cluster Centroid 50.000% 50.000% 832000
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2.3.2 Performance Comparison of Deep-learning Models and Ensemble

Models on the Test Set

Table 2.4: A Comparison of Model Performance

Precision Sensitivity Specificity F1 Score AUROC IoU

U-Net 0.867±0.073 0.810±0.122 0.993±0.005 0.831±0.082 0.902±0.060 0.719±0.115

DeepLabV3+ 0.862±0.082 0.828±0.096 0.992±0.006 0.838±0.081 0.909±0.047 0.726±0.088

Inception-
ResNet-v2 U-Net

0.904±0.072 0.805±0.133 0.995±0.004 0.842±0.089 0.900±0.066 0.737±0.120

DenseNet121 U-Net 0.891±0.053 0.824±0.145 0.994±0.004 0.845±0.091 0.909±0.071 0.741±0.117

Resnet101 U-Net 0.865±0.072 0.819±0.122 0.992±0.005 0.832±0.068 0.906±0.060 0.718±0.095

Precision Sensitivity Specificity F1 Score AUROC IoU

Unsupervised
with Deep Forest

0.832±0.073 0.911±0.096 0.990±0.005 0.863±0.048 0.95±0.046 0.762±0.071

Tomek Links
with Deep Forest

0.884±0.061 0.867±0.124 0.993±0.004 0.867±0.066 0.930±0.061 0.770±0.094

Cluster Centroid
with Deep Forest

0.868±0.067 0.873±0.107 0.993±0.004 0.864±0.062 0.933±0.053 0.765±0.087

Precision Sensitivity Specificity F1 Score AUROC IoU

Unsupervised
with GBDT

0.864±0.066 0.894±0.104 0.992±0.004 0.872±0.051 0.943±0.051 0.776±0.075

Tomek Links
with GBDT

0.885±0.06 0.872±0.123 0.994±0.004 0.870±0.066 0.933±0.060 0.775±0.094

Cluster Centroid
with GBDT

0.857±0.073 0.902±0.084 0.992±0.004 0.874±0.048 0.947±0.041 0.779±0.072

Precision Sensitivity Specificity F1 Score AUROC IoU

DenseNet121 U-Net [90] 0.858±0.071 0.873±0.109 0.991±0.006 0.858±0.057 0.926±0.068 0.755±0.082

Table 2.4 lists the performances of five DL models, six ensemble models and

the state-of-the-art DL model on the test set in terms of their precision, sensitivity,

specificity, F1 score, AUROC, and IoU. For the ensemble models, “Unsupervised”

indicates that the uniform and unsupervised under-samplings were applied on the

training samples while “Tomek Links” means that all the Tomek Links were also

removed from the sample pixels. Moreover, “Cluster Centroid” indicates that the

Cluster Centroid under-sampling method was further applied for reducing sample

numbers.

For the DL models, Inception-ResNet-v2 U-Net achieved the highest precision and

specificity, DeepLabV3+ obtained the best sensitivity and AUROC, while DenseNet121
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U-Net had the best F1 score, AUROC, and IoU scores. For ensemble learning models

that use Deep Forest as the classifier, the samples after Tomek Links under-sampling

method yielded the highest score in precision, specificity, F1 score, and IoU, while the

samples after unsupervised under-sampling gave the best test performance in terms

of sensitivity and AUROC, achieving the highest AUROC of 0.95 among all models

tested. For ensemble learning models that use GBDT as the classifier, the samples

after Tomek Links under-sampling had the best precision and specificity. Moreover,

the further application of the Cluster Centroid under-sampling method generated the

highest sensitivity, F1 score, AUROC, and IoU scores. It also yielded the best F1

score and IoU of all models tested.

The state-of-the-art method[90] achieved higher sensitivity, F1 score, AUROC,

and IoU than the five DL models. However, it can not beat the proposed ensemble

models, which generally performed better than the DL methods in all metrics except

for specificity. Moreover, GBDT classifiers performed better than the Deep Forest

with higher mean value and lower standard deviation in terms of F1 score and IoU

regardless of the under-sampling method employed.

2.3.3 The Permutation Feature Importance of GBDT models

Figure 2.8 illustrates the permutation importance of the 37 features used in GBDT

model training when different under-sampling methods were applied. Statistics (max-

imum, mean, variance, and interquartile range) of the Z-profile are denoted as Z-max,

Z-mean, Z-var, and Z-interq in the plot. For the GBDT trained with the unsuper-

vised under-sampling method, Z-mean and Z-var of the gradient magnitude, Z-var

of the granular decomposition, and Z-max of the Gabor filter are important filter-

based features, as well as the deep features 1, 9, and 16. For the GBDT trained with

Tomek Links under-sampling method, the Z-max and Z-mean of the Frangi filter, the

Z-interq of gradient magnitude, and deep feature 4 have high permutation impor-
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tance. In terms of the GBDT and Cluster Centroid combination, deep features 4, 9,

and 15 show more permutation importance over other features. Filter-based features

contribute less than DL features when evaluated on the test set. Overall, the GBDT

model trained with different under-sampling methods assigned different contributions

to features during test evaluation, with some features such as the Z-var and Z-interq

of Gabor features, Z-var of Matched filters, Z-var and Z-interq of Frangi filters, deep

features 5, 10, 12 and 14, having a minor influence when evaluated by permutation

importance.

Figure 2.8: Permutation feature importance of GBDT models that were trained with dif-
ferent under-sampling methods. The smaller the value, the lower the importance.

2.4 Discussion

In this chapter, a novel ensemble framework for the automatic segmentation of

coronary arteries in XCA was developed. The best-performing model utilized a

GDBT classifier trained on samples generated by the Cluster Centroid under-sampling

method, achieving a mean precision of 0.857, sensitivity of 0.902, specificity of 0.992,
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F1 score of 0.874, AUROC of 0.947, and IoU of 0.779. The ensemble methods out-

performed DeepLabV3+, various U-net-based models and the state-of-the-art method

[90] on coronary vessel segmentation in almost all metrics and had a lower standard

deviation in performance over test images.

From a clinical perspective, as more than 80% of Percutaneous Coronary Inter-

ventions (PCIs) are performed at the time of angiography [130], an accurate vessel

segmentation method that improves the quality of QCA can greatly facilitate the as-

sessment of stenosis; improve the quality of patient care; and avoid unnecessary PCIs,

yield billions of dollars in savings at the national level [131]. In addition, correct de-

lineation of the coronary vascular structures would be valuable in many types of CAD

such as coronary endothelial dysfunction, where XCA serves as a testing technique

[132].

From a technical perspective, this is the first time to our knowledge that ensemble

methods, especially deep ensemble methods, have been applied to coronary artery

segmentation. Ensemble methods are known for reducing the variance of predictions

by gathering weak learners. In this study, we specifically used them for better predic-

tive performance and robustness with limited data. In terms of the ensemble methods

applied, GBDT is one of the leading boosting algorithms that employ decision tree

weak learners. Compared with other decision tree boosting algorithms (e.g. [133]), it

has more flexibility to handle various losses defined in different forms. Deep Forest,

on the other hand, is an emerging ensemble method that creates stacked layers in

ensemble training. Although the Deep Forest classifier did not achieve performance

that was significantly better than GBDT, it still outperformed the DL models and was

more consistent when evaluated over all test images. This suggests that the ensemble

learning method and the training framework in which various features were extracted

from both classic and DL filters are more suitable for a relatively small dataset where

training samples are limited. The significant increase in sensitivity indicates that
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the ensemble models have better recognition of the vessel area. This could be at-

tributed to the employment of domain knowledge and a reduction in overfitting via

the pixel-wise training scheme.

The proposed method intentionally incorporates redundancies in the feature vec-

tors to enhance the model’s ability to handle a broader range of possible scenarios

effectively. The review of permutation importance suggests that certain features have

limited contributions to the final prediction. Since permutation importance can be bi-

ased towards features that are correlated with one another [134], further investigation

and refinement of the feature set will be essential to improve the model’s performance

and ensure the identification of the most representative features for accurate predic-

tions.

Different from the state-of-the-art research on vessel segmentation [90], in which

the dataset was run for 400 epochs with decreased learning rate on training loss sat-

uration, we used an updated training logic to train the deep neural network model

for feature extraction. Specifically, we reduced the training epoch’s upper bounds

and introduced an early-stop mechanism. Although the deep models trained as such

have inferior performances compared to those obtained from [90], we believe it is not

necessary to have prolonged training for the following two reasons. First, with the

training logic currently applied, the state-of-the-art method by itself did not outper-

form our ensemble model in all metrics. Second, the trained deep neural networks are

only used for feature extraction. Given that our dataset is relatively small, prolonged

training on the deep feature extraction model may hinder the generalizability of the

ensemble model built on its top. To summarize, the ensemble methods we proposed

have strengths in predictive power compared to the deep-learning state-of-the-art on

our datasets. Comparatively, our weaknesses lie in the complexity of preprocessing,

feature extraction, and under-sampling pipeline prior to model training.

Recently, vision transformer networks [135] have been introduced to tackle seg-
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mentation tasks[136] for their capability to capture long-range dependencies in images

with the self-attention mechanism. However, most of the transformer-based networks

are unable to be trained properly with a small-scale dataset. Current transformer-

based structures designed for medical image segmentation either need thousands

of annotated images [137] for training or require a large amount of computational

resources[138]. Considering that we have limited training samples and a model that

requires a lot of computational resources is less operational at the point of care in

the cardiac catheterization lab, the transform-based network may not be a practical

or optimal choice.

The proposed method has several limitations. First, the current Python implemen-

tation of Cluster Centroid under-sampling requires much more computational time

than the Tomek Links and the unsupervised under-sampling methods (see Appendix

B for details). Although a huge reduction in training samples should expedite the

training process and yield better-performing prediction models given the relatively

small size of the datasets utilized in this study 2.4, the prolonged under-sampling

process increases training time and may hinder the method’s efficiency and scalabil-

ity in practice. Moreover, the choice of output pixel number for each class in the

Cluster Centroid under-sampling method was determined through a number of trial

experiments instead of a more comprehensive cross-validated grid search. Since this

number affects the time required in under-sampling and the final performance, it is

possible that better choices exist to reduce training time while maintaining a good

performance.
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CHAPTER III

Machine Learning Based Detection of Acute

Respiratory Distress Syndrome using Electronic

Health Records

3.1 Introduction

ARDS is a lung disease that develops in critically ill patients due to major trauma,

pneumonia, aspiration, and sepsis, among other causes [139]. It is characterized

by the accumulation of fluid in pulmonary alveoli, which results in decreased lung

compliance and low blood oxygen [140]. Globally, ARDS affects more than 3 million

people a year [141] of all ages, with a hospital mortality rate of around 40% [142, 143].

Recent studies indicate that ARDS is also a major complication related to COVID-19

[144, 145, 146] that is strongly associated with COVID-19 mortality [147, 148, 149].

As ARDS is a rapidly progressing disease, early intervention can improve pa-

tient outcomes [150]. Under-recognition of ARDS in clinical practice [151, 152], how-

ever, prevents evidence-based therapies, including lung protective Mechanical Ventila-

tion (MV) and prone positioning [153], from being instituted. Therefore, establishing

a machine-learning-based clinical support system to provide real-time ARDS surveil-

lance for patients at risk is an urgent need. Such a system could help ensure clinicians

provide patients with more consistent evidence-based care.
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There have been previous EHR-based systems developed for detection [154, 155,

156] as well as patient risk stratification [157, 158] of ARDS. Reamaroon et al. [159]

developed a machine-learning algorithm for ARDS detection by incorporating label

uncertainty. Taoum et al. [160] used parameters extracted from four non-invasive

physiological signals for real-time ARDS surveillance with belief functions theory,

while the work in [161] only used raw ventilator waveform data to make predictions.

Other Systems typically scan the dictated radiology reports of chest radiology studies

for words consistent with the syndrome of ARDS [162, 163, 164, 165]. However, these

systems rely on a frontline provider to obtain a chest radiograph at the time ARDS

is developing, and rely on radiologists to rapidly describe the film using words these

systems have been programmed to identify as consistent with “ARDS”. A system

that is designed to analyze other routinely available clinical data, including vital signs

and clinical laboratory values, would be of significant benefit as they would be less

reliant on chest radiology studies to accurately identify ARDS. In addition, given the

variability in the early use of invasive MV for ARDS [166] and increasing use of other

respiratory support modalities including high-flow nasal cannula [167], we also aimed

to develop a model that was not reliant on variables closely related to invasive MV

to detect ARDS.

ML approaches have been widely adopted in analyzing EHR data for disease

prediction [168, 169], risk analysis [170] and classification [171]. For ARDS detection,

classical algorithms like support vector machine (SVM) [159, 160], decision-tree-based

classifiers [156, 172] and logistic regression (LR) [157, 162] have been used extensively.

The electronic health record contains a plethora of potential variables to con-

sider for inclusion in a machine-learning model for ARDS diagnosis, including broad

categories such as demographics, vital signs, respiratory support information, and

laboratory results. Many of these features may be irrelevant to ARDS or redundant

in terms of the information they provide. Using all available information may result
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in the model overfitting the observed data while wasting computational power on

redundant features during training. Thus, selecting an optimal number of features

from EHR data that contribute to ARDS detection can help to construct a more

consistent and generalizable model.

Feature dimension reduction techniques can be broadly categorized as either fea-

ture extraction or feature selection [173]. Feature extraction methods synthesize new

features from extant ones, with Principle Component Analysis (PCA) [174] being a

very common method. Feature selection methods, on the other hand, are further

grouped into wrapper, embedded, and filter methods [175]. Least Absolute Shrinkage

and Selection Operator (LASSO) [176], for instance, is an embedded method that

performs feature selection in the linear model construction process and optimizes for

it. Wrapper methods measure the utility of different feature subsets by the train-

ing/validation accuracy of a predictive model [177]. In contrast, filter methods are

independent of the model or classifier and are defined by selection criteria. These

selection criteria often employ information-theoretic concepts such as entropy [178],

conditional entropy [179], and mutual information [180], a symmetric measure reflect-

ing the information shared between X and Y , defined as

I(X;Y ) = H(X)−H(X|Y ) =
∑
x∈X

∑
y∈Y

p(xy)log
p(xy)

p(x)p(y)
= I(Y,X). (3.1)

The entropy-based filter methods used in this study are Minimum Redundancy

Maximum Relevance (MRMR) [181] and Double Input Symmetrical Relevance (DISR)

[182].

MRMR [181], as its name implies, seeks to maximize relevancy and minimize

redundancy. Starting with an empty set, it uses mutual information to quantify the
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usability of a potential feature Xi (i ∈ 1, 2, . . . ,m) in a feature set of size m as

fMRMR(Xi) = I(Y,Xi)−
1

|S|
∑
Xs∈S

I(Xs, Xi) (3.2)

in which Y is the class label, S is the set of all features selected with size |S|, and

selected feature Xs ∈ S. Xi is a feature that is currently not selected, i.e., Xi /∈ S.

At each forward selection step in MRMR, the feature that has the highest score

is added to S:

argmax
Xi /∈S

fMRMR(Xi). (3.3)

DISR [182] is a criterion defined based on symmetrical relevance [183] where a

normalization term is applied to the mutual information. If the subset composed of

Xi and Xj is denoted as Xi,j = {Xi, Xj}, then the DISR criterion is

fDISR(Xi) =
∑
Xj∈S

I(Xi,j;Y )

H(Xi,j, Y )
(3.4)

where I(Xi,j;Y ) = I(Xj;Y |Xi) − I(Xi) by applying the chain rule of mutual infor-

mation. Just as with MRMR, DISR utilizes forward selection, with the set S being

updated by Xi:

argmax
Xi /∈S

fDISR(Xi.) (3.5)

In this chapter, we present a comprehensive approach aiming to enhance real-time

ARDS surveillance using EHR data. Our proposed methodology encompasses two key

aspects: (1) employing various feature extraction and selection methods from EHR

data, and (2) integrating them with different machine-learning models to facilitate

ARDS diagnosis in real-time. The primary contributions of this work are as follows:

1. We introduced machine learning models based on EHR data for ARDS diagno-

sis, achieving promising discriminative results.
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2. A set of models was generated, which do not rely on variables from mechanical

ventilators, exploring the possibility of identifying ARDS before the onset of

mechanical ventilation or in situations where this information is unavailable.

3. During the feature selection process, relevant factors and variables associated

with ARDS were identified for further investigation into the factors influencing

its development and progression.

The subsequent sections in this chapter are organized as follows. Section 3.3 re-

ports the performance of multiple models and feature selection methods when trained

and tested on different variable sets, with the best-performing model achieving an

AUROC of 0.854(± 0.026). Section 3.2 describes the data preparation methodology

and how the models were trained, selected, tested, and evaluated, while Section 3.4

provides interpretations of the features selected by different models and describes po-

tential future applications. In particular, the results from this study show that the use

of EHR-based ML models for ARDS detection may help to reduce the under-detection

of ARDS and improve patient outcomes by enabling earlier intervention.

3.2 Methods

All computational methods were implemented in MATLAB. The implementation

of MRMR used in this study was taken from [184], while the DISR code used was

from the FEAST library [177].

3.2.1 Data Preparation

The dataset used in this study is composed of 426 encounters with patients who

were hospitalized and developed acute respiratory failure. The Institutional Review

Board approved this study with a waiver of informed consent. A group of 13 physi-

cians reviewed hospitalizations to determine whether ARDS developed and if so the
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time of ARDS onset, with 2 to 4 reviewers for each encounter. Non-ARDS and ARDS

encounters were labeled by reviewers as 0 or 1 respectively. To determine the final

ARDS status of each encounter, equal-weighted voting was applied to all reviewers

(additional reviews were performed as needed to resolve ties). For those 105 encoun-

ters that were diagnosed as ARDS, the time of onset was chosen as the earliest time

point when the ARDS diagnosis was made across all independent reviews.

Data samples of non-ARDS encounters and those collected from ARDS encounters

before the onset of ARDS were labeled as non-ARDS. For samples after the onset

of ARDS, only those within 48 hours of onset were labeled as ARDS, as treatment

provided after diagnosis may result in later data becoming unrepresentative of the

patient’s disease status [185].

Vital signs, respiratory support information, and laboratory results were extracted

from EHR, yielding 66 potential variables. All values were time-stamped, with ob-

servation intervals ranging from 15 min up to 24 hours. Previous data were carried

forward until the next available value was observed. The missing values of each

potential feature were imputed with its mean value after removing features whose

number of missing values exceeded 1/6 of the total. 55 variables were preserved after

this step. In order to develop an ARDS classification model that was less reliant

on variables related to invasive MV, two datasets were created. The first included

MV variables (55 variables) while the second excluded 10 variables related to inva-

sive MV (41 variables). Variables related to MV include invasive MV status, the

presence of supplemental oxygen, the preset respiratory rate for MV, the respiratory

rate observed, the tidal volume set on the mechanical ventilator, the tidal volume ob-

served, the Positive End-Expiratory Pressure (PEEP) used during MV, the plateau

pressure, and the mean airway pressure delivered during invasive MV. Glasgow Coma

Scale (GCS) related variables were also removed as they might be related to the pro-

vision of sedation once patients were placed on invasive MV. A comprehensive list of
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variables extracted from the EHR, along with their abbreviations, meanings, missing

condition, and summary statistics, can be found in Appendix D and D.”

3.2.2 Data Partition and Sampling

Figure 3.1: A diagram of data partition and sampling.

For both non-ARDS and ARDS encounters, an encounter-wise split was performed

as shown in Figure 3.1. 2/3 of the encounters were randomly selected and assigned

to training, while the remaining 1/3 were held out for testing. This ensured that

the data samples from one encounter would not be partitioned across training and

testing sets. In order to get the final training set, the sampling strategy proposed by

[159] was applied to reduce the correlation between samples and generate a balanced

training set with regard to the non-ARDS and ARDS samples. The thresholds η for

sampling non-ARDS and ARDS examples were set to 0.572 and 0.994 respectively.

The testing set, on the other hand, was not re-sampled nor used during training.
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3.2.3 Training Strategy

The training set was divided into four folds. Fold compositions were changed in

sequence under cyclic permutation with a 3:1 ratio of in-folds training and validation.

When using PCA as a feature extraction method, normalization (see equation (3.6))

and PCA were first applied to the in-folds-training set with parameters being saved to

transform the validation set. Normalization was also applied to models that used SVM

as classification models. For entropy-based feature selection methods, all variables in

the training set were discretized into 10 bins and then inputted into either MRMR or

DISR to obtain a ranking of feature importance based on Equation (3.2) and (3.4).

The classification models evaluated were Support Vector Machine (SVM), Random

Forest (RF), and Logistic Regression (LR). In order to determine the optimal Number

of Principle Components (nPC) for PCA, the optimal Number of Features (nFea) for

MRMR and DISR and other model hyperparameters, four-fold cross-validation was

performed on the training set over different hyperparameter combinations as described

in Table 3.1.

x′ =
2(x−min(x))

max(x)−min(x)
− 1 (3.6)

When Least Absolute Shrinkage and Selection Operator (LASSO) was used as a

feature selection method, LASSO regularization for logistic regression (LR) [186] with

4-fold cross-validation was first employed on the training set. After that, the model

coefficients corresponding to the λ that had the minimum expected deviance plus one

standard deviation were chosen. The deviance here was the value of the mean square

error of the model-averaged over the validation folds. Variables with nonzero model

coefficients were “selected” as the optimal feature set derived from the regularized

model. When combined with SVM or RF, these variables were used in training to

run hyperparameter optimization along with details listed in Table 3.1.
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3.2.4 Evaluation Metrics

The outputs from SVM and RF models were thresholded at zero to determine the

resultant classification. The performances of different models were evaluated using

the following metrics: AUROC, sensitivity (recall), specificity, accuracy, and F1 score.

The outputs from LR, on the other hand, were within the range of 0 and 1. These

were directly passed into the AUROC calculating function. Sensitivity, specificity,

accuracy, and F1 scores were computed at the point on the ROC curve where the

sensitivity and specificity were approximately equal.

3.2.5 Hyperparameter Selection

Figure 3.2: A tree representation of hyper-parameter combinations.

As depicted in Figure 3.2, hyperparameter combinations can be represented as

a tree, where branches represent the choice of values for various hyperparameters.

“Primary Parameters”, “nPC/nFea” and “Cost” in Figure 3.2 corresponded to those

in Table 3.1“ and the “Secondary Parameter 1” and “Secondary Parameter 2” were

consistent with “Secondary Parameters” in Table 3.1. The referenced order of “pri-

44



mary” and “secondary” comes from their position in the hyperparameter selection

tree (Figure 3.2).

The optimal hyperparameter combination was chosen using the following three-

step process. First, the mean and standard deviation of all metrics over four-fold

cross-validation were calculated. Then, the first three hyperparameters (“Primary

Parameters”, “nPC/nFea” and “Cost”) were fixed and the “Secondary Parameters”

yielding the highest mean accuracy were chosen. Finally, the accuracy values over

“nPC(/nFea)” and “Cost” for different Primary Parameters were examined as il-

lustrated in Figure 3.3. Each point on the surface plot represented the best mean

accuracy value obtained during cross-validation for specific hyperparameter combina-

tions. By calculating the mean standard deviation of accuracy over all the points in a

plot, the optimal “Primary Parameter” was chosen as the one that had a lower stan-

dard deviation, i.e., greater stability. The optimal number of principal components or

the number of features were chosen to be the ones that achieved the highest accuracy

value of the selected optimal “Primary Parameters”, while the cost was chosen at

the intersection of specificity and sensitivity when the optimal “Primary Parameters”

and optimal “nPC(/nFea)” were fixed.

When LASSO was utilized for feature selection, the number of features was set

prior to hyperparameter tuning. The rest of the hyperparameters were then chosen

in the same manner as mentioned above.

3.2.6 Testing Strategy

For the SVM and RF models with PCA as a feature extraction method, the entire

training set was retrained to obtain the final model after the optimal hyperparameters

were selected. The test set was first transformed by normalization and then PCA

using the transformation obtained from the training set prior to the final model being

applied. For models using LASSO, MRMR, or DISR for feature selection, only the
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Figure 3.3: Mean accuracy plot over nPC and cost for PCA + SVM algorithm. Left
panel: Linear kernel SVM; Right panel: RBF kernel SVM.

variables that had been selected in training would be retained in the testing set. For

LASSO with LR, model coefficients from training were also used in testing to produce

a predicted value ranging from 0 to 1.

Considering that the partition of the training and test set was random, the test-

ing performance in one split could be unrepresentative for a model. Thus the whole

partition-training-testing process was repeated four times to better evaluate the per-

formance of these models.

3.2.7 ARDS with or without MV

To test the ability of the models to detect ARDS with or without variables related

to invasive MV, two sets of models were trained using the two datasets that include

or exclude these variables as described in Section 3.2.1.

3.3 Results

3.3.1 Classification Performance and Model Comparison

Table 3.2(a) shows the results of ARDS classification when MV-related variables

were included. The mean and standard deviation of each performance metric were

calculated over four random splits as described in Section 3.2.6. As shown in the table,
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Table 3.1: Hyperparameter Configurations for Different Models

Models Primary Parameters nPCc/ nFead Cost Secondary Parameters

PCA + SVM
Kernel= {1:1:15}e {0.8:0.1:2.4,3}

Box Constraints =
{.1,1,10,100,1000};

{Linear, RBFa} Kernel Scale =
{.5,1,50,100,500,1000};

PCA + RF
Split Criterion = {1:1:15} {0.5:0.1:2.4,3}

Number of Trees =
{5,25,50,100:25:175};

{GDIb, Cross-entropy} Minimal Leaf Size =
{1,3,5,10,25,50};

LASSO + SVM
Kernel =

- {0.8:0.1:2.4,3}
Box Constraints =
{.1,1,10,100,1000};

{Linear, RBF} Kernel Scale =
{.5,1,50,100,500,1000};

LASSO + RF
Split Criterion =

- {0.5:0.1:2.4,3}
Number of Trees =
{5,25,50,100:25:175};

{GDI, Cross-entropy} Minimal Leaf Size =
{1,3,5,10,25,50};

MRMR/DISR
+ SVM

Kernel = {6:3:24} {0.8:0.1:2.4,3}
Box Constraints =
{.1,1,10,100,1000};

{Linear, RBF} Kernel Scale =
{.5,1,50,100,500,1000};

MRMR/DISR
+ RF

Split Criterion = {6:3:24} {0.5:0.1:2.4,3}
Number of Trees =
{5,25,50,100:25:175};

{GDI, Cross-entropy} Minimal Leaf Size =
{1,3,5,10,25,50};

MRMR/DISR
+ LR

- {6:3:24} - -

a RBF: radial basis functions;
b GDI: Gini diversity index;
c nPC: the number of Principle Components when applying PCA;
d nFea: the number of features used.
e The notation x : y : z indicates a range of values from x to z with y being the step size.

LASSO with LR performs the best in four out of five metrics (AUROC of 0.854, F1

score of 0.296, specificity of 0.764, and accuracy of 0.764), while MRMR with SVM

obtains the highest mean sensitivity of 0.827. The model that has the lowest standard

deviation (0.008) for AUROC is MRMR with RF. MRMR with SVM gives the lowest

standard deviation (0.006) in the F1 score while MRMR with LR was the lowest with

respect to sensitivity (0.011). LASSO with SVM exhibited steadier specificity and

accuracy compared to other models. Its standard deviation for accuracy is only 0.003.

For the worst-performing algorithms, PCA and RF had the lowest AUROC at 0.816
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Table 3.2: Test Results across Four Random Splits

(a). Test Results When Including MV-related Variables

Models AUROC F1 Score Sensitivity Specificity Accuracy

PCA+SVM 0.825±0.021 0.27±0.015 0.74±0.063 0.742±0.024 0.742±0.019
LASSO+SVM 0.837±0.024 0.259±0.013 0.803±0.063 0.697±0.004 0.704±0.003
MRMR+SVM 0.831±0.01 0.257±0.006 0.828±0.044 0.681±0.027 0.691±0.024
DISR+SVM 0.831±0.014 0.273±0.027 0.776±0.055 0.728±0.044 0.731±0.039
PCA+RF 0.816±0.034 0.267±0.036 0.728±0.069 0.742±0.022 0.741±0.021

LASSO+RF 0.829±0.023 0.255±0.018 0.825±0.032 0.679±0.029 0.688±0.028
MRMR+RF 0.83±0.008 0.251±0.015 0.817±0.041 0.675±0.032 0.684±0.028
DISR+RF 0.824±0.018 0.248±0.017 0.774±0.112 0.689±0.076 0.694±0.064
LASSO+LR 0.854±0.026 0.296±0.025 0.764±0.026 0.764±0.026 0.764±0.026
MRMR+LR 0.839±0.014 0.292±0.013 0.762±0.011 0.761±0.01 0.762±0.01
DISR+LR 0.837±0.019 0.284±0.01 0.754±0.016 0.754±0.016 0.754±0.016

(b). Test Results When Excluding MV-related Variables

Models AUROC F1 Score Sensitivity Specificity Accuracy

PCA+SVM 0.817±0.03 0.259±0.025 0.723±0.05 0.732±0.035 0.731±0.031
LASSO+SVM 0.8±0.031 0.24±0.015 0.787±0.069 0.671±0.032 0.678±0.028
MRMR+SVM 0.794±0.023 0.245±0.007 0.762±0.052 0.692±0.028 0.697±0.025
DISR+SVM 0.791±0.031 0.248±0.02 0.732±0.053 0.712±0.043 0.713±0.039
PCA+RF 0.808±0.027 0.262±0.032 0.708±0.046 0.742±0.043 0.739±0.038

LASSO+RF 0.772±0.04 0.214±0.019 0.797±0.056 0.609±0.04 0.621±0.039
MRMR+RF 0.787±0.024 0.233±0.016 0.755±0.071 0.672±0.053 0.677±0.046
DISR+RF 0.792±0.023 0.238±0.016 0.718±0.064 0.703±0.032 0.703±0.028
LASSO+LR 0.821±0.025 0.269±0.02 0.74±0.023 0.74±0.023 0.74±0.023
MRMR+LR 0.8±0.021 0.255±0.008 0.726±0.017 0.726±0.017 0.726±0.017
DISR+LR 0.798±0.028 0.255±0.015 0.726±0.022 0.725±0.023 0.725±0.023

Bold indicates those with the highest mean value.
Underline signify those with the lowest standard deviation;

with the highest standard deviation of 0.034. DISR and RF had the lowest F1 score

at 0.248. In general, the combination of LASSO/MRMR with SVM or LR yielded

better performance and stability when compared to the models that used RF as a

classifier.

3.3.2 Impact of MV-related Variables on Model Performance

Table 3.2(b) lists the mean and standard deviation of test metrics for different

models over four random splits when MV-related variables were removed in training

and testing. Based on these results, LASSO with LR works had the best performance
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with respect to AUROC (0.821), F1 score (0.269) and accuracy (0.74). The highest

sensitivity of 0.797 is achieved by LASSO with RF, while the best specificity of 0.742

is obtained by PCA with RF. MRMR with SVM has the lowest model variability

with regard to the F1 score, while the lowest standard deviations for the rest of the

metrics (AUROC, sensitivity, specificity and accuracy) are obtained by the combina-

tion of MRMR and LR. PCA with RF has the worst AUROC (0.772) and F1 score

(0.248) of all models. Similar to the case when MV-related variables were present,

the fluctuation of LASSO with LR is larger than MRMR/DISR with LR with respect

to AUROC and F1 score.
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Figure 3.4: Test AUROC (upper panel) and F1 score (lower panel) for different methods
with or without MV-related variables’ presence.

Comparing the model performances between including (Table 3.2(a)) and exclud-

ing (Table 3.2(b)) MV variables, there are increases in performance for all the models

and in almost all metrics. The elevation in performance indicates that MV-related

variables are meaningful for ARDS classification. The increase in AUROC was around

3-4% except for PCA with SVM and PCA with RF, which are less than 1%. The in-

crease in F1 score is bigger than 1% for all SVM-based models( 2%), LASSO/MRMR

with RF, and LR-based models( 3%). This is also the case for sensitivity and speci-
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ficity, suggesting that the performance boost for including MV-related variables is

more obvious for LR models and then SVM models.

There are, however, some discrepancies for MRMR with the SVM model as to

specificity and accuracy, and DISR with RF as to accuracy where these metrics decline

when MV variables were added. By examining the performance in each of the four

splits, the cause was identified as the low testing accuracy (and specificity) for the

aforementioned models in the first split. As every split is random and the features

selected in each dataset are different, such variation in performance is expected.

Figure 3.4 depicts the box and whisker plots of AUROC and F1 scores from both

datasets. One can observe that even though LASSO with LR performed the best in

terms of AUROC and F1 score, given its variability and the performance of other

models, in particular, MRMR/DISR with LR, the superiority of LASSO with LR

was not significant. Additionally, AUROC obtained from the dataset excluding MV

variables appears to be less steady than its counterpart.

3.4 Discussion

In this chapter, different ML models for ARDS classification were examined with

the proposed algorithms. Models were trained to identify ARDS in both cases where

mechanical ventilators were used and cases where they were not.

The training set was re-sampled to produce a more balanced set for training so that

1) the inter-dependency of a patient’s samples was reduced; 2) the total number of

data samples was reduced to shorten training time; 3) to prevent the learning process

from being compromised due to models that expect a balanced class distribution[187]

and 4) to enable the use of accuracy as the hyperparameter selection metric. The

testing set, on the other hand, was not down-sampled so that the testing results could

better reflect how the methods would operate in clinical settings.

Classification costs were also incorporated to help mitigate the class imbalance
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within the dataset. Though the training set was made to be almost balanced, ARDS

cases are much less prevalent than non-ARDS cases in real-life scenarios (with a

ratio of around 1:15 in the utilized dataset). By incorporating penalties for ARDS

cases as specified by the cost matrix in cross-validation and testing, a more balanced

performance of sensitivity and specificity was achieved when SVM and RF were used

as the classification method.

In general, LASSO with LR performed the best in terms of AUROC, F1 score,

and accuracy in all four testing splits, achieving an AUROC of 0.854 and accuracy

of 0.764 when averaged over four random permutations of the dataset (Table 3.2(a)).

Even when MV-related variables were not present, PCA + SVM and LASSO + LR

achieved AUROC values over 0.81 and accuracies over 0.73 as shown in Table 3.2(b),

suggesting that these algorithms can provide a reasonable classification of ARDS cases

regardless of a patient’s MV status. Though their performances did not surpass that

of LASSO with LR, entropy-based feature selection methods (MRMR and DISR) were

among the best-performing groups when paired with LR. Moreover, despite the fact

that MV-related variables were relevant in ARDS classification, removing them seems

to have less influence on models that use PCA as the feature combination method.

That PCA with SVM performed the best under this scenario may indicate that the

variables that were not related to MV can still provide enough information through

feature recombination for models to accurately classify ARDS. The disadvantage of

applying feature recombination in ARDS classification, however, is the difficulty in

interpreting the classification results based on feature values.

Table 3.3 describes the optimal feature sets selected by LASSO, MRMR, and

DISR over four splits (The details of the features are listed in Appendix D and D).

Within each feature set, features are listed in decreasing importance as determined

by the method used.

Despite the fact that some features might appear in a certain split with a specific
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Table 3.3: Optimal Feature Set Selected by LASSO, MRMR, and DISR

Split 1 Without MV-related variables With MV-related variables

LASSO
pf, pf calc, sedated, total out, Alb,
HCO2, Plt, total in, urine out, dbp,

oriented, Hgb, PTT, age, rass

pf, supl, PEEP, pf calc, RRset,
invasive, Plt, total in, total out,

urine out, Alb, HCO2, Plat, Vtset,
sedated, PTT, gcs total, oriented

MRMR
Plt, sedated, fiO2, alert, urine out, age,
total in, pf calc, rass, AST, oriented,

total out, iv in, pf, plt transf

Plt, supl, invasive, PEEP, sedated, fiO2,
gcs eye, urine out, gcs verbal, total in,
age, pf calc, mAirP, alert, RRset, rass,

Vtset, gcs total, AST, total out, oriented,
iv in, gcs motor, pf

DISR

fiO2, urine out, pf calc, Tbili, sedated,
total in, alert, iv in, total out, rass,

AST, pf, pH, Plt, plt transf, HCO2, TP,
PTT, temp, oriented, age, dbp, INR, Alb

supl, dialysis, invasive, urine out,
plt transf, PEEP, fiO2, total out,
total in, pf calc, Tbili, mAirP

Split 2 Without MV-related variables With MV-related variables

LASSO
pf, pf calc, total out, TP, sedated,
total in, HCO2, Plt, dbp, oriented,

K, age, urine out

pf, supl, invasive, mAirP, pf calc,
PEEP, RRset, total in, total out,

Vtset, urine out, Plat, Plt, TP, oriented,
sedated, K, WBC, gcs motor, spO2

MRMR
Plt, fiO2, sedated, urine out, age,
plt transf, pf calc, iv in, oriented,

rass, AST, total out, alert, total in, pf

Plt, supl, invasive, fiO2, PEEP,
sedated, urine out, age, iv in, pf calc,
gcs eye, mAirP, oriented, AST, rass

DISR
fiO2, total out, total in, pf calc,

urine out, iv in

supl, dialysis, invasive, ffp transf,
total out, total in, fiO2, urine out,

iv in, PEEP, pf calc, mAirP

Split 3 Without MV-related variables With MV-related variables

LASSO
pf, pf calc, dbp, total out, HCO2,
TP, alert, total in, Alb, Hgb, Plt,

urine out, K, WBC, age, oriented, sedated

pf, supl, invasive, pf calc, PEEP,
RRset, total out, Vtset, dbp, total in,
urine out, HCO2, Hgb, spO2, Alb,
K, Plat, Tbili, WBC, gcs verbal

MRMR
Plt, fiO2, alert, urine out, age, iv in,

rass, pf calc, sedated, AST,
total out, total in, TP, pf, plt transf

Plt, supl, invasive, PEEP, fiO2,
alert, urine out, age, gcs verbal,

iv in, pf calc, rass

DISR
pf, pf calc, dbp, total out, HCO2,
TP, alert, total in, Alb, Hgb, Plt,

urine out, K, WBC, age, oriented, sedated

supl, dialysis, invasive, urine out,
total out, total in, fiO2, PEEP,
ffp transf, iv in, pf calc, Tbili

Split 4 Without MV-related variables With MV-related variables

LASSO
pf, pf calc, urine out, HCO2, Plt,
sedated, total in, total out, BUN,

WBC, dbp, oriented

pf, supl, PEEP, pf calc, RRset, invasive,
urine out, Vtset, total in, total out

MRMR
AST, fiO2, alert, urine out, oriented,
pf calc, rass, total in, sedated, age,

pf, total out

AST, supl, invasive, fiO2, PEEP,
urine out, gcs verbal, Vtset, total in,

sedated, pf calc, oriented, age, mAirP, rass,
alert, RRset, total out, gcs total, pf, iv in

DISR

fiO2, urine out, pf calc, Tbili, total in,
iv in, total out, sedated, alert, pf, rass,
oriented, temp, plt transf, AST, PTT,

age, INR, Plt, HCO2, TP, dbp, WBC, rr

supl, dialysis, invasive, urine out, total out,
fiO2, total in, Tbili, PEEP, pf calc, iv in,
gcs verbal, plt transf, ffp transf, mAirP,
gcs total, sedated, RRset, AST, alert,

noninvasive, pf, Plat, oriented
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method but not in others, one can still observe a common set of features that oc-

cur repeatedly under different circumstances, indicating that they may be clinically

relevant to ARDS diagnosis or disease development. For example, when MV-related

variables are removed, ‘pf’, PaO2/F iO2, the ratio of blood oxygen to supplemental

oxygen showed up in the selected set for all feature selection methods. ‘total in’ and

‘total out’, the total daily fluid in and out, were also listed frequently. When MV-

related variables were included, ‘pf’, ‘supl’, ‘PEEP’, ‘RRset’, ‘invasive’ were almost

always included in the selected set, while ‘total in’, ‘total out’, ‘Vtset’, ’urine out’

and ‘mAirP’ were often seen.

Additionally, as shown in Table 3.3, the three feature selection methods utilized

in this study exhibited different tendencies of assigning feature importance, thus

providing interesting viewpoints of clinical features that may have been overlooked

by clinicians in current practice.

Among variables not related to respiratory function, ‘Plt’, the platelet count, was

the most important feature with respect to the MRMR criterion in three out of four

splits regardless of the inclusion of MV-related variables. A handful of previous stud-

ies had identified platelets as playing a pathophysiologic role in ARDS. Studies had

shown that platelet count is related to ARDS risk and survival [188] and that it con-

tributes to ARDS mortality by interacting with a genetic variant in gene leucine-rich

repeat–containing 16A (LRRC16A)[189, 190]. Another variable, ‘AST’, or alanine

aminotransferase, an enzyme that serves as an indicator of liver damage, was also

a feature selected by MRMR and DISR in all four splits when MV was not present

as predictive of ARDS. These results aligned with a recent study also identifying it

to be a predictive factor of ARDS in COVID-19 patients[191]. Whether elevation

of these liver enzymes simply identifies patients with more severe organ dysfunction,

a scenario where ARDS also develops, or whether they are more directly related to

ARDS pathogenesis, warrants further study.
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The current model constitutes an important step for developing a clinical support

system to detect ARDS. Apart from learning predictive EHR features, further work

could be done by including physiological waveform signals and chest imaging data to

develop an updated machine-learning base ARDS classifier.
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CHAPTER IV

Learning Using Privileged Information with

Logistic Regression on Acute Respiratory Distress

Syndrome Detection

4.1 Introduction

ARDS is a serious lung disease that affects critically ill patients and has various

causes [139], leading to fluid accumulation in the lungs and decreased oxygen levels

[140]. Early detection of ARDS is crucial for improved patient outcomes, especially

considering its high mortality rates [143]. Current clinical diagnosis methods rely on

chest X-rays, which can introduce delays and hinder timely intervention. To address

this, ML models [154, 155, 156, 157, 158, 159] using EHR data have been explored for

ARDS detection and risk stratification. Additionally, alternative approaches involving

physiological signals [160], mechanical ventilation waveform data [161], and chest radi-

ology reports [192] have been investigated for real-time surveillance and image-based

ARDS detection. However, previous studies have primarily focused on single-data

modality models, while the integration of information from multiple modalities has

the potential to significantly enhance the model’s performance and provide stronger

decision support, particularly if the additional information proves effective in diag-

nosing the disease.
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In scenarios where there is additional data available during model training but

not during testing, such data is referred to as privileged information. Conversely, the

data consistently available during both model training and application is referred to

as base information throughout this chapter.

Privileged information is particularly common in the medical field. In the case of

ARDS, for patients who are suffering from shortness of breath, their EHR, including

lab test results and vital waveform data, may likely be present upon hospital admission

and can be used as data in the base domain. However, their CXR images, required

for ARDS diagnosis, are typically not available at the early stage of hospitalization

due to processing times and are considered privileged information in this case. In

order to provide clinical decision support for ARDS condition upon admission, it

would be advantageous to develop models that do not rely on CXR information in

the test/inference stage but can still utilize it during training to supplement the

EHR data and produce a better model. Mechanical ventilation-related information

is another example of privileged information in ARDS. Due to the variability in the

early use of invasive MV for ARDS [166] and increasing use of other respiratory

support modalities such as high-flow nasal cannula [167], clinicians and diagnostic

models alike may not have this information available when making decisions. In both

examples, both privileged and base information could be effectively combined using

the LUPI paradigm [45] to build a superior ARDS detection model. Similar to how

students perform better in exams by learning in class with the help of teachers, under

the LUPI paradigm, Machine Students can leverage privileged information provided

by Intelligent Teachers during training [46] and thus yield an improved model on the

base domain.

To formally present the LUPI paradigm, we first describe the classical paradigm of

an ML classification problem as follows. Given a set of n independent and identically
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distributed (i.i.d.) training samples generated by a probability distribution p(x, y) as

(x1, y1), (x2, y2), ....(xn, yn), xi ∈ X , yi ∈ Y ,

we want to find a decision function f̂ from a family of functions F so that ŷ = f̂n(x)

gives the smallest error rate for classification among all f ∈ F , for example, by

minimizing the empirical ℓ-risk

R̂ℓ(f) =
1

n

n∑
i=1

ℓ (yi, f(xi)) (4.1)

defined with respect to a loss function ℓ.

Under the LUPI paradigm, however, we have n triplets of i.i.d. training samples

generated based on a fixed but unknown probability distribution p(x, x∗, y)

(x1, x
∗
1, y1), (x2, x

∗
2, y2), ....(xn, x

∗
n, yn), xi ∈ X , x∗

i ∈ X ∗, yi ∈ Y

The goal is still to find the best decision function f̂n and minimize the empirical

ℓ-risk defined in (4.1). This time, we have (x, x∗, y) instead of (x, y) at the training

stage, where x∗ ∈ X ∗ contains additional information generated from x based on an

unknown conditional distribution p(x∗|x).

Sometimes, instead of having n triplets, we may only have privileged information

in m out of n training samples, which looks like

(x1, x
∗
1, y1), ....(xm, x

∗
m, ym), (xm+1, ym+1), ..., (xn, yn), xi ∈ X , x∗

i ∈ X ∗, yi ∈ Y

after possibly permuting and reordering the n samples. And as an extension of LUPI,

this scenario is often referred to as LUPAPI, with the same goal of minimizing the

empirical ℓ-risk defined in (4.1).

There has been a lot of previous work done on developing new algorithms under

58



the LUPI paradigm. Vapnik [45] developed the first SVM algorithm under the LUPI

paradigm by introducing SVM+, in which privileged information is utilized to give

an estimation of the slack variable ξi to accelerate model training. There have been

follow-up discussions on the two base frameworks [46] used in LUPI, the similarity-

control and knowledge-transfer, and on the theoretical foundations of the paradigm

[193]. In addition, Li et al. [194] provided a fast implementation of the SVM+ base

on the SVMLIB library [195]. Specifically for ARDS detection, Sabeti et al. [47]

focused on the case when privileged information is partially available and extended

the SVM model to incorporate both partially available privileged information and

label uncertainty, where the privileged information came from the average reviewing

score of chest X-ray images given by a group of clinicians.

In recent years, training Neural Networks (NN) under the LUPI paradigm has at-

tracted considerable attention. Tang et al. [196] focus on data deployment by either

using privileged information as an auxiliary prediction target or learning from the

fused representation of data in base and privileged domains. Other studies modified

the loss function under the knowledge-transfer framework [197, 198]. These methods

mostly involved creating soft labels from the Teacher ’s network and penalizing the

difference between Student-learned and Teacher -given labels in the loss function to

aid Student network training. Lambert et al. [199], on the other hand, extended the

dropout, a well-formed regularization technique in NN training [200], to heteroscedas-

tic dropout by making the variance of the multiplicative Gaussian dropout function

a function of privileged information. This approach has stronger theoretical support

based on previous research [201, 202, 203, 204] and has later been extended to graph

neural networks [205] for disease gene prediction.

So far, most attention in LUPI research has been focused on developing SVM or

NN models. Although other studies have sought to incorporate label uncertainties

[206, 207] or noisy labels [208] in LR, LUPI with LR is seldom mentioned. In medical
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fields, LR and regularized LR models have been widely applied [209] for EHR analysis

in disease screening, onset prediction, and risk prediction because of their effectiveness

and interpretability. They are also used to develop important clinical decision support

tools for ARDS [157, 162] and other critical lung diseases [162]. Despite the develop-

ment of more complex ML algorithms such as NNs, LR models have been proven to

perform equally well, if not better, in EHR-related tasks [210, 211, 212, 213]. More-

over, they tend to be more robust against data imbalances [209], less biased [210],

computationally more efficient, and have better explainability compared to other ML

algorithms. This chapter, therefore, set out to build a Privileged Logistic Regres-

sion (PLR) model and examine its effectiveness in the context of ARDS detection.

The primary contributions of the work in this chapter are as follows:

1. To the best of our knowledge, we present the first PLR model following the

LUPI paradigm and extended it for cases when privileged information is only

partially available.

2. An asymptotic analysis was performed that delineates the sufficient conditions

under which the addition of privileged information increases the rate of conver-

gence in the proposed model.

3. Experiments were carried out for ARDS detection using the PLR model. Results

show that the proposed model leveraged privileged information in training and

displayed improved performances in testing compared to the models trained

only on the base domain. In addition, PLR models yield superior performances

compared with SVM+ or network-based models developed under the LUPI

paradigm.

4. Based on the results, we provide insights and explanations for important risk

factors for ARDS.
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The remainder of this chapter is organized as follows. Section 4.2 first intro-

duces the dataset used in the chapter, then covers the new PLR models and their

asymptotic analysis. Following that, experimental setup, data processing details,

model implementation, training strategy, and the evaluation metrics used are also

presented. Section 4.3 reports the test performances of models trained with and

without the presence of privileged information. After comparing performances across

different LUPI models, it also presents the test results when experiments were carried

out by varying the percentage of available training samples using the PLR. Section

4.4 provides interpretations of the results and describes the limitations of the current

work.

4.2 Material and Method

4.2.1 Dataset

The ARDS dataset was collected at the University of Michigan Hospital from

2016 to 2017. It is comprised of 1081 encounters from 1041 patients hospitalized

with acute respiratory failure (PaO2/F iO2 < 300 mm Hg under invasive MV) or

moderate hypoxia (receive > 3L O2 by nasal cannula for > 2 hours). Among these

1,081 encounters, 500 of them have at least one CXR taken during their stay, hereafter

referred to as Cohort 1, while Cohort 2 contains the remaining 581 encounters without

CXR data.

Thirteen clinicians were involved in the ARDS diagnosis procedures, where each

encounter was reviewed independently by 2-4 clinicians to decide the ARDS condi-

tion and, if applicable, the time of onset. ARDS diagnoses were acquired by equally

weighted voting of clinicians’ opinions and ties were resolved by an additional re-

viewer. For those ARDS cases, the time point when the earliest ARDS diagnosis was

made across reviewers was recorded as ARDS onset. In total, the dataset includes
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220 ARDS cases and 861 non-ARDS cases. The number of ARDS and non-ARDS

cases in each cohort are presented in Table 4.1, the ratio of non-ARDS to ARDS cases

is 3.13 for Cohort 1 and 4.87 for Cohort 2.

Table 4.1: Number of ARDS and Non-ARDS Encounters in Cohorts 1 and 2

Cohort 1 Cohort 2 Total

ARDS 121 99 220
Non-ARDS 379 482 861

Total 500 581 1,081

4.2.1.1 Base Information: EHR

A subset of the patients’ EHRs was used as the base information in the study of

this chapter. It contains 55 time-stamped numerical features covering various vital

signs and lab results. The time interval between subsequent acquisitions of certain

variables may range from 15 minutes to up to 24 hours. To fill in the missing data,

previous entries were carried forward to the next available ones.

The ARDS status of each encounter was evaluated at each time point based on the

diagnosis time previously acquired from reviewers. Specifically, for encounters labeled

as having ARDS, each time point before the onset time of ARDS was assigned a non-

ARDS label. Time points obtained after ARDS onset and for the following 48 hours

were labeled as ARDS. The entries after 48 hours of ARDS onset were discarded since

treatment may alter the intrinsic characteristic of the data and bias the model.

4.2.1.2 Privileged Information: Mechanical Ventilation Variables

The MV information in the dataset was also time-stamped and numerical. There-

fore it was processed following the same imputation and labeling protocol as the EHR

data described in Section 4.2.1.1, and likewise in later sections. It includes 10 features

on the patients’ invasive MV status, supplemental oxygen status, the preset respira-
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tory rate for the ventilator, observed respiratory rate, tidal volume (set and observed),

the positive end-expiratory pressure on the ventilator, the plateau pressure, and the

mean airway pressure delivered during invasive MV. Four scores on Glasgow Coma

Scale are also included in the privileged domain since they are closely related to the

sedation caused by invasive MV, resulting in a total of 14 features in this privileged

domain.

For all encounters in Cohorts 1 and 2, we have their MV information available,

however, we still consider this privileged information due to the variability in respira-

tory support modalities utilized in clinical practice. Table 4.2 shows the demographic

information together with the MV status grouped by ARDS diagnosis. The “True”

in the attribute column for “Invasive” is an indication that the encounters have re-

ceived invasive MV at some point during their hospitalization. While “False” means

they have never been under the invasive mechanical ventilator during their stay. The

attributes in the “Non-invasive” column follow the same rule.

As shown in the table, the median age for non-ARDS cases is 61, with 62% being

male and 38% being female among those documented. 42% percent of the non-ARDS

cases received non-invasive treatment and 74.4% were on invasive MV during their

hospital stay. For ARDS cases, the median age of encounters is 59. There are 61.20%

male and 38.8% female on the record. 37.7% of the encounters received non-invasive

treatment, roughly 5% less than the non-ARDS encounters. Around 90% of the ARDS

encounters received invasive MV, 15% higher compared with non-ARDS encounters.

4.2.1.3 Privileged Information: Chest X-ray Image Features

All encounters in Cohort 1 have CXR information, with a total of 2758 anterior-

posterior CXRs obtained. We processed the image following the protocol in [192]

and acquired a total of 2216 features for each image including 72 directionality mea-

sures, 72 histogram features, and 2048 deep features. Then the Chi-square test was
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Table 4.2: EHR Data Characteristics

Attribute Format1 Overall non-ARDS ARDS

Encounter - N 1,081 861 220

Age - Median [Q1,Q3] 61.0 [51.0,70.0] 62.0 [52.0,71.0] 59.0 [45.0,67.0]

Gender2
Female

N (%)
191 (38.2) 144 (38.0) 47 (38.8)

Male 309 (61.8) 235 (62.0) 74 (61.2)

Non-invasive
False

N (%)
636 (58.8) 499 (58.0) 137 (62.3)

True 445 (41.2) 362 (42.0) 83 (37.7)

Invasive
False

N (%)
243 (22.5) 220 (25.6) 23 (10.5)

True 838 (77.5) 641 (74.4) 197 (89.5)

1 N: Number of encounters; Median: the median value; Q1: the first quartile; Q3: the third quartile;
2 The gender information is missing for Cohort 2, therefore only 500 encounters’ gender statistics are
included in the table.

performed to select to top 100 most important features, which formed the privileged

domain for CXR images.

The CXR features were time-aligned with the EHR data via the closest time point

with a maximum time mapping discrepancy of one hour. The features for 2458 chest

X-rays were successfully mapped to their corresponding EHR entries and reserved for

further processing.

4.2.2 Data Partition

Cohort 1 was used as the training set since they have chest X-ray images as priv-

ileged information. For Cohort 2, a data partition with a ratio of 1:2 was performed

to split the data into validation and test sets. The encounter-wise split was stratified

based on ARDS diagnosis results. This brings about 500 encounters for training, 191

encounters for validation, and 390 encounters for testing. Table 4.3 displays the type

of data modality presented in the training, validation, and test sets, together with

the number of encounters coming from non-ARDS or ARDS in each set.
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Table 4.3: Data Modalities and Encounter Composition in Training, Validation, and Testing

Data Modality Number of Encounters

EHR CXR MV Non-ARDS ARDS Total

Training Yes Yes Yes 379 121 500
Validation Yes No Yes 158 33 191
Testing Yes No Yes 324 66 390

4.2.3 Logistic Regression Models

Let the training dataset X = {xi}Ni=1, with each xi = [x1i, . . . , xdi]
T ∈ Rd, together

with a binary response label yi ∈ {−1, 1} = Y . Denote by w = [w1, w2, . . . , wd]
T ∈

Rd the coefficients and b ∈ R the offset term, and represent the whole parameter

vector as θ = [b, w1, w2, . . . , wd]
T ∈ Rd+1 and the augmented feature vector as x̄i =

[1, x1i, x2i, . . . , xdi]
T ∈ Rd+1.

The LR model for yi consists of the following parameterized family of decision

functions

F =
{
fθ : Rd → P(Y)

∣∣∣ θ ∈ Rd+1
}

taking values in the space P(Y) of probability distributions on the label set Y , defined

by

p(y|x,θ) = 1

1 + exp(−y(wTx+ b))
=

1

1 + exp(−y(θT x̄))

with cross-entropy loss function

ℓ
(
yi, fθ(xi)

)
= −

∑
y∈Y

δyi(y) log
(
p(y|xi,θ)

)
= − log

(
p(yi|xi,θ)

)
= log(1+exp(−yi(θ

T x̄i))

and empirical ℓ-risk function

R̂ℓ(fθ) =
1

n

n∑
i=1

log(1 + exp(−yi(θ
T x̄i)).

Alternatively, we could capture the same information using real-valued deterministic
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decision functions gθ : X → R by taking the expectation

gθ(x) = E
[
fθ(x)

]
=

1

1 + exp(−θT x̄)
− 1

1 + exp(θT x̄)
=

exp(θT x̄)− 1

exp(θT x̄) + 1
, (4.2)

which recovers the usual sigmoid decision functions taking values between ±1 and

capable of representing intermediate predictive values of labels given the coefficients.

Defining the penalty function J(θ) = ∥θ∥qq as the qth power of the lq-norm of the

whole parameter vector and letting ϕ(t) = log(1 + exp(t)), the LR objective h(θ)

under lq penalty can be expressed as

h(θ) =
n∑

i=1

log(1 + exp(−yi(θ
T x̄i))) + λJ(θ)

=
n∑

i=1

ϕ(−yi(θ
T x̄i)) + λJ(θ)

and the optimal parameter as θ̂n = argmin
θ

h(θ)

In this paper, we put our attention on the l1 and l2 penalties, i.e., when J(θ) =

∥θ∥1 =
∑d

i=1 |θi| and J(θ) = ∥θ∥22 =
∑d

i=1 θ
2
i , respectively. We refer to these two

models as the l1 regularized model and the l2 regularized model. We also compare

with the case when there is no penalty or regularization, i.e., J(θ) = 0, and we refer

to this model as the standard model.

4.2.4 Privileged Logistic Regression Model

When privileged information is available, we consider the two different scenarios

aforementioned in Section 4.1.

1. LUPI: Privileged information is fully available. For each feature vector xi ∈

X , i ∈ {1, . . . , n}, there is a corresponding l-dimensional privileged feature vec-

tor x∗
i = [x∗

1i, x
∗
2i, . . . , x

∗
li]

T ∈ Rl = X ∗.
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2. LUPAPI: Privileged information is partially available to a limited number of

entries. Defining a subset S ⊂ {1, . . . , n} whose cardinality is |S| = m ≤ n,

we have the privileged features x∗
j ∈ X ∗, j ∈ S. Fully available privileged

information corresponds to the case when m = n and j = i.

In both cases, denoting by x̄∗
j = [1, x∗

1j, x
∗
2j, . . . , x

∗
lj]

T ∈ Rl+1 and θ∗ = [b∗, w∗
1, w

∗
2,

. . . , w∗
l ]

T ∈ Rl+1 the augmented feature vectors and LR parameters on the privileged

domain, we formulate the objective of PLR as

h(θ,θ∗) =
n∑

i=1

ϕ(−yi(θ
T x̄i)) + λJ(θ)

+ β
∑
j∈S

ϕ(−yj(θ
∗T x̄∗

j)) + λ∗J(θ∗)

+ ξ
∑
j∈S

(θT x̄j − θ∗T x̄∗
j)

2

(4.3)

in which λ, β, λ∗ are hyperparameters, and the corresponding optimization problem

is min
θ,θ∗

h(θ,θ∗).

Equation (4.3) gives a multi-objective function for optimization, with three targets

combined together:

• regularized LR with coefficients θ on the base domain X ,

• regularized LR with coefficients θ∗ on the privileged domain X ∗,

• minimizing the discrepancy across the privileged and base domains.

The first two targets aim at obtaining optimal parameters θ and θ∗ that best fit

the (regularized) LR models. Hyperparameters λ and λ∗ control the penalty strengths

on the base and privileged domain, respectively, while β regulates the effect of the

privileged-domain LR objective. The third target, on the other hand, seeks to achieve
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knowledge transfer from the privileged domain X ∗ to the base domain X , and the hy-

perparameter ξ determines the penalizing strength of the across-domain discrepancies

on the combined objective function.

Specifically for the last term in Equation (4.3), since θT x̄j and θ∗T x̄∗
j completely

determine the predictive values of labels, we expect to get identical labels from the

information given in X and X ∗ when privileged information is available. Hence im-

posing an l2-norm constraint on their differences (θT x̄j − θ∗T x̄∗
j) would help to pass

information across domains.

Solving the optimization problem min
θ,θ∗

h(θ,θ∗) would give an optimal θ̂n and an

optimal θ̂
∗
n. In the test/inference stage when privileged information is not available,

predictions would be made by Equation (4.2) using only θ̂n.

4.2.5 Asymptotic Analysis

Following the parameter and function declaration in Section 4.1, 4.2.3 and 4.2.4,

we also use X = [X1, X2, . . . , Xd]
T , X∗ = [X∗

1 , X
∗
2 , . . . , X

∗
l ]

T and Y to denote ran-

dom variables taking values in X , X ∗ and Y following the probability distribution

p(x, x∗, y) on X ×X ∗×Y , and similarly X̄ and X̄∗ for the augmented random vectors.

Under some mild conditions (given in §4.6 of [214] and §5.3 of [215]), the empirical

risk minimizer θ̂n will converge to the expected risk minimizer

θ̃ = argmin
θ

E
[
ϕ
(
− Y (θT X̄)

)
+ λJ(θ)

]

as n → ∞, and our goal is to compare the rate of convergence of θ̂n → θ̃, either with

or without privileged information.

For simplicity, we only consider the case of standard LR (sLR) and standard

privileged LR (sPLR), i.e., J(θ) = 0, with fully available privileged information.

Furthermore, we restrict to the case when the parameter ξ in Equation (4.3) is suffi-
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ciently small, which corresponds to the infinitesimal benefit of introducing privileged

information. The main results and intuitions are presented below.

The following is a set of sufficient conditions for the sPLR model to have an

infinitesimally higher rate of convergence than the sLR model:

1. If the privileged features X̄∗ contain a principal component that is uncorrelated

with the base features X̄, and

2. if the privileged features X̄∗ are more predictive than the base features X̄ in

the sense of  θ̃
∗T
X̄∗ ≥ θ̃

T
X̄ if Y = 1

θ̃
∗T
X̄∗ ≤ θ̃

T
X̄ if Y = −1

being true almost surely, or at least with a sufficiently high probability depend-

ing on the distribution of (X̄, Y ).

The second condition holds in our case where the privileged features (CXR or MV)

are more informative than the base features (EHR), and the main issue is the un-

availability of privileged information during testing.

However, there are also interesting cases where the privileged features alone may

not be more predictive than the base features. In such cases, we can replace the

second condition with the following:

2†. if the (d+ 1)× (d+ 1) matrix whose ijth entry equals to

E
[
ϕ′(−Y θ̃

T
X̄)(θ̃

T
X̄ − θ̃

∗T
X̄∗)Y XiXj

]
,

where the indices range over 0 ≤ i, j ≤ d with the convention that X0 = 1, is

positive semi-definite.

This result can be deduced from the following formulas for the asymptotic rate of
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convergence of θ̂n → θ̃:

E
[
∥θ̂n − θ̃∥2

∣∣∣ sLR ]
∼ 1

n
Tr

[
H−1GH−1

]
and

E
[
∥θ̂n − θ̃∥2

∣∣∣ sPLR ]
∼

1

n

(
Tr

[
H−1GH−1

]
−4ξTr

[
H−1KH−1 + 2f 2H−2GH−1

]
+O(ξ2)

)
,

where the definition for the matrices G,H,K and further details could be found in

Appendix F.

The assumption and condition suggest that providing the privileged domain con-

tains information that is not covered by the base domain, exploiting it would benefit

the PLR model by increasing the rate of convergence.

4.2.6 Experimental Setup

Table 4.4 lists the experiments performed in the study of this chapter along with

the involved models for evaluation or comparison when applicable. As shown in

the table, Experiment 1, using both EHR in training and testing, gives baseline

performances on the base domain. Experiments 2 and 3 use MV variables as privileged

information but vary the availability for privileged models. Experiment 4 combines

EHR with MV information in the base domain and uses them for both training and

testing, while Experiment 5 uses chest X-ray features in the privileged domain. The

results and interpretations of these experiments are detailed in Section 4.3.

4.2.7 Data Processing

For Experiments 1-4, the down-sampling strategy proposed in [159] is applied

to reduce the correlation between time points and generate a balanced training set
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Table 4.4: Experimental Setup

Exp # Training PI Availability Testing LR Models SVM Model SNN

EHR 1 EHR - EHR LR SVM Gaussian Dropout

MV
2 EHR + MV 10% - 90% EHR PLR - -
3 EHR + MV 100% EHR PLR SVM+ Hetero Dropout
4 EHR + MV - EHR + MV LR - -

CXR 5 EHR + CXR 100% EHR PLR SVM+ Hetero Dropout

MV: Mechanical Ventilation Information; CXR: Chest X-ray; Hetero Dropout: Heteroscedastic
Dropout. PI: privileged Information; SNN: Shallow Neural Network

with regard to the non-ARDS and ARDS entries. Down-sampling was performed so

that: 1) the inter-dependency of a patient’s time-dependent EHR and MV features

introduced by carry-forward imputation was reduced to meet the i.i.d. assumption in

Section 4.2.3 and 4.2.4; 2) the total number of data samples was reduced to shorten

training time, and 3) the learning process would avoid being compromised due to the

expectation of some employed models of having a balanced class distribution [187].

For Experiment 5, only the time points that have CXR features mapped are kept.

The validation and test sets are left untouched.

For Experiment 2, privileged information at different levels of availability was

generated in the training set so that the proposed model could be trained under the

LUPAPI setting. To create such a dataset, the MV data on the privileged domain

are split into 10 folds with random seed and the split was stratified by patients’

ARDS status. For each specific seed, privileged data were added incrementally as the

available percentage goes higher. (See Figure 4.1 for an illustration.)

Moreover, in all experiments, data in the training set were normalized feature-

wise to [0, 1] before model training. Parameters for normalization were recorded to

transform the validation and test sets.

4.2.8 Evaluation Metrics

The performance metrics involved in model evaluation are the AUROC, sensitivity,

specificity, and F1 score.
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Figure 4.1: Training set generation when the privileged MV information is partially avail-
able. Left panel, the dataset in the LUPI scheme and the data split. Right panel, LUPAPI
when privileged information has 20% and 50% availability.

In this chapter, specificity, and F1 scores were computed at the point on the ROC

curve where sensitivity equals 70% so that different models give comparable results.

4.2.9 Training Strategy

The training/validation/test scheme stated in Section 4.2.2 is utilized in all ex-

periments. Grid search on hyperparameters is performed on the training set over

different combinations. The search space and hyperparameter details for each type

of model are listed in Appendix E. The model trained with the hyperparameter com-

bination that yields the best AUROC on the validation set is applied to the test set

for final results.

For Experiment 2 where the privileged information is assigned with increasing

availability as described in Section 4.2.7, repeated experiments are carried out using

preset seeds in {1, 2, 3, 4, 5, 6}. Each seed gives a unique split of privileged data and

the model thus generated would report a distinct test result after hyperparameter

selection. In total, 6 sets of test results are obtained and an averaged measure of the

performance metric is thus rendered.

For the Shallow Neural Network (SNN) models, preset seeds of {1, 2, 3, 4, 5, 6}
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were used in Experiments 1, 3, and 5 for reproducible results. Moreover, different

seeds provide unique initialization of the network parameters, thus yielding 6 sets

of test results whose performance measures are then averaged. The SNN models

were trained using the Adam optimizer with default parameter settings for up to 100

epochs, with early stopping triggered if validation loss did not improve for 15 epochs.

4.2.10 Model Implementation

The models introduced in Section 4.2.3 and 4.2.4 was implemented in Python

3.7 using solvers from the CVXPY library [216] (https://www.cvxpy.org/). The

Gaussian and heteroscedastic dropout models on SNN were implemented in Python

3.7 and PyTorch 10.1 based on the previous version by [199]. For SVM+, the Matlab

implementation from [194] was applied.

4.2.11 Explaining the Privileged Logistic Regression Results by Odds

Ratio

Following the notation in Section 4.2.4, since the test results are obtained with

Equation (4.2) by substituting θ̂ for θ

p(yi|xi, θ̂) =
1

1 + exp(−yi(θ̂x̄i))
=

1

1 + exp(−yi(b+ w1x1i + · · ·+ wdxdi))
. (4.4)

Equation (4.4) can be used to interpret how different variables affect the final ARDS

v.s. non-ARDS outcome by transforming it into

log

(
P(y = 1)

1− P(y = 1)

)
= log

(
P(y = 1)

P(y = −1)

)
= b+ w1x1• + · · ·+ wdxd•.

Then the odds, i.e., the probability of ARDS divided by the probability of non-

ARDS, is equal to
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odds =
P(y = 1)

P(y = −1)
= exp(b+ w1x1• + · · ·+ wdxd•).

and one unit change in the jth feature’s value changes the odds ratio by

odds(xj• + 1)

odds(xj•)
=

exp(b+ w1x1• + · · ·+ wj(xj• + 1) + · · ·+ wdxd•)

exp(b+ w1x1• + · · ·+ wjxj• + · · ·+ wdxd•)

= exp(wj(xj• + 1)− wjxj•)

= exp(wj)

(4.5)

When wj > 0 and exp(wj) > 1 in Equation (4.5), an increase in xj• would increase

the odds of ARDS vs. non-ARDS with all other features held constant. When wj < 0

and exp(wj) < 1, an increase in the feature’s value would decrease the odds in a similar

manner.

4.3 Results

4.3.1 Regularized Logistic Regression Models Show Better Testing Per-

formances on ARDS Detection under the Classical Learning Scheme

Table 4.5 lists the test performances of Experiment 1 with standard Logistic Re-

gression (sLR), l1 regularized Logistic Regression (l1 LR), l2 regularized Logistic Re-

gression (l2 LR), SVM, and SNN using Gaussian Dropout (Gaussian SNN), with

the Gaussian SNN results giving mean and standard deviation (std) of test metric

over six different seeds as described in Section 4.2.9. Following the classical learning

scheme, both training and testing within Experiment 1 were performed on the base

domain using EHR data only. As shown in the table, the l2 LR model performs the

best with respect to AUROC (0.841), F1 score (0.266), and specificity (0.802). The

results from l1 LR, SVM, and Gaussian SNN models are comparable in terms of F1
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score and specificity, but the Gaussian SNN model has slightly better performance

with respect to AUROC. The LR model without any regularization had the lowest

AUROC, F1 score, and specificity of all models.

Table 4.5: Comparison of Test Performances in Experiment 1: Classical Learning Paradigm

Models AUROC F1 Score
Specificity

(at 70% Sensitivity)

sLR 0.772 0.208 0.721
l1 LR 0.824 0.247 0.78
l2 LR 0.841 0.266 0.802
SVM 0.815 0.25 0.783

Gaussian SNN 0.831±0.011 0.249±0.013 0.78±0.016

4.3.2 Privileged Logistic Regression Models are Effective and Outper-

form Other Methods on ARDS Detection under the LUPI Paradigm

Table 4.6: Test Performances in Experiment 3: LUPI Paradigm with MV as Privileged
Information

Models AUROC F1 Score
Specificity

(at 70% Sensitivity)

sPLR
0.83

(+0.058)
0.268

(+0.06)
0.804

(+0.55)

l1 PLR
0.856

(+0.032)
0.299

(+0.052)
0.835

(+0.055)

l2 PLR
0.843

(+0.001)
0.266
(0)

0.802
(0)

SVM+ [194]
0.764

(-0.051)
0.205

(-0.045)
0.715

(-0.068)

Hetero SNN [199]
0.833±0.007
(+0.002)

0.254±0.008
(+0.005)

0.787±0.01
(+0.007)

The parenthetical numbers indicate the gain (+) or loss (-) in comparison to their coun-
terparts under the classical learning paradigm.

Table 4.6 provides the model performances of Experiment 3, where MV variables

are used as privileged information in training. Testing was carried out on EHR

alone, following the LUPI paradigm. The parenthetical numbers for each in Table 4.6
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Table 4.7: Test Performances in Experiment 5: LUPI Paradigm with CXR as Privileged
Information

Models AUROC F1 Score
Specificity

(at 70% Sensitivity)

sPLR
0.81

(+0.038)
0.242

(+0.034)
0.774

(+0.053)

l1 PLR
0.831

(+0.007)
0.224

(-0.023)
0.788

(+0.008)

l2 PLR
0.851

(+0.009)
0.278

(+0.012)
0.815

(+0.013)

SVM+ [194]
0.792

(-0.023)
0.206

(-0.044)
0.717

(-0.066)

Hetero SNN [199]
0.827±0.007
(-0.004)

0.254±0.015
(+0.005)

0.787±0.018
(+0.007)

The parenthetical numbers indicate the gain (+) or loss (-) in comparison to their coun-
terparts under the classical learning paradigm.

indicate the gain (+) or loss (-) in comparison to those in Table 4.5 of the classical

learning paradigm.

Among the standard Privileged Logistic Regression (sPLR), l1 regularized Privi-

leged Logistic Regression (l1 PLR), l2 regularized Privileged Logistic Regression (l2

PLR), SVM+, and SNN using Heteroscedastic Dropout (Hetero SNN), l1 PLR achieve

the best performance with respect to AUROC (0.856), F1 score (0.299), and speci-

ficity (0.835). Moreover, unregularized or regularized PLR models perform better

than SVM+ and Hetero SNN in general, while the SVM+ model gives the worst

performance on the task.

In terms of the performance changes, it can be seen that the sPLR models show

improvements by leveraging the MV information. In terms of AUROC, there is around

6% increase in sPLR and 3% increase by using l1 PLR. The same trend hold for F1

score and specificity, with more than 5% gain of performances on sPLR and l1 PLR.

The l2 PLR, however, has insignificant variations in comparison to the l2 PLR model.

Moreover, using Hetero SNN slightly increase the test performances in contrast to

Gaussian SNN. There are also decreases in the standard deviation, suggesting that
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Hetero SNN may yield more robust models on testing. For the SVM-based models,

the results given by the SVM+ model present a more than 4.5% decrease compared

to those obtained with SVM.

The results for using CXR features as privileged information is illustrated in Table

4.7. Similar to Table 4.6, it covers the performance change in the parentheses with

regard to the models under the classical learning paradigm. As shown in Table

4.7, the l2 PLR model achieves the highest AUROC (0.81), F1 score (0.278), and

specificity (0.815), with each of the metrics gaining around 1% compared to their

l2 LR counterpart. The l1 PLR model has the same level of performance as Hetero

SNN on AUROC and specificity, while the Hetero SNN shows a better F1 score. In

addition, the performance of PLR is not the best of all but it achieves the most gain

on every metric evaluated. On the contrary, the SVM+ model is inferior compared to

other models and only achieves 0.792 on AUROC, 0.206 on the F1 score, and 0.717

on specificity. There are 2.3%, 4.4% and 6.6% decreases in using SVM+ instead of

SVM.

4.3.3 The Proposed Privileged Logistic Regression Models are Effective

in the Setting of LUPAPI

Table 4.8 mainly lists the test results of Experiment 2, summarizing the perfor-

mances when models were trained with increasing availability of privileged informa-

tion. The privileged information used is MV features. When the availability range

from 10% to 90%, the mean and std of the evaluated metrics are presented by calcu-

lating through 6 independent repeats following the method in Section 4.2.9. Results

from Experiments 1 and 3 are also included for easier comparison.
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Table 4.8: Summary Results on Logistic Regression and Privileged Logistic Regression
Models with Varying Availability of Privileged Information

Models
Availability
(MV as PI)

AUROC F1 Score
Specificity

(at 70% Sensitivity)

sLR 0% 0.772 0.208 0.721

sPLR

10% 0.824±0.005 0.263±0.004 0.798±0.005
20% 0.828±0.008 0.268±0.006 0.804±0.007
30% 0.83±0.007 0.269±0.005 0.806±0.006
40% 0.832±0.006 0.271±0.005 0.808±0.005
50% 0.831±0.004 0.27±0.004 0.807±0.004
60% 0.83±0.005 0.27±0.004 0.807±0.004
70% 0.829±0.003 0.267±0.003 0.804±0.003
80% 0.829±0.002 0.268±0.002 0.804±0.002
90% 0.83±0.001 0.268±0.002 0.804±0.002
100% 0.83 0.268 0.804

l1 LR 0% 0.824 0.247 0.78

l1 PLR

10% 0.849±0.002 0.277±0.005 0.813±0.005
20% 0.847±0.002 0.272±0.004 0.809±0.005
30% 0.849±0.001 0.277±0.002 0.814±0.002
40% 0.848±0.002 0.274±0.003 0.811±0.004
50% 0.849±0.001 0.275±0.003 0.812±0.003
60% 0.848±0.002 0.275±0.003 0.812±0.003
70% 0.848±0.001 0.276±0.001 0.813±0.001
80% 0.849±0.001 0.276±0.001 0.813±0.001
90% 0.855±0.001 0.293±0.001 0.829±0.001
100% 0.856 0.299 0.835

l2 LR 0% 0.842 0.266 0.802

l2 PLR

10% 0.842±0.002 0.267±0.002 0.804±0.002
20% 0.844±0.003 0.27±0.004 0.806±0.004
30% 0.843±0.003 0.268±0.003 0.804±0.004
40% 0.843±0.004 0.268±0.004 0.804±0.004
50% 0.844±0.002 0.268±0.005 0.805±0.005
60% 0.842±0.002 0.266±0.002 0.802±0.002
70% 0.842±0.002 0.266±0.002 0.803±0.002
80% 0.841±0.001 0.265±0.001 0.801±0.001
90% 0.842±0.001 0.266±0.001 0.803±0.001
100% 0.843 0.266 0.802

As shown in the table, the sPLR models achieve the best performance when the

availability of privileged information is 40%. The AUROC, F1 score, and specificity

increase first and then decrease. For the l1 regularized models, the mean values of

performance are rather steady as the available proportion varies from 10 - 80%. There

is an obvious increase when the availability is 90% and the performance reaches its

peak when all of the privileged information is present. The optimal metrics for the l2
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regularized models, on the other hand, were obtained when availability is 20%, but

the variations of performance are not significant in general, especially for the AUROC

and F1 scores. It’s also interesting to notice that the standard deviation of testing

is decreasing as availability goes higher for all the PLR-based models, indicating the

models are becoming more stable when trained with more privileged information.

Comparing privileged models at a set availability, the l1 PLR almost always per-

forms better than the l2 PLR and sPLR on all metrics. The l2 PLR usually outper-

forms sPLR on AUROC and F1 score. This gap suggests the regularized PLR models

are more predictive than those without regularization.

4.3.4 Privileged Logistic Regression Models Show Strong Ability in Knowl-

edge Transfer

Table 4.9 specifically compares the results between Experiments 4 and 5, with

the training and test data listed in the columns. Since the dataset used in this

chapter contains MV-related variables in both training, validation, and testing, it

can be utilized to show the ability of knowledge transfer in PLR-based models. In

the upper panel, MV-related variables are only present in the training set as privileged

information, and the PLR-based models were used. In the lower panel, MV-related

variables are no longer regarded as privileged information. They are combined with

EHR and feed into the LR-based models and the models thus obtained would be

referred to as plain LR-based models in this section.

The results show that PLR-based models have either comparable or better perfor-

mances than plain LR-based models. These improvements are obvious in F1 score and

specificity when comparing the privileged models against plain models given a fixed

regularization condition. For AUROC, sPLR and l1 PLR both obtain higher values

than their plain counterparts. Although the l2 LR achieves the highest AUROC in

the plain models and surpasses the l2 PLR, the best-performing models among the

79



six still fall in the group of privileged models.

Table 4.9: Comparison of Test Performances of Logistic Regression Models between Exper-
iments 4 and 5

Models Training Data Test Data AUROC F1 Score
Specificity

(at 70% Sensitivity)

sPLR
EHR + MV
(MV as PI)

EHR
0.83 0.268 0.804

l1 PLR 0.856 0.299 0.835
l2 PLR 0.843 0.266 0.802

sLR
EHR + MV

(MV in base Domain)
EHR + MV

0.802 0.226 0.751
l1 LR 0.851 0.261 0.796
l2 LR 0.854 0.251 0.785

4.3.5 Privileged Logistic Regression Models: Interpretability

Using the l1 PLR model to obtain θ̂, the conditions that increase the odds of

ARDS v.s. non-ARDS are identified from the EHR and listed in Table 4.10. These

conditions are consistent when the θ̂ is acquired from l2 PLR model or PLR model

with no regularization.

In addition, the sparsity introduced by the l1-regularization can help to select

important features from EHR in the privileged model. With the θ̂ given by the best

performing l1 PLR, the variables whose absolute values of wi were larger than 10−5

were screened out and listed in Table 4.11.

4.4 Discussion

In this chapter, PLR models were proposed under the LUPI paradigm. Using

either MV variables or CXR image features as privileged information, the trained

models were applied to EHR for ARDS onset detection.

As shown in Section 4.3, the PLR models, compared to the LR models that were

trained only on EHR, exhibited better performance on all evaluated metrics. The

best-performing model that utilized MV variables as privileged information is the

l1 PLR, achieving an AUROC of 0.856, F1 score of 0.299, and 0.835 specificity at
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Table 4.10: Conditions that increase the odds of ARDS v.s. non-ARDS

Higher temperature

Higher respiration rates

A higher level of unresponsiveness measured by AVPU
(an acronym from ”alert, verbal, pain, unresponsive”)

Being sedated

On dialysis

Use of Norepinephrine / Epinephrine / Vasopressin /
Phenylephrine / Dopamine / Dobutamine / Milrinone

A Higher lactate acid level obtained by blood gas

A Higher carbon dioxide level obtained by blood gas

A higher level of Na (Sodium) in the bloodstream

A higher level of K (Potassium) in the bloodstream

A higher Creatinine level in the bloodstream

Elevated Aspartate Aminotransferase (AST) level

Elevated Troponin level

Elevated brain natriuretic peptide level

A higher International Normalized Ratio
(INR, used to measure clotting)

This table does not have a specific order in the listing.

70% sensitivity. When the CXR features were used as privileged information, the

l2 PLR model achieved the best performance, yielding an AUROC, F1 score, and

specificity of 0.851, 0.278, and 0.815 respectively. These best-performing PLR mod-

els also displayed superior performances over other LUPI models, such as the SNN

with heteroscedastic dropout and the SVM+ model. Moreover, in reviewing the re-

sults from Tables 4.6 and 4.7, it can be seen that PLR-based models can leverage

both types of privileged information in ARDS detection. Though l2 regularization

does not necessarily result in performance gains, no degradation in performance was

observed. These results are in contrast to the SNN-based and SVM-based models

for incorporating privileged information, wherein the SNN models exhibited a min-

imal improvement in performance while the SVM-based model actually had lower

performance.
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Table 4.11: Important Variables in EHR for ARDS Detection Identified by the l1 PLR
Model

Temperature
Respiration rates

SpO2 (blood oxygen level)
Richmond Agitation and Sedation Scale (RASS)

Unresponsiveness measured by AVPU
(an acronym from ”alert, verbal, pain, unresponsive”)

Sedation condition
Orientation levels

FiO2 (the fraction of inspired oxygen)
PaO2/FiO2, the recorded ratio of arterial oxygen
partial pressure to fractional inspired oxygen

The calculated ratio of PaO2 v.s. FiO2
Use of Norepinephrine

Level of Na in the bloodstream
Bicarbonate level
Transfused plasma

Lactate acid level obtained by blood gas

The proposed PLR models also proved effective in the LUPAPI setting. For

sPLR and l1 PLR, a 10% presence of privileged information was sufficient to achieve

significant improvements in model performance, achieving more than 5% increase

using sPLR and 2-3% increase for l1 PLR on all metrics. For the three PLR models

(Table 4.8), l1 PLR displays an increasing trend on the mean and a decreased trend on

the standard deviation for performance when the availability of privileged information

rises. With the help of sparsity introduced via l1 regularization, l1 PLR is still able

to exploit information in the privileged domain until all the information is available.

In contrast, sPLR and l2 PLR reached their optimality at 40% and 20% availability,

respectively, suggesting the models are saturated with a limited amount of privileged

information. Given that the l2 PLR saturates at 20% availability and constantly

outperforms the sPLR model shows that has greater potential in leveraging privileged

information. This could result from the use of the l2 regularization.

Results from Table 4.9 indicate that the information contained in the privileged

domain has been successfully transferred to the parameter θ learned on the base do-
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main. Therefore, when testing is performed based solely on θ in Experiment 3, the

models use data effectively as if the information from the privileged domain is present

during testing (which is the case for Experiment 4). The gains in performance seem

counter-intuitive since the total amount of knowledge in the base domain and the priv-

ileged domain is fixed. However, the reduced number of parameters in the privileged

model may ease the overfitting problem, thus increasing model performance.

These results also provide insight into the proposed model from another perspec-

tive, in which privileged information can be seen as missing data at test time or miss-

ing data in the partially available case. One of the most common ways of handling

missing data is mean imputation [217]. Under the hypothesis that MV is informative,

the presence of MV variables in both training and testing is better than or at least

equal to a mean imputation of non-available MV variables. Since the PLR models

show improved performance consistently on F1 score and specificity compared to the

model that includes MV variables as part of the base data, designating features as PI

might be a preferable choice in contrast to imputation. Together with the asymptotic

analysis in Section 4.2, where sufficient conditions are provided for exploiting the PI

in training, the model possesses both empirical and theoretical support.

ARDS is characterized by pathological changes in the lungs that are difficult to

measure continuously and objectively. Therefore, clinical criteria alone, such as tim-

ing, origin, imaging, and oxygenation, are used in the diagnostic criteria established

in the 2012 Berlin definition for ARDS in adults[218]. Even with these clinical guide-

lines, ARDS can be difficult to distinguish from other diseases such as congestive

heart failure and certain pneumonias[219]. In order to more accurately and quickly

diagnose ARDS, clinical decision support systems, such as the one developed in this

chapter and in [157, 162], can be employed to improve clinical outcomes. Our test

results for l1 PLR using MV as privileged information (AUROC=0.856) show an

increase in performance and smaller standard deviation than the validation perfor-
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mance of LR in Schmickl et al. (AUROC=0.800 ± 0.080) [162]. Likewise, our l2

PLR model using CXR as privileged information (AUROC=0.851) outperformed the

l2 LR model test performance in Zeiberg et al. which used only EHR base informa-

tion (AUROC=0.810 ± 0.075) [157]. For a disease as life-threatening and difficult to

diagnose as ARDS, this increase in predictive performance is clinically significant and

speaks to the power of using privileged learning models. Further work should explore

additional opportunities to improve clinical decision support systems for ARDS by

incorporating other kinds of privileged information.

There are three primary limitations to our current work. First, we did not

employ the cross-validation/test scheme to validate our model but used the train-

ing/validation/test scheme. The primary reason for doing so is to maximize the use

of the privileged information in Cohort 1 and maintain consistency on data splits

across different privileged domains. This, in consequence, may reduce the confidence

in the model’s generalizability to an independent dataset. The data split scheme

also results in the lack of statistical measures, such as mean and standard devia-

tion, on performance metrics for the LR-based, PLR-base, and SVM-based models.

However, given that the results have consistency over different experiments that were

performed, we argue that the validation scheme used in this chapter should not re-

duce the reliability of the proposed model. Secondly, the CVXPY implementation

is not efficient enough to handle large dimensional input, thus the scalability of the

provided implementation is not guaranteed. Experimentally, we found that the cur-

rent version is roughly 30 times slower than the Scikit-learn [220] implementation of

logistic regression models. Thirdly, although the model is effective and explainable,

it currently can include only one type of privileged information. The incorporation of

multiple data modalities is feasible by modifying the model but would lead to more

hyperparameters, followed by greater complexity in model training.
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CHAPTER V

Leveraging Multi-Annotator Label Uncertainties

as Privileged Information for Acute Respiratory

Distress Syndrome Detection in Chest X-ray

Images

5.1 Introduction

ARDS is an inflammatory lung injury characterized by diffuse alveolar damage.

It occurs in critically ill patients due to various etiologies such as major trauma,

pneumonia, and sepsis. As a prevalent medical condition worldwide, ARDS affects

over 3 million people of all ages annually [141]. Due to the nonspecific manifestations

of ARDS, patients easily go unrecognized until the severity worsens [221], which leads

to a hospital mortality rate of approximately 45% [221, 222].

CXRs are key diagnostic criteria for ARDS, as the radiological presence of bi-

lateral infiltrates is required for the definition of ARDS. CXRs usually demonstrate

evidence of ARDS in the form of bilateral diffuse alveolar opacities, which may ap-

pear as consolidations as ARDS progresses. Nevertheless, the image findings may

vary depending on the stage and severity of ARDS and may be subtle within the first

24 hours following the lung insult [223]. Additionally, radiological features alone are
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nonspecific and may not correlate with clinical findings. As a result, poor agreements

(Cohen’s κ < 0.27) among clinicians on CXR interpretations for ARDS diagnosis have

been reported [224, 225]. Given that ARDS has a fast-progressing nature, recognizing

and treating this condition promptly is crucial for better patient outcomes. There-

fore, approaches that can identify ARDS from CXR are urgently needed to provide

patients with timely and evidence-based care.

Previous studies have used traditional ML and DL approaches to detect ARDS

from CXR. Zaglam et al. [226] considered the image texture of intercostal patches

for distinguishing between CXRs with ARDS and those without. After identifying

the patches by semiautomatic segmentation of ribs, histogram features, co-occurrence

matrix features, and spectral features were obtained and fed into a SVM for classifica-

tion. Reamaroon et al. [192] employed SVM, random forest, and tree-based boosting

classifiers to detect ARDS based on handcrafted features extracted from the entire

CXRs. These features included directional-blur features that capture the cloudiness

in the CXR, histogram features, co-occurrence matrix features, and features from

pre-trained deep neural networks. Regarding DL approaches, Sjoding et al. [227]

proposed an automatic ARDS detection network with Densenet [93], a widely used

architecture for medical imaging analysis. They first pre-trained the network by

supervised learning on public datasets, then fine-tuned it with ARDS images for a

downstream classification task. In addition, they utilized GRAD-Cam to highlight

the potential ARDS findings on CXRs through saliency maps. On the other hand,

[228] developed the Dense-Ynet model for stratifying the severity of ARDS in CXR

images by performing the segmentation and classification tasks simultaneously. A

global ARDS severity score for the CXRs was provided based on the distribution of

infiltrates in different lung quadrants.

Despite the effectiveness of existing approaches, previous research has not ade-

quately addressed label uncertainty and label noise concerns given the high inter-
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reviewer variability and poor agreements in ARDS diagnosis. For instance, Zaglam

et al. [226] trained their model using image patches from only 9 CXR images without

mentioning how the image level labels were generated, while Yahyatabar et al. [228]

dropped images with labeling disagreements. In the studies conducted by Reamaroon

et al. [192] and Sjoding et al. [227], although uncertain annotations from multiple

clinicians were available in the dataset, only the mean-aggregated values were utilized

as training and validation labels, potentially exposing the model to issues stemming

from noisy labels.

In the field of DL for medical image analysis, several strategies [44] have been

proposed to address the challenge of label noise, including label smoothing [229],

network structure modification [230], and data reweighting [43, 231]. However, none

of the existing approaches have fully utilized label uncertainty from multiple experts,

and the prevailing practice of label averaging persists when multiple annotations are

available. Notably, two studies, namely Confusion Estimation [232] and the Transfer

and Marginalized (TRAM) network [233], have emerged as promising solutions to

this challenge. Confusion Estimation addresses observer confusion by simultaneously

estimating correct labels and annotator confusion matrices during network training.

This method has demonstrated significant improvements in tasks such as natural

image classification and ultrasound cardiac view classification, a medical imaging task.

On the other hand, the TRAM network incorporates the annotator’s information

as privileged information, which is available only during training and not during

inference [45]. By employing a two-branch network architecture consisting of the

base and privileged branches, and updating the base feature extractor solely through

the privileged branch during training, the TRAM network encourages the inclusion

of knowledge from the privileged branch in the base branch during testing when

the privileged branch is no longer needed. In [233], the privileged branch utilizes

multi-annotator labels and one-hot encoded annotator IDs as privileged information,
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leading to enhanced performance in natural image tasks. However, its applicability

to medical data has not been investigated.

In this Chapter, we present a novel deep-learning model inspired by the TRAM

[233] to enhance the detection of ARDS in CXR images by leveraging label uncer-

tainty from multiple annotators as privileged information. We propose three distinct

encoding methods and a simple yet effective measure of uncertainty. By incorporating

a mechanism to provide the model with privileged information only when necessary

and refining the privileged branch to apply ordinal regression on its output, the pro-

posed model facilitates more effective knowledge transfer from the privileged branch

to the base branch. As a result, the model achieves superior testing performance

compared to the original TRAM, Confusion Estimation, and other baseline models.

The main contributions of this work can be summarized as follows:

1. We introduce a novel DL model that leverages label uncertainty from multiple

annotators to enhance the discriminative performance in identifying ARDS from

CXR images. This model addresses the challenge of label uncertainty in medical

image analysis and provides a valuable approach to improving ARDS detection.

2. We introduce effective encoding methods and a measure of uncertainty for han-

dling multi-annotator uncertain labels.

3. This work represents the first attempt to apply and improve the TRAM network,

originally proposed for natural image tasks, to medical images, specifically for

ARDS detection. By incorporating specially designed mechanisms to encour-

age effective knowledge transfer within TRAM, we demonstrate the potential

of enhancing the model’s performance compared to existing approaches and

approaches that rely solely on aggregated labels.

Overall, the significance of this work lies in its approach to addressing the problem

of multi-annotator label uncertainty in medical image analysis, particularly in the
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context of ARDS detection in CXR images. It has the potential to mitigate the impact

of label noise and improve the accuracy of ARDS detection, which can ultimately lead

to more effective diagnosis and treatment of this life-threatening condition.

The remainder of this Chapter is organized as follows. Section 5.2 provides an

introduction to the dataset utilized in this Chapter. Section 5.3 begins by covering the

encoding methods and measure of uncertainty, followed by details on implementation,

experiment setup, training strategy, and test evaluation. Section 5.4 presents the test

performances of the models on all test cases or stratified test cases. In Section 5.5, we

provide interpretations of the results and discuss the limitations of the current work,

offering potential directions for future research.

5.2 Dataset

5.2.1 Inclusion Criteria

The study cohort was formed by retrospectively identifying adult patients admit-

ted to intensive care units at Michigan Medicine during the period of 2016-2017 who

met either of the following criteria: (1) acute hypoxic respiratory failure, defined by

PaO2/FiO2 ratio < 300 mm Hg while receiving invasive mechanical ventilation, or (2)

moderate hypoxia, requiring more than 3 L of supplemental oxygen by nasal cannula

for at least 2 hours.

These inclusion criteria were designed to encompass a diverse patient population

representative of real-world clinical settings, which included patients with potential

lung disease phenotypes other than ARDS. As such, the objective of the work was to

accurately identify ARDS in patients presenting with a range of respiratory illnesses,

rather than differentiate between healthy and ARDS patients.
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Table 5.1: Number of Patients and CXR Images (ARDS and Non-ARDS) in Training and
Testing Sets. All Numbers Shown Are Counts.

Patient ARDS CXRs Non-ARDS CXRs Total CXR

Train 333 606 1,444 2,050
Test 167 327 678 1,005

Total 500 933 2,122 3,055

5.2.2 Characteristics

Examples of CXRs in this dataset are shown in Fig. 5.1. Since the CXRs were

obtained from hospitalized settings, they exhibit a wide range of variations and com-

plexities. These include variations in image quality such as dynamic range and sharp-

ness, the presence of medical devices or implants, and the manifestation of the disease

itself. In total, the cohort consisted of 3,055 anteroposterior (AP) CXRs from 500

patients. As depicted in Table 5.1, 2,050 CXRs from 333 patients admitted in 2016

were used in training, while 1,005 CXRs from 167 patients admitted in 2017 were

designated as the hold-out test set, with no patient overlap in the data split. Among

these 500 patients, 309 were male and 191 were female. The average age of the pa-

tients was 57.65 years, with a standard deviation of 16.32 years. Further information

regarding patient demographics can be found in Table 5.2.

Table 5.2: Demographics of Patients.

Patients (N) Age (yrs)

Male 309 57.16 ± 16.72
Female 191 58.46 ± 15.71

Total 500 57.65 ± 16.32

5.2.3 Label Scheme

Fourteen physicians trained in critical care medicine independently evaluated the

CXRs, with each image receiving two to four evaluations. The evaluations primarily

relied on the presence of bilateral opacities, supplemented by reviewing other clinical
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Figure 5.1: The upper panel displays CXR scans of patients diagnosed with ARDS, while
the lower panel shows scans of patients without ARDS. The score array represents the
annotation score provided by multiple reviewers, together with the averaged score and the
corresponding measurement of uncertainty. (defined in Section 5.3.2)

information during the patient’s hospitalization. As illustrated in Figure 5.2, the

physicians used an ordinal scale ranging from 1 to 8 to rate the presence of ARDS,

with a rating of 1 indicating high confidence that the CXR did not show ARDS,

a rating of 8 indicating high confidence of ARDS presence, and a rating of 4 or 5

indicating equivocal findings. Detailed information regarding the distribution of the

number of reviewers per image and the total images reviewed per reviewer can be

found in Appendix G
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Figure 5.2: Diagram for different labeling scores on a scale of 1 to 8. Solid circles indicate
diagnoses of ARDS, while empty ones represent non-ARDS. The size of the circles represents
the certainty level of an assigned score.

5.2.4 Label Agreement

To assess the agreement in labeling among different reviewers, the evaluations

provided by each reviewer were binarized by applying a threshold of 4.5 to the anno-

tated score. Cohen’s κ coefficient was subsequently computed between each pair of

reviewers based on the images that were reviewed by both reviewers. In cases where

there were no shared images for a specific pair of reviewers, the resulting κ value was

set as NaN (Not a Number). The mean Cohen’s κ value is around 0.366, indicating

only a fair level of agreement between reviewers [234]. Figure 5.3 displays a heatmap

depicting the pairwise Cohen’s κ values among the 14 reviewers.

5.2.5 Mean Label Aggregation

The CXR labels, y, were determined by averaging the annotated scores assigned

by different physicians. If the average score was below 4.5, the CXR was labeled

as non-ARDS; otherwise, it was labeled as ARDS. By employing this approach, a

total of 933 CXR images were identified as meeting the criteria for ARDS, while 2122

images were labeled as non-ARDS. As listed in Table 5.1, there were 606 ARDS CXR

images and 1444 non-ARDS images within the training set. In the holdout test set,

the numbers stood at 327 ARDS CXR images and 687 non-ARDS images. However,

due to the high level of label disagreements among the physicians, this approach

inherently introduced noisy labels. In Section 5.3, methods would be introduced

to measure the uncertain levels associated with these labels and to provide a more
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Figure 5.3: Cohen Kappa score between pairs of 14 independent reviewers’ agreement of
ARDS diagnosis from CXR images

reliable assessment of the labels during the testing phase.

5.3 Method

5.3.1 Encoding of Multi-Annotator Information

Assuming there are k annotations on a CXR image x, where k ∈ {2, 3, 4}, each

annotation is represented by an annotation score Si ∈ S = {1, 2, . . . , 8}, and is as-

sociated with a reviewer’s ID denoted by Ti ∈ T = {1, 2, 3, . . . , 14}. In this context,

a sequence {(S1, T1), . . . , (Sk, Tk)} corresponds to the annotation scores provided by

k reviewers, with each Si linked to the respective reviewer’s ID, Ti. To illustrate

this, consider a sequence {(6, 8), (2, 6), (2, 12)}, which represents three reviewers with

reviewer IDs 8, 6, and 12, and corresponding annotation scores of 6, 2, and 2, re-
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spectively. In order to incorporate this information into the training of our proposed

methods, we introduce three encoding protocols as follows.

• Score Encoding (Score. E.): Only the annotation score is encoded. The

encoder vector is represented as E = [E1, E2, . . . , E7, E8] ∈ R8, where each

element

Es =
k∑

i=1


1, if Si = s

0, otherwise

, s ∈ S

The value of Es represents the count of occurrence of the corresponding score

s among the k annotations. S represents the set of all possible scores.

• Separate Encoding (Separ. E.): Both the annotation scores and the annota-

tor IDs are encoded. The encoder vector for annotation scores is the same as

that in the Score Encoding, while the one for annotator ID is represented as

A = [A1, A2, . . . , A13, A14] ∈ R14, where

At =


1, if t ∈ {T1, . . . , TK}

0, otherwise

, t ∈ T

and T represents the set of all possible annotator IDs. A and E are then

concatenated to form the final encoder vector in R22.

• Combine Encoding (Comb. E.): Both the annotation score and the annotator

ID are encoded. The encoder vector is C = [C1, C2, . . . , C13, C14] ∈ R14. If an

annotation Ti is provided by annotator t with score Si, then Ct takes the value
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of Si. Otherwise, it is assigned a value of 0. The formulation is

Ct =


Si, if t ∈ {T1, . . . , TK}

0, otherwise

, t ∈ T

5.3.2 Measure of Uncertainty

The uncertainty of an ARDS diagnosis from a CXR image arises from two sources:

the annotation score provided by a reviewer and the agreements or disagreements

among reviewers. As discussed earlier, a rating of 1 or 8 indicates higher certainty

from the physician regarding the presence or absence of ARDS findings in the CXR.

However, uncertainty is not solely dependent on the annotation score but also on

the level of agreement between reviewers. Higher reviewer disagreements generally

indicate a higher level of uncertainty for a given case.

Therefore, following the notions described in the previous section, we have de-

signed the following measure of uncertainty

D =
1

k

K∑
i

g(Si) + σS1,...,Sk

to quantify the uncertainty at the image level, where σS1,...,Sk
is the standard deviation

component that takes into account the variability in the scores Si assigned by different

reviewers and the function g(s) : S → R is defined as:

g(s) = − |s− 4.5|+ 3.5, s ∈ S

The function g(s) captures the degree of uncertainty associated with each annotation

score. It assigns lower values of uncertainty to scores farther away from the threshold

of 4.5, with a minimum value of 0 when the score is at the extremes of 1 or 8.

Table 5.3 presents the summary statistics of D on the training and testing sets,
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providing a comprehensive overview of its distribution and variability. In the training

set, the mean measurement of uncertainty is 1.95 with a standard deviation of 1.29,

ranging from a minimum of 0.00 to a maximum of 3.92. The 25th percentile (Q1) is

1.00, the median is 2.00, and the 75th percentile (Q3) is 3.25. Similarly, in the testing

set, the mean measurement of uncertainty is 1.86 with a standard deviation of 1.23,

ranging from 0.00 to 3.83. The 25th percentile, median, and 75th percentile values

are consistent with those of the training set.

Although D may not serve as an unbiased estimator as those in [235] and [43], it

is proved to be effective when combined with the thresholding mechanism described

in Section 5.3.5. This combination successfully promotes knowledge transfer in the

proposed models.

Table 5.3: Summary Statistics of Uncertainty Measurement on Training and Testing Sets

Uncertainty D Mean Std Min Q1a Median Q3b Max

Training 1.95 1.29 0.00 1.00 2.00 3.25 3.92
Testing 1.86 1.23 0.00 1.00 2.00 3.22 3.83

a 25th Percentile, b 75th Percentile

5.3.3 Supervised Per-Trained Encoder

The encoder used in the work in this Chapter is a ResNet50 [91] model pre-

trained using supervised learning and the weight is obtained from the TorchXrayVi-

sion repository (via https://github.com/mlmed/torchxrayvision/) [236]. By lever-

aging the knowledge learned from diverse publicly available datasets, including the

RSNA Pneumonia Challenge (https://www.kaggle.com/c/rsna-pneumonia-detection-

challenge), NIH Chest X-ray8 [237], PadChest [238], CheXpert [239], and MIMIC-

CXR datasets [240], the pretrained ResNet50 encoder provides a strong foundation

for our model to extract meaningful features from the CXR images.

To ensure compatibility with the pretrained encoder, the CXR images are pro-
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cessed accordingly. They are resized to a dimension of 512 × 512 and then normalized

to a range of [-1024, 1024].

5.3.4 Proposed Method

Figure 5.4: Diagram of the Training and Inference Network Structure.

Figure 5.4 depicts the diagrammatic representation of the proposed method, which

incorporates two branches in its network architecture. The base branch comprises

an encoder labeled as ϕ and a predictor denoted as ξ. The privileged branch, on

the other hand, consists of a privileged encoder represented as φ and a privileged

predictor labeled as δ.

In training, the encoder ϕ(x) generates an embedding from the input CXR im-

ages x. The resulting embedding, denoted as z, serves two purposes. Firstly, it is

passed to the predictor ξ(z) on the base branch for the primary task. Secondly, it is

concatenated with the privileged annotation information encoded as z∗ = φ(x∗) and

utilized by the predictor δ(z∗, z) on the privileged branch. With a Stop Gradient (sg)

operator applied to the base branch, the updates on the encoder ϕ occur through the
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privileged branch, allowing the privileged information to influence and modify the

encoder. This mechanism, initially introduced in [233] and named TRAM, enables

the exploitation of the privileged annotation information x∗ to enhance the learning

process of the base branch. During the testing phase, only the base branch is retained

for making predictions.

The TRAM mechanism may encounter limitations when the annotation informa-

tion obtained from the privileged branch contains excessive details about the target

label [241]. This situation arises as the model may heavily rely on the embedded score

annotations z∗ in conjunction with δ(z∗, z) on the privileged branch, overshadowing

the importance of learning associations between the input data x and the target label

through the encoder ϕ. Consequently, the models may struggle to generalize well to

unseen examples or exhibit limited performance in the testing phase, where privileged

information is not available. Therefore, it is crucial to strike a balance in utilizing the

privileged information while ensuring that the base branch also learns from the input

data to obtain an encoder that produces robust and meaningful representations.

Two strategies were proposed to address the aforementioned issue. Firstly, the

model is provided with the privileged annotation information, which is encoded as

described in Section 5.3.1, only when the measure of uncertainty, introduced in Section

5.3.2, exceeds a certain threshold. When the uncertainty falls below this threshold,

an all-zero vector is used as a substitute for the privileged annotation information.

By employing this strategy, the model is encouraged to utilize the multi-annotator

privileged information primarily in cases where the label may be noisy, while also

promoting the learning of associations between clean samples and their corresponding

labels within the encoder. Secondly, instead of using binarized labels as the prediction

target for the privileged branch, a rank-consistent ordinal prediction approach is

employed, where the averaged scores among annotators are rounded up and used

as targets. This approach creates a more nuanced prediction target that effectively
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captures the ordinal nature of the labels. Together with the thresholding mechanism,

it will further encourage the learning of the clean instances during network training

and help with knowledge transfer across branches.

5.3.5 Implementation Details and Training Logic

The models described below were implemented using PyTorch 1.10 and Python

3.7. The experiments were conducted on two Tesla V100 GPUs, each equipped with

16 GB of memory.

In our proposed model, the encoder ϕ is a ResNet50 model (described in Section

5.3.3) with its final prediction layer removed. The resulting embeddings have a di-

mension of 2048. For the predictor ξ, we employ a linear layer to map the embeddings

to the 2-dimensional output. On the privileged branch, the privileged encoder φ is

implemented as a linear layer with 64 units, followed by batch normalization and

ReLU activation to facilitate effective information flow and non-linearity. The out-

put of φ is then concatenated with the embeddings z and passed into the privileged

predictor, which is a network consisting of two layers. Each layer has 128 units, with

batch normalization and ReLU activation applied between the layers. Notably, the

final layer of the privileged predictor is specifically modified to align with a rank-

consistent ordinal regression framework known as CORN [242], which has proved its

efficiency on various datasets.

The loss function L for training the network is defined as follows:

L = L1 (ξ [sg(ϕ(x))] , y) + βL2 (δ [φ(x
∗), ϕ(x)] , µS)

Here, L1 represents the cross-entropy loss on the base branch, which measures the

discrepancy between the predicted label distribution and the mean aggregated labels

y. The function sg(·) denotes the stop gradient operation applied to the output of
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the encoder ϕ(x), ensuring that no gradients flow through the base branch during

backpropagation. On the other hand, L2 represents the CORN loss on the privileged

branch. The target values µS ∈ S are obtained by averaging the scores provided by

multiple annotators and rounding them to the closest integer. The weight parameter

β determines the relative significance of the privileged branch loss compared to the

base branch loss. In the experiments, β was consistently set to 0.5, considering that

the search for the learning rate could adequately incorporate the impact of both losses,

as mentioned in [233].

In addition, the following models were implemented to provide a basis for compar-

ison. The encoder architectures in these models remain unchanged from the previous

description. In addition, the three encoding methods were independently applied in

experiments for models that require annotator information encoding to evaluate the

effectiveness.

1. Linear Probing: The encoder is frozen, and the predictor ξ is a linear layer

with an input feature size of 2048 and an output dimension of 2. The objective

is to minimize the cross-entropy loss between the predicted label distribution

and the mean-aggregated labels.

2. Fine Tuning: The predictor architecture and the loss remain the same as in

Linear Probing, but with a trainable encoder.

3. Confusion Estimation: This model follows the same architecture as Linear

Probing, but introduces trainable confusion matrices specific to each of the 14

reviewers. The prediction targets are obtained by binarizing the scores provided

by each reviewer, using a threshold of 4.5. Other details follow the approach

outlined in [232].

4. TRAM: The architecture is identical to the proposed model, except that no

thresholding (Thresh.) is applied when supplying privileged annotation infor-
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mation, and no ordinal regression (Ord.Reg.) is used in the privileged branch.

5. TRAM w/ Thresh.: This model builds upon the TRAM framework but incor-

porates the thresholding mechanism, where a threshold is applied to determine

whether to use privileged annotation information.

6. TRAM w/ Ord. Reg.: This model builds upon the TRAM framework but

has the privileged branch that uses an ordinal regression for prediction.

The Adam optimizer [243] with default parameters was used in all the conducted

experiments. The hyperparameters of interest were the learning rates for the en-

coder, denoted as α, and the learning rate β for the rest of the network. To de-

termine the optimal learning rates, a grid search was performed over the values

α ∈ {1e−4, 4e−4, 1e−5, 5e−5, 1e−6} and β ∈ {1e−3, 5e−3, 1e−4, 5e−4, 1e−5}.

To ensure consistency in comparing encoding methods and avoid extensive hyperpa-

rameter tuning, the threshold level that distinguishes between more uncertain and

less uncertain cases was not considered a hyperparameter in our experiment. In-

stead, the median value of 2 was selected as the threshold based on the statistics

provided in Table 5.3. However, the choice of threshold level did have an impact on

the performance of the proposed models. As the threshold increased from 0 to its

maximum, the validation and testing performance initially improved and then started

to decline. Details on the influence of applying different thresholds to validation and

testing outcomes are listed in Appendix H.

Two separate random seeds were utilized to carry out the experiments. The first

seed was employed for hyperparameter selection, where the model was trained using

three-fold cross-validation on the training set. The data splits were performed in a

patient-wise manner. Each fold was trained up to 40 epochs using a batch size of

64, and early stopping was triggered if the validation loss did not decrease for 10

consecutive epochs. Among the models trained on each fold, the one with the lowest
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validation loss was identified as the optimal model. By calculating the mean statistics

of the validation loss across the optimal models from all three folds, we were able to

determine the optimal combination of hyperparameters. The second seed was used

to repeat the three-fold cross-validation process with the optimal hyperparameters.

The optimal models obtained from each fold were applied to the holdout test set, and

the mean test metrics and standard deviation were reported.

Furthermore, while the training loss, target label, and network architecture may

differ among different methods, the validation process was consistently conducted on

the same architecture depicted in the lower panel of Figure 5.4. This architecture

utilized mean-aggregated labels and cross-entropy loss. To ensure the reliability of

the validation set within each fold and prevent potential misleading results, only cases

with an uncertain level of 2 or lower were included in the validation set after their

assignment during cross-validation. This filtering process ensured that the validation

set consisted of cases with relatively low uncertain levels.

5.3.6 Test Evaluation

The performance metrics involved in model evaluation are precision, accuracy,

AUROC, Area Under the Precision-Recall Curve (AUPRC), sensitivity, specificity,

and F1 score.

Due to the absence of gold standard labels for the test set, we employed two

evaluation approaches. The first approach utilized mean-aggregated labels, while the

second approach categorized the predictions based on their uncertainty into two dis-

tinct ranges, [0, 2) and [2, 4), which allows us to analyze the model’s performance over

different levels of uncertainty. We paid more attention to cases with lower uncertainty,

as they were more likely to have accurate labels.
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Table 5.4: Testing Performances Across Different Methods on Test Set with Mean Aggre-
gated Labels

(a). Baselines Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.768 ± 0.006 0.771 ± 0.006 0.838 ± 0.010 0.850 ± 0.008 0.776 ± 0.007 0.765 ± 0.006 0.772 ± 0.006
Fine-tuning 0.771 ± 0.015 0.772 ± 0.010 0.855 ± 0.008 0.856 ± 0.012 0.775 ± 0.014 0.769 ± 0.009 0.773 ± 0.012

Confusion Estimation [232] 0.785 ± 0.010 0.788 ± 0.009 0.870 ± 0.001 0.871 ± 0.001 0.794 ± 0.008 0.782 ± 0.010 0.789 ± 0.009

TRAM [233] + Score. E. 0.763 ± 0.016 0.766 ± 0.016 0.835 ± 0.018 0.842 ± 0.017 0.773 ± 0.015 0.760 ± 0.016 0.768 ± 0.015
TRAM [233] + Separ. E. 0.758 ± 0.012 0.762 ± 0.013 0.836 ± 0.018 0.842 ± 0.015 0.767 ± 0.013 0.756 ± 0.012 0.763 ± 0.013
TRAM [233] + Comb. E. 0.764 ± 0.014 0.770 ± 0.014 0.834 ± 0.015 0.846 ± 0.012 0.781 ± 0.013 0.758 ± 0.014 0.772 ± 0.014

TRAM w/ Thresh. + Score. E. 0.785 ± 0.013 0.788 ± 0.014 0.860 ± 0.011 0.866 ± 0.009 0.795 ± 0.016 0.782 ± 0.013 0.790 ± 0.015
TRAM w/ Thresh. + Separ. E. 0.792 ± 0.011 0.796 ± 0.012 0.866 ± 0.016 0.872 ± 0.011 0.802 ± 0.014 0.789 ± 0.010 0.797 ± 0.012
TRAM w/ Thresh. + Comb. E. 0.786 ± 0.031 0.789 ± 0.033 0.859 ± 0.020 0.865 ± 0.021 0.796 ± 0.034 0.783 ± 0.031 0.791 ± 0.033

(b). Proposed Models Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

TRAM w/ Ord. Reg. + Score. E. 0.790 ± 0.007 0.790 ± 0.007 0.852 ± 0.017 0.861 ± 0.014 0.789 ± 0.008 0.790 ± 0.007 0.789 ± 0.007
TRAM w/ Ord. Reg. + Separ. E. 0.792 ± 0.009 0.792 ± 0.009 0.852 ± 0.016 0.860 ± 0.013 0.791 ± 0.009 0.792 ± 0.009 0.791 ± 0.009
TRAM w/ Ord. Reg. + Comb. E. 0.780 ± 0.014 0.780 ± 0.013 0.850 ± 0.014 0.858 ± 0.012 0.779 ± 0.012 0.780 ± 0.015 0.780 ± 0.013

Proposed + Score. E. 0.798 ± 0.007 0.797 ± 0.006 0.868 ± 0.012 0.873 ± 0.010 0.796 ± 0.006 0.798 ± 0.007 0.797 ± 0.006
Proposed + Separ. E. 0.796 ± 0.008 0.795 ± 0.007 0.864 ± 0.015 0.871 ± 0.012 0.793 ± 0.006 0.796 ± 0.008 0.794 ± 0.007
Proposed + Comb. E. 0.789 ± 0.003 0.789 ± 0.003 0.863 ± 0.014 0.868 ± 0.010 0.788 ± 0.004 0.789 ± 0.003 0.789 ± 0.003

5.4 Results

5.4.1 Performance Analysis and Comparison of Baseline and Proposed

Models on Test Set with Mean Aggregated Labels

Table 5.4 presents the testing statistics for various models. The model names

and the encoding methods employed adhere to the abbreviations outlined in Section

5.3.1 and 5.3.5. The upper panel (Table 5.4.(a)) showcases the performance of the

baseline models, while the lower panel highlights the results of the proposed models

incorporating ordinal regression in the privileged task. The best-performing metric in

each panel is indicated in bold. Among all the tested models, the proposed network

with Score Encoding achieved the highest precision, accuracy, AUROC, specificity,

and F1 score. On the other hand, TRAM with Thresholding and Separate Encoding

attained the highest sensitivity, whereas the Confusion Estimation model yielded the

highest AUPRC.

For tested baselines, the Confusion Estimation model achieved the highest AUPRC.

However, the TRAM models with the threshold mechanism and Separate Encoding

surpassed other models across all the rest metrics. It achieved a precision of 0.792,

accuracy of 0.796, AUROC of 0.872, sensitivity of 0.802, specificity of 0.789, and F1
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score of 0.797. While the performance differences between the Confusion Estimation

and the TRAM models may not be statistically significant based on the error bars

defined by the standard deviation, the presence of the thresholding mechanism had

a notable impact on the TRAM models’ testing performance, resulting in a 2% - 3%

increase across all metrics compared to the original TRAM models.

Moreover, the performance of linear probing was found to be comparable to that

of fine-tuning, with only a slight difference observed in AUPRC. This indicates that

the self-supervised pretrained encoder is capable of capturing meaningful embeddings

from the CXR images. It also suggests that fine-tuning may lead to overfitting the

training data, resulting in similar performances to linear probing. Additionally, it

is worth noting that disregarding the thresholding mechanism in TRAM can have a

detrimental effect on testing performances. When comparing with fine-tuning and

linear probing as baselines, the original TRAM model performs unfavorably on most

metrics, except for sensitivity and F1 score when utilizing Combine Encoding.

Among the proposed models in Table 5.4.(b), the best results were achieved when

using the proposed model with Score Encoding. This approach yielded a precision

of 0.798, accuracy of 0.797, AUPRC of 0.868, AUROC of 0.873, sensitivity of 0.796,

specificity of 0.798, and F1 score of 0.797. What’s more, although all the models in

panel (b) incorporated ordinal regression in the privileged branch, the proposed mod-

els that additionally utilized the thresholding mechanism demonstrated a performance

improvement of up to 1% in all the testing metrics compared to those without the

thresholding mechanism. This finding reinforces the importance of the thresholding

mechanism in achieving effectiveness in TRAM models.

By comparing the results in panel (a) and panel (b) of Table 5.4, we can observe

that incorporating ordinal regression in the privileged branch leads to performance

improvements ranging from 1% to 3% in the testing stage, particularly when the

thresholding mechanism is not present. Furthermore, the use of ordinal regression
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helps mitigate the performance drop in the absence of the thresholding mechanism in

TRAM. When comparing the proposed model in panel (b) with TRAM models that

incorporates the thresholding technique in panel (a), we observed performance en-

hancements in terms of precision, accuracy, AUPRC, AUROC, and specificity, while

achieving similar performance levels in the F1 score. Although most of these im-

provements are subtle, there is a noticeable decrease in the standard deviation for the

proposed models compared to the TRAM models regardless of the encoding applied.

This decrease in standard deviation indicates better stability and robustness of the

proposed models across the three-fold cross-validation.

5.4.2 Performance Evaluation on Stratified Testing Set: Clean and Equi-

vocal Test Cases

Table 5.5: Testing Performances Across Different models on the Test Set Stratified by
Uncertainty.

(a). Uncertainty ∈ [0, 2), n=477 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.882 ± 0.009 0.886 ± 0.007 0.955 ± 0.006 0.958 ± 0.005 0.892 ± 0.005 0.881 ± 0.009 0.887 ± 0.007
Fine-tuning 0.887 ± 0.006 0.889 ± 0.007 0.956 ± 0.003 0.956 ± 0.004 0.892 ± 0.008 0.887 ± 0.006 0.890 ± 0.007

Confusion Estimation [232] 0.900 ± 0.004 0.903 ± 0.005 0.965 ± 0.002 0.965 ± 0.002 0.907 ± 0.007 0.899 ± 0.004 0.904 ± 0.005

TRAM w/ Thresh. + Score. E. 0.908 ± 0.008 0.911 ± 0.008 0.961 ± 0.009 0.965 ± 0.008 0.914 ± 0.008 0.907 ± 0.008 0.911 ± 0.008
TRAM w/ Thresh. + Separ. E. 0.911 ± 0.007 0.914 ± 0.007 0.966 ± 0.011 0.969 ± 0.007 0.918 ± 0.008 0.910 ± 0.007 0.914 ± 0.007
TRAM w/ Thresh. + Comb. E. 0.902 ± 0.035 0.905 ± 0.035 0.962 ± 0.012 0.964 ± 0.012 0.909 ± 0.034 0.901 ± 0.035 0.906 ± 0.034

Proposed + Score. E. 0.921 ± 0.006 0.921 ± 0.005 0.971 ± 0.005 0.973 ± 0.003 0.920 ± 0.004 0.921 ± 0.006 0.921 ± 0.005
Proposed + Separ. E. 0.920 ± 0.008 0.920 ± 0.008 0.969 ± 0.007 0.972 ± 0.005 0.919 ± 0.009 0.920 ± 0.008 0.920 ± 0.008
Proposed + Comb. E. 0.915 ± 0.003 0.915 ± 0.004 0.969 ± 0.005 0.971 ± 0.003 0.915 ± 0.004 0.915 ± 0.003 0.915 ± 0.004

(b). Uncertainty ∈ [2, 4], n=528 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.664 ± 0.005 0.666 ± 0.006 0.693 ± 0.008 0.724 ± 0.008 0.672 ± 0.008 0.660 ± 0.003 0.668 ± 0.006
Fine-tuning 0.666 ± 0.013 0.667 ± 0.013 0.720 ± 0.013 0.731 ± 0.010 0.670 ± 0.014 0.664 ± 0.013 0.668 ± 0.014

Confusion Estimation [232] 0.681 ± 0.015 0.684 ± 0.013 0.737 ± 0.006 0.748 ± 0.003 0.691 ± 0.009 0.677 ± 0.017 0.686 ± 0.012

TRAM w/ Thresh. + Score. E. 0.675 ± 0.019 0.678 ± 0.021 0.715 ± 0.015 0.732 ± 0.011 0.688 ± 0.026 0.669 ± 0.017 0.681 ± 0.022
TRAM w/ Thresh. + Separ. E. 0.685 ± 0.015 0.689 ± 0.016 0.718 ± 0.022 0.738 ± 0.018 0.698 ± 0.019 0.680 ± 0.014 0.691 ± 0.017
TRAM w/ Thresh. + Comb. E. 0.681 ± 0.031 0.685 ± 0.033 0.715 ± 0.021 0.736 ± 0.026 0.694 ± 0.035 0.676 ± 0.030 0.687 ± 0.033

Proposed + Score. E. 0.686 ± 0.009 0.686 ± 0.009 0.715 ± 0.017 0.737 ± 0.018 0.684 ± 0.009 0.687 ± 0.009 0.685 ± 0.009
Proposed + Separ. E. 0.683 ± 0.008 0.682 ± 0.007 0.709 ± 0.020 0.733 ± 0.018 0.679 ± 0.006 0.684 ± 0.009 0.681 ± 0.007
Proposed + Comb. E. 0.675 ± 0.004 0.675 ± 0.004 0.712 ± 0.025 0.731 ± 0.018 0.673 ± 0.004 0.676 ± 0.005 0.674 ± 0.004

Table 5.5 displays the performance of various models on the stratified testing set

described in Section 5.3.6. The test cases are categorized based on their uncertain

levels, as defined in Section 5.3.2, and evaluated separately using different models.

The upper panel (a) presents the results for 477 CXRs with uncertain levels smaller

than 2, referred to as clean test cases. The lower panel (b) shows the results for 528
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cases with higher uncertainty, denoted as equivocal test cases. In line with the find-

ings discussed in Section 5.4.1, the models incorporating the thresholding mechanism

demonstrate superior performance compared to those without it. Therefore, only the

models utilizing the thresholding mechanism, along with linear probing, fine-tuning,

and Confusion Estimation, are included in the table for comparison.

When evaluating the clean test cases, both linear probing and fine-tuning exhib-

ited similar levels of performance, with differences of less than 1%. The Confusion

Estimation model performed on par with or slightly worse than TRAM with thresh-

olding. Among the TRAM models incorporating the thresholding mechanism, those

utilizing Separate Encoding achieved the highest performance on the clean test cases

compared to the other two encoding techniques. However, their overall performance

was 1% to 2% lower than that of the proposed models across most metrics, and they

exhibited higher standard deviations.

The proposed model with Score Encoding demonstrated the highest performance

across all evaluated metrics. It achieved a precision of 0.921, accuracy of 0.921,

AUPRC of 0.971, AUROC of 0.973, sensitivity of 0.92, specificity of 0.921, and F1

score of 0.921. The model utilizing Separate Encoding achieved the same level of

performance while using Combined Encoding showed slightly inferior results. Com-

paring the proposed models with linear probing and fine-tuning, the proposed models

showed a 1% increase in AUROC and AUPRC, as well as a 3%-4% improvement

across other metrics.

When considering the equivocal test cases, fine-tuning showed higher AUPRC and

AUROC values compared to linear probing, although the differences were subtle for

other metrics. Among the models tested, Confusion Estimation achieved the highest

AUPRC of 0.737 and AUROC of 0.728. TRAM with thresholding and Separate

Encoding demonstrated the best performance in terms of accuracy, sensitivity, and

F1 score. The proposed model with Score Encoding achieved the highest precision
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and specificity. Overall, the proposed model did not consistently outperform the other

models and often yielded lower scores.

It is important to note that in the context of equivocal test cases potentially being

assigned with incorrect labels, higher values could indicate overfitting to the noisy

labels. Therefore, we are more concerned with the performances on the clean test

cases as they can provide a more accurate reflection of how each model performs.

Interestingly, although the Confusion Estimation model achieved the best AUPRC

overall, as shown in Table 5.4, its performances on clean test cases are worse than

the proposed method. Another interesting observation is that the performance on

the equivocal test cases was generally worse compared to the clean cases, exhibiting

a decrease of approximately 25%. Additionally, the standard deviations were gen-

erally larger for the equivocal test cases. These findings indicate that the presence

of uncertainty in test cases can significantly impact model performance and increase

variability in the results.

5.5 Discussion

CXRs are commonly used for ARDS diagnosis, but their interpretation can be

challenging and subjective. Previous studies have utilized traditional ML and DL

approaches to detect ARDS from CXR images. However, these approaches have not

adequately addressed label uncertainty and noise, which can affect model perfor-

mance. In this Chapter, inspired by the TRAM network, we propose a DL model

that leverages label uncertainty from multiple annotators as privileged information

to improve ARDS detection in CXR images. We introduce three different encoding

methods and a simple, but effective, measure of uncertainty to supply the model with

privileged information when necessary. Additionally, we apply ordinal regression to

the privileged branch of the model to encourage knowledge transfer across branches.

Our proposed model achieves an AUROC of 0.873, AUPRC of 0.868, and an F1 score

107



of 0.797 on test examples. Moreover, it achieves an AUROC of 0.973, AUPRC of

0.971, and an F1 score of 0.921 on cases with more certain and cleaner labels, while

fine-tuning the encoder only gets AUROC 0f 0.956, AUPRC of 0.956, and F1 score

of 0.890. In comparison to the two previous studies [192, 227] which primarily fo-

cused on developing models for ARDS detection and used ARDS datasets that have

similar attributes to ours, our work specifically addresses the challenge of leveraging

multi-annotator label uncertainty to enhance performance.

This Chapter also presents findings and insights regarding the TRAM mechanism.

As the first application of TRAM in medical image analysis, our experiments highlight

its utility in the identification of ARDS from CXR images, while validating previous

findings [241] that excessive privileged information can hinder model generalizability.

Specifically, we demonstrated the critical role of the thresholding mechanism in the

success of our proposed model. Although we used a median value of the uncertainty

measurements in the training set as the determined threshold, this value can be re-

garded as a hyperparameter when using the proposed method on other datasets. In

Appendix H, we explore the impact of different threshold values on cross-validation

and testing performance. It is observed that increasing the threshold from 0 to 4 in

increments of 0.5 initially enhances testing performance but subsequently leads to a

decline. Another interesting observation is that, despite the maximum measurement

of uncertainty being 3.96 and applying a threshold of 4 results in the TRAM network

receiving no privileged information, the results presented in Table 5.4 and Appendix H

Table H show that using a threshold of 4 outperforms both the approach of supplying

extensive privileged information without thresholding and fine-tuning the network.

This performance improvement using the TRAM mechanism, even in the absence

of additional information, could be attributed to two key factors. First, the privi-

leged prediction head in our experimental setup exhibits stronger learning capability.

While the base network employs a single-layer prediction head, the privileged branch
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incorporates a larger prediction head with enhanced learning capacity. Consequently,

knowledge from the prediction head, rather than privileged information itself, can be

learned and transferred to the base network. Second, the presence of two branches

and the stop-gradient operation in TRAM may contribute to mitigating overfitting

tendencies. We observe more stable training loss behavior and less overfitting when

employing the TRAM-based network compared to fine-tuning.

While fine-tuning a supervised pretrained feature encoder is the most common

approach for transfer learning in medical imaging tasks, recent studies [244, 245, 246,

247] have explored the effectiveness of self-supervised pretraining in CXR image anal-

ysis and some [244, 247] have shown that self-supervised pretrained feature encoders

generate more informative embeddings compared to their supervised counterparts. To

assess if our proposed model consistently achieves superior performance with different

pretrained encoders, and to explore whether self-supervised pretraining can yield bet-

ter encoders for ARDS detection than their supervised counterparts, we conducted

additional experiments using Boost Your Own Latent (BYOL) [248] and distillation

with no labels (DINO) [249] pretrained encoders. Detailed information regarding

the background, training protocol, and results of these experiments can be found in

Appendix I. In summary, our findings demonstrate that utilizing DINO pretrained

encoders can enhance the performance of ARDS detection compared to supervised

pretrained encoders. Moreover, while the quality of the pretrained encoder and its

architecture are crucial factors influencing downstream fine-tuning performance, the

methods proposed in this Chapter consistently yielded matching or superior test per-

formance compared to other baselines, regardless of the specific pretrained encoder

employed.

Our work has certain limitations that should be acknowledged, with the primary

limitation relating to interpretability. Firstly, the proposed models do not provide

insight into how different annotators contribute to label noise or how their annota-
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tions impact the final results, whereas the Confusion Estimation model [232] offers a

potential solution by estimating the skill level of each annotator based on their con-

fusion matrix’s average diagonal elements. Furthermore, the encoding methods that

performed best in testing for the proposed models favor Score Encoding and Separate

Encoding, which do not rely on the correspondence between the score and its annota-

tor. This observation suggests that the model’s performance may not be dependent

on this correspondence, and the mechanism by which it utilizes multi-annotator in-

formation still lacks explainability.

In a recent study by Farzaneh et al. [250], which investigated collaborative strate-

gies between physicians and an AI model in ARDS diagnosis, it was discovered that AI

and physician expertise complemented each other. The AI model exhibited higher and

more consistent accuracy on less challenging chest X-rays, while physicians demon-

strated higher accuracy on difficult chest X-rays. These findings endorse the strategy

of having the AI model review chest X-rays initially and involve clinicians when uncer-

tainty arises. This highlights the significance of identifying cases with uncertainty and

guides the future direction of our work. Specifically, our focus will be on enhancing

the interpretability of the uncertain level associated with each case and integrating

strategies to handle noisy labels at both the annotator and sample levels. By doing

so, we aim to further support the identification of ARDS patients and provide them

with evidence-based care.
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CHAPTER VI

Conclusion

The thesis presented several novel machine-learning and deep-learning models that

address practical challenges in clinical decision support. These challenges are diverse

and depend on the specific data type being analyzed. The following is a summary

of the challenges and the corresponding solutions presented in the thesis, grouped by

the target medical data modalities.

In Chapter II, the focus was on medical image analysis, specifically the segmen-

tation of coronary arteries in XCA images. The challenges in this task included the

limited availability of labeled images and the class imbalance of the training data. To

address these, an automated pipeline was proposed, leveraging an ensemble frame-

work that combined deep learning and filter-based features. Additionally, multiple

under-sampling methods were incorporated based on domain knowledge to create

a balanced training dataset. The proposed approach outperformed common deep

CNNs and yielded more consistent results in coronary artery segmentation. Moving

to Chapter V, the emphasis remained on medical image analysis, with a focus on

improving ARDS detection in CXR images. The main obstacle in this context was

the lack of gold-standard labels. Therefore, a novel approach was introduced to uti-

lize the label uncertainty derived from multiple annotators as privileged information.

By incorporating the latest progress in LUPI and effective knowledge transfer mech-
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anisms, the proposed network outperformed various baselines in the testing phase,

proving its ability to address label uncertainty and noise in CXR images for ARDS

detection.

Chapter III shifted the focus to the diagnosis of ARDS using EHR data. In this

task, the challenges involved dealing with the unique characteristics of EHR data

and balancing the efficiency and explainability of the ML models. In addition to the

careful handling of EHR data in preprocessing, various ML models and feature selec-

tion methods were employed and evaluated, with the most relevant clinical variables

diagnosis identified. The results demonstrated that ML models utilizing EHR data

alone could accurately detect ARDS. This capability allows for the early detection of

ARDS before using MV, which can potentially improve patient outcomes. Chapter

IV built upon the work in Chapter III by considering the use of EHR data as the

base data modality, while incorporating CXRs and MV-related information as priv-

ileged information. It is an attempt to integrate multiple sources of medical data

with the LUPI paradigm. Specifically, the objective was to develop a LUPI model

that transfers knowledge from the privileged domain to the base domain for improved

ARDS detection. The proposed PLR model, with regularization techniques employed

in both the privileged and base domains, showed improved classification performance

even when privileged information was only partially available.

It is important to note that the models and techniques developed in this research

were based on the state-of-the-art at the time of their development. Since the field

of medical AI is rapidly evolving, with new advancements and approaches continuing

to emerge, there are more advanced and effective solutions to address some of the

aforementioned challenges and they could reshape the methodology proposed in this

thesis.

For example, to address the challenge of limited labeled data discussed in Chapter

II, an emerging trend is to utilize generative models, such as generative adversarial
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networks and Denoising Diffusion Probabilistic (DDP) models. These models have

shown significant potential in generating synthetic medical images, thereby supple-

menting small datasets and enabling effective data augmentation techniques. Notely,

a recent work [251] has used diffusion adversarial representation learning model, a

combination of DDP with adversarial learning, to generate synthetic vessel images

and vessel segmentation masks at the same time, achieving significantly better per-

formance than the supervised counterpart in segmentation of coronary angiography

and retinal images. In addition, the application of generative models in the medi-

cal domain has extended well beyond image-generation tasks. It now encompasses a

wide range of applications, including image-to-image translation, image reconstruc-

tion, image classification, image segmentation, and abnormalities detection.

In recent years, the field of medical AI has witnessed significant advancements

beyond traditional supervised learning methods, with a growing focus on weakly su-

pervised learning [252, 253] and self-supervised learning [254]. These approaches have

gained popularity for their capacity to leverage large amounts of unannotated data

and enhance model performance. Weakly supervised learning tackles the challenges

associated with incomplete, inexact, or inaccurate label supervision [255], while self-

supervised learning trains models by predicting image transformations or contextu-

ally related image patches, enabling the learning of valuable representations without

manual annotations. By harnessing the inherent information within the data itself to

uncover meaningful representations, self-supervised learning techniques have shown

promise in pre-training deep neural networks using unlabeled medical images, as

demonstrated in the experiments conducted in Chapter V. Recently, there have been

endeavors [246] to combine self-supervised learning with semi-supervised learning, en-

abling the model to evolve through self-training and achieve enhanced performance in

lung disease detection from chest X-rays. This represents a potential future direction

to the methods proposed in Chapter V for addressing label noise in ARDS detection
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from chest X-rays.

Furthermore, there has been significant research progress focused on analyzing

EHR data [256, 257] and establishing standards for its processing [35, 258]. Re-

searchers have proposed techniques [259, 260] to address the challenges of temporality

and missingness in EHR data such as imputation with masking and incorporating time

intervals. These studies highlight areas that need improvement in the work presented

in Chapter III and Chapter IV. Specifically, although temporality was addressed by

under-sampling the longitudinal EHR data and assuming it to be i.i.d. samples, the

informative presence captured by frequencies and other factors could be overlooked.

Considering the utilization of more advanced temporal models or incorporating tem-

poral information in other ways could potentially result in better-performing models

for EHR data analysis in Chapter III and Chapter IV.

Still, this thesis provided valuable insights that can guide future research endeav-

ors in medical AI. Chapter IV sheds light on the advantages of integrating multiple

data modalities to build robust decision support models. This highlights the immense

potential of multimodal learning approaches in medical AI [261], where models can

leverage diverse types of data inputs to make predictions, mirroring the way human

clinicians rely on multiple sources of information in their decision-making processes.

Notable efforts have already demonstrated the effectiveness of integrating different

data modalities in medical AI applications [262], such as integration of continuous

ECG data and discrete clinical data for decompensation prediction [263], the fusion

of radiological images and EHR data for pulmonary disease detection [264], and the

utilization of pathology-radiology fusion for prostate cancer classification [265]. How-

ever, a major limitation of these approaches is the assumption of complete patient

records across all modalities, which is often unrealistic in real-world clinical scenarios

due to various factors [266], such as the risks associated with certain examinations

or invasive procedures, patient preferences, or limitations in data collection across

114



departments and institutions. Currently, approaches like deleting incomplete cases or

using imputation techniques are commonly employed to handle missing data in mul-

timodal settings [267]. However, these techniques may reduce the available training

data or introduce biases and inaccuracies in the imputed values, ultimately affect-

ing the performance of the models. To address the challenge of missing data and

enhance multimodal learning, the LUPI paradigm emerges as a promising approach,

together with the others [268]. Chapter V and other research [269] have demonstrated

that the LUPI framework often outperforms imputation methods when dealing with

missing data in multimodal settings. While a comprehensive systematic analysis is

yet to be conducted, it appears that leveraging multiple data modalities within the

LUPI framework not only enables the inclusion of privileged or additional information

from different sources but also provides a more consistent way to handle missing data

with the LUPAPI approach. By leveraging principles from information theory and

multi-view learning [270], the LUPI paradigm holds promise as a potential avenue to

enhance the performance and generalizability of multimodal models in medical AI.

Looking toward the future, it is evident that the concept of knowledge transfer,

encompassing ideas like transfer learning [271] and knowledge distillation [272], will

remain essential in the development of medical AI models. With the emergence of

very large imaging models [273] and the availability of publicly accessible datasets

[274, 275] on medical imaging, EHR, and others, it could be beneficial to leverage

their power while incorporating domain knowledge to tailor solutions to the specific

data at hand. Beyond the technical aspects, there are numerous other facets of

medical AI that are worth discussing [33]. For example, exploring the interaction

between medical AI models and clinicians is an intriguing area of investigation, as

it can enhance collaboration, decision-making processes, and the overall quality of

patient care. Furthermore, ethical considerations [33] pertaining to data use, privacy,

security, and bias are of utmost importance in the field of medical AI to ensure the
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fair deployment of AI systems, promoting trust, transparency, and equitable access

to healthcare advancements.

In conclusion, as we move forward, a multidisciplinary approach that combines

technical advancements with considerations of ethics and human interaction will drive

the future of medical AI. By navigating these challenges, we can harness the full

potential of AI technologies to transform healthcare and improve patient outcomes.
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APPENDIX A

Enhancing X-ray Coronary Angiography Images

through Pre-processing with Filters

Top-bottom-hat Filtering

Top-hat and bottom-hat filters are morphological filters that combine dilation and

erosion operations with a structuring element (SE). For a gray-scale image, dilation

and erosion operation (Figure A.1) of a pixel return the minimum and the maximum,

respectively, of the pixel intensities in its neighborhood defined by SE, and hence, the

former is often used for gaps filling and region connections, while the latter is applied

for detail elimination. Denoting the image matrix as I and the SE with scale λ as

SEλ, the morphological opening operation (◦) is defined as an erosion (⊖) followed

by a dilation (⊕) operation and the morphological closing operation (•) first perform

dilation and then erosion.

I ◦ SEλ = (I ⊖ SEλ)⊕ SEλ

I • SEλ = (I ⊕ SEλ)⊖ SEλ
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Figure A.1: Examples of dilation (left) and erosion (right) on a grayscale image using a
5 × 5 flat SE [1, 2]. The top and bottom parts illustrate the position and results of the
structuring element window when applied on specific pixels of the original images.

Contrast-enhancing Filtering

Algorithm: Contrast Enhancement

1: BG = I • SE(disk, ⌊Λn−1/1.5⌋) ▷ Λn−1, the second largest scale, •, the closing
operation

2: FG = I −BG ▷ FG, the foreground; BG, the background.
3: µBG = min(mean(BG)+std(BG)/2, 0.95)
4: procedure Flat-field Correction
5: for λ ∈ Λ1, . . . ,Λn do ▷ Iterate over scales
6:

Iflat(λ) = I · µBG

I ∗ gλ
2

▷ gσ is the Gaussian kernel of scale σ, ∗ is the convolution operation
7: end for
8: return BGadjust = maxλ∈Λ Iflat
9: end procedure
10: Recenter the mean of BGadjust to 0.75
11: BGblur = I • SE(disk, ⌊Λn⌋) ∗ g10
12: FGadjust = min(0, FG · (1−BGblur))
13: FGadjust = mean(FGadjust)/std(FGadjust)
14: Reconstruct image as Ireconstruct = BGadjust + FGadjust/10
15: Normalize Ireconstruct
16: Top-bottom-hat enhancement using Equation 2.1, with m = n = 0.25 and Λi =

Λi/2
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Diffusion Filtering

Diffusion is a time-dependent process from physics that models the concentration

change. This process evolves the input frame, I, by introducing a ’time’ variable and

generating images, I(t), evolved via the diffusion equation:

I(t) = ∇ · (D∇I)

with respect to time t. Here, ∇ represents the divergence operator; ∇I = (Ix, Iy)

denotes the image gradient; and D is a diffusion tensor that describes the diffusion

process. The diffusion tensor is constructed to enhance the vascular structures in the

image using a variant of Frangi’s vesselness filter with continuous derivatives. The

filter Vσ is given by

Vσ =


0, λ2 < 0

exp
(
− R2

2r2

)
×

(
1− exp( S2

2s2
)
)
×

(
−2c2

λ2
2

)
, λ2 ≥ 0

where λ1 and λ2 are the eigenvectors of the Hessian matrix, |λ2| > |λ1|, R = λ1/λ2

and S =
√

λ2
1 + λ2

2, the parameter σ denotes convolution with a Gaussian Kernel of

radius σ. The smoothing parameter, c, ensures that the derivative of Vσ remains

continuous at all points, ensuring a smooth function. The diffusion tensor must be

smooth, positive definite, and symmetric. Due to the addition of the smoothing

parameter in the above filter, the diffusion tensor can be defined as

D = QGQT
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where Q is the matrix given by the eigenvectors of the Hessian of the image and

G =

λ′
1 0

0 λ
′
2

 =

1 + (ω − 1) · V s−1
0

0 1 + (ϵ− 1) · V s−1


In this definition, ω, ϵ, and s denote additional tuning parameters.

Vessel-enhancing diffusion is performed on each image using scale-space theory for

scale invariance [276] with scaling parameters selected for the LCA and RCA based on

expected vessel width ranges [277]. The differential filters are optimized for rotation

invariance [278]. Finally, the vesselness response of the diffused image I ′ is given by

the maximum vesselness response over all scales,

V = maxσVσ
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APPENDIX B

Computational Time for Different Under-sampling

Procedures

Table B.1 shows the mean and standard deviation of the computational times

when applying different under-sampling methods over all images in our dataset. Un-

supervised under-sampling is implemented by Matlab, while Tomek Links and Clus-

ter Centroid are carried out with Python Imbalanced-learn library [127]. Cluster

Centroid under-sampling takes 67312 times more computational time than the unsu-

pervised method and uses 163 times more computational time than the Tomek Links

under-sampling.

Table B.1: Computational Time Statistics

Under-sampling Methods Computational Time (Seconds)
Unsupervised 0.08 ± 0.005
Tomek Links 33.36 ± 8.62

Cluster Centroid 5385.73 ± 207.27

122



APPENDIX C

Training Details on DeepLabV3+

We applied a backbone of ImageNet pre-trained Resnet101, an encoder depth of 5,

an encoder output stride of 16, a decoder atrous rates of (12, 24, 36), and a decoder

channel of 256 in the DeepLabV3+ model construction. These are the preferable

parameter choices described in the original paper when training the model on images

of roughly the same resolution as ours.
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APPENDIX D

Supplementary Tables for Extracted Variables

from Electronic Health Records

Comprehensive Listing of Variables

Table D.1: Abbreviations and Meanings of Variables from EHR

Variable Abbr. Meaning
Mechanical Ventilation

Related or Not

temp Temperature No

sbp Systolic blood pressure No

dbp Diastolic blood pressure No

hr Heart rate No

rr Respiratory rate No

sp02 Pulse oximetry value No

gcs total Total score of Glasgow Coma Scale Maybe

gcs motor Glasgow Coma Scale of motor response Maybe

gcs eye Glasgow Coma Scale of eye-opening response Maybe

gcs verbal Glasgow Coma Scale of verbal response Maybe
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rass

Richmond Agitation and Sedation

Scale (RASS), a validated and reliable

method to assess a patient’s level of

sedation in the intensive care unit.

No

alert

An AVPU scale, given

when the patient is fully awake

(although not necessarily oriented)

No

unresponsive

AVPU scale, is recorded if the patient

does not give any eye, voice

or motor response to voice or pain.

No

sedated If patient is sedated No

oriented Orientation Levels No

invasive
Patient currently receiving invasive

mechanical ventilation (1 = yes, 0 = no)
Yes

noninvasive
Patient currently receiving non-invasive

mechanical ventilation (1 = yes, 0 = no)
Yes

hfnc

High flow nasal cannula (HFNC) oxygen

delivery, a relatively new non-invasive

ventilation therapy that seems to

be well tolerated in neonates and adults

with hypoxemic respiratory failure

Removed

supl Supplemental oxygen Yes

fiO2

Fraction of inspired oxygen,

a percentage indicator of

supplemental oxygen level

No

pf
PaO2/FiO2, ratio of blood

oxygen to supplemental oxygen
No

pf calc pf, but calculated rather than recorded No

RRset
Preset respiratory rate for

mechanical ventilation
Yes

RRobs Preset respiratory rate observed Yes
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Vtset
Tidal volume (VT) set on

the mechanical ventilator
Yes

Vtobs Tidal volume observed Yes

PEEP

Positive end-expiratory pressure.

PEEP maintains the patient’s airway

pressure above the atmospheric

in mechanical ventilation

Yes

Plat

Plateau pressure, a measurement of lung

compliance made on patients receiving

invasive mechanical ventilation

Yes

mAirP

Mean airway pressure, measure of pressure

delivered during invasive mechanical

ventilation, typically higher

pressure required when lung injury severe

Yes

iv in Intravenous fluid given (mL) No

urine out Urine output (mL) No

dialysis
A binary variable

indicating kidney dialysis.
No

norepi Norepinephrine Removed

epi Epinephrine Removed

vasso Vasopressin Removed

phenyl Phenylephrine Removed

dopa Dopamine Reomved

dobu Dobutamine Removed

mil Milrinone Removed

lactate Lactate acid level obtained by blood gas No

pH pH level obtained by blood gas No

pCO2(PaCO2) Carbon dioxide level obtained by blood gas No

pO2 Oxygen level obtained by blood gas No

Na Sodium No

K Potassium No
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HCO2 Another measure of bicarbonate No

BUN
Blood urea nitrogen,

measure of kidney function
No

Cr Creatinine, measure of kidney function No

WBC White blood cell count level No

Hgb Hemoglobin No

Plt Platelet Count No

TP Transfused plasma No

Tbili Total bilirubin No

Alb Albumin level No

AST
Aspartate aminotransferase,

indicator of liver damage
No

INR
International Normalized Ratio,

used to measure clotting.
No

lipase
Lipase level,

an indicator of pancreatic function
Removed

trop

Troponin level, elevated in myocardial

infarction or heart failure,

which are potential “mimicers” of ARDS

Removed

BNP

Brain natriuretic peptide level,

elevated in heart failure

which is a “mimicer” of ARDS

Removed

PTT
Partial Thromboplastin Time,

the time that takes a blood clot to form.
No

rbc transf Red blood cell transfusion No

plt transf Platelet transfusion No

ffp transf Fresh frozen plasma transfusion No

total out Total fluids out, likely daily total No

total in Total fluids in, likely daily total No

age Age in years No

bicarb Bicarbonate level Removed
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pressor

Whether or not patient currently

receive vasopressor support for

hemodynamic insufficiency

Removed

net in

Net IV fluids,

the amount of total IV fluids given,

i.e., total urinary output to date

Removed

shock
Ratio of heart rate over

systolic blood pressure
Removed

Summary Statistics of Variables

Table D.2: Summary Statistics with Mean and Standard Deviation

Variable Names No. of Missing (out of 306292) Statistics, mean (std)

temp 273736 98.3 (1.7)

sbp 233954 122.9 (27.7)

dbp 233959 64.7 (15.0)

hr 207399 91.6 (20.3)

rr 232388 20.8 (7.2)

fiO2 187503 41.8 (22.1)

pf 294084 247.1 (119.7)

pf calc 263561 227.9 (93.6)

RRset 267765 18.0 (5.7)

RRobs 263016 21.5 (7.0)

Vtset 273101 420.0 (74.7)

Vtobs 264552 414.2 (141.8)

PEEP 259108 7.4 (3.3)

Plat 298112 22.0 (6.7)

mAirP 283083 11.9 (4.6)

vasso 305524 0.0 (0.2)

phenyl 305601 85.9 (77.7)
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lactate 292173 2.4 (2.8)

pH 292165 7.4 (0.1)

pCO2 293894 40.5 (10.7)

pO2 293900 108.8 (62.4)

Na 293252 141.2 (5.5)

K 293264 4.2 (0.6)

HCO2 293291 26.7 (5.7)

BUN 292810 32.5 (23.2)

Cr 292993 1.4 (1.2)

WBC 294920 12.1 (8.4)

Hgb 294924 9.1 (2.0)

Plt 294950 218.3 (165.1)

TP 301694 5.6 (1.1)

Alb 301375 3.0 (0.6)

INR 301932 1.5 (0.9)

lipase 306012 79.8 (194.0)

trop 304921 7.9 (37.7)

BNP 305939 688.0 (987.1)

PTT 303782 37.6 (20.0)

rbc transf 166185 1.8 (26.3)

plt transf 166185 0.5 (13.0)

ffp transf 166185 0.4 (11.7)

total out 166185 52.1 (159.7)

total in 166185 58.4 (137.4)

Table D.3: Summary Statistics with Median, Lower, and Upper Quartiles

Variable Names No. of Missing (out of 306292) Statistics median [Q1, Q3]

spO2 214196 97.0 [94.0,99.0]

gcs total 296165 15.0 [14.0,15.0]

gcs motor 296148 6.0 [6.0,6.0]
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gcs eye 296135 4.0 [4.0,4.0]

gcs verbal 296154 5.0 [4.0,5.0]

rass 288049 0.0 [-2.0,0.0]

iv in 166185 0.0 [0.0,10.0]

urine out 166185 0.0 [0.0,0.0]

norepi 298700 0.1 [0.0,0.2]

epi 305753 0.1 [0.0,0.5]

dopa 306214 5.0 [2.6,13.7]

dobu 306007 4.7 [1.0,5.0]

mil 306178 0.2 [0.2,0.2]

AST 301715 44.0 [27.0,110.0]

Tbili 301691 0.8 [0.4,2.0]

Table D.4: Summary Statistics based on Number of Count and Percentage

Variable Names Values No. of Missing (out of 306292) Statistics, n (%)

alert
0

1
299867

2857 (44.5)

3568 (55.5)

unresponsive
0

1
299867

6122 (95.3)

303 (4.7)

sedated
0

1
299867

5731 (89.2)

694 (10.8)

oriented
0

1
300584

2603 (45.6)

3105 (54.4)

invasive
0

1
186475

59096 (49.3)

60721 (50.7)

noninvasive
0

1
186475

117043 (97.7)

2774 (2.3)

noninvasive
0

1
186475

63495 (53.0)

56322 (47.0)

hfnc 1 303108 3184 (100.0)
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dialysis

0

1

2

166185

139878 (99.8)

134 (0.1)

95 (0.1)
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APPENDIX E

Hyperparameter Searching Range for the

Privileged Logistic Regression Models

The hyperparameter searching ranges of different models are listed in Table E.1.

Table E.1: Hyperparameter Searching Range for Different Models

Models Hyperparameter Searching Range

LR λ {0.001, 0.005, 0.01, 0.05, 1, 5, 10, 50, 100, 500, 1000}

PLR

λ {0.01, 0.05, 1, 5, 10, 50}
λ∗ {0.01, 0.05, 1, 5, 10, 50}
β {0.05, 0.1, 0.5, 1, 5, 10, 50}
ξ {0.1, 0.5, 1, 5, 10}

SVM+
C {0.001, 0.01, 0.1, 1, 10, 100, 1000}
γ {0.5, 1, 5,10, 50, 100, 500}

Hetero SNN

batch size 32, 64, 128

learning rate {10−4, 10−5, 10−6}
hidden layer {1, 2, 3}
hidden nodes {5, 10, 20, 50}
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APPENDIX F

Asymptotic Analysis

In this section, general results from §4.6 of [214] and §5.3 of [215] on the asymptotic normality

of empirical risk minimizing (ERM) estimators were used. For simplicity, we only consider the cases

of sLR and sPLR.

Apart from the notions in the main text, we denote Hessian matrix as H(θ) = R′′(θ) whose

ijth entry is given by

∂2

∂θi∂θj
E
[
ℓ(Y, fθ(X̄))

]
and G-matrix as G(θ) = E

[
∇θℓ(Y, fθ(X̄))∇θℓ(Y, fθ(X̄))T

]
whose ijth entry is given by

E
[ ∂

∂θi
ℓ(Y, fθ(X̄))

∂

∂θj
ℓ(Y, fθ(X̄))

]
.

Theorem F.1. If the loss function ℓ is sufficiently differentiable with respect to the second variable,

and if the Hessian matrix H(θ̃) is positive definite (i.e. invertible) at the expected risk minimizer θ̃,

then
√
n(θ̂n − θ̃) ∼ N

(
0, H(θ̃)−1G(θ̃)H(θ̃)−1

)
and

E
[
∥θ̂n − θ̃∥2

]
∼ 1

n
Tr

[
H(θ̃)−1G(θ̃)H(θ̃)−1

]
asymptotically as n → ∞.
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Without privileged information (sLR model) First evaluate the G-matrix. To this

end, we have

∂

∂θi
ℓ(Y, fθ(X̄)) =

∂

∂θi

(
ϕ(−Y θT X̄)

)
= −ϕ′(−Y θT X̄)Y Xi,

hence the ijth entry of the G-matrix is equal to

G(θ)ij = E
[(

− ϕ′(−Y θT X̄)Y Xi

)(
− ϕ′(−Y θT X̄)Y Xj

)]
= E

[
ϕ′(−Y θT X̄)2XiXj

]
.

Next evaluate the Hessian matrix. For this we make a further simplifying assumption that

the distribution of (X̄, Y ) is sufficiently smooth to permit interchanging partial differentiation and

taking expectation, hence

H(θ)ij =
∂2

∂θi∂θj
E
[
ℓ(Y, fθ(X̄))

]
= E

[ ∂2

∂θi∂θj
ℓ(Y, fθ(X̄))

]
= E

[ ∂

∂θj

(
− ϕ′(−Y θT X̄)Y Xi

)]
= E

[
ϕ′′(−Y θT X̄)XiXj

]
.

With privileged information (sPLR model) First evaluate the G-matrix. By a

similar calculation as before, we have

∂

∂θi
ℓ(Y, fθ(X̄)) = −ϕ′(−Y θT X̄)Y Xi + 2ξ(θT X̄ − θ∗T X̄∗)Xi

∂

∂θ∗
j

ℓ(Y, fθ(X̄)) = −βϕ′(−Y θ∗T X̄∗)Y X∗
j − 2ξ(θT X̄ − θ∗T X̄∗)X∗

j
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hence the G-matrix is a 2× 2-block matrix whose ijth entry is equal to

G(θ,θ)ij = E
[
ϕ′(−Y θT X̄)2XiXj

]
− 4ξE

[
ϕ′(−Y θT X̄)(θT X̄ − θ∗T X̄∗)Y XiXj

]
+ 4ξ2E

[
(θT X̄ − θ∗T X̄∗)2XiXj

]
G(θ∗,θ∗)ij = β2E

[
ϕ′(−Y θ∗T X̄∗)2X∗

i X
∗
j

]
+ 4βξE

[
ϕ′(−Y θ∗T X̄∗)(θT X̄ − θ∗T X̄∗)Y XijX

∗
j

]
+ 4ξ2E

[
(θT X̄ − θ∗T X̄∗)2X∗

i X
∗
j

]
G(θ,θ∗)ij = G(θ∗,θ)ji

= βE
[
ϕ′(−Y θT X̄)ϕ′(−Y θ∗T X̄∗)XiX

∗
j

]
+ 2ξE

[(
ϕ′(−Y θT X̄)− βϕ′(−Y θ∗T X̄∗)

)
(θT X̄ − θ∗T X̄∗)Y XiX

∗
j

]
− 4ξ2E

[
(θT X̄ − θ∗T X̄∗)2XiX

∗
j

]
.

Next, we evaluate the Hessian matrix. Under the same simplifying assumption which permits

interchanging partial differentiation and taking expectation, the ijth entry of the Hessian is equal

to

H(θ,θ)ij = E
[
ϕ′′(−Y θT X̄)XiXj

]
+ 2ξE

[
XiXj

]
H(θ∗,θ∗)ij = βE

[
ϕ′′(−Y θ∗T X̄∗)X∗

i X
∗
j

]
+ 2ξE

[
X∗

i X
∗
j

]
H(θ,θ∗)ij = H(θ∗,θ)ji

= −2ξE
[
XiX

∗
j

]
.

Asymptotic comparison By Theorem F.1 we have the following:

E
[
∥θ̂n − θ̃∥2

∣∣ sLR ]
∼ 1

n
Tr

[
H(θ̃)−1G(θ̃)H(θ̃)−1

]
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and

E
[
∥θ̂n − θ̃∥2

∣∣ sPLR ]
∼ 1

n
Tr



H(θ̃, θ̃) H(θ̃, θ̃

∗
)

H(θ̃
∗
, θ̃) H(θ̃

∗
, θ̃

∗
)

−1 G(θ̃, θ̃) G(θ̃, θ̃
∗
)

G(θ̃
∗
, θ̃) G(θ̃

∗
, θ̃

∗
)

H(θ̃, θ̃) H(θ̃, θ̃
∗
)

H(θ̃
∗
, θ̃) H(θ̃

∗
, θ̃

∗
)

−1
θ,θ


where Aθ,θ denotes the top-left block of a 2× 2-block matrix.

To proceed further with the analysis, we make the following additional assumptions:

E[XiXj ] =

 σ2 if i = j,

0 if i ̸= j,

E[X∗
i X

∗
j ] =

 σ∗2 if i = j,

0 if i ̸= j,

E[XiX
∗
j ] = 0,

which could be achieved with a suitable linear transformation in the base and privileged feature

spaces, provided the privileged features X̄∗ contain a principal component that is uncorrelated with

the base features X̄. Under this additional simplifying assumption, we have

E
[
∥θ̂n − θ̃∥2

∣∣ sPLR ]
∼ 1

n
Tr

[(
H(θ̃) + 2ξσ2

)−1
G(θ̃, θ̃)

(
H(θ̃) + 2ξσ2

)−1]
.

Finally, we compare the asymptotic rate of convergence of the empirical risk minimizer θ̂n to the

expected risk minimizer θ̃ with and without privileged information. For this, we assume that θ̃

remains the same with or without privileged information. Furthermore, we will restrict to the

case when the parameter ξ is sufficiently small, which corresponds to the infinitesimal benefit of

introducing privileged information.

To simplify notations, let H denote the matrix whose ijth entry is equal to

E
[
ϕ′′(−Y θ̃

T
X̄)XiXj

]
,

let G denote the matrix whose ijth entry is equal to

E
[
ϕ′(−Y θ̃

T
X̄)2XiXj

]
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and let K denote the matrix whose ijth entry is equal to

E
[
ϕ′(−Y θ̃

T
X̄)(θ̃

T
X̄ − θ̃

∗T
X̄∗)Y XiXj

]
.

Hence

E
[
∥θ̂n − θ̃∥2

∣∣ sLR ]
∼ 1

n
Tr

[
H−1GH−1

]
and

E
[
∥θ̂n − θ̃∥2

∣∣ sPLR ]
∼ 1

n
Tr

[
(H + 2ξσ2)−1

(
G− 4ξK +O(ξ2)

)
(H + 2ξσ2)−1

]
=

1

n
Tr

[(
H−1 − 4ξσ2H−2 +O(ξ2)

)(
G− 4ξK +O(ξ2)

)(
H−1 − 4ξσ2H−2 +O(ξ2)

)]
=

1

n

(
Tr

[
H−1GH−1

]
− 4ξTr

[
H−1KH−1 + 2σ2H−2GH−1

]
+O(ξ2)

)
,

where the last equality follows from the identity

Tr[ABC] = Tr[CAB] = Tr[BCA].

Therefore, the introduction of privileged information will lead to an infinitesimal increase in the

rate of convergence of θ̂n → θ̃ if

Tr
[
H−1KH−1 + 2σ2H−3/2GH−3/2

]
> 0.

Since H and G are both positive definite, it would be sufficient if

K = E
[
ϕ′(−Y θ̃

T
X̄)(θ̃

T
X̄ − θ̃

∗T
X̄∗)Y XiXj

]

is positive semidefinite. Since ϕ′ < 0, one possible sufficient condition would be if

P
(
(θ̃

T
X̄ − θ̃

∗T
X̄∗)Y ≤ 0

)
= 1,

in other words if  θ̃
∗T

X̄∗ ≥ θ̃
T
X̄ if Y = 1

θ̃
∗T

X̄∗ ≤ θ̃
T
X̄ if Y = −1

holds almost surely, or at least holds with a sufficiently high probability which depends on the
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distribution of (X̄, Y ).
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APPENDIX G

Reviewer Assignment and Review Distribution

Figure G.1: Pie chart depicting the distribution of the number of reviewers on each image.

Figure G.1 depicts the distribution of the number of reviewers assigned to each image. Approx-

imately 55.6% (1698) of the images were reviewed by two independent reviewers, while 27.5% (840)

were reviewed by three reviewers. The remaining 16.9% (517) of the images underwent review by

four reviewers. Based on Figure G.2, the reviewer with the highest number of review cases exam-

ined 1558 chest X-ray images, while the reviewer with the fewest number of images reviewed had 95

records.
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Figure G.2: Bar plot illustrating the number of images reviewed by each reviewer in de-
scending order.
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APPENDIX H

Impact of Uncertainty Threshold Levels on

Validation and Testing Results

Table H.1: Cross-Validation and Testing Outcomes for the Proposed Model Using Scale
Encoding with Different Thresholds

Cross-Validation Outcomes Test Outcomes

Loss AUROC AUPRC F1 Score Precision AUPRC AUROC Sensitivity Specificity F1 Score

w/o Thred. 0.468±0.003 0.952±0.010 0.946±0.010 0.884±0.007 0.790±0.007 0.852±0.017 0.861±0.014 0.789±0.008 0.790±0.007 0.789±0.007
Thred. 0.5 0.449±0.006 0.958±0.010 0.954±0.013 0.901±0.015 0.792±0.007 0.857±0.013 0.867±0.009 0.791±0.006 0.792±0.008 0.791±0.006
Thred. 1.0 0.445±0.003 0.960±0.009 0.956±0.011 0.902±0.013 0.796±0.006 0.863±0.009 0.870±0.008 0.793±0.007 0.797±0.005 0.794±0.006
Thred. 1.5 0.442±0.008 0.958±0.013 0.953±0.016 0.899±0.012 0.797±0.006 0.865±0.012 0.871±0.010 0.796±0.007 0.798±0.005 0.797±0.006
Thred. 2.0 0.439±0.008 0.960±0.011 0.955±0.014 0.901±0.015 0.796±0.007 0.868±0.012 0.873±0.010 0.795±0.006 0.796±0.007 0.795±0.006
Thred. 2.5 0.435±0.007 0.961±0.011 0.956±0.014 0.903±0.014 0.794±0.005 0.871±0.011 0.875±0.010 0.793±0.005 0.795±0.005 0.794±0.005
Thred. 3.0 0.437±0.010 0.960±0.013 0.955±0.016 0.901±0.014 0.792±0.007 0.869±0.010 0.873±0.009 0.790±0.005 0.793±0.008 0.791±0.006
Thred. 3.5 0.433±0.019 0.959±0.019 0.954±0.023 0.904±0.022 0.794±0.010 0.869±0.014 0.873±0.011 0.791±0.009 0.795±0.011 0.793±0.010
Thred. 4.0 0.443±0.014 0.958±0.017 0.952±0.024 0.903±0.016 0.789±0.004 0.864±0.013 0.870±0.010 0.787±0.004 0.790±0.005 0.788±0.004

Table H.1 presents the results of the proposed models with Score Encoding as an example,

illustrating the impact of threshold levels on cross-validation and testing outcomes. As the threshold

level increases from 0 to 4 with a 0.5 basis, the validation performance initially improves and then

declines. The lowest validation loss and highest F1 score were achieved when thresholding at 3.

However, these metrics exhibited large standard deviations. Considering the trend, a threshold of

2.5 could be an optimal value as it demonstrates a similar averaged metric and lower standard

deviation. The best validation AUROC and AUPRC were also achieved at the threshold of 2.5. The

testing performance exhibits a similar trend of initially increasing and then decreasing. The best

precision, sensitivity, specificity, and F1 score were achieved with a threshold of 1.5, while the best

AUPRC and AUROC were obtained when thresholding at 2.5. These findings suggest that providing

the model with more privileged information relative to non-privileged information initially enhances

performance, but beyond a certain threshold, the performance begins to deteriorate. Furthermore,
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the results indicate that the threshold used in our experiments may not be the optimal choice but

can be deemed valid and appropriate within the context of this work.
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APPENDIX I

Results with Self-supervised Pretrained Encoders

Self-supervised Learning (SSL) [279] is a powerful approach that utilizes large unlabeled datasets

to train models in a task-agnostic manner. Unlike traditional supervised learning, which relies on

labeled data, SSL derives its supervisory signal from the inherent structure and patterns within the

data itself. SSL can be broadly categorized into two main types: contrastive and non-contrastive

methods. Both aim to capture meaningful and discriminative features that are valuable for down-

stream tasks. Contrastive SSL involves training the model to bring similar images closer together in

the embedding space while pushing dissimilar images apart. By optimizing the embeddings based

on similarity, the model learns to extract informative visual representations. On the other hand,

non-contrastive SSL, represented by self-distillation methods, encourages the model to learn consis-

tent embeddings from different views of the same image. This process of learning from the model’s

own predictions fosters the development of robust and informative embeddings. Notable works in

the realm of non-contrastive SSL include BYOL [248] and DINO [249].

BYOL utilizes two networks, the ”online” and the ”target”, where each network is presented

with a different view of the same image through image transformations. During training, the on-

line network is updated using gradient descent based on its predictions of the representation for

the differently augmented view. At the same time, the target network, serving as a reference, is

updated using exponential moving average updates of the weights from the online network. This

process encourages the encoder to learn meaningful embeddings that are robust to different data

augmentations, enabling it to capture useful features in the desired image domain. In DINO, two

networks with identical Vision Transformer (ViT) models are employed: one acts as the student

network, and the other as the teacher network. These networks receive input from two sets of views
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obtained by cropping the same image, allowing them to capture the semantic relationship between

the local and global crops through self-attention mechanisms. Both BYOL and DINO have shown

promising results in learning powerful visual representations without the need for manual annota-

tions and contrastive examples and have recently been applied as pretraining methods for chest

disease classification in CXR [244, 245, 246].

In the following section, we provide details of the experiments conducted using BYOL and

DINO pretrained encoders. Unless stated otherwise, the implementation details closely follow those

described in Section 5.3.

Table I.1: Testing Performance with BYOL Pretrained Encoder on All Test Cases and
Clean Test Cases

All Test Cases, n=1005 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.670 ± 0.006 0.694 ± 0.008 0.764 ± 0.005 0.770 ± 0.005 0.766 ± 0.018 0.622 ± 0.011 0.714 ± 0.009
Fine-tuning 0.743 ± 0.007 0.754 ± 0.007 0.835 ± 0.010 0.838 ± 0.009 0.777 ± 0.010 0.731 ± 0.008 0.759 ± 0.007

Confusion Estimation 0.747 ± 0.007 0.762 ± 0.007 0.840 ± 0.011 0.841 ± 0.010 0.794 ± 0.008 0.730 ± 0.007 0.770 ± 0.007

TRAM w/ Thresh. + Scale. E. 0.727 ± 0.009 0.750 ± 0.010 0.833 ± 0.007 0.836 ± 0.006 0.799 ± 0.011 0.700 ± 0.010 0.761 ± 0.010
TRAM w/ Thresh. + Separ. E. 0.732 ± 0.009 0.753 ± 0.009 0.837 ± 0.005 0.839 ± 0.005 0.800 ± 0.012 0.707 ± 0.011 0.764 ± 0.009
TRAM w/ Thresh. + Comb. E. 0.741 ± 0.005 0.755 ± 0.003 0.839 ± 0.005 0.842 ± 0.002 0.785 ± 0.010 0.725 ± 0.010 0.762 ± 0.004

Proposed + Scale. E. 0.755 ± 0.009 0.770 ± 0.007 0.838 ± 0.008 0.850 ± 0.004 0.798 ± 0.003 0.741 ± 0.012 0.776 ± 0.006
Proposed + Separ. E. 0.739 ± 0.005 0.761 ± 0.006 0.843 ± 0.009 0.849 ± 0.006 0.808 ± 0.009 0.715 ± 0.005 0.772 ± 0.007
Proposed + Comb. E. 0.749 ± 0.002 0.766 ± 0.001 0.838 ± 0.010 0.848 ± 0.005 0.801 ± 0.003 0.731 ± 0.004 0.774 ± 0.001

Clean Test Cases, n=477 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.733 ± 0.013 0.765 ± 0.016 0.857 ± 0.006 0.858 ± 0.008 0.834 ± 0.027 0.695 ± 0.017 0.780 ± 0.017
Fine-tuning 0.854 ± 0.009 0.867 ± 0.007 0.943 ± 0.003 0.944 ± 0.005 0.885 ± 0.004 0.849 ± 0.010 0.869 ± 0.006

Confusion Estimation 0.872 ± 0.010 0.886 ± 0.007 0.952 ± 0.006 0.953 ± 0.007 0.906 ± 0.003 0.867 ± 0.012 0.889 ± 0.006

TRAM w/ Thresh. + Scale. E. 0.819 ± 0.018 0.846 ± 0.019 0.929 ± 0.015 0.932 ± 0.012 0.887 ± 0.018 0.804 ± 0.020 0.852 ± 0.018
TRAM w/ Thresh. + Separ. E. 0.831 ± 0.016 0.855 ± 0.016 0.930 ± 0.015 0.933 ± 0.012 0.891 ± 0.018 0.818 ± 0.018 0.860 ± 0.016
TRAM w/ Thresh. + Comb. E. 0.839 ± 0.009 0.853 ± 0.010 0.936 ± 0.005 0.938 ± 0.003 0.873 ± 0.013 0.832 ± 0.010 0.855 ± 0.010

Proposed + Scale. E. 0.873 ± 0.007 0.887 ± 0.007 0.951 ± 0.003 0.954 ± 0.001 0.906 ± 0.010 0.868 ± 0.008 0.889 ± 0.007
Proposed + Separ. E. 0.849 ± 0.001 0.872 ± 0.006 0.948 ± 0.007 0.949 ± 0.004 0.905 ± 0.014 0.839 ± 0.002 0.876 ± 0.007
Proposed + Comb. E. 0.860 ± 0.008 0.878 ± 0.010 0.948 ± 0.005 0.949 ± 0.004 0.904 ± 0.013 0.853 ± 0.009 0.881 ± 0.010

BYOL Pretrained Encoder

Dataset The CheXpert [239] dataset consists of 224,316 chest radiographs from 65,240 patients

with both frontal and lateral projections available. For self-supervised pre-training in this study,

only frontal projections with either anteroposterior (AP) or posteroanterior (PA) chest view from

the original training set were retained, resulting in n=191,010 chest x-rays from N=64,534 patients.

The dataset was then split patient-wisely, with 80% (N=51,628, n=153,813) of the patients assigned

to the training set and the remaining 20% (N=12,906, n=37,197) to the validation.

Pre-training Protocol The ResNet50 network was employed as the encoders and pretrained

using the BYOL. The projectors and the predictor followed the original BYOL implementation,

comprising a linear layer with an output size of 4,096, a batch normalization layer, a ReLU activation

function, and a linear layer with an output size of 256. By referencing [280], we use random resized
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cropping of scale (3/4, 4/3) and random contrast and brightness adjustments as the augmentation

strategy for BYOL training. The image augmentation was carried out using the kornia library [281].

In addition, the pre-training utilized a batch size of 128, employing the SGD optimizer with a learning

rate of 0.03, momentum of 0.9, and a weight decay of 0.0004. To facilitate the training process, a

linear warm-up cosine annealing scheduler was applied for the initial 5 epochs. Subsequently, the

training continues for a total of 20 epochs, and the epoch that yields the lowest validation loss is

selected for the downstream task. The implementation of BYOL was based on the code repository

available at https://github.com/lucidrains/byol-pytorch. However, certain modifications were made

by removing the hook registration, while leaving the remaining code unchanged.

Table I.2: Testing Performance with DINO Pretrained Encoder on All Test Cases and Clean
Test Cases

All Test Cases, n=1005 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.672 ± 0.000 0.672 ± 0.000 0.609 ± 0.002 0.682 ± 0.002 0.672 ± 0.000 0.672 ± 0.000 0.672 ± 0.000
Fine-tuning 0.792 ± 0.007 0.789 ± 0.004 0.871 ± 0.006 0.872 ± 0.004 0.783 ± 0.002 0.794 ± 0.010 0.788 ± 0.003

Confusion Estimation 0.802 ± 0.006 0.795 ± 0.003 0.873 ± 0.004 0.873 ± 0.003 0.783 ± 0.005 0.806 ± 0.008 0.792 ± 0.002

TRAM w/ Thresh. + Scale. E. 0.829 ± 0.011 0.784 ± 0.004 0.864 ± 0.002 0.866 ± 0.003 0.718 ± 0.023 0.851 ± 0.016 0.769 ± 0.009
TRAM w/ Thresh. + Separ. E. 0.816 ± 0.010 0.790 ± 0.002 0.868 ± 0.001 0.869 ± 0.002 0.748 ± 0.015 0.832 ± 0.014 0.781 ± 0.004
TRAM w/ Thresh. + Comb. E. 0.822 ± 0.005 0.792 ± 0.004 0.861 ± 0.003 0.867 ± 0.003 0.745 ± 0.015 0.838 ± 0.009 0.781 ± 0.007

Proposed + Scale. E. 0.813 ± 0.010 0.790 ± 0.007 0.869 ± 0.001 0.870 ± 0.003 0.753 ± 0.010 0.827 ± 0.011 0.782 ± 0.007
Proposed + Separ. E. 0.811 ± 0.014 0.797 ± 0.004 0.872 ± 0.003 0.873 ± 0.005 0.774 ± 0.013 0.819 ± 0.020 0.792 ± 0.003
Proposed + Comb. E. 0.824 ± 0.007 0.795 ± 0.003 0.868 ± 0.002 0.873 ± 0.004 0.750 ± 0.008 0.839 ± 0.008 0.785 ± 0.004

Clean Test Cases, n=477 Precision Accuracy AUPRC AUROC Sensitivity Specificity F1 Score

Linear Probing 0.711 ± 0.000 0.711 ± 0.000 0.613 ± 0.003 0.713 ± 0.002 0.711 ± 0.000 0.711 ± 0.000 0.711 ± 0.000
Fine-tuning 0.923 ± 0.009 0.922 ± 0.005 0.969 ± 0.003 0.971 ± 0.003 0.920 ± 0.004 0.923 ± 0.010 0.922 ± 0.004

Confusion Estimation 0.933 ± 0.008 0.927 ± 0.003 0.972 ± 0.002 0.973 ± 0.001 0.921 ± 0.004 0.934 ± 0.008 0.927 ± 0.003

TRAM w/ Thresh. + Scale. E. 0.946 ± 0.004 0.922 ± 0.005 0.970 ± 0.002 0.970 ± 0.002 0.896 ± 0.015 0.949 ± 0.005 0.920 ± 0.006
TRAM w/ Thresh. + Separ. E. 0.943 ± 0.005 0.929 ± 0.003 0.972 ± 0.002 0.972 ± 0.002 0.914 ± 0.006 0.945 ± 0.005 0.928 ± 0.003
TRAM w/ Thresh. + Comb. E. 0.943 ± 0.003 0.924 ± 0.004 0.968 ± 0.002 0.969 ± 0.002 0.903 ± 0.011 0.945 ± 0.004 0.923 ± 0.005

Proposed + Scale. E. 0.937 ± 0.006 0.923 ± 0.005 0.970 ± 0.001 0.970 ± 0.002 0.908 ± 0.006 0.939 ± 0.007 0.922 ± 0.005
Proposed + Separ. E. 0.938 ± 0.004 0.932 ± 0.002 0.973 ± 0.002 0.973 ± 0.002 0.925 ± 0.009 0.939 ± 0.005 0.931 ± 0.003
Proposed + Comb. E. 0.943 ± 0.003 0.928 ± 0.003 0.974 ± 0.001 0.974 ± 0.002 0.912 ± 0.006 0.945 ± 0.003 0.927 ± 0.003

DINO Pretrained Encoder

For the DINO pretrained encoder, we utilized the implementation from the paper [246], and

the weights were obtained from the repository available at https://github.com/sangjoon-park/AI-

Can-Self-Evolve. According to the paper, the encoder architecture is a small ViT model with 12

layers and 6 heads, using a patch size of 8x8. The pretraining dataset is still CheXpert. During the

pretraining process, an Adam optimizer with a learning rate of 0.0001 was utilized. The encoder

was pretrained for a total of 5 epochs, and a step decay scheduler was employed. The batch size

for the pretraining phase was set to 16. In terms of data augmentation, weak transformations such

as random flipping, rotation, and translation were applied to enhance the training diversity. For

more detailed information on image preprocessing and the implementation of the DINO method, we
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recommend referring to the method section of the original paper [246].

Results

Table I.1 presents the results obtained using a BYOL pre-trained encoder. Among all the listed

models, the proposed model with Scale Encoding achieved the highest precision, accuracy, AUROC,

specificity, and F1 score, while the best AUPRC and Sensitivity were attained by the proposed

model with Separate Encoding. TRAM with Threshold Mechanism demonstrated similar levels

of performance as fine-tuning, except for higher sensitivity, F1 score, and lower specificity. The

Confusion Estimation method achieved slightly lower performance than the proposed models. On

the other hand, the linear probing approach performed significantly worse compared to the other

models.

When evaluating on the clean cases, the proposed method with Scale Encoding demonstrated

the highest values on almost all metrics, while the Confusion Estimation also achieved the same

level of performance, exhibiting the best AUPRC. The TRAM with thresholding showed 2-4% lower

performance compared to the proposed methods and Confusion Estimation across almost all metrics.

And it did not perform as well as fine-tuning in terms of overall performance.

Table I.2 presents the results of the DINO pretrained encoders. The proposed model with Sepa-

rate Encoding achieved the highest accuracy, AUROC, and F1 score, while the Confusion Estimation

obtained the optimal AUPRC, AUROC, sensitivity, and F1 score. TRAM with thresholding and

Score Encoding exhibited the best precision and specificity. However, there is no single model that

consistently outperformed the others across all metrics. Overall, the Confusion Estimation method

and the proposed methods with Separate Encoding demonstrated the best performances. When

tested on clean cases, TRAM with thresholding and Score Encoding achieved the highest precision

and specificity. The proposed methods covered the optimal performance in the remaining metrics,

achieving an F1 score of 0.931 with Separate Encoding, and an AUPRC of 0.974 together with an

AUROC of 0.974 for Combined Encoding. It is worth noting that TRAM with thresholding models

tended to have higher precision and specificity but lower F1 scores and sensitivity compared to the

proposed models and Confusion Estimation models.
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Elena Buchatskaya, Carl Doersch, Bernardo Avila Pires, Zhaohan Guo, Mohammad Ghesh-
laghi Azar, et al. Bootstrap your own latent-a new approach to self-supervised learning.
Advances in neural information processing systems, 33:21271–21284, 2020.

[249] Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jégou, Julien Mairal, Piotr Bojanowski,
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