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ABSTRACT

With orbital periods of only a few days, hot Jupiters and the even hotter ultrahot
Jupiters are classes of planets that exist in an irradiation regime unlike anything in
our solar system. These atmospheres are drastically influenced by the extreme levels
of irradiation from their host star. Due to their proximity, these planets are expected
to become tidally locked into synchronous orbits, meaning that their rotation period
and orbital period are equal. This results in a permanent dayside and nightside on the
planets, causing the large scale atmospheric dynamics of these objects to be governed
by heat redistribution. In addition, these extreme temperatures cause atmospheric
species to ionize on planet daysides, which can contribute to the lack of uniformity
in the spatial distribution of species in these planets’ atmospheres. The movement of
these ions also opens the door to interactions with the planet’s magnetic field.

Very little is known about how magnetic effects can shape the atmospheres of these
planets. In order to understand these planets more thoroughly, I use two main tools:
3D numerical modeling and high resolution spectroscopy. In this thesis, I explore mul-
tiple numerical treatments of magnetic effects, highlighting the strengths and weak-
nesses of each. Using our model’s state-of-the-art kinematic magneto-hydrodynamic
(MHD) approach, I characterize a magnetic circulation regime that manifests in the
upper atmosphere of ultrahot Jupiters as a result of our magnetic drag treatment.
I also dive into the observational signatures of this regime, reviewing the effects on
phase curves, emission, and transmission spectroscopy. Too often are magnetic effects
ignored in analyses and models, and this thesis works to emphasize the importance

of these effects.

xii



CHAPTER I

Introduction

“I am finally getting the recognition I have always given myself”

— Peggy Hill

1.1 Hot and Ultrahot Jupiters

The year I was born, there were fewer than 10 confirmed exoplanets. Now, as
I write this dissertation, the number exceeds 5,000!. These planets vary in size,
composition, and irradiation, residing often in unique environments for which we have
no basis of comparison in our solar system. In less than 30 years, exoplanet astronomy
has exploded in growth thanks to the work of countless individuals and advancements
in observing techniques and theoretical modeling. From utilizing the Hubble Space
Telescope, (HST)—a telescope launched prior to the confirmation of any exoplanet—
to uncover atmospheric information of nearby planets to becoming the second-largest

category? of applied time for Cycle 2 of JWST?, the field of exoplanets has created a

thttps:/ /exoplanetarchive.ipac.caltech.edu/

https://www.stsci.edu/contents/news/jwst /2023 /jwst-observers-submitted-a-record-breaking-
number-of-proposals-for-cycle-2

3For the purpose of this dissertation, I will only refer to this telescope by its acronym, due
to its namesake’s participation in the Lavender Scare during his time at NASA and in the US
government. It is my hope that one day, this amazing instrument will be renamed after a more
deserving individual.



firm foothold in the field of astronomy in a short period of time.

In addition to finding exoplanets, astronomers are now able to characterize their
atmospheres in many ways, such as detecting the presence of molecules or even mea-
suring wind speeds. This process, which often combines observations and theoretical
atmospheric models, has allowed the field’s understanding of planet diversity to grow.
The biggest and hottest of these planets, where many of these techniques were first
used, will be the focus of this dissertation. Hot Jupiters (HJs) and their even hotter
counterparts, ultrahot Jupiters (UHJs), are gas giant planets that orbit extremely
close to their host stars, inhabiting an irradiation regime not seen in our solar sys-
tem. Due to the favorable flux contrast ratios with their host starts, these planets are
often great observational targets for multiple observational methods. For the purpose
of this dissertation, we consider a hot Jupiter to be roughly a Jupiter sized planet
(radius between ~ 0.6 Rj,, and 2 Rj,,) orbiting their host star in < 10 days (Gan
et al., 2023). When the equilibrium temperature of the planet surpasses 2200 K, the
planet enters the UHJ regime (Tan and Komacek, 2019).

It is important to consider HJs and UHJs in context with the known distribution
of exoplanets. In alignment with the time honored tradition for any exoplanet talk
or dissertation, Figure 1.1 shows the period and mass distribution for all known
exoplanets. The blue oval has been added to roughly indicate the parameter space
for HJs and UHJs. Due to their relative ease of detection, this parameter space is
highly populated compared to other categories of exoplanets. HJs” and UHJs’ large
masses and short orbital periods make these planets ideal targets for discovery via
radial velocity and transits, the two most common methods for finding exoplanets.

Because of this ease of detection, our total population of exoplanets are biased
towards these planets, meaning that they are over-represented in the exoplanet cat-

alogue. Recent exoplanet demographic work* suggests these planets are actually

41t should be noted that most demographic surveys do not differentiate between hot Jupiters and
ultrahot Jupiters, instead classifying them all as hot Jupiters
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Figure 1.1 Distribution of exoplanets by period and mass, color coded by their method
of detection. The approximate location of hot and ultrahot Jupiters are shown with
the blue oval.

quite rare. A recent review by Zhu and Dong (2021) calculates a frequency rate of
0.62 + 0.09%. There is also a dependence on host star, with Gan et al. (2023) re-
porting a 0.27 +0.09% occurrence rate for hot Jupiters around M dwarfs. Looking at
FGK stars, Wittenmyer et al. (2020) reports a frequency of 0.847570%. 1 show a plot
from Gan et al. (2023) in Figure 1.2 which summarizes various efforts in constraining
this frequency for different stellar host types. Zhu and Dong (2021) notes that RV
surveys tend to return higher frequency rates for these planets compared to transit
surveys. This may be due to stellar host differences as RV surveys often exclude close
stellar binaries from their sample. The metallicity of the host star also plays a role,
with higher metallicity stars being slightly more likely to host hot Jupiters. (Guo
et al., 2017).

In spite of their overall rarity among the planet population, hot and ultrahot

Jupiters offer a window into physical regimes not often seen, making them excellent
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Figure 1.2 Occurrence rates of hot Jupiters from different demographic studies, orig-
inally appearing as Figure 13 in Gan et al. (2023)

“laboratories” for testing our understanding of the physical mechanisms operating at
these high temperatures. In addition, these planets are ideal for testing techniques
and instruments on high signal to noise data, which can inform how these techniques

are used for smaller, dimmer planets.

1.2 Observational Methods for Atmospheric

Characterization

There are a variety of different methods that astronomers use to study the at-
mospheres of exoplanets. The most common of which include phase curves, emission
spectroscopy, and transmission spectroscopy. In this dissertation I focus on high res-
olution spectroscopy, which requires different data reduction and interpretation tech-
niques than lower resolution methods. The general principle of the observational tech-
niques remain the same though; emission spectroscopy measures the thermal emission

from a planet’s atmosphere and transmission spectroscopy measures starlight that has



been filtered through the planet’s atmosphere, when the planet blocks light from the
host star during transit. Each of these observational techniques can probe different
pressure regions of the planet atmosphere, and combining them together can help

build a picture of composition, structure, and/or dynamics of a planet’s atmosphere.

1.2.1 Phase Curves

Phase curves are a powerful observational tool that provides multi-dimensional
information of a planet’s atmosphere. This technique involves measuring the planet’s
emitted flux over a wavelength band throughout its entire orbit. Hot and ultrahot
Jupiters are some of the only planets astronomers have full coverage phase curves
of due to their short orbital periods. Since the whole orbit of the planet is covered,
instruments like HST or JWST can measure the disk-integrated flux around the entire
planet. From this, the difference in flux from the brightest and dimmest parts of of
the planet (known as the amplitude) can be calculated to determine the day-night
ratio of the planet. Additionally, phase curves reveal the subobserver longitude for
the brightest integrated hemisphere of the planet, known as the hotspot offset. Both
of these observables can then be compared to atmospheric models.

I show an example phase curve of the hot Jupiter HD 189733b in Figure 1.3. From
this observation, multiple pieces of information can be learned about this planet. For
instance, this planet has a slight eastward shifted hotspot—denoted by the fact that
the maximum brightness occurs before secondary eclipse. Additionally, the figure
shows a minimum and maximum flux—indicative of a day-night temperature gradient.
If the planet was uniform in temperature, the phase curve would be a flat line that
dips only for primary and secondary eclipse, when the planet or starlight is physically
blocked.



1.000 === pA—a ol h____.} st~ e,
0995  Eclipse Eclipse
0.990

0.985 E—

Relative Flux

0.980 -

0975 F v
E Transit

1.001F ... =)

1.000 -

Qm
c]a)
=25
=5 W0

Relative Flux

0.999

0.998 F-

I!III\IIIIIII\IIIIIIHIIQIIIIIII\IIIIIIIIIII\III poag Lo b lsa b i by

0.997 £

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
Orbital Phase

Figure 1.3 Spitzer 3.6um phase curve of the hot Jupiter HD 189733b with important
features highlighted. Annotations are done by Parmentier and Crossfield (2018) on
the original phase curve published by Knutson et al. (2012).

1.2.2 High Resolution Spectroscopy

High Resolution Spectroscopy (HRS) (R 2 30,000) is a relatively recent observa-
tional technique that allows for more unambiguous detection of molecules in exoplanet
atmospheres than ever before. At its core, HRS takes advantage of the sheer number
of lines that can be resolved as the resolution increases, as shown in Figure 1.4. This
figure shows a model of CO absorption at differing resolutions. While the lowest reso-
lution black line (corresponding to HST'’s specifications) only gets a single data point

in this wavelength range, the highest resolution spectra contains hundreds. Since

SNR ~ v/Number of Lines (Birkby, 2018), molecules that were previously too faint
to detect in lower resolution are now accessible by combining hundreds or even thou-
sands of lines. HRS also takes advantage of the fact that the relative motion of the

planet is greater than that of the host star from our perspective. This relative motion
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Figure 1.4 Carbon Monoxide absorption lines at a variety of different resolutions.
One can see that as the resolution increases, so does the number of lines. Figure
adapted from Birkby (2018).

is also time-varying, which allows the planet signal to be separated from the host star

and telluric signals, which tend to not shift in wavelength with time.

1.2.2.1 Cross-Correlation

Cross-correlation is a simple, but powerful statistical technique to determine how
similar two functions or signals are. First, one of two functions is artificially shifted
or lagged behind the other one.® Assuming f(n) and g(n) are our two functions, at

the lagged location s, a cross-correlation coefficient can be calculated via:

C(s) = _R(s) (1.1)

2, 22
\/ 57 % S3
where

R(s) = 3 Fm)gln — 5) (12)

and sfc and sf} are the variances of the two functions (Brogi and Line, 2019). The

more similar the two functions are, the larger the cross-correlation coefficient will be.

5In HRS, this corresponds to shifting in velocity space
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Figure 1.5 An example of a cross-correlation significance map, originally from Nu-
groho et al. (2017). One can see that the region of highest significance is slightly
blueshifted from the planet’s expected position (denoted by the black dashed lines).
This offset is common and often attributed to winds or atmospheric motion.

In HRS, astronomers shift an atmospheric model spectrum to a variety of different
velocities and calculate the cross correlation coefficient at each of these velocities. One
can then convert these coefficients to detection significances using methods such as
the log-likelihood approach (Brogi and Line, 2019) or Welch’s t test (Nugroho et al.,
2017) to assess the detection strength of the molecule for the atmospheric model used.

In Figure 1.5, I show an example of detection of TiO from Nugroho et al. (2017).
As is common in HRS, the peak detection is slightly offset from the “expected” planet
location indicated by the black dashed line. This offset is likely due to atmospheric
motion. In addition to the detection, one can see that the surrounding parameter
space investigated is rather noisy; there are regions where the signal reaches up to
3 o, despite being very far away from the expected position of the planet. This is a
consequence of the cross-correlation technique and often detections < 5o are labeled

as tentative for this reason.



1.2.2.2 Emission Spectra

In HRS emission spectroscopy, astronomers measure the thermal emission from the
planet. However, there are two other major sources that drastically impact the data
that must be removed—Earth’s pesky telluric lines and stellar contamination from the
host star. Compared to the exoplanet’s spectrum however, both of these contaminants
are roughly uniform with time. Thus, by removing time independent components from
a dataset, one is left with two time-dependent sources: the exoplanet’s spectrum and
noise. At this point, the exoplanet signal is not visible by eye—which is one of the
differences between high and low resolution analysis—as the planet spectrum and
noise are roughly the same order of magnitude (Birkby, 2018). In order to learn
about the planet, an atmospheric template is now needed for cross correlation.

The emission spectra of a planet will be influenced by the planet’s temperature
structure, large scale Doppler shifting from winds and rotation, and compositional
makeup. Emission spectra are mostly composed of the light leaving the planet’s
photosphere, which can differ significantly in pressure from planet to planet. (Stronger
lines originating from smaller pressures and weaker lines from higher pressures are
still present, however.) The planet’s photospheric pressure level is largely influenced
by the gravity of the planet, with higher gravity planets having their photospheres
deeper in their atmospheres.

The first use of HRS in emission used data from CRIRES (Kaeufl et al., 2004)
where Brogi et al. (2012) looked at the dayside emission of 7 Boo b, detecting CO.
Importantly, this is a non-transiting planet, showing that this technique can be used

for a large parameter space of orbital configurations.

1.2.2.3 Transmission Spectra

Transmission spectra, unsurprisingly, can only be observed from planets that are

transiting from our point of view. This cosmic lottery is not completely out of our



control though. Planets that are larger are easier to measure and planets on shorter
orbital periods are more likely to transit, making hot and ultrahot Jupiters excellent
targets for transmsission analysis. An important difference between this technique
and emission spectroscopy is in the quantities being measured. While emission mea-
sured the light radiated by the planet, with transmission spectra we are measuring
the absorption of light through the planet’s atmosphere. Therefore, considerations of
the host star effects are more important here than for the emission technique.

Similar to HRS emission spectra, high-resolution transmission spectroscopy strate-
gically uses the planet’s motion to help separate the signal from the background. Of-
ten, this is accomplished via data reduction techniques, such as principle component
analysis (PCA) (e.g. de Kok et al., 2013; Piskorz et al., 2016). This method uses
linear algebra to find the dominant signals in the data such as Earth’s telluric, stellar
lines, and air mass effects. These components are removed one at a time to optimize
the final detection strength and can be used in high-resolution emission spectroscopy
as well.

High resolution spectroscopy saw its first ever successful use with Snellen et al.
(2010) who detected CO in the atmosphere of HD 209458b with CRIRES (Kaeufl
et al., 2004) transmission data. The molecule CO was strongly detected. However,
notably the peak detection was found at a blueshift 2 & 1kms~! away from the ex-
pected location. This additional blueshift was attributed to the strong winds on the

planet and showed the range of capabilities for HRS.

1.3 General Circulation Models (GCMs)

The main theoretical tool used throughout this dissertation is a numerical model
known as a General Circulation Model (GCM). This type of numerical simulation
solves a set of equations known as “the primitive equations of meteorology” in the

frame of reference of the planet. These equations describe the energy balance neces-
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sary at a constant pressure level. The horizontal momentum equation is:

%:_W’_fk”+DV (1.3)

where v is the horizontal velocity, ® = ¢z is the geopotential, f is the Coriolis
parameter (2Qsin(¢)) where  is the planet’s rotation rate and ¢ is the latitude.
Additionally, k is the vertical unit vector and D, representing drag/friction. The
vertical momentum is expressed as:

dd 1

- = (1.4)

dpP p
where p represents density. With w = %D representing the vertical velocity in pressure
coordinates, the continuity equation can be expressed via

dw
g 1.
va—l—dP 0 (1.5)

which is essentially a conservation of mass. Finally, the thermodynamic energy equa-
tion is
dl' ¢

w
— =—4+—4+D 1.6
dt cp%_pcp+ g (1.6)

where ¢ is the radiative heating rate and ¢, is the specific heat (Wallace and Hobbs,
2006; Showman et al., 2009).

By allowing these equations to operate on an initial atmospheric structure for
enough timesteps, GCMs are able to simulate temperature and wind fields for plan-
etary atmospheres.

In addition to the primitive equations of meteorology, GCMs must also facilitate
heating and cooling resulting from radiation. The most basic method for this is New-
tonian relaxation, which forces the temperature structure to a pre-determined profile.

At higher complexity, radiative transfer prescriptions are used. The GCMs presented
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in this dissertation use a double-gray radiative transfer (Roman and Rauscher, 2017)
routine, but more sophisticated treatments such as correlated-k or picket fence can be
found as well, each of which influences the final atmospheric profile in distinct ways
(Lee et al., 2021).

On top of this, many GCMs have additional routines for physics such as clouds,
magnetic effects, or molecular dissociation, to name a few. Because of this, different
GCMs have their own strengths and weaknesses which should be considered before
modeling a planet. Of course, no single GCM contains all possible physical processes
in exoplanet atmospheres, as that would be computationally infeasible, but also un-
necessary since the relative importance of physical processes varies depending on the

characteristics of the planet being modeled.

1.3.1 Large Scale Hot and Ultrahot Jupiter Atmospheric Dynamics

There are no hot Jupiter analogues in our solar system and their strong irradi-
ation regime results in unique atmospheric structures. The atmospheric circulation
of hot and ultrahot Jupiters is driven to first order by the fact that these planets
are expected to be in tidally synchronous orbits (Rasio et al., 1996). This results
in a permanent dayside which always faces the host star and a permanent nightside
which never becomes irradiated. These planets are thus characterized by strong day-
night temperature gradients and therefore vary strongly as a function of longitude.
This highlights the importance of using a 3D model, as these effects are inherently
multidimensional.

The radiative forcing from the close host star combined with the rotation of the
planet results in strong transonic winds throughout the planet atmosphere as a heat
redistribution mechanism (7Tan and Komacek, 2019; Showman et al., 2020). In par-
ticular, a superrotating equatorial jet forms (Showman et al., 2010; Rauscher and

Menou, 2010) which extends deep into the planet’s atmosphere. This jet shapes the
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global dynamics of the planet and often advects the hottest spot on the planet east
of the substellar point. These features robustly appear across multiple atmospheric
models (e.g. Rauscher and Menou, 2012; Heng et al., 2011; Mayne et al., 2014; Dobbs-
Dizon and Agol, 2013; Deitrick et al., 2020, to name a few) and have been confirmed

through observations (Knutson et al., 2012; Zellem et al., 2014; May et al., 2022).

1.3.1.1 How do HJs and UHJs Atmospheres Differ?

In this dissertation , Chapter II focuses on a canonical hot Jupiter, while Chapters
ITI, IV and V focus on a canonical ultrahot Jupiter. Up until this point, I have
been grouping together HJs and UHJs, but important differences exist between the
two categories. Specifically, the higher temperature of UHJs leads to different levels
of influence from physical processes. One example of this is molecular hydrogen
dissociation. On the dayside of UHJs H, is dissociated, a reaction that cools the
surrounding area (as energy is needed to dissociate the molecule). Once the hydrogen
is blown by the strong winds to the nightside, the temperature is cool enough for
recombination to occur, releasing heat and warming the nightside (Bell and Cowan,
2018). This process thus reduces the day-night temperature gradient of the planet.
The hotter temperatures of UHJs also result in increased ionization of atmospheric
species (Parmentier et al., 2018) which can lead to stronger atmospheric magnetic
effects (Perna et al., 2010a). I will go into more detail of magnetic effects in UHJ
atmospheres in Section 1.3.3.

UHJs are also more likely to exhibit temperature inversions in their atmospheres—
regions where increasing in altitude corresponds to increasing temperatures. This
behavior is important because thermal emission spectra from these regions will result
in emission features as opposed to absorption features. Chapter IV explores the
affect of temperature inversions on high resolution emission spectra extensively. The

physical reason for these inversions are still debated, but the most well-accepted
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theories include absorption of H™ opacity (Tan and Komacek, 2019), inefficient heat
transfer from day to nightside (Heng and Showman, 2015), high altitude optical or
UV absorbing species (Hubeny et al., 2003; Fortney et al., 2008), or high C/O ratios
(Molliére et al., 2015). These inversions are restricted to the dayside of the planet
and evidence suggests the strength of the inversion may scale with the stellar type of
the host star (Baxter et al., 2020).

Also due to their higher temperatures, certain physical processes are muted or
negligible for UHJs that play important roles for HJs. Perhaps the most significant of
these are clouds and aerosols. Roman et al. (2021) explored cloud coverage for various
irradiation temperatures spanning both the HJ and UHJ regime. For UHJs, clouds
were non-existent on the dayside and would likely be constrained to nightside upper
latitudes, if present at all. HJs on the other hand can have clouds throughout nearly
the entire atmosphere, which can influence observations (Harada et al., 2021). These
clouds initiate feedback with the temperature structure by either heating or cooling
the atmosphere, depending on the cloud extent and local conditions. Clouds and hazes
at high altitudes are often cited as the main cause of flat, featureless transmission
spectra (Kreidberg et al., 2014). Through extensive modeling, Helling et al. (2020)
found that hydrocarbon hazes should play nearly no role in UHJ atmospheres, but
can influence cloud formation and overall C/O ratios. In this dissertation, due to its

large focus on UHJs and magnetic effects, there will be no cloud models presented.

1.3.2 The Issue of Inflated Radii

One current tension with observational data is that many hot and ultrahot Jupiters
have larger radii than predicted from interior evolutionary models (Baraffe et al.,
2010). There is reason to believe that stellar irradiation plays a role in this inflation,
but additional factors must be at play, as shown in Figure 1.6. From this figure, it

is apparent that there are more inflated planets at higher equilibrium temperatures,
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Figure 1.6 Observed radii of gas giant exoplanets as a function of incident flux. The
red dashed line represents the radius of a Jupiter-sized planet with a H/He atmosphere
without any inflation mechanisms. This can be considered an approximate upper
limit for non-inflated planets, so planets above this line are likely inflated. Figure
from Fortney et al. (2021), updated from Thorngren and Fortney (2018).

however not every planet at high equilibrium temperatures is inflated. In addition,
planets receiving the same amount of incident flux can be different degrees of inflated,
hinting that other mechanisms must be at play.

Some mechanism (or a combination of many) must be involved that regularly
deposits energy deep into the planet’s interior, otherwise one would expect the planet
to deflate (Heng and Showman, 2015). There are many suggested mechanisms for
this inflation, including inefficient internal cooling, tidal dissipation, vertical mixing
and Ohmic dissipation, to name a few (Fortney et al., 2021).

For this dissertation, I will limit the discussion to Ohmic dissipation, as it is the
most relevant to the other themes explored. First suggested by Batygin and Stevenson
(2010) and Perna et al. (2010b), Ohmic dissipation is a natural consequence of the

planet’s magnetic field interacting with the strong winds containing ions. In our solar

system, a majority of the planets have some sort of magnetic field. We thus expect
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that exoplanets should have magnetic fields as well, but have yet to directly detect
a magnetic field in a planet outside our solar system. Scaling laws predict that hot
Jupiters or ultrahot Jupiters should be able to host fields of the same size if not larger
than those found in our solar system (Christensen et al., 2009; Yadav and Thorngren,
2017).

Due to the temperatures of UHJs, many species will become thermally ionized. As
these ions are blown around the planet, they will create an electrical current, which
will eventually be dissipated, depositing energy. If this energy is large enough and
deposited deep enough in the atmosphere, this could fuel radius inflation (Batygin
and Stevenson, 2010). Thorngren and Fortney (2018) suggests Ohmic dissipation
could be the main mechanism of giant planet inflation. However, work from Wu and
Lithwick (2011) and Ginzburg and Sari (2015) suggest that this mechanism alone is

not enough to fully explain the inflated radius problem.

1.3.3 Magnetic Treatments in GCMs

Most GCMs have no dedicated routines or treatments for magnetic effects. How-
ever, many GCMs apply a “catch-all” uniform drag to encompass these effects as
well as other dissipation and drag sources. I discuss below why this approximation
is particularly bad for UHJs. Our method of applying magnetic drag in a 3D at-
mosphere is only topped in physical realism by specialized non-ideal MHD models.
Due to their computational complexity, very few of these models have been run for
UHJs or HJs. These types of models treat magnetic effects with fewer simplifying
assumptions, but at the cost of reducing complexity in the radiative transfer, limited
ranges in magnetic resistivity, and underestimation of wind speeds due to treatments
of viscosity (Rogers and Showman, 2014; Rogers and Komacek, 2014; Rogers, 2017;
Hindle et al., 2019).
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1.3.3.1 The Uniform Drag Approach

Many GCMs (Komacek and Showman, 2016; Kreidberg et al., 2018; Arcangeli
et al., 2019, for example) apply a Rayleigh drag term with a uniform drag timescale
to their horizontal and vertical momentum equations to mimic the effects of Lorentz
forces and/or other dynamical effects. This mainly results in increased day-night
temperature gradients, smaller hotspot offsets, and decreased wind speeds. To first
order, these outcomes are also found when we apply our more complex active mag-
netic drag. However, the uniform drag method has problematic implications when
applied to two regions differing strongly in temperature on the same planet. Based on
local conditions, one can roughly approximate the magnetic field needed to produce
such a particular drag timescale (Kreidberg et al., 2018). For example, in Chapter
I11, I calculate a GCM for the UHJ WASP-76b with a uniform drag timescale of 10*
s, a timescale considered representative of “strong” drag. At a pressure ~ 0.1 bar,
the dayside equator can reach temperatures of 2500K. In order to generate drag at a
strength corresponding to this timescale at this temperature, the planet’s global mag-
netic field strength would need to be ~6 Gauss, which is reasonable. However, on the
nightside, the equator can reach as low as 1500K. Because at this lower temperature
the magnetic resistivity is orders of magnitude smaller, the resulting field strength
necessary create this amount of drag on the nightside is 300 G. This is clearly an
issue, as the global magnetic field strength should not be multiple orders magnitude
larger on the nightside where we expect weaker magnetic effects. By allowing our
drag timescale to vary locally, we are able to avoid this pitfall with our active drag

treatment described below.

1.3.3.2 Our approach: Kinematic MHD/ Active Drag

Instead of applying a uniform drag, we represent magnetic effects via a Kinematic

MHD/Active Drag approach, first proposed in Perna et al. (2010a). Due to its length,
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I will not reproduce the entire derivation here. Instead, I will outline the logic and
note important approximations. By beginning with the non-ideal MHD induction
equation, Perna et al. (2010a) makes order of magnitude estimates of each term
based on quantities relevant to a hot Jupiter atmosphere. From this several terms
become negligible and thus so long as the magnetic Reynolds number, R,, (to be
defined shortly) is less than one, the atmosphere can be treated as operating in the
purely resistive regime. From this, the paper uses the resistive induction equation
and cleverly derives a timescale based on the Lorentz force felt by the ions. This

timescale is as follows:

dmp n(p,T)

BJsin() (17)

Tmag<B7 P, T7 ¢) =

where B is the chosen global magnetic field strength, ¢ is the latitude, p is the density.

7 represents magnetic resistivity,

n = 230VT/x. cm? s (1.8)

where ionization fraction, ., can be calculated using the Saha equation.

Perhaps the main advantage of this timescale is the ability to apply widely different
amounts of drag to different parts of of the atmosphere. Figure 1.7 (which first
appearead in Rauscher and Menou, 2013), shows the log of calculated drag timescale
(in seconds) under different density and pressure conditions reasonable for a hot
Jupiter atmosphere. One can see the large range in timescale lengths under these
different conditions. Compared to the uniform drag approach, this allows for a more
physically-consistent way of applying magnetic effects.

As with any approximation, it is important to understand its assumptions and
limitations to ensure that it is used correctly. Perhaps the most important for the
kinematic MHD approach is the assumption that the magnetic field is aligned with the

planet’s axis of rotation. This is a simplifying assumption, which results in the active
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Figure 1.7 Active Drag timescales calculated for different temperatures and densities.
The log of the timescale in seconds is denoted by the color of each point. Our active
drag timescale can vary many orders of magnitude for a single planet, allowing for
a more sophisticated drag approach than uniform. Figure originally from Rauscher

and Menou (2013)
drag being applied only in the east-west direction, as that is the only direction where
the ions would be crossing magnetic field lines perpendicularly. This is currently
a limitation of the routine, as we see tilted magnetic fields in our solar system 6.
However, given the field’s lack of unambiguous detection on any exoplanet magnetic
field, let alone a degree of tilt, this approximation is reasonable for the state of the
field.

The other important consideration for this prescription is that the magnetic

Reynolds number, R4, is low. This value can be expressed as (Hindle et al., 2021b)

UH

where U represents the east-west wind speed and H being the atmospheric scale

height. Based on the derivation outlined in (Perna et al., 2010a), the active magnetic

6The author has lofty dreams of including tilted magnetic fields in this GCM once she finishes
her dissertation
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drag scheme is valid for R,,,, < 1. I show the Magnetic Reynolds numbers for our
models in Chapter III. For a majority of atmospheres of the models presented in this
dissertation, the condition of R,,,, < 1 is easily met. Regions in the dayside upper
atmosphere of some UHJ models approach this limit, and therefore these regions

should be interpreted with appropriate caution.

1.4 Dissertation Overview

Chapter II explores the first use of a 3D GCM as an atmospheric template for high
resolution emission spectroscopy of a hot Jupiter, showing for the first time in HRS
emission spectroscopy, 3D models can out-preform a suite of 1D models. This paper
also explores the effect of differing rotation rates on the resulting emission spectra.
This work has been published in the Astrophysical Journal.

Chapter III explores the effect of our active magnetic drag on the atmospheric
structure of the ultrahot Jupiter WASP-76b. 1 look at the change in circulation
regime as a result of this active drag and explore its effects on bolometric phase curves.
Chapter IV explores the effect of magnetic drag on high resolution emission spectra
and V explores its effect on high resolution transmission spectra. This latter set of
three papers provide a roadmap for understanding how magnetic effects can shape
the atmospheres and observables of ultrahot Jupiters and have all been published in
the Astrophysical Journal. Finally, in Chapter VI, I pontificate upon the state of the
field, how my research fits into the emerging picture of exoplanets and predictions for

the future.
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CHAPTER II

A Significant Increase in Detection of
High-resolution Emission Spectra Using a
Three-dimensional Atmospheric Model of a Hot

Jupiter (Beltz et al 2021)

— Culture Icon, @Dril

2.1 Preface

Results in this chapter were published in: Beltz, H., Rauscher, E., Brogi, M., and
Kempton, E., 2021. A Significant Increase in Detection of High-resolution Emission
Spectra Using a Three-dimensional Atmospheric Model of a Hot Jupiter. The As-
tronomical Journal, 161, 1 and are reproduced here with minor style revisions by
permission of the American Astronomical Society under the non-exclusive right of

republication granted to authors.

21



2.2 Abstract

High resolution spectroscopy has opened the way for new, detailed study of ex-
oplanet atmospheres. There is evidence that this technique can be sensitive to the
complex, three-dimensional (3D) atmospheric structure of these planets. In this work,
we perform cross correlation analysis on high resolution (R ~ 100,000) CRIRES/VLT
emission spectra of the Hot Jupiter HD 209458b. We generate template emission spec-
tra from a 3D atmospheric circulation model of the planet, accounting for temperature
structure and atmospheric motions—winds and planetary rotation—missed by spec-
tra calculated from one-dimensional models. In this first-of-its-kind analysis, we find
that using template spectra generated from a 3D model produces a more significant
detection (6.9 o) of the planet’s signal than any of the hundreds of one-dimensional
models we tested (maximum of 5.10). We recover the planet’s thermal emission,
its orbital motion, and the presence of CO in its atmosphere at high significance.
Additionally, we analyzed the relative influences of 3D temperature and chemical
structures in this improved detection, including the contributions from CO and H,O,
as well as the role of atmospheric Doppler signatures from winds and rotation. This
work shows that the Hot Jupiter’s 3D atmospheric structure has a first-order influence
on its emission spectra at high resolution and motivates the use of multi-dimensional

atmospheric models in high-resolution spectral analysis.

2.3 Introduction

High Resolution Spectroscopy (HRS) is a relatively recent, powerful method for
exoplanet atmospheric characterization. It uses a spectral resolution high enough
(R 2 30,000) to unambiguously detect the unique sets of spectral lines from atoms
or molecules in an exoplanet’s spectrum. While the planet’s spectrum is often orders

of magnitude weaker than the stellar noise, its signal can be detected via cross-
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correlation with a template spectrum due to the increased number of lines present
at high resolution. This is accomplished by exploiting the planet’s changing orbital
radial velocity along the observers line of sight which helps to remove the stellar and
telluric signals, whose spectral features remain effectively at fixed wavelengths over
the duration of a typical observation. By removing the components of spectrum that
are constant with time, one is left with noise and the planet spectrum, which can
then be detected via cross-correlation. Birkby (2018) presents a review of the HRS
method and recent results from its use.

HRS was first applied to the well-known hot Jupiter HD 209458b using the
CRIRES instrument on the VLT (Snellen et al., 2010), definitively detecting CO
in transmission spectra from the planet. Further analysis of the transmission spectra
of this planet at high resolution have resulted in detections of water vapor (Sdnchez-
Lopez, A. et al., 2019) and helium (Alonso-Floriano, F. J. et al., 2019). Emission
spectra of this planet have also been measured with HRS, providing evidence against
an atmospheric temperature inversion (Schwarz et al., 2015), as well as determining
both carbon monoxide and water abundances when combined with lower resolution
data (Brogi et al., 2017; Gandhi et al., 2019). In this paper we present a re-analysis
of the previously published CRIRES/VLT data for this planet (Schwarz et al., 2015),
but with template spectra generated from a three-dimensional atmospheric model.

One of the unique strengths of HRS is that at the highest resolutions (R ~
100, 000) the observed spectra can contain information about the atmospheric motion
of the planet. The original HRS result by Snellen et al. (2010) found hints of day-to-
night winds on the planet in a net blue-shift of the planet’s spectrum by 241 km s*
(during transit, day-to-night winds blow toward the observer). Transmission spectra
of the hot Jupiter HD 189733b also show evidence for atmospheric motion, includ-
ing both net Doppler shifts from winds and Doppler broadening from a combination

of rotation and eastward equatorial winds (Louden and Wheatley, 2015; Brogi et al.,
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2016; Flowers et al., 2019). Measured Doppler broadening in high-resolution emission
spectra of directly imaged planets/companions have also been used to constrain the
rotation rates of these objects (Snellen et al., 2014; Schwarz et al., 2016; Bryan et al.,
2020).

The two sources of atmospheric motion—winds and rotation—are not physically
independent.For a recent review of hot Jupiter dynamics, see Showman et al. (2020).
One of the governing forces in determining atmospheric circulation is the Coriolis
force, meaning that the rotation rate of a planet strongly influences the wind structure
and speeds. Hot Jupiters are commonly assumed to be tidally locked into rotation
rates synchronous with their orbits (e.g., Rasio et al., 1996), but deviations from
this expected rotation state would have consequences for the speed and structure
of atmospheric winds (Showman et al., 2009), which then influences the expected
Doppler shifts and broadening in HRS data (Rauscher and Kempton, 2014). It is an
ongoing debate within the community as to how tidal forces interact with the complex
structure of hot Jupiters and whether we should assume them to be synchronized or
not (Gu and Ogilvie, 2009; Arras and Socrates, 2010; Auclair-Desrotour and Leconte,
2018; Lee, 2020; Yu, 2020).

Given the exquisite spectral detail measurable by HRS, including constraints on
atmospheric motions, we may wonder how sensitive it is to the full three-dimensional
nature of the planet; and what degree of bias will a one dimensional model introduce.
Another way to state this is whether or not one-dimensional atmospheric models
are sufficient to accurately interpret HRS data. Especially for hot Jupiters, where
we expect hundreds of Kelvin temperature contrasts across the globe (Rauscher and
Menou, 2012; Dobbs-Dixon and Agol, 2013; Kataria et al., 2016; Parmentier et al.,
2018; Deitrick et al., 2020; Drummond et al., 2020) , differences in the local at-
mospheric structure can result in limb- or disk-integrated transmission or emission

spectra (respectively) that are significantly different from a spectrum calculated us-
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ing a 1-D model. Several studies have considered how the 3-D nature of a planet
can influence lower resolution spectra (e.g., Fortney et al., 2006, 2010; Burrows et al.,
2010) and, in particular, ways that the use of 1-D models could bias our interpreta-
tion of spectral data (e.g., Feng et al., 2016; Blecic et al., 2017; Caldas et al., 2019b;
Pluriel et al., 2020). For HRS data, several studies have simulated high-resolution
spectra from different 3-D models, both in transmission (Miller-Ricci Kempton and
Rauscher, 2012; Showman et al., 2013; Kempton et al., 2014; Rauscher and Kempton,
2014) and emission (Zhang et al., 2017; Harada et al., 2019), demonstrating that the
complex atmospheric structures of hot Jupiters can influence HRS data.

Flowers et al. (2019) presented a first-of-its-kind analysis of HRS data, using
simulated transmission spectra from 3-D models as template spectra in the cross-
correlation analysis of observations of the hot Jupiter HD 189733b. Not only was
the planet’s signal detected at high significance (supporting the validity of the 3-D
models), but this work also consistently detected the Doppler signature of day-to-
night winds on this planet. When the Doppler effects from the winds were artificially
excluded from the calculation of the template spectra, the planet’s signal was de-
tected with an anomalous blue-shift; when the effects of the winds were included, the
detection was at the expected planet velocity.That is, ignoring the Doppler effects
on simulated transmission spectra resulted in incorrect inferred planetary motion,
confirming their measurable influence in the observed spectra.

Here we present an analogous study to Flowers et al. (2019), but for emission spec-
tra (as opposed to transmission), in which we use simulated spectra from 3-D models
in the HRS cross-correlation analysis. In addition to studying a complimentary obser-
vational technique—emission instead of transmission—we also target a different bright
hot Jupiter than that analysis, namely HD 209458b. HRS transmission spectra can
be directly influenced by atmospheric motion, but are only secondarily affected by

the three-dimensional temperature structure Flowers et al. (2019). We expect that
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HRS emission spectra may be much more sensitive to differences in atmospheric ther-
mal structure around the planet, given that any Doppler effects from atmospheric
motion will be most sensitive to the brightest regions of the planet (Zhang et al.,
2017). In this paper we empirically determine how sensitive HRS emission spectra
are to the 3-D nature of a particular planet, as well as to what degree various aspects
of the atmospheric structure contribute to the observed data. Specifically, we study
the sensitivity of the data to the planet’s rotation period by running a suite of 3-D
models for a range of rotation rates, producing a set of consistent temperature and
wind structures for each case. We also test the sensitivity of the data to atmospheric
chemistry by comparing an assumption of well-mixed abundances or local chemical
equilibrium values in the radiative transfer routine we use to post-process the 3-D
models and create simulated spectra. We also analyze the relative contributions of
the two main opacity sources over the wavelengths of observation (2.285 to 2.348 um):
carbon monoxide and water. Finally, we test the sensitivity of the data to Doppler ef-
fects from atmospheric motions by cross-correlating with simulated spectra calculated
with and without those effects.

In Section 2.4, we explain the various numerical methods used in this work: the
three-dimensional atmospheric model and the radiative transfer routine used to post-
process the 3-D models and calculate simulated emission spectra. Additionally, we
briefly describe the results of these standard hot Jupiter models. In Section 2.5 we
describe the observational data, along with details of our reduction and analysis meth-
ods. In Section 2.6 we present the results of our cross-correlation analysis, comparing
the strength of planetary signal detected when using template spectra from 1-D or 3-D
models, and comparing the aforementioned assumptions regarding chemistry, opacity
sources, Doppler effects, and rotation rates. In Section 2.7 we summarize our main

results.
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2.4 Numerical Models: 3D GCMs and Simulated Emission

Spectra

In order to create simulated high-resolution emission spectra for HD 209458b, we
first use a General Circulation Model to predict the three-dimensional atmospheric
structure of the planet—that is, thermal and wind structure— and then post-process
the results using a detailed radiative transfer routine that accounts for the correct ge-
ometry and atmospheric Doppler shifts. These modeling methods and results are not
particularly novel, having formed the basis of previous papers (Miller-Ricci Kempton
and Rauscher, 2012; Rauscher and Menou, 2012; Rauscher and Kempton, 2014; Ro-
man and Rauscher, 2017; Zhang et al., 2017); however, our suite of models for this
particular planet have not been published previously and so we briefly describe the
results in order to set the stage for the comparison between the simulated emission

spectra and observed data.

2.4.1 General Circulation Model

General Circulation Models (GCMs) are three-dimensional computational atmo-
spheric models that simulate the underlying physics and circulation patterns of plan-
etary atmospheres. For this work, we utilized the GCM from Rauscher and Menou
(2012) with the radiative transfer scheme upgraded as described in Roman and
Rauscher (2017). This model solves the primitive equations of meteorology: the
standard set of fluid dynamics equations with simplifying assumptions appropriate
for the atmospheric context, solved in the rotating frame of the planet (see an early
review by Showman et al., 2010). The radiative heating and cooling of the atmo-
spheric uses a double-gray scheme. That is, radiation is treated with two different
absorption coefficients under two regimes; an infrared coefficient to model the thermal

interaction of the gas with radiation and an optical coefficient to model the absorption

27



of incoming starlight. For a more detailed explanation of the GCM, see Rauscher and
Menou (2012) and Roman and Rauscher (2017).

We model the hot Jupiter HD 209458b using the parameters listed in Table 4.4.1,
with system parameters from Stassun et al. (2017), a high internal heat flux appropri-
ate for this inflated hot Jupiter (Thorngren et al., 2019), and absorption coefficients
and gas properties set to match our previous models of hot Jupiter atmospheres
(e.g., Rauscher and Menou, 2012). Typically, we assume that hot Jupiters have been
tidally locked into synchronous orbits, meaning that the rotation period and orbital
period are equal. In order to empirically test this, we ran the GCM for a total of
12 different rotation rates spanning values faster and slower than synchronous. The
slowest rotation rate was chosen to ensure that at least one of the models fell into
the disrupted circulation regime for slow rotation previously found in Rauscher and
Kempton (2014). We then extended our rotation rate sampling (at 0.25 km/s in
rotation speed) to comparably cover faster rotation rates. We list the set of cho-
sen rotation periods and their corresponding equatorial rotational velocities in Table
2.4.1, along with some representative wind speeds from each model.

We ran each model at a horizontal spectral resolution of T31, corresponding to a
physical scale of ~4 degrees at the equator and with 45 vertical layers evenly spaced
in log pressure from 100 bar to 10 microbar. The planets were initialized with a
globally averaged temperature-pressure profile and no winds. See Guillot (2010) for a
derivation of profiles and Rauscher and Kempton (2014) for a discussion of the global
averaging parameter chosen (set to f = 0.375 here). Each simulation was allowed to
run for 3000 orbits; by this point the upper atmosphere (including the infrared photo-
sphere) had reached a steady state. Carone et al. (2019) recently demonstrated that
the treatment of the deep atmosphere in hot Jupiter simulations—in particular the
depth of the bottom boundary and the assumed strengths of convective adjustment

and frictional /magnetic damping—can influence the circulation results predicted for

28



Table 2.1. HD 209458b System Parameters

Parameter Value
Planet radius, R, 9.9 x 10" m
Gravitational acceleration, g 9.434 m s~2
Orbital Period 3.525 days
Orbital revolution rate, wo 2.06318 x 107° s~ !
Synchronous rotation speed * 2.04 km s !
Substellar irradiation, Fi., 1.06 x 10° W m—2
Planet internal heat flux, Fi. 3500 W m—2
Optical absorption coefficient, f;s 4 %1072 cm? gt
Infrared absorption coefficient, ;g 1x1072cm 2 gt
Specific gas constant, R 3523 J kg1 Kt
Ratio of gas constant to heat capacity, R/c, 0.286
Stellar radius, R, 1.19 Mg
Stellar effective temperature, Ties¢ 6090 K

#In the case of synchronous rotation, this is the corresponding
velocity at the equator, calculated as 2w R, /worp.

the upper, observable atmosphere. Nevertheless, their models of HD 209458b show
that this planet exhibits the standard hot Jupiter circulation pattern, in agreement

with our results here.

2.4.2 GCM Results

Most of our models display the quintessential features expected for hot Jupiters:
a strong eastward equatorial jet which advects the hottest spot on the planet slightly
eastward of the substellar point and reduces—but does not eliminate—a large day-to-
night temperature contrast of hundreds of Kelvin. We show this temperature struc-
ture for the synchronous model in Figure 2.1. The equatorial jet characteristically
extends throughout most of the atmosphere; Figure 2.2 shows the zonally averaged
winds for the synchronous model. Higher in the atmosphere an additional, significant

component of the winds is a substellar-to-antistellar flow pattern; in Figure 2.2 this
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Table 2.2. Suite of General Circulation Models

Rotation Rotational = Max. wind speed  Max. wind speed

period speed at IR photosphere at 0.1 mbar

(days) (km/s) (km/s) (km/s)
9.08 0.79 2.50 6.28
6.91 1.04 2.64 4.44
5.57 1.29 5.65 6.87
4.67 1.54 5.64 6.76
4.02 1.79 5.61 6.64
3.53 2.04 5.64 6.32
3.14 2.29 5.43 6.19
2.83 2.54 5.47 6.15
2.58 2.79 5.10 5.72
2.37 3.04 4.78 5.56
2.19 3.29 3.77 5.02
2.03 3.54 4.62 5.17

Note. — The bolded values are for the model in a tidally-locked,
synchronous rotation state. The rotational speeds are calculated as
27 R, /wyor. Continuum emission comes from the IR photosphere (at
~65 mbar), while the absorption line cores come from pressure re-
gions nearer to 0.1 mbar. Wind speeds are measured in the rotating
frame of the planet.
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Figure 2.1 The temperature structure near the infrared photosphere ( ~ 65 mbar), for
our synchronously rotating model of HD 209458b, centered on the substellar point (at
0,0). Streamlines have been overplotted, with thicker lines showing stronger winds.
In the eastward direction, the winds reach a speed of 5.6 km/s. The hottest gas has
been advected to the east of the substellar point by a strong equatorial jet, in the
typical hot Jupiter circulation pattern.

shows up as a decrease in the averaged east-west wind speed.

Figures 2.14 and 2.15 in the Appendix show maps of the temperature and winds at
the infrared photosphere for all of the 12 models with different rotation rates. In line
with results from previous investigations of non-synchronously rotating hot Jupiters
(Showman et al., 2009; Rauscher and Kempton, 2014; Flowers et al., 2019), we find
that as the rotation rate increases, the stronger Coriolis force causes the equatorial jet
to become more narrow and eventually secondary, higher latitude jets form. The wind
speeds tend to decrease with increasing rotation rate (see Table 2.4.1), conspiring to
create generally similar temperature patterns at the infrared photospheres of each
model (Figure 2.14).

The exceptions to these trends are the two most slowly rotating models, whose

circulations have been disrupted from the standard hot Jupiter pattern. This disrup-
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Figure 2.2 Longitudinally averaged east-west wind speeds throughout the atmosphere,

for the synchronous rotation case. The eastward equatorial jet (dark blue) extends

deep into the atmosphere. The black contour shows the boundary between eastward
(positive) and westward (negative) winds.
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tion for very slow rotators was first identified by Rauscher and Kempton (2014), and
the dynamics have been studied by Penn and Vallis (2017). For the purpose of this
paper, these most slowly rotating models help to provide a lower limit to the possible
rotation rate of HD 209458b, as the westward flow and corresponding advection of
the hottest region of the atmosphere would result in an orbital phase curve of thermal
emission significantly different from what has been previously observed for this planet.
In Figure 2.3 we show phase curves of the total thermal emission! from each model,
calculated throughout one orbit. While most of the models do show similar curves,
which peak near the measured phase of maximum flux at 4.5 micron (0.387 4+ 0.017;
Zellem et al., 2014), the two most slowly rotating models are ruled out by this data
as they peak later in phase. Nevertheless, we include these models in the rest of our
analysis in order to investigate how they are constrained by HRS data.

Finally, since the CRIRES/VLT emission spectra of HD 209458b are the focus of
our paper, we also show the temperature structure and line-of-sight velocities (from
both winds and rotation) in the upper atmosphere of the synchronous model in Figure
2.4, shown in an orientation corresponding to the first night of observation. This is the
region of the atmosphere from which the flux in the CO line cores emerges, meaning
that the detailed structure of those line shapes comes from the brightness-weighted
local Doppler shifts, integrated across the visible hemisphere. Since the winds are
dominantly eastward, they contribute to the Doppler shifts in the same direction as
the rotation field. However, the line-of-sight velocity contours are slightly bent away
from being strictly aligned with the rotation axis by the specific atmospheric flow
pattern.

The full set of orthographic projections for our suite of 12 models is shown in

Figure 2.16 in the Appendix. Aside from the two most slowly rotating models, we

'Due to the double-gray radiative transfer in our GCM, the thermal emission is effectively bolo-
metric, making it challenging to compare directly to the 4.5 micron flux from Zellem et al. (2014).
The phase of peak flux, however, is more directly comparable as it is indicative of the photospheric
temperature structure.
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Figure 2.3 Calculated orbital phase curves of total thermal emission from our suite of
models with different rotation rates. Only the models with the slowest two rotation
rates—with circulation patterns disrupted from the standard hot Jupiter eastward
flow—have phase curves that peak after secondary eclipse (which would occur at
a phase of 0.5, not shown here). Since phase curves measured at 4.5 microns of
HD 209458b show a peak before the secondary eclipse (at 0.387 +0.017 Zellem et al.,
2014, shown by the black dashed line and grey shaded area), we find that all models
except the two slowest rotators are consistent with observations.
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Figure 2.4 The temperature structure of the upper atmosphere (~ 0.1 mbar), within
the region from which the flux in the CO line cores emerges. The projection is
centered on the subobserver point at a phase corresponding to the beginning of the
observation, shortly after secondary eclipse. The substellar point is marked with a
white star. Also shown are contours of the line-of-sight velocity toward (blue) or
away (red) from the observer, due to contributions from both the winds and rotation
of the planet (Equation 2.2). The contour levels shown in red and blue are +2, 4,
and 6 km/s. The black dotted contour shows the boundary of 0 km/s. Note that
whereas at the infrared photosphere the hottest region is east of the substellar point,
here it is west of the substellar point due to convergence in the atmospheric flow at
that location.
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see similar temperature and line of sight velocity fields across the rest of the models.
While higher blue-shifted line-of-sight velocities occur on the visible hemisphere, the
red-shifted flow extends across a larger fraction of the planet disk. In contrast, the
two slowest rotators have weak contributions to the velocity field from their rotation,
and the winds generally work in an opposite direction to the rotation, leading to very
little Doppler shifting compared to the other models. In addition, the temperature
structure is fairly uniform across the visible hemisphere.

A hot feature exists on the western side of the planet (from our perspective, to the
left of the subobserver point), where we also see strongly blue-shifted velocities from
the combination of rotation and winds blowing around from the night side. Chevron
features like this, regions of flow convergence and associated heating, are commonly
seen in hot Jupiter GCMs (e.g., Showman et al., 2009; Rauscher and Menou, 2010;
Komacek et al., 2019) and are related to the transport of momentum from higher
latitudes to the equator (Showman and Polvani, 2011). Depending on the particular
model—and the pressure level within the atmosphere—chevron features may appear
to the east or west of the substellar point. Here we see multiple chevron features,
both near the infrared photosphere and in the upper atmosphere. New state-of-the-
art GCMs in Deitrick et al. (2020) also show these features, at multiple resolutions
and robust against assumptions regarding vertical hydrostatic equilibrium (see their
Figures 19 and 22).

While we have already determined that the phase curve data for HD 209458b
excludes the two slowest rotation states for this planet (Figure 2.3), we are still inter-
ested to compare the simulated high-resolution emission spectra from these models
to the rest of the suite. For most of the models, based on Figures 2.4 and 2.16 we
expect that the integrated emission spectra should show both red- and blue-shifting
of the CO lines, but the detailed line shapes will be controlled by the complex three-

dimensionality of the atmospheric temperature and line-of-sight velocity structures.
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Due to the slowing of the winds with increasing rotation rate (see Table 2.4.1 and
Figure 2.16) we may expect similar Doppler-induced line profiles for these models. In
contrast, for the two most slowly rotating models there may be very minimal Doppler

effects shaping the line shapes in their simulated emission spectra.

2.4.3 Radiative Transfer Post-Processing

In order to generate high-resolution emission spectra from our three-dimensional
models, we apply the code and method outlined in Zhang et al. (2017). Briefly, we take
the output from the GCM (temperature and winds at 48 x 96 x 60 points in latitude
x longitude x pressure; see Figure 2.5 for the synchronous case and Figure 2.17 for
all of the GCM outputs) and solve the radiative transfer equation in a geometrically-
consistent manner to produce the thermal emission spectrum emanating from the
visible hemisphere of the planet.

The radiative transfer equation is solved in the limit of pure thermal emission:

To

I(\) =B,e ™+ /eTB dr, (2.1)
0

where I is the intensity at each wavelength A\, B is the Planck function (calculated
from the local temperatures) and 7 is the slant optical depth along the line of sight
toward the observer, taking into account varying opacities throughout the path. We
strike 2,304 (= 48 x 96/2) individual line-of-sight intensity rays through the atmo-
sphere and then integrate with respect to the solid angle subtended by each grid cell

to produce the planet’s emission spectrum in flux units.
To correctly account for the line-of-sight geometry we must first interpolate the
temperature and wind output from the GCM onto a fixed-altitude vertical grid. This
interpolation allows us to readily strike straight-through rays along the observer’s

sight line. This geometrically-consistent approach to the radiative transfer is some-
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what unique in calculations of emission spectra from GCMs. A more common and
computationally less challenging technique is to calculate the radiative transfer along
radial profiles and assume isotropic emission from the top of the atmosphere. Caldas
et al. (2019b) have recently shown that using correct ray-tracing geometry is im-
portant in calculating transmission spectra from 3-D models; we are not aware of a
similar study of geometry’s importance in calculating emission spectra.

As a consequence of having varying temperature conditions over the visible hemi-
sphere of the planet, we may expect that our integrated spectra are influenced by
spatial variations in the chemical abundances of our main opacity sources. Based
on the temperature range spanned by the GCM outputs and the wavelength range
modeled (2.28 — 2.35 um), we expect that HoO and CO will be the dominant opac-
ity sources. Ome of the simplest assumptions we can make about the abundances
of H,O and CO is that they are in chemical equilibrium for the local conditions
at each location in the atmosphere. However, this neglects the important influence
of mixing from atmospheric dynamics, which is likely to bring these species out of
chemical equilibrium. The physically and chemically sophisticated work by Drum-
mond et al. (2020) demonstrated that 3-D mixing is expected to alter the chemical
structure of hot Jupiter atmospheres, with the vertical and horizontal advection com-
ponents both being significant (with similar results also found by Mendonca et al.,
2018). In their model of HD 209458b, however, they found minimal differences in
the abundances of CO and H5O between their kinetics model and the assumption of
chemical equilibrium. While they predicted minimal differences between these cases
in their simulated (lower resolution) emission spectra, here we further investigate the
influence of chemical abundances in high resolution emission spectra.

The double-gray radiative transfer scheme within our GCM simplifies the multi-
wavelength opacities of the atmosphere, meaning that we do not prescribe a specific

chemistry, nor does the simulation predict chemical mixing. In order to investigate
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Figure 2.5 Temperature-pressure profiles throughout the atmosphere for our syn-
chronously rotating model of HD 209458b. The rainbow lines show equatorial profiles,
with the hue corresponding to the longitude east of the substellar point. The gray
profiles are from the entire planet. We use this 3-D atmospheric structure, together
with the local wind velocities, to calculate simulated high-resolution emission spectra
for cross-correlation with the observed data.The black lines show examples of four
temperature-pressure profiles from a suite of 1D models (described in Section 2.6.1)
also used to simulate spectra. These models cover the same temperature range real-
ized by our 3-D models, but use only a single profile to represent the entire planet.
Note that the best-fit model from this suite has an unrealistic super-adiabatic profile.
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the impact of chemistry on the emission spectra, we consider two extreme cases within
our post-processing framework: abundances determined everywhere by local chemical
equilibrium, or abundances that are fully homogenized throughout the atmosphere
and set to some constant volume mixing ratio (VMR). The first assumption applies
to the limit where dynamics do not create any significant chemical disequilibrium,
while the second may be a proxy for fully efficient mixing, with the caveat that we
still need to choose a value for the homogenized abundances. We choose to fix the
values for water and CO to the best-fit values from a previous retrieval analysis of
these same data (VMR values of 1 x 1072 for CO and 1 x 10~° for water, Brogi et al.,
2017).

There is significant evidence in the literature suggesting a water abundance below
the solar equilibrium value (which would be ~ 5 x 107%;  Madhusudhan, 2012) for
HD 209458b (although see Line et al., 2016). From previous analysis of these HRS
data, a marginal evidence for HyO was claimed by Brogi and Line (2019), with a peak
around VMR ~ 1 x 1075® but with an unbounded lower limit. From HST transmis-
sion spectroscopy, Barstow et al. (2017) and Pinhas et al. (2019) both retrieve a low
water abundance of 1 x 107° and 1x 10~*7, respectively. These results are particularly
significant as they are obtained with models accounting for the presence of aerosols,
and therefore include their known ability to mimic a low water abundance by reduc-
ing the contrast of the water band in the WFC3 pass-band. Lastly, a recent attempt
at combining both low-resolution and high-resolution emission spectroscopy was pre-
sented by Gandhi and Madhusudhan (2019), resulting in a VMR of 1 x 10~*!. The
observational constraints presented above and the weak detection of water in these
data inspired us to explore an additional set of models without water vapor, along
with our constant VMR models with water under-abundant compared to equilibrium
calculations.

In order to self-consistently account for Doppler shifts resulting from winds and
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rotation in the high-resolution spectra given that the resolution is comparable to the
speeds of atmospheric motion (~km/s), we calculate the line-of-sight velocity for a

latitude-longitude (0, ¢) pair at an atmospheric height of z as:

vros (0, ¢) = —usin(f) — v cos(#) sin(¢)

+ wcos(#) cos(¢p) — (R, + 2)Q2sin(f) cos(¢) (2.2)

where u, v, w are the wind speeds in the east-west, north-south, and radial directions,
respectively, and €2 is the planet’s bulk rotation rate. We calculate simulated spectra
both with and without these Doppler shifts, so that we can quantitatively evaluate
how much they contribute to the observed data.

We calculate the simulated emission spectra at a higher spectral resolution (R ~
250,000) than that of CRIRES data across the same wavelength range (2.2855 —
2.3475 pm). During the data analysis, the simulated spectra are convolved with a
Gaussian kernel to match the resolving power of CRIRES (R = 100, 000).

As the planet rotates throughout the time of observation, we calculate spectra
for each exposure time. The atmospheric structure from the GCM is output every 4
degrees in phase. In order to match the more frequently sampled observed phases,
we created interpolated spectra as follows. For each exposure (corresponding to some
orbital phase) we take the GCM outputs from the two nearest-neighbor phases, rotate
each atmosphere to the correct orientation, calculate simulated spectra from each, and
then combine those two spectra, weighting linearly by how close each GCM output is
to the phase of observation. Even before this weighted average, the spectra produced
from two adjacent GCM outputs differed only marginally. For the fastest rotating
model, the average difference was less than 5%. For the slowest rotating model, this
difference was only 0.6% on average. Thus, in our interpolation process, the resultant

changes to the spectra were on order of a few percent at most.
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2.4.4 Simulated Emission Spectra

Simulated spectra from the full set of 12 rotation models over a partial range of
the total wavelength coverage for a time near the beginning of the observation (phase
of ~ 0.52) are shown in Figure 2.6. For each model, versions of the spectrum with
and without Doppler effects are plotted in solid and dashed lines, respectively. As
expected from the discussion of their circulation patterns above, the models with
the slowest rotation rates have very little Doppler broadening. In contrast, all of
the other models show significant broadening, without a strong dependence on the
planet’s rotation rate because the faster winds in slower rotating models work to
contribute to the broadening. The main notable difference between these spectra is
in the relative depths of the spectral lines, which is a function of the vertical structure
of these atmospheres, both thermal and as probed by the line opacities.

We can investigate the relative contributions of the thermal profile and changing
opacities to the depth of the spectral lines by comparing the different chemical as-
sumptions we use in the post-processing. Figure 2.7 shows the differences in spectra
calculated under our assumptions of chemical equilibrium abundances or constant
volume mixing ratios, both with and without water included as an opacity source, for
our synchronous model. The spectral features from CO appear fairly consistent for
all of our assumed chemistry conditions. Over the range of pressures and tempera-
tures that contribute to our planet’s dayside emitted spectra (P ~ 0.1 — 100 mbar,
T ~ 900 — 1700 K, see Figures 2.1 and 2.4), local chemical equilibrium abundances
for CO at solar composition are fairly constant, at a VMR of ~ 4 x 107%, only slightly
higher than the value we use for our constant VMR assumption.

In contrast, the assumption of local chemical equilibrium produces significantly
different water abundances than the constant VMR value we use (the best-fit value
from a previous 1-D analysis of these data; Brogi et al., 2017). For the temperature

and pressure conditions probed by these emission spectra, local chemical equilibrium
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Figure 2.6 Simulated spectra from post-processing the atmospheric structures pre-
dicted by our GCM, color coded by the rotation rate assumed for each model (with
the synchronous model in black). In these spectra we only include opacity from
CO (not water; see Figure 2.7 for comparison) and assume local chemical equilib-
rium abundances. The dashed lines show spectra produced without the influence of
Doppler effects while the solid lines account for shifts and broadening due to winds
and rotation. The main result of the atmospheric motion is to produce significant
line broadening; for most of the models the amount of broadening is similar, due to
a trade-off between the contributions from winds and rotation. The two most slowly
rotating models have very little broadening, due to the weak contribution from rota-
tion, but also because of westward winds in these models.
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Figure 2.7 Simulated emission spectra, post-processed from our 3D atmospheric
model, comparing the different assumptions used for the abundances of water and
CO, the main sources of opacity at these wavelengths. These spectra are from the
synchronously rotating model, over a fraction of the wavelength coverage of the ob-
servations; the solid and dashed spectra are produced with and without the Doppler
effects of winds and rotation, respectively. The spectra produced assuming abun-
dances determined by local chemical equilibrium and fixed to a constant value look
very similar for the CO features. The assumption of local chemical equilibrium results
in much more abundant water with much stronger spectral features in comparison to
the constant value that best-matches previous observations.
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abundances for water have VMR ~ 1073 — 10™%, with the hottest and lowest pressure
regions dipping down to VMR ~ 10~7. These abundances are mostly significantly
higher than our constant VMR value (107%), leading to much more visually apparent
spectral features in Figure 2.7. These differences will strongly influence the signifi-
cance of detection in our data analysis, as discussed in Section 2.6.

One measure of the effect of Doppler shifting across the entire spectrum can be
assessed by cross correlating each simulated emission spectrum with the non-Doppler
shifted spectrum calculated from the same model, as shown in Figure 2.8, where we
have plotted these cross correlation functions for each of our 12 rotation models. The
dashed black line shows the spectrum from the synchronous model without Doppler
effects cross correlated with itself, to characterize the intrinsic width of the cross-
correlation function. The two slowest rotators have the least amount of broadening
and the second slowest rotator actually has a cross-correlation function similar to the
unshifted reference. All of the other rotation rates produce roughly similar levels of
broadening, with only minimal net red- or blue-shifts (and no trend in the shift with
rotation rate), in agreement with our previous findings in Zhang et al. (2017).

The similarity in Doppler broadening between all but the two most slowly rotat-
ing models is to be expected, from the discussions of circulation patterns above and
from visual inspection of their spectra in Figure 2.6. As a more quantitative com-
parison, in Figure 2.9 we show the width of the cross correlation function, calculated
at 80% of its maximum (shown in Figure 2.8) as a function of the rotation period
of the simulated planet, normalized to the synchronous model. This width serves as
a proxy to understand the degree of broadening caused by the differing sources of
Doppler effects. The filled and unfilled circles correspond to spectra that have been
broadened by both winds and rotation and only rotation, respectively. The scatter
in the unfilled circles is a result of differences in temperature structure in the corre-

sponding GCM. Aside from the two slowest rotating models—which exhibit westward
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Figure 2.8 For each of our 12 models with different rotation rates, we cross-correlate
two simulated spectra from the same model: one with Doppler effects included and
one without. (The solid black line is the synchronous model.) The resulting cross
correlation functions, plotted here, allow us to assess the contribution of the planet’s
winds and rotation to the overall Doppler shifting and broadening of the lines in the
emission spectra. The gray dashed line shows the synchronous model’s non-Doppler
shifted spectrum, cross correlated with itself, to show the intrinsic broadening in
the spectra. The dotted vertical lines mark the velocity at the peak of the cross
correlation function for each model. All but the two most slowly rotating models
show significant—and similar—broadening, while none of the models exhibit large
net red- or blue-shifts. CRIRES allows us to fully resolve the shapes of these line
profiles since its instrumental profile (approx ~ 3 km/s) is smaller than the FWHM
of these lines.
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flow, opposite of the direction of rotation—allowing the spectra to also be broadened
by the winds cause the width to increase. We show the result of a single temperature
structure artificially broadened at the various rotation rates with the black dashed
line. The unfilled circles lie both above and below this line, meaning that the amount
of broadening in the lines themselves does not allow us to constrain the rotation rate
strongly. Because the total broadening of the line is sensitive to temperature and
wind structures in addition to rotation rate, we are unable to retrieve a rotation rate

from the broadening width of the spectra alone.

2.4.5 1D Atmospheric Models

In addition to producing post-processed spectra from the 3-D GCM outputs, it
is also instructive to compare our results against spectra produced from 1-D models
of HD 209458b. We perform comparisons against a suite of previously published
1-D models (described in Section 2.6.1) and choose four representative T-P profiles
to show in Figure 2.5. These four chosen representatives consist of the best fit 1-D
model to the observations, two profiles that bound the temperatures produced in our
GCM, and a model that approximately reproduces the average equatorial T-P profile
produced by our GCM.

2.5 Observational Data of HD 209458b

The data we re-analyze in this paper were originally published in Schwarz et al.
(2015), where the full details of the observations can be found. In brief, the star
HD 209458 (K=6.31 mag) was observed for a total of 17.5 hours with the CRIRES in-
strument on the VLT as part of the ESO program 186.C-0289 in August and Septem-
ber 2011. The system was observed on three separate nights, always shortly after
secondary eclipse. Here we utilize only the first two nights of data, which were ob-

served in nodding mode. We discard the third night, because this was observed in
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Figure 2.9 Width of the cross correlation function, calculated at at a height of 80%
of its maximum (shown in Figure 2.8) as a function of the rotation period of the
simulated planet, normalized to the synchronous model. The filled circles correspond
to spectra that have been broadened from both wind and rotation and the open
circles represent spectra that have been broadened only by rotation. To produce
the black dotted line, we took the temperature structure of the synchronous model
and calculated the resulting broadening for each rotation rate. For the two slowest
rotating models, we find that the westward rotating winds cause the fully broadened
spectra to have a smaller width than the spectra only broadened by rotation. For
all of the other models, we see the addition of winds cause the resulting correlation
width to increase. Because the total broadening of the line is sensitive to temperature
and wind structures in addition to rotation rate, we are unable to retrieve a rotation
rate from the broadening width of the spectra alone.
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staring mode for testing purposes and shows a higher noise budget. As explained in
Schwarz et al. (2015), the spectra were optimally extracted via the standard ESO
pipeline and then re-calibrated in wavelength using the known position of telluric
lines as a reference. Due to previously reported issues with the fourth detector of
CRIRES, we chose to include only the first three detectors in our analysis. Extract-
ing the planetary signal from the calibrated spectra poses a unique challenge due to
the highly unequal flux ratio of the Hot Jupiter and the star. Furthermore, for ground
based observations, spectral absorption lines formed in the Earth’s atmosphere (tel-
luric features) must be accounted for and are often so strong that parts of the data
must be masked completely as they exhibit near-zero flux.

In order to decouple the planet’s spectrum from the stellar and telluric lines,
we utilize standard analysis algorithms (see (Brogi and Line, 2019, Section 3.2) for a
detailed description for HRS. These are based on the principle that over the relatively
short period of observations, the planetary lines are Doppler shifted by a varying
amount due to the changing orbital motion of the exoplanet, while telluric and stellar
lines are essentially stationary 2. Thus, by removing the parts of our signal that do not
shift with time, we are left with the planetary spectrum. We apply the latest iteration
of the HRS analysis described in Brogi and Line (2019), to which we point the reader
for a step-by-step description. In short, the algorithm determines a model for the
time-dependent stellar and telluric spectrum empirically from the observations, and
normalizes the data by dividing out such model. The resulting data product only
contains the planet spectrum, deeply embedded in the stellar photon noise at this
stage.

Similarly to previous studies of atmospheric circulation from transmission spectra

(Brogi et al., 2016), Flowers2019 we run two parallel versions of the analysis: one

2Stellar lines do shift by ~ 100 m s~! per hour of observations due to the barycentric velocity of
the observer and the stellar motion around the center of mass of the system, but these are negligible
compared to the change in planet’s radial velocity.
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with the data as is (hereafter the real data), and one containing each model spectrum
injected at a small level (hereafter the injected data), chosen to be 0.1x the nominal
value. Here the nominal value is the planet’s emission spectrum in units of stellar
flux, i.e. scaled by a blackbody at the stellar effective temperature and multiplied
by the planet-to-star surface ratio (see system parameters in Table 4.4.1). The exact
value of the scaling factor is not important for the outcome of the analysis, as long
as it is significantly smaller than the nominal value. A small scaling factor is needed
to realistically simulate the effects of the analysis on each model spectrum without
sensibly changing the signal content of the data. In order to detect the planet’s emis-
sion spectrum, buried in the stellar noise at this stage, we use the standard technique
in high-resolution spectra, where we cross-correlate a template spectrum—or set of
templates—for the planet with the data. If the template is a good representation of
the planet’s spectrum, there will be a maximum cross-correlation value at velocities
corresponding to the planet’s orbital radial velocity during the time of observation.
The significance of each tested model is determined as in previous work: we com-
pute the difference between the CCF of the injected data and the CCF of the real
data. This will remove the cross correlation noise and the correlation with the real
planet signal, and provide us with the model cross correlation. Note that this is dif-
ferent from the CCF obtained by autocorrelating the spectra, because it contains any
alterations that our data analysis necessarily introduces on the planet signal while
removing telluric and stellar spectra. We then compare the model CCF and the real
CCF via chi-square, and we assign a significance by discriminating against a non-
detection, which in our case is a flat cross correlation function (i.e. a straight line).
Finally, n-o confidence intervals are determined by the region in the parameter space
where the detection significance drops by no. For the full explanation of how the
chi-square statistic is utilized, we refer the reader to Brogi et al. (2016) and Flowers

et al. (2019).
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2.6 Data Analysis Results

We apply the cross correlation and significance test explained in Section 2.5 to
the spectra produced from our three-dimensional model, as well as to a suite of one-
dimensional models for comparison. These one-dimensional models are taken from
previous work and further information about them is provided in Section 2.6.1.

We find significant detection of the planet’s signal over the range of template
spectra tested, but our strongest detection came from the spectra produced by post-
processing our three-dimensional model, as reported in Table 2.6. In particular, we
found the highest significance of detection (at 6.8 sigma) for the model that was
post-processed assuming uniform volume mixing ratios for CO and water, and that
included the Doppler effects from winds and rotation. Figure 2.10 shows the sig-
nificance of cross-correlation detection for this model, over the range of orbital and
rest frame velocities included in the analysis. Note that these observations have a
relatively small phase range and they are taken close to superior conjunction, where
the planet’s radial velocity curve can be approximated with a linear function of time
at small signal to noise. This means that higher orbital velocities can be somewhat
compensated for by allowing the planet to have a positive rest frame velocity (i.e.,
anomalous motion away from the observer), resulting in some inherent degeneracy
between those parameters. Our detection agrees with a zero rest frame velocity for
the planet and the orbital velocity reported in Stassun et al. (2017).

One of the main results from our analysis is this: that template spectra from our
3-D model—calculated without any fine-tuning—outperform a large suite of template
spectra from one-dimensional models (a 6.8 sigma detection significance compared
to 5.1; Table 2.6). This is evidence that the three-dimensional structure of this
hot Jupiter’s atmosphere leaves detectable signatures in the disk-integrated high-
resolution emission spectrum of the planet. In the following sections we explore

the various physical properties that could contribute to this enhanced detection and
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Table 2.3. Highest significance detections for the model spectra tested in this work.

Dimensions Abundances Molecules Included  Doppler Effects On  Doppler Effects Off
3D Chemical equilibrium CO 6.49 6.40
Chemical equilibrium CO and H30O 4.22 3.39
Constant volume mixing ratio CcO 6.02 5.72
Constant volume mixing ratio CO and H5O 6.87 6.37
1D Constant volume mixing ratio CO and H5O - 5.06
Note. — Highest significance detections for the model spectra tested in this work. The highest increase in detection

significance came from using a 3D atmospheric model, compared to the 697 1D models tested. Note that the best
fitting 1D model exhibits a non-physical, super-adiabatic lapse rate. For detections broken down by rotation rate,
see Table 2.9 in the appendix.
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Figure 2.10 The significance of our detection of the planetary signal, showing 1-, 2-,
and 3-0 confidence intervals from the peak detection (at 6.78 o, for our spectra cal-
culated using water and CO with constant abundances), over the velocity parameter
space explored by the cross correlation fitting. The literature orbital velocity of the
planet is shown as a white star, as is its expected rest frame velocity. Our analysis
confidently detects the planet, at its expected velocity.
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evaluate their influence.

2.6.1 Comparison to 1D Models

To compare our results with the modeling presented in past work, we estimated
the significance of the cross correlation with two grids of models obtained with one-
dimensional, plane-parallel radiative-transfer calculations. The first grid of models is
described in Schwarz et al. (2015) and consists of 704 models describing a parametric
T—p profile with a region at constant lapse rate (d7'/d log(p)) sandwiched between two
isothermal regions. Pressure and temperature at the upper and lower boundaries can
be changed, thus exploring a wide range of lapse rates up to dlog(T")/dlog(p) = 0.31,
which includes non-physical super-adiabatic lapse rates. Relative abundances of CO
and HyO are also varied in the range log(CO/H20) = 0-1.5. After excluding models
with a thermal inversion layer (ruled out in Schwarz et al. (2015) we were left with
546 models to test. Since these models were not designed to explore high abundance
ratios between CO and H,O, we also tested a subset of the models described in
Brogi et al. (2017) and sampled from the low-resolution posterior retrieved by Line
et al. (2016). From that initial sample of 5,000 models we remove those models with
thermal inversion and/or log(CO/H,0) < 1.5 (as low CO/H30 models are already
included in the grid from Schwarz et al., 2015), resulting in 151 additional models,
spanning abundance ratios up to log(CO/H0) = 3.0. All these models have a sub-
adiabatic lapse rate in the range 0.05 < dlogT/dlogp < 0.08. The only broadening
that has been applied to the 1-D model spectra arises from the pressure and thermal
broadening components of the Voigt profile used to generate the spectral lines.

Of the 697 one-dimensional models tested, the highest measured significance is
5.060, with only 14 models reaching a significance value greater than 4o. These are
models with a steep lapse rate (0.13 < dlogT/dlogp < 0.31) and an abundance

ratio of 10-30 between CO and HyO. Thus, the vast majority of the 1-D models
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Figure 2.11 A comparison of the spectra produced from a 1D atmosphere with our best
fitting 3D model (in black). The solid black spectrum has been broadened by Doppler
effects arising from winds and rotation. These sources of broadening are not included
in the dotted black spectrum or any of the 1D spectra. All of the models appear to
show the same absorption lines but the relative depths of absorption, influenced by
the underlying temperature structure and chemical abundances, changes with each
model. These variances in relative depth and line shape result in a range of significance
of detection when cross correlated with the data.

return a significance below the threshold of detection (usually set at 4o for these
HRS observations), and consistent with the tentative detection reported in Schwarz
et al. (2015). We note that the temperature-pressure profiles explored in the set of 1-
D models encompasses the range realized in our 3-D model (Figure 2.5). This implies
that the deficiency in the 1-D models is not that they didn’t include the appropriate
physical conditions of the planet, but rather that those conditions are inherently,
and observably, three-dimensional. In Figure 2.11, we show a subset of the spectra
produced from the 1D models and spectra from our best fitting 3D model. All the
spectra shown seem to show the same absorption lines, yet still result in a range of
detection strengths. The subtleties in spectral line shapes and relative depths are not

adequately captured by the 1D models.
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2.6.2 Influence of Temperature Structure

As Table 2.6 hints at, and as we will discuss in subsequent sections, the improve-
ment in detection from using the 3-D models over the 1-D models is not primarily
due to the chemical or velocity structure of the atmosphere, as those influences on the
spectrum only give marginal improvements in the significance of detection. Instead,
we find that the contribution from multiple regions of the planet, with different ther-
mal structures, is a much better match to the observed data than a representation
of the planet with a single thermal profile. Whether the influence of spatial inhomo-
geneity is intrinsically within all HRS emission observations requires further study,
but for this particular planet we find it to be the case. Recent complementary work
by Taylor et al. (2020) predicts that James Webb Space Telescope observations may
similarly contain inherent signatures of multiple thermal regions, although whether
this inhomogeneity will be measurable or not depends on wavelength coverage and

signal-to-noise.

2.6.3 Influence of Chemical Structure

Table 2.6 shows that for models with CO alone the assumption of abundances that
follow local chemical equilibrium is slightly preferred over using the best-fit value from
a previous analysis of these data (Brogi et al., 2016) However, as discussed in Section
2.4.4, local chemical equilibrium does not predict strong variations in the abundance
of CO throughout the atmosphere, meaning that the improvement of signal does
not come from any significant chemical heterogeneity influencing the disk-integrated
spectra, but rather from an abundance slightly closer to reality. It may be the case
that by capturing the inherent thermal inhomogeneity of the atmosphere, we can
more accurately find the correct chemical abundances (Taylor et al., 2020).

In contrast to our results for CO, Table 2.6 shows a strong decrease in the signifi-

cance of planet detection when using chemical equilibrium values for water. The data
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prefer depleted abundances for water; Section 2.4.4 and the discussion surrounding
Figure 2.7 demonstrate that water at equilibrium values would result in large spectral
features that are not apparent in the data, according to our analysis. It is noteworthy
that the data are not suggesting a complete lack of water; the very low water abun-
dance used in calculating the spectra with constant VMR does improve the planet
detection over the comparable CO-only model.

A full gridded analysis of varying chemical abundances is outside the scope of this
work. Even without considering a full grid,these results show that the 3-D chemical
structure of the atmosphere contributes to our enhanced detection, compared to 1-D
models, insofar as it seems to slightly more robustly predict the abundance of CO
in the atmosphere. Notably, we find that the data prefer a water abundance that is

orders of magnitude depleted below chemical equilibrium values.

2.6.4 Influence of Atmospheric Doppler Effects

In addition to predicting the 3-D temperature structure of the planet’s atmo-
sphere, our GCM also predicts the wind vectors throughout, all of which are influenced
by the rotation rate assumed for the planet. Here we examine how the Doppler shifts
and broadening due to winds and rotation in our simulated spectra may contribute to
our enhanced detection of the planet’s signal over the 1-D models that do not include
this additional physics, and whether the data can help to empirically constrain the
planet’s wind speeds and rotation rate (generally assumed to be synchronous with its
orbit).

In Table 2.6 we report that including the spectral line shifting and broadening
from winds and rotation does enhance our detection of the planet, but with only a
minor increase in significance over the spectra without Doppler effects. As discussed
and shown above in Figure 2.8, the main influence of the Doppler effects (for most of

the models) is to broaden the spectral lines, since both winds and rotation contribute
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similar symmetric velocity patterns. Thus we expect the main contribution to the
increased detection is that the planet’s actual spectrum does contain some significant
broadening from winds and rotation.

Even with a symmetric velocity field, an uneven brightness pattern across the
planet can result in the red- or blue-shifted side of the planet contributing more
emission to the disk-integrated spectrum, resulting in a net Doppler shift (Zhang
et al., 2017). Figure 2.8 has small net Doppler shifts for the models. Depending on
the precision of the data, this could result a small anomalous radial velocity of the
planet if not included in the analysis. In order to test whether a net Doppler shift
contributes in any significant way to our detection, in Figure 2.12 we plot the models’
significance of detection in velocity space, comparing the spectra with and without
the Doppler effects included. While we see an overall increase in detection significance
with the Doppler effects included, there is no very noticeable shift in velocity space
between the models with and without them. This agrees with our discussion above,
that the main improvement in significance comes from the broadening of the lines,

rather than any net Doppler shift.

2.6.4.1 Constraints on rotation and winds?

As part of this investigation, we wanted to see what constraint, if any, could be
placed on the rotation rate or wind speeds for HD 209458b. In Figure 2.13 we show
how the significance of detection depends on which rotation rate we use in our 3-D
model of the planet (plotted here as the planet’s equatorial velocity). The significance
of detection is largely insensitive to the planet’s rotation rate, aside from the two most
slowly rotating models being slightly disfavored (and those are also inconsistent with
thermal phase curve data; see Figure 2.3 and discussion). Our small improvement
in detection from including Doppler effects, combined with the strong similarity in

Doppler broadening for all but the slowest models (Figure 2.8), makes this result
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Figure 2.12 A comparison between our significance of planet detection with and with-
out Doppler effects included in our best-fit simulated spectra (left and middle plots),
shown as a function the planet’s assumed orbital velocity and its rest frame veloc-
ity (which should be zero unless there is anomalous motion). The right plot shows
the difference in significance caused by including the Doppler effects in our analysis.
While there is a slight increase in detection significance, this does not correspond to
any net shift in velocity space, indicating that it is largely due to the line broadening
rather than any shifting.

unsurprising.

However, it is a valuable result to determine that the amount of Doppler broad-
ening for models across a wide range of rotation rates is so similar (quantified in
Figure 2.9). It indicates that we cannot constrain rotation rates as well as we might
think from rotational broadening alone; the winds are faster in the more slowly rotat-
ing models and their predominantly eastward direction lets them compensate for the
weaker rotational broadening. Although our particular analysis is only for observa-
tions around one particular orbital phase, the eastward wind pattern extends around
the whole globe and so we expect the same behavior regardless of orbital phase.
This is the same general behavior previously reported for high-resolution transmis-

sion spectra in Flowers et al. (2019); we have now shown that emission spectra are

subject to this inherent physical uncertainty as well.
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Figure 2.13 Confidence intervals from cross-correlation between the data and our
3D models with constant volume mixing ratios of CO and water, and Doppler effects
included. Similar to Figure 2.10, the white star marks literature values and equatorial
velocity for synchronous rotation. Here, the two plots show the 1-; 2-, and 3-0
confidence intervals for models with different rotation rates as a function of orbital
velocity (top) and rest frame velocity (bottom). The data have a slight aversion to
the two most slowly rotating models (low values of equatorial velocity), but otherwise
the temperature structures and wind patterns of all other models are roughly equally
well allowed by the data.
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2.7 Conclusions and Summary

In this project, we combined state of the art observational and modeling tech-
niques to obtain a higher significance detection than could be achieved with either
of these techniques alone. We ran a 3D atmospheric model for the hot Jupiter, HD
209458b, for a range of rotation rates. We post-processed the resulting atmospheric
structures in a geometrically correct way to generate template spectra. We then cross
correlated the synthetic spectra with previously published data for this planet from
CRIRES/VLT and detected the planet at a greater significance than a whole suite
of 1D models. We explored why the 3D models were a strong improvement over the
1D models by looking at properties such as temperature and chemical structure and

Doppler shifts from winds and rotation. Our main findings are summarized as follows:

e High resolution emission spectra are sensitive to the 3D structure of the atmo-

sphere, at least for these data of this particular hot Jupiter.

e One dimensional models, despite covering the same range in temperature and
pressure, returned detections that were at best ~ 1.80 lower than our best fit

from 3D models.

e In terms of detection significance, the primary improvement is from the use
of a 3D temperature structure, with secondary improvements related to the

chemistry and Doppler effects.

e Doppler shifts are present in the high resolution spectra, but are unable to offer
strong constraints for wind speed or rotation rate. We have shown that the
widths of the spectral lines cannot be directly related to the planet’s rotation

rate alone.

e Our analysis detects water in these high resolution spectra of HD 209458b, but

at a significantly depleted value compared to the solar chemical equilibrium
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abundance.

High resolution spectroscopy enables detailed characterization of exoplanets. It
is becoming increasingly clear that the three-dimensional nature of planets and their
atmospheric dynamics influence high resolution spectra. Looking toward the upcom-
ing era of high resolution spectrographs on Extremely Large Telescopes, we eagerly

await what detailed atmospheric characterizations will be possible.
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2.9 Appendix

Here we present the GCM results for our 12 models of HD 209458b with dif-
ferent rotation rates, showing the temperature and wind structures of the model

atmospheres.
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Figure 2.14 Temperature and wind structure at the infrared photosphere (P=65 mbar)
for all 12 GCMs. In each case the orientation of the map is such that the substellar
point is in the center of the plot. While most models show a temperature structure
influenced by the standard hot Jupiter eastward equatorial jet, the two most slowly
rotating models have disrupted circulation patterns and instead have their hottest
regions shifted slightly westward of the substellar point.
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Figure 2.15 Maps of the winds in the east-west direction (with eastward defined as
positive values) at the infrared photosphere (P=65 mbar) of the planet, for our full
suite of General Circulation Models. Each map is oriented to be centered on the
substellar point. Most models show the standard eastward equatorial jet, but the
two most slowly rotating models have no coherent equatorial jet and instead have
westward flow near the substellar point and across most of the planet.
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Figure 2.16 Orthographic projections of the temperature structure for 12 different
rotation rates shown at the atmospheric level responsible for the the strongest ab-
sorption lines in the post-processed spectra, orientated such that the subobserver
point is centered. Red and blue contours show constant line of sight velocities at 2,
4, and 6 km/s. The black dotted contour shows 0 km/s line of sight and the white
star shows the substellar point. Aside from the models experiencing a disrupted flow
pattern—corresponding to the slowest two rotation rates—the temperature structure
and circulation pattern are fairly similar over different rotation rates. Even though
the rotation rate of the planet is increasing, the winds are decreasing in strength in
such as way that results in similar line of sight velocity patterns across the models.
We also see that these line of sight velocity patterns are not symmetric and are influ-
enced by the underlying wind structure.
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Figure 2.17 Temperature pressure profiles for the suite of models examined. Similar
to Figure 5, the grey profiles are from the entire planet. The rainbow lines show equa-
torial profiles. Since these rotation rates are not equal to the period, the subobserver
and substellar longitudes are not constant. We report the subobserver longitudes,
starting with the slowest rotator as: [210, 140, 320, 330, 170, 350, 100, 70, 170, 240,
260, 310] degrees. The numerical noise, seen most prominently in the upper atmo-
spheres of the two slowest rotators, has little effect on the resulting spectra.
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Table 2.4. Peak Detections for All Rotation Rates

Chem EQ Constant VMR

Period (days) CO only CO and Hb,O  CO only  CO and H,O
9.079 5.57/5.57 3.01/2.95 5.51/5.51 5.31/5.29
6.909 5.74/5.70 3.00/2.92 5.54/5.50 5.54/5.47
2.568 6.03/5.97 3.93/3.28 5.37/5.29 6.50/6.23
4.669 6.05/6.02 3.91/3.26 5.20/5.13 6.59/6.28
4.015 6.01/6.00 3.92/3.16 5.33/5.12 6.73/6.23
3.525 (sync)  6.19/6.04  4.02/3.24  5.40/5.20  6.74/6.15
3.140 6.16/6.04  4.04/327  5.39/5.00  6.77/6.21
2.831 6.01/5.95 4.05/3.33 5.25/4.96 6.72/6.15
2.578 6.12/6.00 4.22/3.37 5.46/5.25 6.55/6.02
2.336 6.10/5.89 4.21/3.31 5.51/5.17 6.62/5.88
2.186 6.49/6.40  4.19/3.39  547/543  6.87/6.37
2.033 6.43/6.05 4.18/3.18 6.03/5.72 6.54/5.81

Note. — Peak detection for every 3D model examined with Doppler effects
considered (first entry) and without (second entry). The highest detection
for each chemistry and Doppler setting across all rotation rates is bolded and
reported in Table 2.6. While the highest significance detections come from
the more quickly rotating models, these values are only minimally above those

for the synchronous model.
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CHAPTER III

Exploring the Effects of Active Magnetic Drag in a
General Circulation Model of the Ultrahot Jupiter

WASP-76b (Beltz et al 2022a)

“We’re all born naked and the rest is drag”

— RuPaul

3.1 Preface

Results in this chapter were published in: Beltz, H., Rauscher, E., Roman, M.,
and Guillot, A., 2022a. Ezxploring the Effects of Active Magnetic Drag in a General
Circulation Model of the Ultrahot Jupiter WASP-76b. The Astronomical Journal,
163, 35 and are reproduced here with minor style revisions by permission of the
American Astronomical Society under the non-exclusive right of republication granted

to authors.
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3.2 Abstract

Ultra-hot Jupiters represent an exciting avenue for testing extreme physics and
observing atmospheric circulation regimes not found in our solar system. Their high
temperatures result in thermally ionized particles embedded in atmospheric winds
interacting with the planet’s interior magnetic field by generating current and experi-
encing bulk Lorentz force drag. Previous treatments of magnetic drag in 3D General
Circulation Models (GCMs) of ultra-hot Jupiters have mostly been uniform drag
timescales applied evenly throughout the planet, which neglects the strong spatial
dependence of these magnetic effects. In this work, we apply our locally calculated
active magnetic drag treatment in a GCM of the planet WASP-76b. We find the
effects of this treatment to be most pronounced in the planet’s upper atmosphere,
where strong differences between the day and night side circulation are present. These
circulation effects alter the resulting phase curves by reducing the hotspot offset and
increasing the day-night flux contrast. We compare our models to Spitzer phase
curves which imply a magnetic field of at least 3 G for the planet. We additionally
contrast our results to uniform drag timescale models. This work highlights the need

for more careful treatment of magnetic effects in atmospheric models of hot gas giants.

3.3 Introduction

Gas giant planets orbiting extremely close to their host stars make excellent tar-
gets for observers due to their favorable planet-star flux ratios and offer avenues for
testing prescriptions of high-temperature physical processes in theoretical models.
The quintessential category of these planets is ultra-hot Jupiters (UHJs), which orbit
so close to their host star that their equilibrium temperatures exceed ~2200 K. The
extreme temperatures of these planets warrant a careful consideration of the relevant

physical processes included in the models, as the increased irradiation results in differ-
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ent dominant mechanisms than those of their cooler cousins, “normal” hot Jupiters.
While magnetic effects may begin to alter the circulation patterns of gas giant planets
that reach temperatures ~ 1500 K (Menou, 2012; Rogers and Komacek, 2014), it is
not until planets reach an equilibrium temperature 2 2000 K that non-ideal MHD ef-
fects are predicted to become very strong due to the coupling between the circulation
and atmospheric magnetic field, potentially resulting in effects such as hot spot re-
versals (Hindle et al., 2021b). Since no solar system analogue exists for these planets,
intricate multi-dimensional atmospheric modeling is critical for understanding and
interpreting observations of their atmospheres.

The consequences of magnetism manifest themselves on hot gas giants in a mul-
titude of ways. The interior of the planet is expected to host a magnetic field of
comparable or even greater strength than solar system Jovian planets (Yadav and
Thorngren, 2017). In the planet’s upper atmosphere, high energy stellar photons can
photo-ionize species and drive evaporative winds, whose outflow can be shaped by the
planet’s magnetic field (Owen and Adams, 2014). Here, we focus on the atmospheric
effects of thermal ionization of species near the planet’s photosphere interacting with
the planet’s magnetic field. Due to the extreme temperatures on the daysides of these
planets, species undergo thermal ionization while remaining embedded in the mostly
neutral atmosphere; these ions then are advected around the planet via strong winds.
The currents generated by this interaction could travel into the planet’s interior and
deposit heat there via Ohmic dissipation, perhaps explaining the inflated radii of
many hot Jupiters (Batygin and Stevenson, 2010; Perna et al., 2010b; Thorngren
and Fortney, 2018). The coupling between the ions and the mostly neutral winds
results in a bulk Lorentz force drag, potentially reducing circulation efficiencies and
increasing the day-night contrast (Perna et al., 2010a; Menou, 2012; Batygin et al.,
2013; Rauscher and Menou, 2013; Rogers and Showman, 2014). Current treatment of

magnetic effects in 3D atmospheric models vary in complexity, from computationally
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expensive non-ideal MHD simulations to the use of a universal drag timescale applied
throughout the planetary atmosphere, with this range in modeling complexity serving
a variety of purposes.

Perna et al. (2010a) introduced the idea of parameterizing the effects of the bulk
Lorentz force on atmospheric winds with a drag timescale. The formulation of this
timescale was derived from order of magnitude approximations of the terms in the
non-ideal MHD induction equation in the hot Jupiter regime, thus effectively operat-
ing as a “kinematic” MHD model. This timescale was used in Rauscher and Menou
(2013) in their models of two different hot Jupiters. This work found that for the
hotter planet modeled, (HD 209458b, T¢, ~ 1500 K), the drag prescription resulted
in slower wind speeds and a reduction in the strength of the equatorial jet often seen
in hot Jupiter atmospheric models.

One simpler treatment for magnetic drag is applying a uniform drag timescale to
the entire modeled atmosphere. Komacek and Showman (2016) explored the use of
various uniform values for their model of a HD 209458b-like hot Jupiter to approx-
imate the effect of Lorentz forces. So long at the drag timescale was short enough
(< 10%s), the zonal jet was eliminated and day-night temperature differences were
large. Additionally, they noted that their drag timescale had only a secondary effect
on the day-night temperature contrast when it was longer than the rotation rate of
the planet. Uniform drag timescales are found in many works involving GCMs of
hot (or ultra hot) Jupiters (Komacek et al., 2017; Koll and Komacek, 2018; Krei-
dberg et al., 2018; Mansfield et al., 2018; Arcangeli et al., 2019). These universal
drag timescales can be converted to global magnetic field strengths with order-of-
magnitude estimates, such as in Kreidberg et al. (2018), which estimated a magnetic
field stronger than ~ 1 Gauss for the UHJ WASP-103b. This uniform drag treat-
ment will also have an effect on the predicted phase curves of the planet, as shown in

Tan and Komacek (2019). The resulting phase curves of their modeled planets had
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smaller offsets and larger amplitudes when the atmospheric drag was stronger. This
means that increasing the strength of the drag resulted in hotter daysides and cooler
nightsides on the planet as well as reduced the eastward shift of the planet’s hotspot,
as should be expected.

A limitation of universal drag timescales is that they do not allow for spatial
variation in drag strength between the hot day and cold nightside of the planet:
given the hundreds of Kelvin temperature contrasts, the magnetic resistivity should
vary by many orders of magnitude, so we should expect effective magnetic timescales
to also vary by orders of magnitude for a single pressure level (Rauscher and Menou,
2013). Uniform drag timescales also do not account for the directional dependence
of magnetic drag: assuming the planet’s deep-seated magnetic field is a dipole, only
winds in the east-west direction should experience Lorentz drag(Perna et al., 2010a).

The most complex treatments of magnetism in the atmosphere of a hot gas gi-
ant involve the use of magnetohydrodynamic (MHD) models. Rogers and Showman
(2014) introduced the first non-ideal MHD simulation of a hot Jupiter. The authors
compared the Lorentz force from their MHD simulations to the active magnetic drag
timescale prescription from Rauscher and Menou (2013). Their Lorentz force peak
value was within an order of magnitude of the timescale prescription, but the spatial
extent of their Lorentz force was more localized. In a follow up paper, Rogers and
Komacek (2014) ran a grid of MHD hot Jupiter models and found that time variabil-
ity becomes important at the higher temperatures modeled (1400-1800 K) pointing
to the intrinsic importance of feedback between magnetism and the planet’s thermal
structure. In the UHJ regime, Rogers (2017) offers the closest instance of a physically
consistent non-ideal magnetohydrodynamic treatment of an UHJ. This work, focused
on HAT-P-7b, highlighted the complexity of dynamic magnetic field lines and esti-
mated the minimum global magnetic field strength of the planet to be 6 Gauss, based

on comparison to observed phase curve variability for this planet (Armstrong et al.,
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2016). This minimum field strength of 6 Gauss is also inferred from shallow-water
magnetohydrodynamic models from Hindle et al. (2019).

Magnetism is not the only high-temperature physical process of note in these
planets. If high enough temperatures are reached on the dayside of UHJs, Hy is ex-
pected to dissociate, which results in a local cooling effect as dissociation requires
an input of energy. As winds transport the gas to the nightside of the planet, the
temperatures can drop enough that recombination occurs, locally heating the atmo-
sphere and reducing the day-night temperature contrast (Bell and Cowan, 2018). In
Tan and Komacek (2019), the authors investigated the effects of molecular hydrogen
dissociation and recombination, in addition to the presence of uniform drag, across a
range of planetary equilibrium temperatures. Their work found that beginning near
Teq, = 2200 K, the dissociation and recombination of hydrogen begins to play a sig-
nificant role in the circulation of the atmosphere. Including hydrogen dissociation
decreased the strength of the equatorial jet, which disappeared at the highest equi-
librium temperature examined (7, = 3600). Overall, including molecular hydrogen
dissociation and recombination reduced the day-night temperature contrast, reducing
the predicted phase curve amplitude.

Beyond Hs, there are other molecular species whose dissociation has significant
impact on the atmospheric structure of UHJs by changing the main sources of opacity.
Parmentier et al. (2018) describes the influence of thermal dissociation and ionization
of a variety of species including HyO and H™ on the thermal and spectral properties of
UHJs, using four UHJ models made from SPARC/MITgcm. (The only main molecu-
lar opacity source that did not dissociate anywhere in the UHJ atmospheres was CO.)
These models showed stark differences between day and nightside temperatures and
abundances. They found dissociation of water and presence of H™ opacity may result
in muted of spectral features. Additionally, when included as an opacity source, H™

increases the optical depth across all wavelengths, causing the photosphere to move
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to a lower pressure (Lothringer et al., 2018).

Many UHJs exhibit what are known as temperature inversions—portions of the
atmosphere that increase in temperature with decreasing pressure, opposite to stan-
dard behavior. These hot upper atmosphere inversions are likely due to high altitude
optical/UV absorbers, such as TiO/VO (Hubeny et al., 2003; Fortney et al., 2008) or
Fe, SiO, and metal hydrides (Lothringer et al., 2018; Gibson et al., 2020), but high
C/O ratios (Molliére et al., 2015) or inefficient IR cooling (Gandhi and Madhusudhan,
2019) could also play a role. The strength of this inversion may also scale with stellar
host type (Baxzter et al., 2020). Additionally, temperature inversions on UHJs are
spatially inhomogeneous, as the stratospheric heating on the dayside will be absent
from the shadowed nightside (Kreidberg et al., 2018).

Due to the high temperatures of the daysides of UHJs, clouds are expected to be
mostly constrained to the nightside of the planets. Recently, Roman et al. (2021)
explored cloud effects in our GCM for a variety of irradiation temperatures, includ-
ing UHJs. This work found that in the UHJ regime (T}, > 3250K),! clouds were
restricted to the nightside at high latitudes and were absent near the equator glob-
ally. Using a more complex cloud microphysics model, the GCM from Mansfield et al.
(2018) was post-processed in Helling et al. (2019b), which concluded that some clouds
would exist on the nightside of the UHJ HAT-P-7b and the dayside could host some
very optically thin clouds, away from the equator. Their similar analysis of WASP-
18b in Helling et al. (2019a) also found a cloud-free dayside and heterogeneous clouds
on the nightside. As far as hazes are concerned, Helling et al. (2020) showed that the
dayside of all UHJs are too hot for hydrocarbon hazes to be stable and that these
hazes should play no role in the aerosol opacities on the nightside and terminator
region.

One particularly interesting UHJ is WASP-76b. First detected by West et al.

LA planet’s irradiation temperature is related to its (zero-albedo) equilibrium temperature as:
Tirr = 41/4Teq-
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(2016), WASP-76b is an inflated ultra-hot Jupiter orbiting every 1.81 days with an
equilibrium temperature just over 2200 K. Since its detection, a broadened sodium
feature was detected in transmission spectra by Seidel et al. (2019), hinting at the
super-rotation of the upper atmosphere. The sodium detection was confirmed shortly
after in Zdk et al. (2019). Ehrenreich et al. (2020) detected Fe absorption in trans-
mission spectra from one side of the planet’s terminator but not the other, which
was interpreted as evidence for nightside condensation of the species. This detection
was later confirmed by Kesseli and Snellen (2021a). Recent work from Wardenier
et al. (2021) suggests that this differential absorption could instead be explained by a
strong temperature difference on the trailing and leading limb of the planet, without
needing to invoke iron condensation. Fu et al. (2020) additionally detected TiO and
H50 in transmission spectra form HST and Spitzer. From the emission spectra of
the planet, CO emission features are present and their models suggested a temper-
ature inversion of ~ 500K. HST emission and transmission spectra also suggests
the presence of TiO, HyO, and thermal inversions (Edwards et al., 2020). Tentative
detections (40) of VO also exist (T'siaras et al., 2018).

Perhaps due to their difficulty to model, (as a result of their extremely short
radiative and dynamic timescales, in addition to the complicating physics discussed
above) only a handful of GCMs for UHJs have been published. Because atmospheric
dynamics will manifest in observables, 3D GCMs are useful in interpreting the spec-
tra, (such as HAT-P-7b in Mansfield et al., 2018) phase curves, (such as the case of
WASP-103b in Kreidberg et al., 2018) or both (see WASP-18b from Arcangeli et al.,
2019). A common theme that arises from these works is that the GCM had difficulty
reproducing UHJs with very low heat redistribution, which could potentially be due
to an underestimation of magnetic drag strength, uncertainties surrounding dissocia-
tion effects, or warming from nightside clouds. When additional sources of drag are

included, the resulting phase curves produced by the GCM in the works referenced
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above are a better match to observed values.

In this work, we explore the effects of active magnetic drag in our GCM of the
UHJ, WASP-76b. Although all of the physical processes mentioned above are no
doubt present to some degree on WASP-76b, we choose to not include clouds or H,
dissociation effects at this time to focus solely on the influence of active magnetic
drag in the planet’s atmosphere. Future work is necessary to characterize the mutual
interactions between these physical processes for UHJs. Based on observational con-
straints on the strength of the temperature inversion in this planet’s atmosphere (Fu
et al., 2020), we set up our model to include this stratosphere. In Section 3.4, we de-
scribe our GCM and the active magnetic drag treatment. In Section 3.5, we examine
the atmospheric structures of our models with and without the active magnetic drag
treatment. We additionally compute models featuring a universal drag timescale and
compare the atmospheric effects of the two different treatments of magnetic drag. In
Section 3.6, we contextualize our results and discuss the limitations of our models.

Finally, in Section 3.7 we summarize the main points of this work.

3.4 Methods

General Circulation Models (GCMs) are three-dimensional numerical tools that
simulate the underlying physics and circulation patterns of planetary atmospheres.
To do this, GCMs solve the simplified set of fluid dynamics equations known as the
primitive equations of meteorology. We use the GCM from Rauscher and Menou
(2012) with the updated radiative transfer scheme in Roman and Rauscher (2017)
(based on Toon et al., 1989). Our GCM solves the radiative transfer with a double-
gray treatment, meaning that two absorption coefficients are used: one in the visible
wavelength regime to account for absorption from the host star and one in the infrared
regime for the planet’s thermal emission. The nuances of atmospheric implications for

doubley-gray radiative transfer versus more complex treatments, such as correlated-
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k or picket fence methods, are beyond the scope of this work. Interested readers
are directed to the recent paper from Lee et al. (2021) that explores in depth the
consequences of these different radiative transfer schemes. We modeled the planet
with 65 vertical layers evenly spaced in log pressure over 7 orders of magnitude from
the bottom boundary of 100 bars, at a horizontal spectral T31 resolution (roughly
4 degrees at the equator) and the parameters listed in Table 4.4.1. Our absorption
coefficients were informed by Fu et al. (2020); by changing the ratio of the infrared
and visible coefficients, our resultant atmosphere will have an inverted temperature
profile at locations that are highly irradiated.

Due to the increased difficulty of modeling planets in the ultra-hot regime, where
heating rates are stronger and winds can be faster, we added sponge layers to the
top three layers of all the models presented for numerical stability purposes. Sponge
layers act as a damping mechanism in the top of atmospheric models to reduce the
buildup of artificial noise brought about by atmospheric waves reflecting off of the top
boundary of the model (Forget et al., 1999; Wills and Schneider, 2016). The strength
of these sponge layers decreases with height, with the strongest drag being applied
in the top layer and then linearly decreasing with log pressure. By restricting the
sponge layers to the top few levels, we leave the rest of the atmosphere unaffected. In
our initial investigations, we found that after 1000 orbits were completed, the overall
kinetic energy in the sponge layers was decreased by a factor of a few percent, and
below the sponge layers, the change was even smaller. This is the first time sponge
layers have been used in our GCM, but sponge layers are relatively common and have
been implemented in other exoplanet GCMs (see Mayne et al., 2014; Deitrick et al.,

2020; Wang and Wordsworth, 2020, for examples).
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Table 3.1. WASP-76b Model Parameters

Parameter Value
Planet radius, R, 1.31 x 10® m
Gravitational acceleration, g 6.825 m s>
Orbital Period 1.81 days
Orbital revolution rate, wq,, 4.018 x 1079 7!
Substellar irradiation, Fi., 5.14 x 106 W m—2
Planet internal heat flux, Fi, 3500 W m—2
Optical absorption coefficient, 2.4 %1072 cm? g !
Infrared absorption coefficient, k;z 1x102cm? gt
Specific gas constant, R 3523 J kgt Kt
Ratio of gas constant to heat capacity, R/c, 0.286

3.4.1 Our Magnetic Drag Treatment

Our model’s implementation of magnetic drag is unique among GCMs as it is
calculated based on local atmospheric conditions and applied in a geometrically and
energetically consistent way. The physical origin of this drag comes from thermally
ionized particles interacting with the planet’s magnetic field due to strong (mostly
neutral) winds advecting the particles across the planet. From the atmosphere’s per-
spective, the wind feels a bulk Lorentz drag force. We choose to model the case of
a dipole field aligned with the planet’s rotation axis as a simplifying assumption,
because detailed information about the shape of exoplanet’s magnetic field lines is
not currently known. Additionally, we fix the shape of the magnetic field lines and
assume the local field strength does not vary as a function of radius in the model. Our
prescription for magnetism stands out from other GCMs because we use an active
magnetic drag timescale; that is, one that is locally calculated and updated through-
out the simulation to model the effects of magnetism in the planet’s atmosphere. We
can refer to this framework as a “kinematic” MHD framework. The critical assump-

tion with this treatment is that we are assuming the dipolar magnetic field, generated
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in the planet’s interior, is much stronger than any field induced in the atmosphere.
As a result of this assumption, we apply the drag only in the zonal (east-west) di-
rection. This assumption remains reasonable when the magnetic Reynolds number is
less than 1 (Menou, 2012; Hindle et al., 2021b,a). The magnetic Reynolds number
can be approximated with R, ~ %(Hindle et al., 2021a) where U is the zonal wind
speed, H is the pressure scale height, and 7 is the magnetic resistivity. In this work,

we calculate resistivity in the same way as Menou (2012):
n = 230VT/x. cm? s (3.1)

We calculate the ionization fraction, x., using the Saha equation, taking into account
the first ionization potential of all elements from hydrogen to nickel (as in Rauscher
and Menou, 2013). As shown on the left in Figure 3.1, R,, < 1 for the majority of
temperatures and pressures found in our model, implying that our assumptions are
reasonable for much of the atmosphere, although we may be missing more complex
behavior in the hottest dayside regions of the upper atmosphere. Although this is
a simplification of non-ideal atmospheric MHD effects, it nevertheless represents a
reasonable starting point for exploring the effects of active magnetic drag and is more
complex than the uniform drag timescales applied in other GCMs.

Our model also has unique advantages compared to current non-ideal MHD sim-
ulations in the low magnetic Reynolds number regime. In models such as those
found in Rogers and Komacek (2014), magnetic resistivity is calculated from a static,
horizontally homogenous (no latitude or longitude dependence) initial temperature
profile. Other work, such as Rogers (2017), calculates resistivity based on a static
temperature profile with horizontal variations, but does not change as the simulation
runs and local temperature conditions change. Our GCM calculates this resitivity

locally and often, allowing the resitivity to evolve temporally in a more self consis-
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tent manner. By doing this, our resistivity varies by many orders of magnitude from
the dayside to the nightside for a single pressure level and updates as the model
progress, allowing for feedback with the atmospheric thermal structure. Additionally,
our model is coupled with double-gray radiative transfer equations. Current non-ideal
MHD models lack this radiative transfer coupling and instead employ a Newtonian
relaxation for radiative forcing, a simplified scheme where the temperatures relax to-
ward a prescribed profile at a chosen timescale (Rogers and Showman, 2014; Rogers
and Komacek, 2014). Finally, our model’s dynamical core does not have any explicit
viscosity in the momentum equations, as atmospheres are generally highly inviscid.
Because current non-ideal MHD models such as those discussed above have heritage
in dynamo/interior models with explicit viscosity in the solved equations, their result-
ing wind speeds are up to an order of magnitude weaker than expected from inviscid
GCMs in the hot Jupiter regime.

As described in detail in Rauscher and Menou (2013) and shown in Equation 5.1,
the magnetic drag is applied by subtracting U/7,,., from the east-west momentum

equation, where the magnetic timescale is calculated locally as:

dmp n(p,T)

g (B0 T, 0) = “arcin (3]

(3.2)

where B is the chosen global magnetic field strength, ¢ is the latitude, p is the

density. The kinetic energy lost as a result of this drag is then returned to the

atmosphere as localized ohmic heating in the energy equation as TZ;, for both the
active drag discussed here and uniform drag models discussed below. This local
treatment of magnetic drag allows the magnetic timescale to vary by many orders of
magnitude throughout the entire planet without being as computationally expensive

as solving the full non-ideal MHD equations. Additionally, this treatment updates the

timescales as the model progresses, allowing feedback between the magnetic effects
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Figure 3.1 Magnetic Reynolds number for the 3 G model of WASP-76b (left) and
the magnetic drag timescales (right) based on the atmospheric structure at the end
our simulation. Our kinematic MHD framework is appropriate where R,, < 1, which
is the case for the majority of the atmosphere. The hottest regions on the dayside
upper atmosphere, where R,, is the largest, is where atmospheric circulation can
induce a magnetic field component comparable to the global field strength. On the
right, we show the range in values for our active drag timescale. Across a single
pressure level, the magnetic drag timescale can vary by many orders of magnitude.
Since our magnetic drag varies with latitude, a single temperature and pressure will
have a range of timescales which explains the non-monotonic behavior in portions of
the plot.

and the atmosphere’s thermal structure. Figure 3.1 (right) shows the magnetic drag
timescales across the atmosphere’s temperature and pressure space from our 3 G
model of WASP-76b. Across a single pressure level in the upper atmosphere, our
magnetic drag timescale can vary by nearly 15 orders of magnitude. The shortest
magnetic timescales are located on the dayside of the upper atmosphere, due to the
high temperatures and low densities. Deeper in the atmosphere, where the density is
greater, the timescales are longer and the effect of our magnetic drag on the circulation

pattern will be smaller. This large variation in magnetic drag strength highlights the

versatility of our active, locally calculated drag treatment.
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Both T4, and R;! scale linearly with the magnetic resistivity and so in Figure
3.1 we see some correlation between the two. However, the other physical variables
that factor into the magnetic Reynolds number and drag timescale mean that they do
not trace each other exactly. For example, almost all of the regions with R,, > 1 also
have 7,4y < 10° s, but there are locations with 7,4, = 10° s that have R,, values as
low as 107!, Even the shortest drag timescales, T,,qy ~ 1 s, can exist in regions with
R,, ~ 1072, although generally those timescales are found in regions with R, > 1.

We ran our model of WASP-76b for variety of different magnetic field strengths: 0
G, 0.3 G, 3 G, and 30 G to encompass the field strengths measured in our solar system
and to explore the range of effects our magnetic treatment will have on our modeled
atmospheres. We additionally ran two instances of a uniform drag with timescales
equal to 10* and 107 seconds following the GCMs in Tan and Komacek (2019). All
of these models were calculated for 2000 orbits, to allow the atmosphere enough time

for winds to accelerate (starting from rest) and reach a steady state.

3.5 Results

3.5.1 The Base Case: No Magnetic Effects

To understand the effects of magnetic drag on our models of WASP-76b, we begin
by examining the “base” case atmosphere, free of magnetic drag through a snapshot
of the atmospheric structure taken from the end of the simulation. Also, since this is
the first planet with a forced inverted temperature profile we have published with this
GCM, we will examine the extent and effects of the temperature inversion. Overall,
our model of WASP-76b exhibits the typically expected hot Jupiter flow patterns seen
in our previous works (e.g., Rauscher and Menou, 2013; Beltz et al., 2021; Roman
et al., 2021). These features include a strong, eastward equatorial jet present in the

deeper atmosphere (Figure 3.4) and an eastward advected hotspot. Figure 3.2 shows
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the temperature-pressure profiles for the planet as well as the 1-D profile we use
globally to initialize the simulation and theoretical 1-D averages (based on Guillot,
2010). From this figure, a few things are apparent. First, our model shows a large
(>1500 K) day-to-night temperature contrast along the equator. This is in broad
agreement with the ~ 1440K brightness temperature contrast measured from Spitzer
phase curves at 4.5 ym (May et al., 2021).

Second, while the temperature inversion must disappear on the nightside, as there
is no stellar flux to be absorbed at high altitude, the east and west terminators are
markedly different in the temperature inversions at those locations (roughly yellow
and blue lines in Figure 3.2, respectively). Because low pressures heat and cool
rapidly, the upper atmosphere temperatures are more similar at each terminator.
The dominant eastward direction of the winds means that at deeper pressures the east
terminator remains warm from gas heated on the dayside, while the west terminator
has colder air advected around from the nightside.

Aside from the inverted temperature profile itself, another notable difference be-
tween this model and previous models with our GCM of non-inverted hot Jupiters is
the decreased frequency and strength of chevron-shaped temperature features. These
features are a result of vertical motions caused by converging winds, which heats the
atmosphere in the chevron-shaped pattern (e.g., Rauscher and Menou, 2010) and can
can result in the hottest spot on particular pressure levels to be east or west of the
substellar point (e.g., Beltz et al., 2021). In our model of WASP-76b however, these
chevron features are weak enough that the hottest point stays east of the substellar
point at all pressures (Figure 3.3) and the chevron features are less prominent than

in our non-inverted models.
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Figure 3.2 Temperature-pressure profiles for the non-magnetic model of WASP-76b.
The rainbow lines show equatorial profiles (with longitude measured from the sub-
stellar point) while the gray curves show profiles from the entire planet. From right
to left, the black dotted curves show the substellar, global, and nightside averaged
analytic 1D profiles calculated via Guillot (2010). The dashed black line is the profile
used to initialize conditions globally. A strong temperature inversion is present on
the day side, which becomes non-existent on the un-illuminated nightside. The large
day-to-night temperature contrast is also apparent.
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3.5.2 The Magnetic Models

We can now begin to look at the differences between our active magnetic drag
models and our drag-free models. Figure 3.3 shows horizontal temperature maps for
these scenarios at various depths in the atmosphere. The wind fields are overlaid in
white stream lines. The differences between the non-magnetic models and magnetic
models are most stark at the lowest pressures. The wind fields on the dayside of the
magnetic models only flow in the north-south direction. This is because our magnetic
drag is applied only to the east-west momentum equation (see Section 3.4.1). At this
low pressure and high temperature regime, the magnetic timescales are very short,
even for the smallest magnetic field strength tested. This causes the elimination
of east-west momentum, leaving only the weaker north-south wind vectors. As the
pressure increases and we get deeper into the atmosphere, the choice of magnetic field
strength results in more disparate atmospheric structures. At the second pressure
level shown, P ~ 1 mbar, the drag timescales become slightly longer, due to the
increase in density. At this level, the weakest magnetic field, 0.3 G, shows some wind
flowing in the east-west direction, but a majority of the flow remains in the north-
south direction. The two strongest magnetic field cases on the other hand still show
exclusively north-south flow.

Going deeper into the atmosphere still, this pattern continues. At P ~ 0.01 bar,
the 0 G and 0.3 G cases are very similar because the magnetic timescales at this pres-
sure level have become so large that there is only a weak influence on the flow. In the
0 G case, the equatorial jet is slightly stronger and broader. Additionally, the night-
side vortices near +50° latitude are more pronounced than the 0.3 G model. The 3 G
and 30 G cases still predominately have north-south winds on their dayside because
the increased field strength allows the timescales to remain short enough to strongly
affect the flow. At P ~ 0.1 bar, the magnetic timescales become so long that only the

strongest magnetic field tested shows a substantially different flow pattern than the
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Table 3.2. Maximum Wind Speeds (km/s)

0.1 mbar 1 mbar 0.0l bar 0.1 bar 1 bar

Active Drag Models

0G 11.72 9.92 9.13 7.81 6.21
0.3 G 12.44 8.96 6.66 5.65 4.30
3G 7.21 7.10 5.82 4.14 2.7
30 G 6.52 4.89 4.47 2.72 0.86
Uniform Drag Models
107s 12.83 9.19 6.74 4.40 1.68
10%s 12.21 7.97 4.62 2.09 0.24

2Values in italics correspond to when the fastest winds
are in the North-South direction. For all other models, the
East-West winds are faster.

non-magnetic case. At this pressure level, the 0 G case hosts the strongest equatorial
jet, which becomes weaker as the magnetic field strength increases. Increasing the
magnetic field strength from 3G to 30 G switches the atmospheric circulation pattern
from a global equatorial super-rotation found in all models < 30 G, to a dayside
dominated by day-night flow and nightside eastward equatorial flow. It is interesting
that this eastward flow is maintained on the nightside, even though there is no longer
eastward flow on the directly forced dayside. While we leave a detailed analysis of
this flow pattern to future work, it is worth noting that such behavior is not found in
models with uniform drag timescales.

The equatorial jet is also affected by the magnetic drag, as seen in Figure 3.4. The
non-magnetic case has the strongest and deepest jet. When active drag is present, the
jet is weakened, especially at low pressures. This can be explained by the low pressures
hosting the shortest drag timescales, which inhibit east-west flow and instead directs
day-to-night flow meridionally up and over the poles. The stronger the magnetic field,

the weaker the corresponding jet. In the strongest magnetic field we tested, the jet
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Figure 3.3 Maps of temperature and wind structure at several pressure levels (top to
bottom: lowest to highest pressure) for each of the active magnetic drag cases studied
(from left to right: increasing magnetic field strength). Each plot has the substellar
point centered and the thickness of the wind vectors scale with the relative wind
speeds; maximum wind speeds for each map are reported in Table 3.5.2. The effects
of our active magnetic drag are most readily seen at the lowest pressure, where all
the magnetic cases show exclusively north-south flow on the dayside, as the magnetic
treatment has removed all the east-west momentum. As the pressure increases, the
magnetic drag timescale also increases, reducing its effects. The stronger magnetic
fields will have the shortest timescales and thus have the effects of magnetic drag
present in deeper levels.
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Figure 3.4 Longitudinally averaged east-west winds for the active magnetic drag cases
studied. The black contours denote the boundary between positive (eastward) and
negative (westward) winds. When the active magnetic drag is incorporated, the jet
strength immediately diminishes, especially in the upper atmosphere. The stronger
the magnetic field strength, the weaker the jet and the more it is constrained only to
deeper pressure levels.

almost completely disappears. The reduction of the equatorial jet will result in less
of an eastward shift of the planet’s hotspot, meaning that the resulting phase curves
will experience a smaller peak offset.

In Figure 3.5, we show the temperature-pressure profiles for all of our active
magnetic drag models. To first order, these profiles share many properties: the hottest
parts of the dayside exceed 3000K, temperature inversions occur on the dayside but
not the nightside, and the inversion varies in strength between the two extremes,
most notably near the terminators. We can see the influence of the active magnetic
drag in the nightside equatorial profiles; as we increase the strength of the magnetic
field, these profiles become colder. The models with magnetic drag also show more
similarity between their east and west terminator profiles, in constrast to the non- or
weakly-magnetic models where there is still significant eastward advection of hot gas

on the dayside and cool gas from the nightside, leading to a warmer east terminator

and cooler west side. Additionally, we see that at higher magnetic field strengths, the
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temperature profiles in the lower atmosphere become more uniform. We note that
the increase in magnetic field strength also increases the amount of large temperature
jumps between layers (zig-zag like behavior). This may be due to variability in heating
and cooling at smaller spatial /temporal scales thann our model resolves could result
from the numerical dissipation being too weak in these uppermost layers (Heng et al.,
2011), although since the best numerical dissipation strength to use should likely
vary over the conditions throughout the atmosphere (Thrastarson and Cho, 2011),
increasing the dissipation in these upper layers would likely overdamp the higher
pressure regions. This variability is especially present with the dark blue curves,
corresponding to near the terminator west of the substellar region. Given the fact that
this region lies at the boundary between stellar irradiation and no irradiation, it is not
surprising that these profiles exhibit these characteristics, nor are they particularly

worrisome.

3.5.3 Uniform Timescale Drag Cases

We additionally wanted to compare the effects of our active magnetic drag treat-
ment with uniform drag timescale models. Following Tan and Komacek (2019), we
ran our model of WASP-76b with uniform drag of timescales 10* and 107 seconds. As
in our active magnetic drag models, we included sponge layers for the top three layers
in these models for numerical stability. The resulting temperature-pressure profiles
for uniform drag are shown in Figure 3.6. Overall, these profiles are relatively similar
to each other, especially in the upper atmosphere. The lower atmosphere (below ~ 1
bar) becomes increasingly uniform in temperature for shorter drag timescales. In fact,
due to the uniform application of magnetic drag, the shortest drag model is essentially
a single temperature at each pressure level below ~10 bars. We saw a similar effect
in our active magnetic models, but to a lesser degree. Notably, for the model with

the shorter uniform drag timescale (10* s), the thermal inversion is slightly stronger
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Figure 3.5 Temperature-Pressure profiles for our active magnetic models. The rain-
bow hues denote equatorial profiles, while the grey curves show profiles for the rest
of the planet. All models show strong day-night contrasts and and temperature in-
versions on the daysides. The increase in magnetic field strength causes the nightside
temperatures to decrease and the lower atmospheres to become more uniform.
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Figure 3.6 Temperature-Pressure profiles for different uniform drag timescales. The
shortest uniform drag timescale case (10 s) exhibits a stronger thermal inversion
ending deeper in the atmosphere and a more uniform lower atmosphere compared to
the drag-free case. Additionally, the shortest uniform drag timescale causes cooler
nightside temperatures, as it diminishes all of the temperature-homogenizing flow
instead of just the east-west component, as in our active magnetic drag models. The
107 s uniform drag timescale case shows these same effects, but to a lesser degree.
and extends deeper in the atmosphere. The longer uniform timescale (107 s) exhibits
these effects to a smaller degree. This effect was not seen with our active magnetic
drag models, where the timescales increase with increasing pressure.

In Figure 3.7, we show a similar plot to Figure 3.3, but for the case of uniform drag
timescale. The differences between the drag-free model and the uniform drag models
are more subtle than for our active magnetic drag models with different assumed field
strengths. Because the uniform drag is applied evenly throughout the atmosphere,
the resulting wind structure is similar in shape but weaker in strength than the drag-
free case for the longer timescale. For the shorter timescale, the flow pattern west of
the substellar point actually shows some westward motion at nearly all latitudes at
and above 0.1 bar. This behavior is seen in other GCMs with uniform drag and is a

result of the frictional drag becoming the dominant term in the momentum equation

(Komacek and Showman, 2016; May et al., 2021).
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Figure 3.7 Maps of temperature and wind structure at the same pressure levels as
Figure 3.3, but comparing the uniform drag timescale cases. The differences in at-
mospheric circulation caused by the uniform drag timescale are more subtle but most
prominently seen in the weakening of the equatorial jet in the lower atmosphere.
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Figure 3.8 Longitudinally averaged east-west wind speeds for the uniform drag
timescale cases. The 107 s uniform drag timescale weakens the equatorial jet, while
the shorter, 10* s timescale completely eliminates it. In this shorter timescale we
see instead weaker, higher latitude jets, which also begin to appear in the 107 s drag
timescale case.

Figure 3.8 shows the longitudinally averaged east-west winds (akin to Figure 3.4)
for the uniform drag timescale cases. We can see that the uniform drag timescale pre-
scription destroyed the equatorial jet for the shortest, 10* s timescale. Interestingly,
some weaker, higher latitude eastward jets are present for most of atmosphere(P < 1
bar). For the longer uniform drag timescale, we see that the jet has been weakened
to a point where there is actually a slight net westward flow at very low pressures
(P < 0.1 mbar). However, from examining Figure 3.7, we see that the wind structure
contains both significant east and westward flow, largely canceling each other out in
the zonal average.

We can make a more direct comparison of our uniform drag timescale models
to the “cold interior” models of WASP-76b in May et al. (2021). For the weak

drag timescale (107 s), the flow patterns and temperature structures between our

two works (our Figure 3.7 and their Figure 5) are very similar. One difference to
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note is that our upper atmospheres tend to be hotter and our lower atmospheres
are colder than those in May et al. (2021), likely due to their inclusion of hydrogen
dissociation and recombination. We also note that the longitudinally averaged east-
west wind speeds (our Figure 3.8 and their Figure 7) are broadly similar in overall
wind pattern in the case of weak drag. Both models exhibit a strong equatorial
jet of similar strength that extends to ~ 1 bar. The model in May et al. (2021)
exhibits westward flow at high latitudes on order of a few km/s that are not present
in our model. Comparing the strong drag cases shows larger differences between
our models. Although both models display the disruption of the equatorial jet at
all pressure levels modeled, our model shows the emergence of net eastward flow at
high latitudes extending to the top of the modeled atmosphere. The corresponding
models in May et al. (2021) show westward flow for high latitudes at the top of the
atmosphere (P < 107?bars) and eastward flow of a smaller magnitude at pressures
lower than this. The general qualitative agreement between these uniform drag models
(which differ in other parameter choices) suggests that the differences we find between
our active and uniform drag models may be contextualized within the broader work

of the community, where uniform drag timescales have been more commonly used.

3.5.4 Observable Consequences: Phase Curves

Figure 3.9 shows our calculated phase curves from all of the models. As we increase
the magnetic field strength in our active magnetic drag models, the peak of the phase
curve shifts nearer to 0.5 (secondary eclipse) and the amplitude is increased. This is
the expected result of our magnetic drag disrupting the eastward advection of hot gas
away from the substellar point and generally reducing the transport of heat to the
nightside. The difference in the phase of peak flux between our 3 G and 30 G models
is small, as in both cases the hot spot is essentially unmoved from the substellar point.

The larger amplitude of the 30 G case can be attributed to a cooler nightside and
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a stronger suppression of eastward flow in the upper atmosphere. A similar pattern
exists for the uniform drag timescale models. The longer uniform drag timescale peaks
at a similar phase to our model with no magnetic (or other) drag applied, meaning
that its hot spot is still efficiently advected east of the substellar point despite the
drag applied. The phase curve for the shorter uniform drag timescale model peaks
between the curves for our 0.3 and 3 G models, reflective of the increased ability of the
drag to prevent advection of the hot spot. Because phase curves integrate flux over
the entire visible hemisphere, many of the differences between our active magnetic
cases and uniform are lost in this integration. Published Spitzer 4.5 micron phase
curves of this planet show a very small hotspot offset (< 0.003 in orbital phase from
0.5, May et al. (2021)), making our 3 G and 30 G models most consistent with the
data. Given the double-grey nature of our GCM, comparing our bolometric phase
curve amplitudes and the Spitzer amplitudes in parts per million of the stellar flux
is not trivial and imprecise, as it relies on the use of multiple assumptions. Thus,
we refrain from those comparisons here. We do note however that our equatorial
day-night contrasts are in broad agreement with the 1440K brightness temperature

contrast reported in May et al. (2021).

3.6 Discussion

Compared to the less complex treatment of magnetism as a uniform drag, our ac-
tive magnetic drag has some advantages. First, we are able to see clearly the difference
in the magnitude of magnetic effects on the dayside vs the nightside. The uniform
drag scenario forces all sides of the planet to be treated equally, despite the large
difference in temperature around the planet. Many of the small scale atmospheric
effects of our active magnetic drag disappear when the drag becomes uniformly ap-
plied. Similarly to Kreidberg et al. (2018), we can roughly estimate the magnetic

field strength that corresponds to uniform drag timescales used in this work. Because
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Figure 3.9 Left: orbital phase curves of total (bolometric) thermal emission for all of
the models from this paper. Right: the amplitude ((Fiax — Finin)/Fmax) and phase of
peak flux for each model’s phase curve. For our active magnetic drag cases, increasing
the magnetic field strength increases the amplitude of the phase curve and causes it
to peak closer to a phase of 0.5 (which is secondary eclipse, not shown). This reflects
the diminished day-night heat transport and disrupted eastward flow, due to the
influence of the drag. The uniform drag timescale cases show similar behavior. The
longer uniform drag timescale case has a similar hot spot shift to our non-dragged,
0 G case but an amplitude more similar to our 0.3 G model, while the shorter drag
timescale has a phase curve amplitude and peak between the 0.3 and 3 G active drag
models.
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the same timescale is applied to the atmosphere regardless of temperature, the cor-
responding field strength on the dayside and the nightside will differ dramatically.
Based on equation 12 from Perna et al. (2010a), we estimate that our shorter drag
timescale (10? s) would correspond to a field strength of ~6 G on the dayside equator
and nearly 300 G on the nightside equator.? For the longer uniform drag timescale
(107 s) we estimate the corresponding field strengths to be ~0.2 G and ~10 G on the
dayside and nightside respectively. Physically, we do not expect the nightside field
strength to be nearly two orders of magnitude stronger than the dayside. Allowing
our magnetic resistivity to vary spatially and temporally is also an improvement to
treatments found in current non-ideal MHD models which employ temporally fixed
resistivity. Because our active magnetic drag treatment allows the drag strength
to vary as a function of temperature and pressure, we are able to model magnetic
resistivity in a more physically consistent fashion.

Second, it is important that our active magnetic drag is only applied to the east-
west momentum equation as we are assuming a planetary dipole field. As a result,
there is a fundamental change in the direction of atmospheric circulation. Our dayside
flow patterns were very distinct from the 0 G model in the upper atmosphere, as shown
in Figure 3.3. Uniform drag timescales, on the other hand, are applied to east-west
and north-south momentum equations. When the uniform drag timescale is long
enough that equatorial super-rotation is still present, the corresponding flow patterns
are similar in shape to the drag-free models but lower in strength. The shorter uniform
drag model was able to disrupt this superrotation in a way that can produce slight
net westward flow near the equator. Our active magnetic drag prescription is able to
produce distinct differences in flow patterns that a uniform drag timescale is not.

Many hot and ultra-hot Jupiters have inflated radii, which is likely due to energy

deposited in the internal adiabat of the planet (Batygin et al., 2011; Laughlin et al.,

2For this calculation we used a pressure of 0.11 bar and temperatures of 2500K on the dayside
and 1500K on the nightside.
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2011; Lopez and Fortney, 2016; Komacek and Youdin, 2017; Thorngren et al., 2021).
Energy dissipation due to currents flowing in a resistive atmosphere has been theorized
as a potential mechanism to deposit this energy (Batygin and Stevenson, 2010; Perna
et al., 2010b; Rogers and Showman, 2014; Thorngren and Fortney, 2018). In our
models, we return the kinetic energy lost from our magnetic drag timescales in the
energy equation as u?/t,,,,, mimicking local Ohmic dissipation. Notably, the deepest
pressure modeled in this work is only 100 bars, so we cannot self-consistently predict
the amount of heating that would be deposited deeper. However, using results from
1D global models of Ohmic dissipation profiles (Huang and Cumming, 2012; Wu and
Lithwick, 2013) as guidance, we might expect the Ohmic dissipation in the convective
interior to be around 1% that of the Ohmic dissipation at the base of our dynamically
active atmosphere. For each of global fields tested (0.3 G, 3.0 G, and 30 G) this
approximates to 10'®* W, 102° W, amd 10'® W respectively deposited in the interior,
which correspond to a maximum value of ~ 0.01% of the stellar irradiation for the
3G model. The internal heating needed to inflate a planet will be dependent on

model assumptions and evolutionary history, but using the general estimate from

< 1% of

~Y

Komacek and Youdin (2017), which suggests that internal heating rates
stellar irradiation at a minimum depth of 100 bars can explain inflated hot Jupiter
radii, we cannot conclude that our model’s Ohmic heating could explain the inflated
radius of WASP-76b. Future studies, particularly those that model deeper pressures
than the ones presented here, will be needed to explore this issue more thoroughly
and self-consistently.

In order to first focus on the effects of our active magnetic drag treatment, we have
chosen to omit molecular hydrogen dissociation/recombination, thermal ionization,
and clouds. All of these processes should be present on WASP-76b, so further work
is necessary to better understand the interactions of these processes with our active

magnetic drag. Although we did not include these effects in our models, we can
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estimate how they would alter our model based on results from other GCMs. One of
the main effects expected from molecular hydrogen dissociation and recombination is
a reduction of the day/night temperature contrast (Bell and Cowan, 2018; Tan and
Komacek, 2019). Cooling the dayside and warming the nightside would likely work
to reduce some of the effects of magnetism on the upper atmosphere daysides of our
models. By increasing the length of our magnetic timescale on the dayside of the
planet, we would expect the day flow pattern of only north-south winds to not persist
as deep in the atmosphere. The pressure at which east-west flows emerge again on
the dayside will likely still be determined to first order by the strength of the global
magnetic field.

Based on the condensation curves from Roman et al. (2021), clouds would likely
be confined entirely to the nightside, particularly at upper latitudes of the planet due
to the high temperature of the dayside These clouds could work to blanket part of the
nightside, trapping heat and warming the area by a couple hundred Kelvin below the
cloud. This would decrease the magnetic drag timescales on these nightside pressure
regions, but seeing that these timescales are already many orders of magnitude longer
than the dayside timescales, the effects of our magnetic drag would still be predomi-
nately on the dayside of the planet. Furthermore, above the clouds, we can expect a
similar amount of cooling, which would decrease the likelihood of the overall nightside
flow patterns being significantly altered from the cloud-free models we present here.

Though we did not include clouds in these models, we can use the temperature
profiles from Figure 3.2 and the condensations curves from Roman et al. (2021) to
speculate what potential cloud species could exist on the nightside of the planet.
Based on the temperature structure, KCI, ZnS, and MnS clouds are only possible at
high latitudes in the upper atmosphere, at pressures lower than above ~ 10~2 bars
or so. The condensation curves of CryO3z, SiOy, VO, and MgySiO,4 show that these

species could exist as condensates on the nightside equator at pressures near above

98



~ 107! bars and at high latitudes for lower pressures. Ni, Fe, Ca,SiO4, CaTiOs,
and Al; O3 are also potentially present at nearly all pressures modeled, but would be
confined to the nightside of the planet.

Our active magnetic drag treatment makes simplifying assumptions regarding the
shape of the planet’s magnetic field (a dipole), its orientation (aligned with the ro-
tation axis), and that it lacks any time variability. To more accurately represent
the magnetic field of this planet, one potential route forward would be to incorpo-
rate non-ideal MHD equations, which are extremely computationally expensive in a
3D atmosphere. Work done at this level of complexity highlights the expected vari-
ability and asymmetry of the induced magnetic field lines and strength (Rogers and
Komacek, 2014; Rogers and McFElwaine, 2017), and westward advection of the hot
spot (Rogers, 2017; Hindle et al., 2021b)However, it is important to note that non-
ideal MHD has never been coupled to a dynamical solver without explicit viscosity.
Models with explicit viscosity return wind speeds significantly reduced compared to
those found in primitive equation GCMs like the one presented here, even in the
purely hydrodynamic case (Rogers and Showman, 2014; Rogers and Komacek, 2014).
Additonally, current non-ideal MHD models do not currently incorporate the large
day-night magnetic resistivity variations presented in our model. A useful path for-
ward could involve improvements to our kinematic MHD model by relaxing our strict
dipole assumption and accounting for the toroidal component of the field. This would
increase the validity of our model in the regions where the magnetic Reynolds number

exceeds 1.

3.7 Conclusion

In this work we presented GCMs of the ultra hot Jupiter WASP-76b, focusing on
the role of magnetic drag in shaping this planet’s atmospheric structure. We used the

“active magnetic drag” treatment from Rauscher and Menou (2013), which calculates
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a drag timescales based on local conditions throughout the atmosphere and updates

these values as the simulation runs. Our main results are as follows:

e The influence of our active magnetic drag was most strongly seen in the upper
atmosphere dayside of the planet, where the drag timescales were the shortest.
The winds here were solely in the north-south direction, such that hot gas from
the dayside mainly flowed to the nightside over the poles, as our magnetic drag

reduces momentum in the east-west direction.

e The stronger the global magnetic field strength, the deeper in the atmosphere
the effects of our magnetic drag were seen. Our drag treatment can dramatically
disrupt the equatorial jet seen in hot Jupiter models, reducing its strength and
causing it to be confined to the lower atmosphere, where the magnetic timescales
become longer. At the strongest case we examined, 30 G, the equatorial jet was

reduced significantly and the atmosphere no longer displayed superrotation.

e We calculated bolometric thermal emission phase curves from our GCMs and
found that the models with active magnetic drag had larger amplitudes (due to
less efficient day-night heat transport) and peaked nearer to secondary eclipse.
In comparison to Spitzer phase curve observations of this planet (May et al.,
2021), our models would imply a magnetic field strength of at least 3 G for
WASP-76b. We do note, however, that other important physical processes
are missing from these models (hydrogen dissociation and clouds) and a full

comparison with the data requires modeling all of these processes together.

e We also looked at the effects of using a uniform drag timescale as an estimate for
magnetic drag. Unlike our active drag timescale, the uniform treatment applied
the same drag timescale globally in the east-west and north-south momentum
equations. The circulation patterns in the upper atmosphere of the uniform case

differed significantly from our active magnetic drag treatment, especially on the
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dayside.The corresponding phase curves put the longer timescale (107 s) model
between our drag-free and 0.3 G active model and the short timescale (10* s)
between our 0.3 G and 3.0 G active models. Order of magnitude estimates
based on local conditions of the dayside and nightside of the planet indicate
field strengths from ~6-300 G and ~0.2-10 G for the short and long timescale
respectively. We have shown that our active magnetic drag case does a better

job of reproducing the expected physics of UHJs.

Our active magnetic drag prescription is an improvement over the use of uniform
drag timescales to model the interaction between partially thermally ionized winds
and a deep-seated planetary magnetic field, in that it captures more of the physical
behavior we expect. However, we re-emphasize that the physically correct solution
will require complex and computationally expensive full non-ideal MHD treatments
in regions where the magnetic Reynolds number is greater than 1. In this regime,
the induced atmospheric field becomes comparable or larger than the dipolar field.
As a result of this feedback in atmospheric circulation, hot spot reversal and time-
variability can occur (Rogers and Komacek, 2014; Hindle et al., 2019, 2021b) Future
changes to our model should improve on our kinematic MHD framework and incor-
porate the effects of the toroidal field on meridional winds to replicate these steady
state features in the high Reynolds number regime. . Given the high observational
interest for UHJs, our community should invest in further development and use of
those models especially for UHJs with strong thermal ionization such as WASP-76b,
HAT-P-7b, WASP-18b, and KELT-9b.

With future work, we will more carefully examine the influence of active magnetic
drag on various types of atmospheric characterization measurements, beyond just the
bolometric phase curves shown here. In particular, high-resoultion spectroscopy may
be a promising avenue for empirically constraining wind speed and drag mechanisms

(Miller-Ricci Kempton and Rauscher, 2012; Flowers et al., 2019; Beltz et al., 2021)
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CHAPTER IV

Magnetic Drag and 3D Effects in Theoretical

High-resolution Emission Spectra of Ultrahot
Jupiters: the Case of WASP-76b (Beltz et al

2022b)

“Poets are always taking the weather so personally. They’re always sticking their

emotions in things that have no emotions”

—J D Salinger

4.1 Preface

Results in this chapter were published in: Beltz, H., Rasucher, E., Kempton,
E., Malsky, 1., Ochs, G., Arora, M., and Savel, A., 2022b. Magnetic Drag and 3D
Effects in Theoretical High-resolution Emission Spectra of Ultrahot Jupiters: the Case
of WASP-76bb. The Astronomical Journal, 164, 140 and are reproduced here with
minor style revisions by permission of the American Astronomical Society under the

non-exclusive right of republication granted to authors.
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4.2 Abstract

Ultrahot Jupiters are ideal candidates to explore with high-resolution emission
spectra. Detailed theoretical studies are necessary to investigate the range of spectra
we can expect to see from these objects throughout their orbit, because of the extreme
temperature and chemical longitudinal gradients that exist across day and nightside
regions. Using previously published 3D GCM models of WASP-76b with different
treatments of magnetic drag, we post-process the 3D atmospheres to generate high-
resolution emission spectra for two wavelength ranges and throughout the planet’s
orbit. We find that the high-resolution emission spectra vary strongly as a function
of phase, at times showing emission features, absorption features, or both, which
are a direct result of the 3D structure of the planet. At phases exhibiting both
emission and absorption features, the Doppler shift differs in direction between the
two spectral features, making them differentiable instead of canceling each other out.
Through the use of cross-correlation, we find different patterns in net Doppler shift
for models with different treatments of drag: the nightside spectra show opposite
signs in their Doppler shift, while the dayside phases have a reversal in the trend
of net shift with phase. Finally, we caution researchers from using a single spectral
template throughout the planet’s orbit; this can bias the corresponding net Doppler
shift returned, as it can pick up on a bright region on the edge of the planet disk that
is highly red- or blue-shifted.

4.3 Introduction

High-Resolution Spectroscopy (HRS) (R 2 15,000) has opened up exciting new
pathways into exoplanet atmospheres. By taking advantage of the tens of thousands
of spectral lines separable at this higher resolution, astronomers are able to detect

scores of atmospheric species, despite the orders of magnitude flux contrasts between
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the planet and the star. In order to unlock this information, the HRS method uses a
template spectrum for the planet and cross-correlates this across wavelengths (which
is equivalent to varying the Doppler velocity shift of the spectrum) with the data to
search for a peak signal. The planet’s orbital motion will cause its signal to shift
with wavelength during an observation. Since the orbital motion of the planet is
known, this method can reject spurious low-significance signals and reliably pinpoint
the planet’s atmospheric signature. The atmospheric conditions used to calculate the
template spectrum can be adjusted until they most closely match reality, producing
the largest detected signal. HRS can also be used to detect atmospheric motion
on the planet in the form of net redshifts or blueshifts (such as the first-ever HRS
detection from Snellen et al., 2010) as well as constrain rotational velocities from
Doppler broadening (Snellen et al., 2014; Brogi et al., 2016; Schwarz et al., 2016;
Flowers et al., 2019) and even obliquity (Bryan et al., 2020). Recently, the most
precise C/O ratio in a hot Jupiter was measured with HRS techniques (Line et al.,
2021) using the framework described in Brogi and Line (2019). An excellent review
of HRS techniques can be found in Birkby (2018); Brogi and Birkby (2021).

Crucial to the successful use of this method is having a template spectrum to use
in the cross-correlation that accurately matches the planet’s true spectrum. For this
work, we will focus on the two classes of model spectra: those generated from 1D
atmospheric models and those generated from more physically consistent 3D models,
each of which have their advantages and disadvantages. On one hand, 1D models are
feasible to compute over large parameter spaces in a reasonable amount of computing
time. They have also been used with high-resolution emission spectra to detect a
variety of species including (but certainly not limited to) Fe, Ti, Mg, TiO, CO, OH,
H,O,CHy (see Brogi et al., 2014; Gandhi and Madhusudhan, 2018; Guilluy et al.,
2019; Nugroho et al., 2020; Giacobbe et al., 2021; Kasper et al., 2021; Nugroho et al.,

2021; Pelletier et al., 2021, for some recent examples). However, planets are 3D
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objects, and using a 1D template can lead to unintended consequences. At low and
medium resolution, using a 1D model can bias interpretations such as incorrectly
constraining abundances and temperature structures (Feng et al., 2016; Blecic et al.,
2017; Caldas et al., 2019a; Pluriel et al., 2020; Taylor et al., 2020). These biases should
become more pronounced when planetary properties vary strongly as a function of
longitude. In HRS observations, spectral liens are more fully resolved, allowing the
3D atmospheric structure to directly impact the shapes of the observed lines, calling
into question the applicability of the 1D assumption.

3D models, on the other hand, are much more computationally expensive to cal-
culate (generally requiring at least a few weeks to run to completion). 3D models are
also by nature more complicated to calculate simulated spectra from as the geom-
etry and radiative transfer calculations are more complex than the 1D case (Zhang
et al., 2017). (However, recent open-source tools such as the ones presented in Lee
et al. (2021) are making this barrier less steep.) Importantly, if the 3D model better
matches reality, its spectrum will produce a stronger cross-correlation signal with the
high-resolution data. In Beltz et al. (2022b), we found that our 3D hot Jupiter model
outpreformed hundreds of 1D models when used in the analysis of high-resolution
emission spectra. 3D models are also able to capitalize on the 3D effects present
in HRS such as Doppler shifting of lines, temperature gradients, and chemical inho-
mogenieties (Flowers et al., 2019; MacDonald and Lewis, 2021; Prinoth et al., 2021).
Other recent work has also been investigating other routes to retrieve 3D structure
from high-resolution emission spectra (Herman et al., 2022; van Sluijs et al., 2022).

3D models are especially necessary for ultrahot Jupiters (UHJs), given the large
spatial variations across these planets due to their extreme irradiation regime. These
planets, with equilibrium temperatures that exceed ~ 2200 K, orbit so close to their
host star that they are expected to have tidally-synchronized rotation states (Show-

man and Guillot, 2002). This means that these planets have a constant dayside that
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is continually bombarded by stellar irradiation and a permanent nightside. An emerg-
ing ubiquitous property of UHJ atmospheres is that they exhibit dayside temperature
inversions—that is, regions of decreasing temperature with increasing pressure—in
contrast to their cooler hot Jupiter cousins (Baxter et al., 2020; Mansfield et al., 2021).
The exact cause of these inversions is still debated, but high-altitude optical and UV
absorbers such as TiO or VO (Hubeny et al., 2003; Fortney et al., 2008) or Fe, SiO,
and metal hydrides (Lothringer et al., 2018; Gibson et al., 2020; Lothringer et al.,
2022) are likely candidates. Alternative potential causes for the inversions include
high C/O ratios (Molliére et al., 2015) or inefficient IR cooling (Gandhi and Mad-
husudhan, 2019). These temperature inversions manifest themselves in the emitted
spectra of the planet, where dayside spectra show emission features. The nightsides
of these planets, due to their mostly monotonic temperature structure, will only show
absorption features.

Due to the extreme irradiation received, the daysides of UHJs are hot enough for
the thermal dissociation of important molecules. This can significantly change the
main opacity sources (e.g., removing water and adding H™, such that spectral features
become more muted; Parmentier et al., 2018) or in the most extreme cases change
the dominant atmospheric gas from molecular to atomic hydrogen (Bell and Cowan,
2018). The dissociation of molecular hydrogen on the dayside and its recombination
on the nightside should decrease the temperature gradient across the planet and
decrease the expected wind speeds (Tan and Komacek, 2019).

For this work, we focus our investigation on magnetism and its role in UHJ atmo-
spheres. Magnetic field generation strength still holds uncertainties, but work from
Christensen et al. (2009) predicts that given a sufficient rotation rate (like that of
tidally locked UHJs) magnetic field strength of planets may scale with energy flux.
For the most inflated HJs, Yadav and Thorngren (2017) estimates maximum surface

field strengths to be between 50-100 G, with more massive planets having the po-
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tential for even stronger fields. While there have been no direct measurements of
exoplanet magnetic field strength yet, several indirect methods can offer constraints
for particular planets. Recently, Ben-Jaffel et al. (2021) detected the magnetosphere
of the warm Neptune HAT-P-11b and estimate the equatorial magnetic field strength
to be between 1-5 G. Magnetic planet star interactions, specifically Calcium II K
emission, have also been used to indirectly estimate surface magnetic field of hot
Jupiters in the range of 10-100 G (Cauley et al., 2019). Variability in hot spot loca-
tion has been found in 3D non-ideal MHD models, leading Rogers (2017) to estimate
a minimum magnetic field strength of 6 Gauss for the UHJ HAP-P-7b, in order to
explain observed variability on that planet (it should be noted however that recent
work from Lally and Vanderburg, 2022, find that that the observed variation could be
due to non-atmospheric sources). In our previous work, Beltz et al. (2022b), we were
able to estimate a minimum field strength of 3G for WASP-76b based on comparisons
with phase curves published by May et al. (2021).

In our modeling, we remain agnostic to the intricacies of the planet’s internal
dynamo and instead assume a deep-seated global magnetic field of some magnitude
exists, in order to focus on the effects of magnetic drag in the atmosphere of the repre-
sentative UHJ WASP-76b and how that drag influences its emission spectra. Notably,
our magnetic drag treatment does not solve the full non-ideal MHD equations that,
due to their added computational complexity, require other simplifying assumptions
(see the discussion of this in Beltz et al., 2022b). Instead, we use a parameterized
approximation of magnetic drag first introduced in Perna et al. (2010a). A physical
explanation of this parameterization can be thought of as follows: due to the partial
thermal ionization of species on the dayside of UHJs, the strong winds on the planet
will blow these charged particles (embedded in a mostly neutral flow) around the
planet, crossing magnetic field lines and generating current. These currents, should

they travel into the planet’s interior and deposit heat in a process known as Ohmic
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dissipation, could play a role in inflated radii of many hot Jupiters (Batygin and
Stevenson, 2010; Perna et al., 2010b; Thorngren and Fortney, 2018). In the atmo-
sphere, the bulk Lorentz force that ionized particles experience can reduce circulation
efficiencies and therefore increase the day-night contrast (Perna et al., 2010a; Menou,
2012; Batygin et al., 2013; Rogers and Showman, 2014). Previous work showed this
in models of the hot Jupiters HD209458 b and HD189733 b (Rauscher and Menou,
2013) and for the case of the ultrahot Jupiter WASP-76b (Beltz et al., 2022b). Now,
in this work, we take the models from Beltz et al. (2022b) and post-process their
results to study the resulting high resolution emission spectra.

Our models are all based on parameters from the UHJ WASP-76b, an inflated
planet orbiting its host star every 1.81 days. This planet has been the target of many
high-resolution transit analyses, and a multitude of different species have been de-
tected in its atmosphere, including Fe I, Na, Li I, Ca II (Seidel et al., 2019; Deibert
et al., 2021; Casasayas-Barris et al., 2021; Kawauchi et al., 2021; Tabernero et al.,
2021),and recently molecules like OH (Landman et al., 2021).Analyses of high reso-
lution emission spectra have yet to be published. The work by Kesseli and Snellen
(2021a) explores an entire atomic spectral survey of the atoms and ions that have
been detected on this UHJ and finds evidence for temperature and chemical gradi-
ents on the planet. This planet has also garnered interest from astronomers due to
an asymmetric detection of iron in its transmission spectrum throughout transit, first
found by Ehrenreich et al. (2020) and later confirmed by Kesseli and Snellen (2021b).
Ehrenreich et al. (2020) proposed this asymmetric absorption signal is a result of iron
condensing on the nightside of the planet. Other proposed mechanisms for this ab-
sorption signal include temperature asymmetry between the trailing and leading limbs
(Wardenier et al., 2021) or clouds (Savel et al., 2022a). 3D atmospheric models of this
planet have also been published in May et al. (2021); Savel et al. (2022a); Wardenier
et al. (2021); Beltz et al. (2022b).
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In this work, we generate high-resolution emission spectra from previously pub-
lished models of the UHJ WASP-76b to explore how different magnetic drag treat-
ments affect the resulting spectra and how these differences change as a function of
phase. This particular planet is of high observational interest but also provides a
route to make predictions regarding emission spectra from UHJs more generally. The
structure of this paper is as follows: In section 5.4, we briefly describe the models
used in this work, the variety of drag treatments in our models, and the process of
post-processing our model output to create simulated high-resolution emission spec-
tra. In section 5.5, we explore the features that show up in our 3D emission spectra
and how they differ between our models. In section 5.6 we discuss important caveats
to our models and assumptions. Finally, we summarize our main findings in section

5.7.

4.4 Methods

4.4.1 General Circulation Model

In this work, we use a subset of the models produced and described in Beltz et al.
(2022b), and will briefly summarize the details here. General Circulation Models
(GCMs) solve the primitive equations of meteorology in three dimensions to simulate
the physics and circulation patterns of planetary atmospheres. We use the GCM from
Rauscher and Menou (2012) which underwent a radiative transfer upgrade in Roman
and Rauscher (2017) (based on Toon et al., 1989). The absorption coefficients for the
WASP-76b models were informed by the 1D temperature-pressure profiles modeled
in Fu et al. (2021), chosen such that the double-gray analytic profile Guillot (2010)
roughly matched those results. Every model was run with 65 vertical layers spread
out evenly in log space over 7 orders of magnitude in pressure from 100 to 10~ bar

and with a horizontal spectral resolution of T31, corresponding to ~ 4 degrees at the
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Table 4.1. WASP-76b Model Parameters

Parameter Value
Planet radius, R, 1.31 x 10® m
Gravitational acceleration, g 6.825 m s>
Orbital Period 1.81 days
Rotation rate & wepm, 4.018 x 1079 7!
Substellar irradiation, Fi, 5.14 x 106 W m~—2
Planet internal heat flux, Fi, 3500 W m—2
Optical absorption coefficient, 2.4 %1072 cm? g !
Infrared absorption coefficient, k;z 1x102cm? gt
Specific gas constant, R 3523 J kgt Kt
Ratio of gas constant to heat capacity, R/c, 0.286

@Assumed to be in a synchronous rotation state.

equator. Each simulation was calculated for a total of 2000 planetary days. Relevant
global parameters are shown in Table 4.4.1.

Other commonalities of the models include the addition of “sponge layers” in the
top three layers of the model. These layers apply extra drag near the top boundary
of our model to reduce the buildup of artificial numerical noise. These layers have
little effect on the atmospheric flow below them and can be found in many GCMs (see

Mayne et al., 2014; Deitrick et al., 2020; Wang and Wordsworth, 2020, for examples).

4.4.2 Drag treatment in our three models

The three models of WASP-76b from which we have chosen to generate emis-
sion spectra have different treatments of drag: Drag-free/0G, Uniform/10%s, and
Active/3G. Here, we will summarize the main distinctions of these treatments. For
further information about the detailed differences in circulation patterns that result
from these drag treatments, see Beltz et al. (2022b). We review the main observable

differences in Section 4.5.1.
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e Drag-free/0G: This model serves as a base comparison to the other two models
as there is no additional sources of drag aside from the sponge layers restricted
to the top three layers and the numerical hyperdissipation that prevents the
build up of noise on the smallest scales (Thrastarson and Cho, 2011). Both of
these artificial sources of drag also exist in the other models and are standard

features of many GCMs.

e Uniform/10%s: This model uses a simplified treatment of drag in which the
same drag timescale (in this case, 10* s) is applied globally at every level to
remove momentum from the east-west and north-south components. When
serving as a proxy for magnetic effects however, this method has the unfortunate
implication of assuming a stronger surface magnetic field (or stronger coupling)
on the nightside of the planet than the dayside, contrary to what is expected
physically (Beltz et al., 2022b). Uniform drag is used in many GCMs and can
also be used to model the effects of other large-scale atmospheric events like
hydrodynamic shocks or turbulence (Li and Goodman, 2010; Perez-Becker and
Showman, 2013).

e Active Drag/3G: This treatment of drag is the more physically consistent than
the uniform model and falls under the “kinematic” MHD umbrella. Instead of
using a single global timescale, we locally calculate our active drag timescale

based on the following expression from Perna et al. (2010a):

Amp n(p,T)

Blsin(9) (4.1)

Tmag<Ba P T7 ¢) =

where B is the chosen global magnetic field strength (in this case 3 G), ¢ is the

latitude, p is the density, and the magnetic resistivity (n) is calculated in the
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same way as Menou (2012):

n = 230V/T/z, cm? s (4.2)

where the ionization fraction, x., is calculated from the Saha equation, taking
into account the first ionization potential of all elements from hydrogen to nickel
(as in Rauscher and Menou, 2013). The derivation of this timescale assumes
that the planet’s interior generates a dipole field, aligned with the planetary
rotation axis, that is significantly stronger than any induced magnetic field in
the modeled atmosphere (Perna et al., 2010a). As a result, the active drag
is only applied in the east-west direction. This active drag timescale was first
used in GCMs of the hot Jupiters HD 189733b and HD 209458b (Rauscher
and Menou, 2013). In the ultrahot Jupiter regime, this timescale was used in
Beltz et al. (2022b) where we showed that the strong day-night temperature
contrast of WASP-76b would result in the timescale varying by many orders of
magnitude. For example, at the 1073 bar level, the timescale varies from ~ 10'8
s on the cold nightside to ~ 103 s on the dayside (see the right panel of Figure
1 in Beltz et al. (2022b) for the global distribution of timescales for our 3G
model.) This timescale is the most complex treatment of magnetic drag of the
models presented here but still does not reach the complexity of implementing

the full set of non-ideal MHD equations.

4.4.3 Generating Emission Spectra from the GCM

In order to determine how different magnetic drag parameterizations in our GCM

of the UHJ WASP-76b manifest themselves in the high-resolution emission spectra

we take our model output and post-process it with a detailed radiative transfer code.

First, we regrid the GCM’s 65 vertical layers in pressure to 250 layers at constant
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altitude, by assuming vertical hydrostatic equilibrium, consistent with the GCM.!
This is necessary in order to calculate line-of-sight columns and to increase the spatial
resolution of the radiative transfer simulations. Based on resolution tests performed
by Malsky et al. (2021), this number of altitude layers should be sufficient to accurately
calculate the emergent spectra.

We perform the radiative transfer calculations for the post-processed spectra fol-
lowing the methods in Zhang et al. (2017). We implement the two-stream approxi-
mation for inhomogeneous multiple scattering atmospheres from Toon et al. (1989).
The 3D planet model is divided into 1-D line-of-sight columns (48 latitude and 96
longitude points) and the outgoing intensity from each column is calculated indepen-
dently. For each column we calculate the total optical depth of each of the 250 layers.
The model has the capabilities of simulating different cloud species (e.g. Harada et al.,
2021), but no clouds were included in this work. Therefore, the total optical depth

at each wavelength is simply

™™ — //ﬁgaS dl (43)

where k44, is the local gas opacity at each point along the line-of-sight path. The
opacities are evaluated at their Doppler-shifted wavelengths, according to the line-of-

sight velocity at each location:

vLos = usinf 4+ v cos fsin ¢ — w cos @ cos ¢

+Q(R, + z) sinf cos ¢ (4.4)

where ¢ and 6 correspond to the latitude and longitude, respectively, €2 is the plane-

IBecause of the difference in scale heights the dayside vs the nightside, this results in some
“empty” grid cells near the top of the nightside of the planet. By setting the temperature, winds,
and opacity of these cells to 0, they are essentially ignored in our calculation
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tary rotation rate, and u, v, and w are the wind speeds in the east-west, north-south,
and vertical directions, respectively.

In calculating our spectra, we assumed Local Chemical Equilibrium (LCE) and
solar elemental abundances, which results in the amount of any particular molecular
species varying as a function of temperature and pressure. In Figure 4.1, we show
the abundance contours for water and CO (the two main sources of opacity at the
wavelength ranges presented in this work) as well as equatorial dayside and nightside
temperature-pressure profiles. Because of the strong temperature difference between
the two hemispheres, we also expect a strong chemical gradient as well for some
species. We can see from Figure 4.1 that the water abundances differ more strongly
between the day and night side compared to CO. These differences in abundances
will have implications for the line strengths in the corresponding emission spectra.

For this work, we calculated spectra at two different wavelength ranges. The first
of these spans from 1.14 pm to 1.35 wm, which is inside the wavelength range covered
by the upcoming WINERED instrument (Ikeda et al., 2016). This wavelength range
has features from H,O, TiO, VO, K, and Na and most of the spectra and results we
show here are from this wavelength range. The other wavelength range we explored
was 2.3 to 2.35 um, which contains opacities from CO, HyO, and TiO and sits inside
the range covered by IGRINS (Yuk et al., 2010; Park et al., 2014b; Mace et al.,
2016), CRIRES, and CRIRES+ (Kaeufl et al., 2004; Follert et al., 2014). We explore
the differences between these two wavelength ranges in Section 4.5.4. Spectra were
calculated from planetary snapshots at phases of every 11.25 degrees for the entire
orbit. We use the GCM outputs for the cases of 0 G, 3 G, and the shortest uniform
drag timescale (10* seconds) from Beltz et al. (2022b). We calculate the spectra for
two different conditions: one in which the spectral lines are broadened and shifted due
to winds and rotation (“Doppler on” spectra) and one without these effects (“Doppler

off”). All spectra were calculated at a resolution of R=125,000.
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Figure 4.1 Abundance contours of water (left) and CO (right) as a function of tem-
perature and pressure, used to generate emission spectra, with dayside (red) and
nightside (blue) equatorial profiles overplotted. The strong temperature difference
between the day and nightside profiles results in a large difference in water abun-
dances. CO, on the other hand, varies less as a function of temperature and thus the
CO abundances for the day and night side are similar.
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4.5 Results

4.5.1 3-D Atmospheric Structure

Before diving into the spectra, we will briefly summarize the atmospheric struc-
tures of our models, as the temperature and wind structure will play a dominant role
in shaping the resulting emission spectra. In Figure 4.2 we show the temperature and
wind structures on the hemisphere facing an observer, at four phases throughout the
planet’s orbit and for each of the three models examined in this work. The tempera-
ture and wind maps (shown at 10~ bars, around where spectral line cores form) help
to visualize the differences in circulation patterns between the three models. The
maps of where strong temperature inversions exist (calculated as per Harada et al.,
2021) and the line of sight velocities (from winds and rotation) help to visualize which
parts of the planet will emit spectra with emission or absorption features, and the
net Doppler shift of those features.

Differences in temperature structures and atmospheric flow patterns between these
models are discussed in detail in Beltz et al. (2022b). The main changes we saw once
our active magnetic drag was turned on was an increase in the day-night temperature
contrast, a decrease in the hotspot offset, and a change in the flow pattern. Under this
active drag treatment, the dayside flow pattern switches from a day-to-night flow over
most of the terminator to a flow that is channeled over the poles. Some interesting
features not discussed previously are found in the line of sight velocities for our active
magnetic drag model. Especially at the phase of 0.25, one can see red-shifted regions
near the terminator on the dayside blow up and over the pole, appearing as blue-
shifted regions on the nightside. In the uniform drag model we see that significant
changes to the circulation over the terminator to the west of the substellar point
results in some changes in the line-of-sight velocity patterns, particularly at phases

of 0 and 0.75.
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Figure 4.2 Orthographic projections for the 3 models presented in this paper (pairs
of rows, top to bottom: 0 G, 3 G, and uniform) at 4 orbital phases (from left to
right: 0, 0.25, 0.50, and 0.75; transit would be at 0). The first row of each model
shows the temperature structure at 10~% bars (within the region probed by spectral
line cores) with wind directions plotted as arrows. The second row for each model
shows the maximum vertical temperature inversion at each location. The blue and
red contours show constant line of sight velocities in increments of £2 km/s at the
same pressure level as the temperature plot immediately above it. The differences in
temperature structure and wind patterns will influence the high-resolution emission
spectra generated from these models.
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4.5.2 Spectra as a Function of Orbital Phase

In Figure 4.3, we compare spectra from our 3 different models at three orbital
phases: 0 (where the observer only sees the nightside of the planet), 0.25 (first quadra-
ture, where part of dayside and part of the nightside is in view), and 0.50 (where the
viewer sees only the dayside of the planet). Due to the higher temperature of the
dayside, the spectra corresponding to a phase of 0.50 have a much higher continuum
flux than the nightside spectra. The continuum flux level for each model is set by the
disk-integrated photospheric brightness temperature at each phase. We can see the
largest day-night temperature difference in the 3 G model, followed by the uniform
model, and the 0 G model, consistent with the simulated orbital phase curves from
these models (Beltz et al., 2022b). Similarly, the 0 G model has a higher continuum
flux at an orbital phase of 0.25, compared to the dragged models, since it more effi-
ciently advects hot gas from the dayside toward the eastern terminator, which is the
region in view at this phase.

In Figure 4.4, we show spectra from our 3 G model at a variety of phases, both
with and without the Doppler effects from winds and rotation. 2 The spectra show an
obvious switch between absorption features and emission features as different parts
of the planet come into view. While the spectral lines begin in absorption when the
nightside of the planet faces us, (at a phase of 0) by a phase of 0.375, enough of
the dayside has come into view that the feature switches to emission, as there are
temperature inversions found throughout the dayside in our model. Eventually, the
features switch back to absorption at a phase of 0.875, as the enough of the nightside

comes back into view. Another interesting feature occurs at a phases of 0.25 and 0.75

2Throughout this work we show the summed component of winds and rotation. For this planet,
the rotational velocity at the equator is ~ 5.2 km s~!, which is slightly below the maximum speed
of the equatorial jet from the 0 G model (see Figure 4 in Beltz et al., 2022b). Previous work (Zhang
et al., 2017; Beltz et al., 2021) has studied the relative contributions of winds and rotation in high
resolution emission spectra and found that the resulting broadening is more nuanced than just a sum
of these velocities and is inherently 3D. Since they have comparable contributions to the line-of-sight
velocities, it is important to include both.
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Figure 4.3 Spectra from our 3 models at an orbital phase of 0 degrees (bottom three
spectra, when the nightside of the planet is in view), 0.25 (middle 3 spectra, when
the day and night are both half in view), and 0.50 (top three spectra, when the
dayside is in view). The solid lines show spectra that have been Doppler shifted by
winds and rotation while the dashed lines are the spectra without this broadening.
By comparing the relative fluxes of these spectra, we can see that the 3G model has
the hottest dayside and coldest nightside of all the models shown here.
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where both absorption and emission features are present. Additionally, the emission
features are blueshifted and the absorption features are redshifted at the orbital phase
of 0.25, with the opposite direction in the shifts at 0.75.

We can understand this behavior by looking at Figure 4.2 and animated Figure
4.5, which highlights the spectra and corresponding temperature map at each phase.
When looking at the line of sight velocities at a phase of 0.25 for example, we see
both redshifted and blueshifted components near the limbs which results in the emis-
sion features possessing a different net shift than the absorption features coming from
the opposite limb. This effect would only be present in spectra of sufficient spectral
resolution as lower resolutions could result in flat, featureless spectra at these phases.
We can roughly estimate the minimum spectral resolution needed to detect both the
absorption and emission components by using R ~ ﬁ where A is the line center of the
non-Doppler shifted spectra and A\ is the difference between the peak of the emission
feature and the trough of the absorption feature. When applied to the feature shown
in Figure 4.4, this roughly corresponds to a minimum resolution of ~ 50,000. Note
that in the spectra calculated without Doppler shifts, the absorption and emission fea-
tures almost balance out, resulting in largely featureless spectra. By taking Doppler
shifts at sufficient resolution into account, we do not lose the spectral line information.
The high-resolution emission spectra we present have inherently three-dimensional ef-
fects which would not be produced from a one-dimensional model. These effects are
especially important and become more computationally complex when considering
non-transiting planets (as shown in Malsky et al., 2021). In non-transiting cases,
even at phase of 0.5, part of the nightside hemisphere will be visible which influences
the resulting high-resolution spectra. As more high-resolution observations are taken,
it will be critical to take into account multi-dimensional effects.

While Figures 4.3 and 4.4 allow us to view by eye the change in absorption features

to emission features as a function of phase, it is helpful to examine this trend quan-
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Figure 4.4 Emission spectra generated throughout the orbit of our 3G model planet.
The solid lines show spectra that have been calculated including Doppler shifting
from winds and rotation, while the dashed spectra do not include those effects. The
bottom of the plot starts with the spectrum at a phase 0 (corresponding to transit,
when the nightside of the planet faces us) and moving up the y-axis moves forward
with time (including arbitrary offsets in flux to separate the spectra). On the side
panel on the right, a single feature is isolated with a grey vertical dashed line showing
line center for the Doppler off case. The feature begins as absorption at phase 0, due
to the fact we are viewing entirely the nightside of the planet. Moving forward with
time (increasing orbital phase), we can see the feature switch to emission as parts of
the planet with temperature inversions come into view (with full dayside at a phase
of 0.50) and then back to absorption again. Additionally, the line center is redshifted
and blueshifted slightly throughout the orbit due to line-of-sight velocities from the
planetary winds and rotation.
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Figure 4.5 A comparison between the temperature and line-of-sight velocity structure
visible on the planet (right) and the disk-integrated emission spectrum (highlighted,
left) at each phase from our 3 G model. As the planet rotates and different regions
come into view, the corresponding spectra will vary accordingly. Spectra with emis-
sion features are emitted from the hot dayside regions, where temperature inversions
exist, while the cooler nightside regions emit spectra with absorption features. The
line-of-sight velocities, due to winds and rotation, modulate the net Doppler shift
of these different spectral components. This figure is available as an animation in
the HTML version of the final article. The 10 second animation shows the planet
rotating from a phase of 0 (shown in the static image) throughout its entire orbit.
As the planet rotates, the temperature and wind fields change and the corresponding
emission spectra is highlighted on the left. During the first half of the animation, the
hotter dayside comes into view, increasing the continuum level of the emission spec-
tra. At a phase near 0.5, the dayside of the planet is in view and the corresponding
emission spectrum has the highest flux continuum level. Additionally, as the dayside
of the planet comes into view the spectral features switch from absorption lines to
emission lines. From phases 0.5 to 1.0, more of the nightside starts to come into view
and the continuum level of the flux decreases and the spectral features switch back
to absorption lines.
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titatively. By generating spectra with and without water, we can subtract one from
the other to isolate the water features, both in emission (positive) and absorption
(negative). Using numerical integration, the absorption and emission components are
summed at each phase. Spectra without Doppler effects were used to generate this
plot, so all differences are a result of differing temperature structures between the
models. In Figure 4.6, we show the integrated line flux (positive for emission, nega-
tive for absorption) for water features (the most prominent source of opacity within
the 1.14 um to 1.35 pum wavelength range) from our 3 models. The shape of all
three curves match basic predictions: emission peaks at an orbital phase of 0.50 and
absorption peaks at a phase of 0. Interestingly, the uniform drag model consistently
shows the strongest integrated emission while the 0 G has the strongest integrated
absorption. Another detail to note from this figure is that the models do not tran-
sition from emission-dominated to absorption-dominated at the same phase. These
differences in the intensity and orbital phase dependence of spectral features are a re-
sult of complexities in the models’ corresponding temperature structures, which vary

based on the strength and type of magnetic drag applied.

4.5.3 Cross-Correlation Results

Another way to combine information from multiple lines within the planet spectra
is to use cross-correlation to effectively integrate over all spectral lines, which is typi-
cally how signals are extracted from HRS observations. As described previously, two
types of spectra are generated at each phase: Doppler on (which contains broadening
and line shifting from winds and planetary rotation) and Doppler off (which contains
none of this broadening). By cross-correlating the Doppler on version of the spec-
trum with the Doppler off version (in velocity space), the peak of the cross-correlation
function (CCF) will tell us the net Doppler shift of the signal, while the width of the

cross-correlation function quantifies the total amount of broadening in the spectrum
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Figure 4.6 The integrated line flux for the three models in this paper, as a function
of orbital phase. From this plot, we see that the emission lines from the uniform drag
models are consistently the strongest in the emission dominated regime and the 0 G
model has the strongest absorption features. Another interesting aspect is that the
model spectra switch between being dominated by emission vs absorption lines at
different orbital phases.
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(see Figure 9 in Beltz et al., 2022b, for example).

Figure 4.7 shows a series of cross-correlation functions from each of our 3 GCMs.
At each phase, different parts of the planet’s temperature and velocity fields are
within the observable hemisphere, which influences the broadening and net shift of
the spectra. Zhang et al. (2017) first calculated simulated high-resolution emission
spectra from 3-D models of three hot Jupiters (without any added drag) and found
some similarities in the patterns of net Doppler shift versus orbital phase between
those planets (their Figure 7). We see that our Doppler shifts reach higher absolute
values, likely due to the more extreme winds and faster rotation of our UHJ; our 0 G
model is the most similar to their results for WASP-43b, the fastest rotator (and one
of the more highly irradiated) of their set. Similarly to Zhang et al. (2017), the net
Doppler shift varies in sign and magnitude throughout orbit, as different parts of the
planet rotate into view. However, the spectra presented here have their peak redshifts
slightly later in phase (~ 0.75) compared to the ones from Zhang et al. (2017) which
peak in redshift closer to a phase near 0.61.

These net Doppler shifts are informed by the temperature structure of the planet,
which we see in Figure 4.2 and animated Figure 4.5. For example, looking at a phase
of 0, we see that the the drag-free model has a warmer, brighter region on the left
because the equatorial jet has advected that gas around from the dayside, which aligns
with the blueshifted velocity structure, resulting in a net blueshifted CCF value at
this phase. In contrast, the temperature pattern on the nightsides of the dragged
models is more complex, with cooler regions somewhat associated with blueshifted
structure, ultimately resulting in net redshifts. At phases where much of the dayside
is in view (~0.25-0.75), the spectra from drag-free and uniform drag models show
similar behavior in their net Doppler shifts, with a slow trend of increasing net shift
with orbital phase (i.e., the spectra move from blue- to red-shifted). Our active drag

model, however, displays more complex behavior, where this overall trend is disrupted
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by a superimposed net redshift to blueshift pattern right around 0.50. At phases
where much of the nightside is in view (< 0.25 and> 0.75) the drag-free model shows
opposite net shifts than the 3 G and uniform model. This is a significant result: The
net Doppler shift in nightside spectra may be indicative of the presence of magnetic
drag (if redshifted) or not (if blueshifted). A thorough analysis of velocity precision for
HRS emission spectra has yet to be done, but theoretical work on simulated CRIRES
data in Brogi and Line (2019) constrain water and CO’s corresponding velocity with
errors as small as £0.93 km s! and 40.26 km s™!, respectively. At this level of
precision, the differences between the Doppler shifts of our models would be feasible
to detect. However, we do caution that there may be some wavelength-dependence to
these predictions (see Section 4.5.4). This is complementary to evidence for magnetic
drag that could appear in net Doppler shift versus line strength trends in transmission
spectra (Miller-Ricci Kempton and Rauscher, 2012).

Figure 4.8 highlights the danger of ignoring the multidimensionality of planets,
as expressed in their emission spectra. The teal curve, which reproduces the peak
location of the CCF at each phase, as shown in Figure 4.7, shows the “true” function of
peak velocity shift as a function of orbital phase. The orange curve was generated by
cross-correlating a single dayside template spectrum—calculated from the 3D model
at a phase of 0.50—with the spectra from our 3D model at each phase. The purple
curve similarly does this with a single nightside spectrum—corresponding to a phase
of 0. At phases near the template spectrum’s origin phase, the peak velocity shifts
match well with the blue curve. However, the farther away from the origin phase the
single template is used, the larger the discrepancy from the true peak velocity. Most
notably, at particular phases such as 0.25 and 0.75, the day and nightside templates
return net velocity shifts of different signs and at very high net velocity, as these
template spectra are just picking out the most red- or blue-shifted component of the

observed hemisphere, as the day- or nightside region rotates in or out of view (see
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Figure 4.7 Cross-correlation functions of the spectra from our 3 different models
throughout the planet’s orbit. Each Doppler-shifted spectrum was cross-correlated
with its unbroadened counterpoint, with the peak cross correlation value denoted by
the colored points. The peak of the cross correlation function quantifies the net shift
of that particular spectrum. When different parts of the planet are in view, the net
Doppler shift of the corresponding spectra will vary. The drag-free model differs in
net Doppler shift from the active and uniform drag models early and late in orbital
phase, when much of the nightside is observable. Our active magnetic drag model
shows a reversal in the net shift versus orbital phase trend around secondary eclipse
(phase of 0.50) that is not seen in the drag-free and uniform drag model.
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Figure 4.2).

This figure serves as a warning to observers to ensure the template spectra they
use in their data analysis are generated at phases close to the observations. Longer
observations over large ranges of orbital phase should use multiple templates for
best results and to avoid misleading retrieved net Doppler shifts. While here we
find different velocity components due to spatial variation in the planet’s thermal
structure, a similar effect resulting from spatial variation in chemical abundances
may have been seen in Cont et al. (2021), who detected two atmospheric species with
significant differences in associated velocities in the UHJ WASP-33b. They interpret
this large velocity offset to be a result of depletion of TiO (but not Fe) near the
substellar point while both species exist on the terminator of the planet. Thus, their
cross correlation technique may have detected TiO only near the terminator with
large line-of-sight velocity components, which led to a higher velocity offset than the

more evenly distributed Fe.

4.5.4 Cross-Correlation at Different Wavelength Ranges

As discussed in Section 5.4, we calculated spectra at two different wavelength
ranges: 1.135-1.355 um (wavelength 1, A;), used in all analyses up until this point,
and 2.3-2.35um (wavelength 2, Ap). In Figure 4.9, we show the Doppler shifts of the
three different models at the two different wavelength ranges. Notably, the velocity
shifts differ by some amount at each orbital phase tested, in some cases altering the
trends identified above. This is a result of the different dominant atmospheric species
in the two wavelengths ranges. In Ay, the dominant absorbing species is water, while
in Ay it is CO. These two species may be probing different atmospheric pressure levels,
which can have different corresponding wind speeds and will result in different net
Doppler shifts. In addition, the water abundance varies strongly as a function of

temperature, while the CO abundance does not (see Figure 4.1). Since the water
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Figure 4.8 Effective retrieved net Doppler shift when using spectra generated as a
function of phase (teal curve) compared to using only a dayside template (orange)
or a nightside template (purple) against our 3 G model (left) and our 0 G model
(right). The blue curve can be thought of as the “true” velocity shifts. While the
dayside and nightside models match near their respective orbital phases, once they
begin to be used at different phases, their accuracy decreases. At some points in the
orbit, such as phases of 0.25 and 0.75, the day and nightside templates will return net
shifts of opposite signs. To avoid introducing these errors, spectral templates should
be generated as close to the true phase of observation as possible.
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opacity relative to CO opacity will therefore be location dependent, this means that
the difference between the pressures probed by each wavelength range should also
vary with the spatial location around the planet. This is a good demonstration that
the 3D structure of the planet’s atmosphere influences its emission spectrum in subtle

and complex ways.

4.6 Discussion

Important caveats to our GCM are already discussed in great detail in Beltz et al.
(2022b). We will briefly mention these points here, and invite the reader to examine
that work for a more detailed explanation.

Because we have chosen to focus on the effects of magnetic drag in our modeling
and post-processing, we are unable to include all the physical processes expected to be
present on UHJs. Potentially the most consequential of these is molecular hydrogen
dissociation and recombination. This would reduce one of the main effects we see
from our active magnetic drag, in that it would result in a reduction in the day-—
night temperature contrast (Bell and Cowan, 2018; Tan and Komacek, 2019). We
also chose not to include clouds in these models, but work from Roman et al. (2021)
suggests that if present, cloud coverage would be very minimal and confined to the
nightside upper latitudes, due to the high temperatures on the planet. Inclusion of
these clouds could alter the nightside temperature structure, potentially warming and
cooling at different atmospheric heights. Additionally, depending on the height and
opacity of the cloud deck, the strength of absorption features coming from this region
of the planet could be muted. The strength of these effects would vary as a function
of phase but would likely be most influential near quadrature phases (0.25 and 0.75)
where emission features and absorption features are comparable in magnitude and
potentially lead to these spectra to become more emission-dominated.

An important caveat to keep in mind when interpreting these results is that our
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Figure 4.9 Net Doppler shifts versus orbital phase for emission spectra over the two
wavelength ranges modeled. The colored lines show the Doppler shifts for wavelength
range one, where water is the dominant absorber. The grey lines correspond to the
shifts of wavelength range two, where CO is the dominant absorber. The different
wavelength ranges probe different pressures in the atmosphere and, due to the tem-
perature dependence of the water abundance, the disparity between the wavelength
ranges should be spatially dependent. As such, the net Doppler shifts differ slightly.
The bottom right panel shows this difference in net Doppler shift as a function of
phase.
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magnetic drag prescription is a physically-motivated approximation of the non-ideal
MHD equations. Our work assumes the toroidal component of the magnetic field,
that is, magnetic field lines in the latitudinal direction, is negligible. Instead, based
on our dipole assumption, our magnetic field lines are solely in the poloidal (longitu-
dinal) direction. Models devoted to solving MHD equations, like the ones presented
in Rogers and Komacek (2014) and Hindle et al. (2021b), treat both of these mag-
netic field components, but have their own limitations, such as pre-calculated local
conductivities (that do not self-consistently update as the simulation runs), using a
simplified treatment for heating and cooling due to radiative fluxes, and the inclu-
sion of explicit viscosity (resulting in significantly slower wind speeds). Our models
and post-processed spectra presented here straddle the bridge between GCMs using
simplified uniform drag and dedicated non-ideal MHD models. Our work highlights
the ongoing need for model-to-model comparison while still presenting testable ob-
servables to gauge the validity of our approximations. Specifically, the results from
Figures 4.7, 4.8, and 4.9, are examples of the type of analysis that, if compared to
observational data, can test our magnetic drag scheme’s ability to approximate the
physical environment of UHJs.

One of the crucial assumptions in our drag treatment is that any magnetic field
induced in the atmosphere is much smaller than the global magnetic field, a rela-
tionship that holds when the magnetic Reynolds number R,, < 1. As we show in
Figure 1 of (Beltz et al., 2022b), this assumption holds true for the vast majority of
the atmosphere except for some parts of the dayside near the low pressure bound-
ary of our model. In order to more physically consistently describe the magnetic
effects in this region requires full non-ideal magnetohydrodynamics (MHD). Some 3D
non-ideal MHD models exist for (ultra) hot Jupiter atmospheres (Rogers and Ko-
macek, 2014; Rogers and McFElwaine, 2017; Rogers, 2017; Hindle et al., 2021b) and

show that variability in the circulation pattern (including westward flow near the
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substellar point) and the strength of the induced magnetic field may occur in the
high magnetic Reynolds number regime.

Since the double-gray radiative transfer in our GCM is agnostic to the specifics of
the atmospheric compositions, it was necessary to make assumptions regarding the
abundances of species in the atmosphere for our calculation of emission spectra. For
simplicity’s sake we assumed solar metallicity with abundances set by local chemical
equilibrium. Measuring bulk metallicity for an UHJ is difficult, but measurements
of water composition (Kreidberg et al., 2014) and CO (Line et al., 2021) as well as
results from interior models ( Thorngren et al., 2016; Cridland et al., 2019; Thorngren
et al., 2019) suggest our choice of solar abundances is reasonable. Work on this
planet from Deibert et al. (2021); Landman et al. (2021); Wardenier et al. (2021) all
assume solar metallicity for their analysis. May et al. (2021) suggest that a lower
bulk metallicity could explain the low internal heat flux that is more consistent with
the observed phasecurve. On the other hand, Tabernero et al. (2021) retrieve a
slightly higher than solar metallicity for the host star, which Casasayas-Barris et al.
(2021) use as justification to also test super-solar composition models. With this
uncertainty in mind, more work is necessary to truly understand the metallicity of
this planet. As pertains to our results, increasing the metallicity could result in
moving the photosphere to slightly lower pressure in our GCM, perhaps with minor
changes to the circulation pattern, and would lead to stronger spectral features in
the emission spectra. These changes would not likely alter the main results and
conclusions presented here.

Another important aspect to consider is that in our calculations we have assumed
local thermal equilibrium (LTE). This assumption is true for a majority of the atmo-
sphere modeled, except for perhaps near the top boundary of our model. Deibert et al.
(2021) found their NLTE model to be a slightly better fit than their LTE model of

WASP-76b, but both models significantly underestimated the line depths. Its impor-
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tant to note however that their work used transmission spectra, which probes higher
up in the atmosphere than emission and therefore we would expect less NLTE effects
in the emission spectra presented here. Other work on NLTE effects in UHJs have
focused on the hottest known exoplanet to date, KELT-9b. For pressures greater
than ~ 107% bar (which encapsulates all of the pressures probed in our GCM) LTE
and NLTE models were nearly identical in predicting hydrogen level populations. In
Fossati et al. (2021), they use NLTE as a framework for pressures less than 107*
bars when modeling temperature-pressure profiles. For pressures greater than 10~*
bars, they note that the retrieved temperature profiles are very similar. Based on
these results, we expect that for the pressures modeled in our GCM, LTE is a valid
approximation.

It is tempting to extrapolate the trends in net Doppler shifts for the different
models presented here to uniquely identify evidence of magnetic effects or estimates
of magnetic field strengths. However, even if we take the assumption that the planet’s
magnetic field is a dipole aligned with its rotation axis to be completely true, these
are Doppler shifts for one planet at one wavelength range. Additional physics not
included in our model, such as clouds, hydrogen dissociation, or more complex mag-
netic feedback mechanisms could alter the strength of the predicted Doppler shift.
Future work exploring a variety of field strengths and sweeping over a range of plan-
etary parameters would be necessary to draw more quantitative conclusions about
minimum field strengths. We can note, however, that our 3G model is the closest
match to the phase curve published in May et al. (2021). One feasible potential obser-
vational test from this work would be the case where if the trend in net Doppler shift
versus orbital phase can be measured to sufficient precision, we could differentiate
between whether the drag can be approximated with a uniform timescale or is better
matched by our more complex treatment. Future observational and theoretical work

is therefore needed to determine how robust these predictions are.
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4.7 Conclusion

UHJs are planets with strong temperature and compositional gradients due to
their extremely short orbital periods and thus are excellent examples of the critical
need for 3D models to understand the planet’s emission spectra fully. In this work,
we explore these 3D effects and illuminate how different forms of drag manifest in

high resolution emission spectra. Our main points are as follows:

e The strong temperature and chemical gradient on WASP-76b results in high-
resolution emission spectra that vary strongly as a function of phase, showing
at times absorption features, emission features, or both. These are inherently
3D features, in particular as the emission and absorption components may have
different net Doppler shifts due to their emergence from regions of the planet

with different line-of-sight velocities.

e The thermally ionized atmosphere of an UHJ should experience a magnetic drag
acting on its winds; this influences the flow pattern in the upper atmosphere and
the Doppler shifts in the planet’s emission spectra. We predict that the presence
of this drag should result in a slight net redshift in nightside emission spectra,
compared to the slight net blueshift seen in the drag-free model (both shifts
~1 km/s). In addition, the complex form of magnetic drag may be apparent,
over a simpler uniform-timescale drag, in the trend of net Doppler shift versus
phase when the dayside of the planet is in view (showing a reversal in behavior
around secondary eclipse). We caution that these predictions are dependent on

the wavelength of observation.

e Using a single atmospheric template for cross-correlation at multiple phases
may be poor matches to the planet, as the spectral features inherently change
with viewing geometry. This can bias the recovered net Doppler shifts, espe-

cially at phases where parts of both the day and nightside are visible. In the
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most egregious cases, the amplitude of the calculated net Doppler shift can mis-
leadingly exceed several km/s, when the inverted or non-inverted region of the
planet (producing emission or absorption features, respectively) only appears
on the edge of the planet disk, where the line-of-sight velocities from winds and

rotation are maximized.

The extreme spatial variations in ultrahot Jupiter atmospheres, exacerbated by the
complication of magnetic drag, influence their high-resolution emission spectra. While
these signatures can be subtle and highly dependent on the detailed 3D structure of
the atmosphere, they may in turn offer us an avenue for empirically constraining
those detailed physical properties and processes, possibly with current instruments

but likely within the reach of future measurements with Extremely Large Telescopes.
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CHAPTER V

Magnetic Drag and 3D Effects in Theoretical
High-resolution Transmission Spectra of Ultrahot

Jupiters: the Case of WASP-76b (Beltz et al 2023)

“I never think of myself as a star because, as somebody once said, ‘A star is
nothing but a big ball of gas” — and I don’t want to be that.”

— Dolly Parton

5.1 Preface

Results in this chapter were published in : Beltz, H., Rauscher, E., Kempton, E.,
Malsky, I., and Savel, A., 2023. Magnetic Drag and 3D Effects in Theoretical High-
resolution Transmission Spectra of Ultrahot Jupiters: the Case of WASP-76b. The
Astronomical Journal, 165, 257 and are reproduced here with minor style revisions
by permission of the American Astronomical Society under the non-exclusive right of

republication granted to authors.
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5.2 Abstract

High resolution spectroscopy has allowed for unprecedented levels of atmospheric
characterization, especially for the hottest gas giant exoplanets known as ultrahot
Jupiters (UHJs). High-resolution spectra are sensitive to 3D effects, making complex
3D atmospheric models important for interpreting data. Moreover, these planets are
expected to host magnetic fields that will shape their resulting atmospheric circulation
patterns, but little modeling work has been done to investigate these effects. In this
paper, we generate high-resolution transmission spectra from General Circulation
Models for the canonical UHJ WASP-76b with three different magnetic treatments
in order to understand the influence of magnetic forces on the circulation. In general,
spectra from all models have increasingly blueshifted net Doppler shifts as transit
progresses, but we find that the differing temperature and wind fields in the upper
atmospheres of these models result in measurable differences. We find that magnetic
effects may be contributing to the unusual trends previously seen in transmission for
this planet. Our B = 3 Gauss active drag model in particular shows unique trends
not found in the models with simpler or no magnetic effects. The net Doppler shifts
are additionally influenced by the dominant opacity sources in each wavelength range
considered, as each species probes different regions of the atmosphere and are sensitive
to spatial differences in the circulation. This work highlights the ongoing need for
models of planets in this temperature regime to consider both 3D and magnetic effects

when interpreting high resolution transmission spectra.

5.3 Introduction

High resolution spectroscopy (HRS, typically R 2 30,000) has opened windows
into exoplanet atmospheres at an unprecedented level of precision. HRS has allowed

for detections of new atmospheric species as well as measurements of net Doppler
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shifts and broadening due to atmospheric winds and rotation (Snellen et al., 2010;
Brogi et al., 2016; Schwarz et al., 2016). Brogi and Birkby (2021) offers a recent
review of the techniques and major results of HRS.

Due to the level of precision offered by HRS (and the fact that planets are multi-
dimensional objects), three-dimensional (3D) atmospheric models are ideal for inter-
preting these spectra. Previous work has found that not only do 3D effects show up
in high resolution transmission (7 Flowers et al., 2019) and emission (Herman et al.,
2022; van Sluigs et al., 2022; Pino et al., 2022) spectra, but detection strengths can in-
crease when using spectra generated from a 3D model compared to 1D models (Beltz
et al., 2021). Typically the 3D structure of exoplanet atmospheres are simulated with
General Circulation Models (GCMs). This type of numerical model solves the set
of fluid dynamical equations known as the “primitive equations of meteorology” to
simulate a planet’s atmospheric structure, its including temperature and wind fields
throughout its orbit.

Ultrahot Jupiters (UHJs) are ideal for testing differing treatments of magnetic
effects. Due to the thermal ionization of dayside species (Parmentier et al., 2018;
Helling et al., 2021), charged particles will be blown around the planet and interact
with magnetic field lines generated from the planet’s interior dynamo (Perna et al.,
2010a). Partially due to their already significant computational time, most GCMs do
not have an explicit treatment for magnetic effects in their simulated atmospheres.
One commonly used treatment is applying a global uniform Rayleigh drag timescale
to the atmosphere such as in GCMs from Tan and Komacek (2019); Carone et al.
(2020); Deitrick et al. (2020); Lee et al. (2022). Notably this timescale is also some-
times used to encompass a variety of effects, also including hydrodynamical ones.
Although easy to numerically implement, this prescription of magnetic drag includes
assumptions that become problematic when applied to planets with strong day-night

temperature differences. Since the strength of magnetic effects is a strong function
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of local ionization levels (and so temperature), order of magnitude estimates of the
global field strength corresponding to a particular uniform drag timescale (such as
those carried out in Kreidberg et al., 2018) effectively imply that the global magnetic
field is nearly two orders of magnitude stronger on the nightside than the dayside, for
the case of the UHJ WASP-76b and assuming a 10%s uniform timescale (Beltz et al.,
2022b). Instead, for a uniform global magnetic field, we should expect magnetic ef-
fects to be much stronger on the dayside, compared to the negligibly ionized nightside
(Perna et al., 2010a; Beltz et al., 2022b).

The most physically consistent treatment of magnetic effects are found in spe-
cialized non-ideal magnetohydrodynamic (MHD) models (such as those presented in
Rogers and Showman, 2014; Rogers and Komacek, 2014; Rogers, 2017), but at the
cost of simplifying other aspects of the modeling such as the treatment of radiative
transfer(see Beltz et al., 2022b, for a more detailed discussion) , and greatly increased
computational time required, resulting in less than a handful of these types of models
having been published for UHJs. In this work, our models use a medium complexity
“kinematic MHD” approach, allowing the strength of the drag timescale to vary as a
function of temperature, pressure, and latitude. (For a more detailed description of
this approach, see Rauscher and Menou, 2013; Beltz et al., 2022b).

UHJs are the ideal laboratory for exploration with high-resolution spectroscopy
due to their extremely favorable signal to noise ratio caused by their size and tem-
perature. Here, we specifically focus on the UHJ WASP-76b, an inflated gas giant
orbiting an F-type star with a period of 1.81 days (West et al., 2016). High resolu-
tion transmission spectra for this planet have been observed and studied extensively
(Casasayas-Barris et al., 2021; Deibert et al., 2021; Landman et al., 2021; Tabernero
et al., 2021) with a recent work (Kesseli et al., 2022) exploring the wide range of
species detected in the atmosphere of the planet. An influential transmission result

by Ehrenreich et al. (2020) found a spatially asymmetric and extremely large blueshift
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(—11 km/s) of neutral iron, arguing this blueshift is a result of nightside condensa-
tion of the species. Alternate physical processes have been suggested to explain this
large blueshift, including clouds, non-zero eccentricity (Savel et al., 2022b), or large
temperature differences between limbs ( Wardenier et al., 2021), but so far, it has
been difficult for GCMs to match this magnitude of shift. A recent work by Gandhi
et al. (2022) performs a deep analysis on this dataset, providing constraints on both
temperature and Fe abundances for four different regions of the planet and confirming
spatial differences across the terminator.

In this work, we explore modeled high-resolution transmission spectra for three
different models of the UHJ WASP-76b: one with a Uniform drag timescale, one with
our kinematic MHD approach, and one without any treatments for magnetic effects.
The difference in temperature and wind structures of these three different models
result in spectra that vary throughout transit, opening the door to the exploration of
how magnetic effects can alter high resolution transmission spectroscopy. This work
represents the first time the impact of magnetic drag assumptions on high resolution
transmission spectra has been studied (we similarly explored the impact of magnetic
effects on high resolution emission spectra in Beltz et al., 2022a). By identifying
measurable differences between high resolution transmission spectra simulated using
different prescriptions for magnetic effects, we can hope to predict how we might
empirically constrain the role of magnetism in UHJ atmospheres.

In Section 5.4, we briefly describe the models used in this analysis and the different
treatments for magnetic effects we tested. We also discuss our radiative transfer post-
processing and choice of wavelength ranges to generate our predictive spectra. In
Section 5.5, we explore the features of our predicted spectra and examine the impact
of magnetic model and wavelength choices. We then put this work in context of the
model’s assumptions and other capabilities in Section 5.6. Finally, we summarize our

main conclusions in Section 5.7.
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5.4 Methods

54.1 GCM

For this work, we post-process previously generated 3D GCMs of the ultrahot
Jupiter WASP-76b (first published in Beltz et al., 2022b, where more details and
specific numerical parameters can be found) using a ray-striking radiative transfer
code to generate high-resolution transmission spectra at multiple wavelengths and
resolutions. These models used the RM-GCM (Rauscher and Menou, 2012; Roman
and Rauscher, 2017) with parameters appropriate for WASP-76b, with 65 vertical
layers evenly spaced in log pressure, from 100 to 10~° bars, and a horizontal spectral
resolution of T31, corresponding to roughly ~ 4 degree spacing at the equator. The
simulations ran for a total of 2000 planetary days. Our GCM assumes hydrostatic
equilibrium, which is a valid assumption for the opacity sources included in the high-
resolution spectra we calculate from these models. This is relevant to note as recent
work from Zhang et al. (2022) finds that absorption strength of particular species
often detected in transmission of UHJs, such as Fell and Ha can’t be explained from
hydrostatic equilibrium assumptions. This is not an issue for our work due to our
choices of opacity sources.

The models from Beltz et al. (2022b) were calculated for several different magnetic
drag prescriptions at a variety of field strengths; we choose to analyze the same subset
of models as in we did in Beltz et al. (2022a). These models differ in the way they

treat magnetic effects, as follows:

e Drag Free/0 G: This is the baseline model that contains no additional forms of
drag to represent magnetic effects. The GCM does contain numerical hyper-
dissipation and three sponge layers (see Beltz et al., 2022b, for a discussion on
sponge layers in GCMs), both of which are used for numerical stability and are

also present in the models listed below.
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e Uniform/10* s: This method of applying drag is often found in GCMs due to
its numerical simplicity. A single Rayleigh drag timescale—in this case 10%
seconds—is applied throughout the simulation to the horizontal and vertical
momentum equation. This value was chosen to match the strong drag case from
(Tan and Komacek, 2019) and provide the same comparisons as the analysis

work presented in Beltz et al. (2022a).

e Active drag/3 G: This method for treating magnetic effects, first used in Rauscher
and Menou (2013) and first applied to UHJs in Beltz et al. (2022b) is the most
physically complex treatment of magnetic effects that we test. Our active drag
prescription, also sometimes referred to as a “Kinematic MHD” treatment, also
applies a drag on the winds, but only in the east-west direction (as geometrically
appropriate for a dipole global field Perna et al., 2010a) and with a timescale
calculated based on local conditions, using the following expression from Perna

et al. (2010a):

Amp n(p,T)

Blsin(9) (5-)

Tmag<Ba P, T7 qb) -

where B is the chosen global magnetic field strength (in this case 3 G), ¢ is the
latitude, p is the density, and the magnetic resistivity (n) is calculated in the

same way as Menou (2012):

n = 230VT/z, cm? s (5.2)

where the ionization fraction, z., is calculated from the Saha equation, taking
into account the first ionization potential of all elements from hydrogen to nickel

(as in Rauscher and Menou, 2013).

There are currently no direct observational constraints on the magnetic strength
of this planet, or any exoplanet for that matter. Although in Beltz et al. (2022Db)

we present a variety of active drag field strengths (0.3 G, 3 G, and 30 G), we are
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primarily focusing on the 3 G model, as it is the best match for previously published
Spitzer phase curves from May et al. (2021) (as shown in Beltz et al., 2022b). We
previously found that varying the magnetic field strength changed how deep the
magnetic circulation regime—characterized by dayside flow up and over the poles—
persisted. All of these models exhibit this magnetic circulation at the high pressures
probed by high-resolution transmission spectroscopy. Thus, we chose the 3 G model
as a representative for the active drag models. This field strength is also in line with
estimates from interior modeling by Yadav and Thorngren (2017).

It is important to acknowledge that our GCM currently does not consider H,
dissociation and recombination. This process is expected to reduce the day-night
temperature contrast (Bell and Cowan, 2018; Pluriel et al., 2020) of UHJs. An-
other important result of dissociation is the change in scale heights throughout the
atmosphere. On the dayside, the mean molecular weight is decreased due to the
dissociation, thus increasing the scale height. However, at the same time, the tem-
perature of this region is decreased, meaning a potential reduction in scale height.
The nightside wouuld show the opposite trend (increasing in temperature and mean
molecular weight). Recent work from Savel et al. (2023) explores the effect of scale
height differences in limb asymmetry during transit. Future work should explore the
interaction between this process and magnetic effects.

The temperature distributions of the models, for the near-terminator regions
probed by transmission spectroscopy, are shown in Figure 5.1, which plots the tem-
perature structure at a slice of the planet as it would be oriented during ingress,
mid-transit, and egress. Note that only the upper atmosphere (maximum pressure of
~0.1 bars) is shown and the relative size between the atmosphere and planet core is
not to scale. From this plot, we can see that the spatial vertical extent of each limb
varies throughout transit, with the hotter regions being much more extended. The

3 G active drag model shows the most variation across the limbs at ingress and egress
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Figure 5.1 Temperature projections for the three models used in this analysis, for
pressures less than ~0.1 bars. Note that the core and atmosphere are not to scale,
but the relative altitudes at different locations are accurately plotted. The east and
west limb asymmetries in spatial extent is a result of the difference in scale heights of
each region due to non-uniform temperatures between the east and west terminators.
Because of the planet’s short orbital period, it rotates considerably (> 30°) between
ingress to egress, which is reflected above.

but at transit center the 0 G model shows the strongest temperature variation. This
is directly related to the fact that the 3 G model has the largest day-night tempera-
ture contrast of the models considered and that this planet rotates > 30° throughout
the entire transit.

It is also important to consider the line of sight velocities due to strong winds
of each model, as shown in Figure 5.2. As the transit proceeds, the planet rotates,
allowing different parts of the atmosphere and their associated winds to come into
view. These winds will directly influence the net Doppler shifts associated with each

model. We delve deeper into these calculations in section 5.5, but by eye one can

notice that the 3 G model has the strongest redshifted regions of the three and the
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Figure 5.2 Line of sight velocities for the three models considered in this work at
ingress, mid-transit, and egress. Throughout transit, the blueshifts dominate the net
Doppler shift for all models, though the magnitudes of the net Doppler shifts are both
model and wavelength dependent.
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Uniform drag has the strongest blueshifted regions. One can additionally see that the
0 G model displays some high-altitude and high-latitude winds that are blowing in
the substellar-to-antistellar direction. But, since that direction includes an east-west
component, this flow structure is disrupted in the 3 G active magnetic drag model

and so that blue-shifted contribution to the net Doppler shift is removed.

5.4.2 Radiative Transfer

We use the same method of calculating high resolution transmission spectra that
accounts for 3D effects as that described in detail in Miller-Ricci Kempton and
Rauscher (2012); Savel et al. (2022b). In short, the output from our GCM (contain-
ing temperature values, east-west wind speeds, and north-south wind speeds at every
grid point) is interpolated onto a constant altitude grid so that the post-processing
radiative transfer can consistently implement line-of-sight ray striking that calculates
intensity and then transit depths at each wavelength. During this process, winds from
the GCM and the planet’s bulk rotation are incorporated via Doppler shifts in the
local opacities. Stellar limb darkening effects are accounted for, meaning that as the
planet progresses through transit, the projected stellar flux illuminating each region
of the planet’s atmosphere is adjusted based on the limb-darkening coefficients found

in Fhrenreich et al. (2020).

5.4.2.1 Calculated Transmission Spectra

We calculate high resolution transmission spectra from our three models for three

different wavelength ranges, each with a different opacity source of interest:
e Wavelength 1: 0.379-0.789 pm; R=400,000; Opacity source: Fe
e Wavelength 2: 1.135-1.355 pm; R=125,000; Opacity source: HyO

e Wavelength 3: 2.3-2.35 um; R=125,000; Opacity source: CO
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The latter two wavelength ranges match the work done in Beltz et al. (2022a). The
opacity sources of particular interest are noted above, but both sets contain opacity
from the following six species: CO, H,O, TiO, VO, K, and Na. Relative abundances
of these species were calculated assuming solar-abundance (Lodders, 2003) equilib-
rium models with FastChem (Stock et al., 2018, 2022). Wavelength range 2 covers
a range accessible by multiple high-resolution spectrographs including WINERED
(Ikeda et al., 2016) and CARMENES (Quirrenbach et al., 2014). Wavelength range
3 overlaps with the IGRINS instrument (Park et al., 2014a). Both of these wave-
length ranges are probed by the CRIRES+ instrument ( Follert et al., 2014). The first
wavelength range matches the observations of this planet taken by the ESPRESSO
spectrograph, first published in Ehrenreich et al. (2020). This set is also unique in
that the only included source of opacity is Fe.

The choice of opacity sources is motivated by theory and observational results. To
start, each of these three species are expected to absorb strongly in their corresponding
wavelength range (Kurucz, 1995; Rothman et al., 2010; Polyansky et al., 2018; Stock
et al., 2018). Fe was chosen to allow a direct comparison to the data presented in
Ehrenreich et al. (2020). We chose CO due to its expected near uniform abundance
(as shown in Figure 1 of Beltz et al., 2022a). Additionally, recent work from Savel
et al. (2023) suggests CO represents an ideal tracer molecule for UHJ atmospheres,
given this expected uniformity in abundance in these atmospheres. Finally, we chose
to examine HoO due to its lack of uniformity in abundance (Parmentier et al., 2018).
The daysides of UHJ are hot enough to disassociate water, reducing its abundance
on the hotter limb. The net Doppler shifts resulting from this dissociation provides
an interesting comparison to those from the CO spectra.

All spectra were calculated assuming local thermochemical equilibrium and solar
abundances. Recent work from Gandhi et al. (2022) suggests a metallicity for this

planet slightly higher than solar, but consistent with solar within error bars presented.
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5.4.2.2 Spatial Distribution of Opacity Sources

The wavelength regimes that we produced spectra for were chosen partly because
of the differing main opacity source. Given the extreme temperature contrasts of
the planet, our opacity sources are not necessarily uniformly distributed around the
planet. We will briefly touch on the spatial distribution of the main absorbers for

each wavelength here.

e Wavelength 1, Fe: Fe is expected to have a non-uniform abundance distribution
in the atmosphere. For cooler regions of the planet, Fe is expected to condense,
potentially into optically thick clouds.! Work from Savel et al. (2022b) suggests
there would be more Fe on the eastern limb of the planet. Additionally, War-
denier et al. (2021) found a lack of gaseous iron on the western limb allows for

the signal from Ehrenreich et al. (2020) to be reproduced.

e Wavelength 2, HyO: Given that the dayside is hot enough to thermally disasso-
ciate water, which is accounted for in the radiative transfer, the abundance of
water between the morning and evening terminators differs by roughly 3 orders
of magnitude for the 0 G model, but less than one order of magnitude for the

other models.

e Wavelength 3, CO: Given the extremely strong triple bond of this molecule,
even UHJ atmospheres will not dissociate this species (Parmentier et al., 2018;
Savel et al., 2023). Additionally, the night side is warm enough such that CO is
not expected to convert into methane. Thus, its global distribution is essentially

uniform the planet.

!Notably, these models were ran without active clouds, so Fe condensation is applied in the
radiative transfer post-processing.
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5.5 Results

We begin our analysis by first searching for differences in the spectra by eye. In
Figure 5.3 we show the calculated transmission spectra at mid-transit (phase=0) for
all three models from a subset of wavelength range 3 (2.3-2.35 yum) for versions of the
spectra calculated with and without Doppler effects from winds and rotation. The
spectra without Doppler effects are difficult to differentiate by eye as the differences
between the spectra are on order of 0.5%, but these small differences are a result
of differing temperature structures between the models. We more clearly see the
differences between the models in the broadened spectra, as these models have unique
upper atmosphere wind structures due to the different types of drag applied to each
model.

Because WASP-76b rotates significantly during transit, its spectra will vary as
different parts of the atmosphere come into view (Gandhi et al., 2022; Wardenier
et al., 2022). In Figure 5.4, we show transmission spectra produced from the 3 G
model, where Doppler shifts and stellar limb darkening have been applied. Since the
spectra are evenly spaced in phase from mid-transit (phase=0), the spectra appear
in “pairs” where spectra sharing the same absolute offset from transit have similar
continuum levels. These pairs are not identical though; differences in line center (due
to differing wind patterns) and absorption strength (due to differing temperature
structure) exist. It is also noticeable that during the second half of transit, lines
become more blueshifted as the more spatially extended side of the planet increasingly
dominates the back-illuminated part of the planet’s atmosphere. Similar trends were
found in Savel et al. (2022b) and Wardenier et al. (2021), in line with the trend
presented in Ehrenreich et al. (2020). Thus, the 3D geometry of the model is making
a noticeable difference in the resulting high resolution transmission spectra.

A tool often used in high-resolution spectral analysis is that of cross-correlation

between the data and a template spectrum (in velocity space), which we can use to
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Figure 5.3 Mid transit (phase=0) spectra from our three models. The solid lines show
spectra that have been shaped by Doppler shifts due to winds and rotation while the
dotted curves do not have this influence. Vertical offsets have been added for clarity.
Differences between the spectral features are due to the different temperature and
wind patterns of the models. All three models have similar vertical temperature
structures, and so the spectra without Doppler effects are only very subtly different,
while the different wind patterns between the models result in noticeable differences
in the resulting spectra.
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Figure 5.4 Simulated high resolution transmission spectra from our 3 G model, with
Doppler effects from winds and rotation, shown at equally spaced times throughout
transit. As expected, mid transit (phase=0) has the strongest absorption since the
maximum amount of light is obscured by the planet’s atmosphere at this phase. The
first and last phases shown here are partial transits, which is why their continuum
values are lower compared to the other spectra shown. We can compare spectra that
are equally spaced in time before and after mid-transit to identify differences due
to east-west asymmetries around the terminator. While the phases nearest to mid-
transit are very similar, those phases further away show larger differences, with the
spectra near the end of transit (where only a portion of the planet is transiting the
host star) showing very sharply blue-shifted lines.
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Figure 5.5 Cross correlation curves for each model throughout transit (with the first
and last points being partial ingress and egress respectively) for wavelength range 1
(1.135-1.355 um). The peak of the cross correlation curve, corresponding to the net
Doppler shift of the spectrum are shown with colored points. These net Doppler shifts
vary with time and differ between models due to the differing circulation patterns.
Notably, for this wavelength range, the 3 G spectrum become less blueshifted for a
time near the end of transit. This is a unique feature of the 3 G model and is a result
of the differing wind structure caused by the active magnetic drag prescription.
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combine the information from all of the lines in a spectrum. If the Doppler-on version
of a spectrum is cross correlated with the corresponding Doppler-off version of the
same spectrum, one can determine the net Doppler shift at that phase by finding the
corresponding velocity of the peak of the cross correlation function, as shown by the
points on the curves in Figure 5.5, calculated for wavelength range 2 (1.135-1.355 um).
Broadly, our models show a changing net Doppler shift becoming more blueshifted
with time, due to the increasing contribution from the more extended, hotter eastern
limb, whose motions from winds and rotation are oriented toward the observer during
transit. Interestingly, the 3 G models are an exception to this for a short time after
mid-transit where the net Doppler shift becomes less blueshifted for a brief time before
becoming more blueshifted by the end of transit. It is also relevant to note that of
all the cross-correlation curves presented in this Figure, the 3 G curves are the most
broadened and least peaked, particularly near mid transit. The broadness of these
curves can be attributed to the dual existence of strong blueshifted and redshifted
winds in the upper atmosphere.

Figure 5.6 shows the net Doppler shifts for all the models considered in this work
at each wavelength range. Each model exhibits unique trends but overall, the spectra
become more blueshifted throughout transit. The Uniform drag model consistently
shows the strongest blueshifts at each phase examined. Similarly, the 0 G model
wavelength becomes more blueshifted throughout transit for each wavelength range.
The 3 G model shows interesting structure in each wavelength regime, with the spectra
covering the near-IR becoming slightly less blueshifted right after mid-transit.

The differences in these net Doppler shifts between models can be attributed to
a variety of physical effects. First, the underlying velocity structure of the upper
atmosphere differs between each model. For example, in Beltz et al. (2022b), we
saw significantly different dayside wind structures for the active drag model, with

the dayside winds traveling up and over the poles in the North-South direction. The
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Figure 5.6 Net Doppler shifts for the simulated spectra from each model, over the
three wavelength regimes considered, as well as the data from Ehrenreich et al. (2020).
Overall, the net behavior shows the spectra becoming more blueshifted as transit
proceeds. However, the 3 G active drag model shows some deviations from this
shortly after mid-transit, but only when water is the dominant absorber within the
wavelength range considered. When iron is the dominant absorber, we see instead
that the starting net redshift persists longer into transit, before switching to a net
blueshift. Both of these behaviors are unique to the 3 G model, distinguishing it from
the 0 G or Uniform drag models.
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influence of these differing flow patterns can be seen in Figure 5.2. Additionally,
differences in relative scale heights due to atmospheric temperature differences will
affect the net Doppler shifts ( Wardenier et al., 2022; Savel et al., 2023). Figure 5.1
shows this, with the hottest atmospheric regions having the largest vertical extent.

The spatial extent of the dominant opacity source (determined by the wavelength)
will influence the net Doppler shift (Savel et al., 2022b). We can start by examining
the wavelength range containing CO, as this species is fairly uniform in abundance
around the planet. The 0 G and Uniform drag models show similar behavior for this
wavelength range, but with the Uniform drag having the strongest net blueshift. We
can attribute this to the weakness of the redshifted region on the western limb, which
is stronger for both of the other models. For the 3 G case, we see that the net Doppler
shift is roughly constant, aside from the first and last phases calculated. This means
that although more blueshifted regions are coming into view during transit, this effect
is roughly equaled out by the redshifted winds on the western limb and the different
scale heights associated with each limb.

Water on the other hand is certainly not uniformly distributed around the planet.
This is most easily seen in the case of the wavelength range 2 for the 3 G model,
which actually becomes less blueshifted with time for part of egress. Water will dis-
sociate in hot temperatures, so it is less abundant in blueshifted limb. However, as
transit progresses, we see a water-depleted blue limb and a relatively water-rich red
limb, resulting in a brief period during transit where the spectra becomes more red-
shifted. Since this effect is not seen to the same degree in the other two wavelength
ranges tested, one can infer the feature is influenced by the dominant absorber, wa-
ter. Although temperature inhomogeneities between the limbs exist for all models
presented, the 3 G model has the strongest day-night temperature contrast and most
dominant red-shifted atmospheric winds. This particular combination of atmospheric

structures results in the behavior seen in Figure 5.6. Neither the Uniform or 0 G
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models show this behavior, indicating that these net Doppler shifts may be a way of
testing approrimations of active drag.

Fe abundance is slightly more temperature dependent than CO, but not nearly
to the same level as water. While water abundances can very by over 6 orders of
magnitude from the dayside to the nightside of this planet, Fe abundances only change
by less than a single order of magnitude, and is slightly more abundance in the cooler
regions of the planet.

For wavelength range 1 where Fe is the dominant opacity source, , we can also
make a direct comparison to the Doppler shifts measured in Ehrenreich et al. (2020).
Although the data displays stronger magnitudes of blueshifted values than our mod-
els predict, the magnitude of this shift can be altered strongly by small changes in
orbital parameters (Savel et al., 2022b), leading us to instead focus on comparing
the velocity trends with orbital phase between the models and the data. The 3 G
model does the best job of reproducing the trend found in the data. Both experi-
ence a strong negative slope in Doppler shift shortly before mid transit and roughly
constant Doppler shifts throughout the rest of transit. The Uniform and 0 G model
have a roughly constant slope which does not match the data as well. Thus, out of
the different drag prescriptions tested, our active drag model best matched the trend
presented in Ehrenreich et al. (2020). Notably, other GCM work has struggled to re-
produce this trend—particularly the“bottoming out” or “kink” behavior that occurs
after mid transit. Wardenier et al. (2021) removed iron from the leading limb of their
atmosphere to reproduce this “kink” while Savel et al. (2022b) used optically thick
clouds and a slight non-zero eccentricity to best fit the data. However, the models
from these two works also incorporated uniform drag in their atmospheres. Thus, this
interesting behavior in the Ehrenreich et al. (2020) dataset may be a result of some
combination of magnetic effects, clouds, or Fe condensation, however we refrain from

making more detailed predictions until a model with both of these effects in concert
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is presented, which we leave for future work.

5.6 Discussion

While we have presented particular features in transmission spectra of UHJs that
could be used to assess drag mechanisms within the planet’s atmosphere, it is impor-
tant to recognize the necessary limitations of our modeling and any potential impact
this could have on our results.

One caveat to this work is that due to numerical stability purposes, the top bound-
ary of our model is ~ 107° bars. Compared to emission observations, transmission
spectra probe a higher region of the atmosphere, potentially at lower pressure values
than what is contained in our model. These regions are less dense with potentially
stronger wind speeds. This upper boundary could be contributing to why our net
Doppler shifts are not as large in value as those reported in Ehrenreich et al. (2020),
although other GCMs similarly struggle to produce such large shifts ( Wardenier et al.,
2021; Savel et al., 2022b, despite these GCMs covering nearly 2 orders of magnitude
more in pressure space).

Additionally, the GCMs studied in this work use a double-gray radiative transfer
scheme instead of a more complex picket-fence or correlated-k method. A downside
of the double-gray method is that it results in more isothermal upper atmospheres
than the other radiative transfer schemes mentioned (Lee et al., 2021). This effect is
minimized on transmission spectra, which is less sensitive to temperature structure
than emission spectra. We also note we chose only one set of infrared and optical
coefficients (chosen to most closely match observations presented in Fu et al., 2021).
Different choices in these coefficients would lead to slightly different temperature pro-
files, but this exploration is beyond the scope of this work. Future work will compare
the impact of using spectra generated from double gray and picket fence GCMs to de-

termine how robust the patterns identified here are along different radiative transfer
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schemes and planet parameters.

A physical process absent from these models are clouds. Clouds should reduce the
depth of spectral features and flatten the resulting spectra. Additionally, clouds could
potentially sculpt the Doppler fields calculated by blocking out particular regions and
create the "bottoming out” trend seen after mid transit in Ehrenreich et al. (2020),
as discussed in Savel et al. (2022b). For a planet of this temperature, one could
potentially find some clouds in the nightside upper latitudes (Roman et al., 2021), so
we may initially not expect them to have any strong signatures in the transmission
spectra. However, those cloudy models were run in the absence of magnetic effects;
when the advection of hot gas to the nightside is reduced, we may expect a colder
nightside and therefore more cloud formation. Additionally, work from Helling et al.
(2021) suggests that cloud opacity at the morning terminator and ionic or atomic
opacity sources at the evening terminator may influence the resulting transmission
spectra for UHJs. However, we leave the interplay between magnetic drag and cloud
physics for later work.

Our active magnetic drag 3 G model also makes simplifying assumptions regarding
the magnetic field of the planet. (For a detailed explanation of model assumptions,
see Beltz et al., 2022b). The most relevant of these assumptions to this work is that
any magnetic field induced in the atmosphere is smaller than the global magnetic
field. Mathematically, this results in our prescription being most effective when the
magnetic Reynolds number, R,,, is < 1. This holds true for the vast majority of
the planet’s atmosphere, but there is a small region in the dayside upper atmosphere
where the values of R,, reach unity or slightly above. However, given that the dayside
is never fully in view during transit, this small region of the atmosphere is likely not
very influential in the transmission spectra presented here, but would only influence

them secondarily through any change in the day-night circulation.
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5.6.1 Combining Observations for Detecting Magnetic Effects

In this work, we have identified trends in high resolution transmission spectroscopy
of planets in the magnetic circulation regime. We perhaps see this trend in the
FEhrenreich et al. (2020) data, but to more reliably convince ourselves that this planet
(or any other planet) is operating within the magnetic circulation regime, we can
combine this trend with others described in Beltz et al. (2022b) and Beltz et al.
(2022a), therefore allowing our conclusion to become more robust. Combining three
independent observations (phase curves, high resolution emission, and high resolution
transmission spectroscopy) offers a chance to more conclusively identify planets that

are strongly influenced by magnetic effects. We summarize these trends below:

e High Resolution Transmission Spectra: In this work, we found that for mag-
netically active models, the net Doppler shift showed less overall blueshifting
throughout transit and, depending on the wavelength, could become more red-
shifted during parts of transit. Neither behavior was shown by the drag free or

uniform drag models.

e High Resolution Emission Spectra: The magnetic circulation regime influences
the net Doppler shift as a function of phase, especially around secondary eclipse
for high resolution emission spectra. Our work in Beltz et al. (2022a) found that
our active drag shows a unique trend in net Doppler shift compared to the ones
found in the drag free and uniform models near secondary eclipse (see Figure 7

in that paper).

e Phasecurves: Our work in Beltz et al. (2022b) found that increasing our mag-
netic drag strength resulted in a decrease in hotspot offset and an increase in

day-night temperature contrast.

This set of three papers and the trends discussed within can act as roadmap for

finding exoplanet atmospheres influenced by magnetic effects.
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5.7 Conclusion

In this work, we post-processed three different models of the UHJ WASP-76b with
varying forms of magnetic drag treatment to generate high resolution transmission
spectra for three different wavelength regimes. The main results of this work are as

follows:

e 3D effects of both varying temperature and wind structure are present in this
high-resolution transmission spectra and alter the line shape and depth of vari-
ous features, offering an avenue for assessing sources of drag or magnetic effects

within the atmosphere.

e While transmission spectra from all models generally show increasingly blueshifted
net Doppler shifts as transit progresses, the specific patterns and magnitudes de-
pend on the model and wavelength range (and the dominant source of opacity)

considered.

e The 3 G model shows the largest differences in Doppler shifts from the other
models, beginning with the strongest net redshift of any model as well as ac-
tually becoming less blueshifted from phase 0-0.02 for the spectra generated at
1.135-1.355 pm. This is due to the model possessing the strongest redshifted
line of sight velocities during transit, as seen in Figure 5.2, and may provide a

unique way to constrain the role of magnetism within UHJ atmospheres.

e Our 3 G model was best able to match the Doppler shift trends in the data
presented by Ehrenreich et al. (2020) including the “bottoming out” behavior
during the second half of transit, which only appeared in the kinematic MHD

models. Thus, magnetic effects may help explain this particular dataset.

High resolution spectroscopy has opened the door to planetary atmospheric char-

acterization at an unprecedented level, uniquely probing physical processes which
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were previously unobservable. In order to extract the most meaningful, unbiased
conclusions from this data, high complexity atmospheric models and sophisticated
post-processing routines are needed in order to account for 3D gradients in tempera-
ture, winds, and chemical composition. UHJs, due to their favorable signal to noise
ratio, remain the best planetary target for investigating analysis techniques for this
type of data. However, these planets have the largest spatial gradients and, due
to their high temperatures, must have partially ionized atmospheres. It is therefore
necessary to consider how magnetic effects may shape the spectra of these planets
and, in turn, how those spectra can give us insight into the physical states of the

atmospheres.
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CHAPTER VI

Concluding Remarks

“Instruments register only those things they’re designed to register. Space still

contains infinite unknowns”

— Mr. Spock

6.1 Summary

This dissertation set out to explore the questions: “How does the inclusion of
magnetic effects change the modeled atmospheres of UHJs, and what techniques can
be used to find supporting evidence?” In Chapter II I showed for the first time in
the literature that high resolution emission spectra generated from a 3D GCM can
out-perform hundreds of 1D models. Importantly, that work found that the biggest
increase in detection significance came from using a 3D temperature structure. The
inclusion of Doppler shifts and chemistry choices played a secondary role in this
increase of detection. Although this work was focused on a Hot Jupiter, identifying
the multidimensionality of high resolution emission data is important for the later
chapters in this dissertation .

Chapter III presents the first active drag model of an UHJ and introduces the

magnetic circulation regime. In this work, I explored different global magnetic field
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strengths and compared them to uniform drag approaches. Although both approaches
resulted in increased day-night temperature contrast and decreased hotspot offsets,
the active drag approach resulted in a circulation regime that could not be reproduced
by any of the uniform drag models. In addition, the inclusion of the active drag made
our 3 G model the best fit to a published phase curve of the planet.

Chapter IV took the 3 G, 0 G, and strong uniform drag models from Beltz et al.
(2022b), and post-proccessed them with a radiative transfer routine to generate high-
resolution emission spectra throughout the planet’s orbit. This work demonstrated
how much the structure and shape of the spectra changes throughout orbit due to
the different parts of the planet coming into view. At different points, the spectra
showed exclusively emission features (when the hot, temperature-inverted dayside was
dominating), exclusively absorption features (when the night side of the planet was in
view), and both emission and absorption for the same line (at quadratures, where the
dayside and nightside are visible). This 3D nature of the planet also contributes to
the Doppler shift trends that are influenced by winds dictated from different magnetic
prescriptions.

Finally, in Chapter V, the same three models are post-processed to examine their
transmission spectra. Here, three different wavelength ranges were tested, each with
their own dominant opacity source. The differing spatial extent of each species re-
sulted in wavelength dependent Doppler trends, but to 1st order, the main trend
was spectra becoming increasingly blueshifted as transit progressed. The 3 G model
showed the most unique behavior of the three, with the lowest net blueshifts and
wavelengths where the Doppler shifts actually became less blushifted for parts of
transit. This is due to the circulation pattern of the 3 G model, which had some of
the strongest redshifted line of sight velocities. The paper concludes by summarizing
the behaviors of the active drag models presented in this work and those in Beltz

et al. (2022b,a), to paint a broad picture of the magnetic circulation regime.
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6.2 Overarching Themes

This dissertation presents state-of-the-art modeling and post-processing of the
hottest gas giant exoplanets with a particular focus on the role of planetary magnetic
fields in shaping atmospheres and observables. The set of three papers presented
in the past three chapters represents the most in-depth exploration of magnetic field
effects in hot giant gas planets to date. And although the models presented correspond
to specific exoplanets, many of the themes and conclusions can be extrapolated to

hot and ultrahot Jupiters in general. I touch on these broader themes below.

6.2.1 Planets are Multi-Dimensional

It is an uncontroversial opinion that planets are, in fact, three dimensional objects.
However, it is often computationally quicker to calculate thousands of potential 1D
models than to run a single 3D GCM to completion. Running large grids of GCMs is
not yet computationally feasible!, so theorists must consider: which planets and which
observations should 3D effects matter the most? Hot and Ultrahot Jupiters, due to
their tidal synchronization and extreme temperature gradients are the best targets,
in my opinion, for detecting 3D effects. At high resolution, our group has shown
that 3D effects play a role in both high resolution transmission (Flowers et al., 2019)
and emission (Beltz et al., 2021) spectroscopy. Moreover, I showed in Chapter IV
that using the same atmospheric template for the planet’s entire orbit—a psuedo? 1D
approach—can bias the returned Doppler shifts. At low enough resolution however,
many of the 3D effects are washed out, limiting the benefits of applying a 3D model.

So when are 3D approaches most valuable? From the work I've presented here,
high resolution emission spectroscopy (Chapter IV) is a clear choice. To first order,

the dayside spectra and nightside spectra show different feature types—emission and

lemphasis on the yet
2The word pseudo is used here because the template was technically generated from a 3D atmo-
sphere. Assuming this template is valid at all phases is where the bias creeps in
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absorption lines respectively. At quadrature phases, emission and absorption lines for
the same species were both present, just at slightly different Doppler shifts. In the
future, I hope to carry out a project with a mentee to explore more quantitatively
the minimum resolutions necessary to still see these 3D effects in the spectra them-
selves. For high-resolution transmission spectra, the temperature structure of the
upper atmosphere—where transmission spectroscopy probes—varied less from model
to model. Additionally, the significantly smaller phase coverage may make 1D models
more tempting. However, caution should still be used. 1D models are helpful in this
case for detecting particular species, but will be unable to match net Doppler shift
patterns of the spectra. The non-uniform spatial distribution of different species in
combination with complex wind fields were necessary to match the Doppler shifting

trends observed for WASP-76b.

6.2.2 The Magnetic Circulation Regime

Although the first application of our active magnetic drag was by Rauscher and
Menou (2013), it was applied to two hot Jupiters, which would be influenced by the
active drag less than UHJs due to their colder temperatures. Hints of the magnetic
circulation regime can be seen in their HD 209458b model, but the HD 189733b model
was too cold for this regime to manifest.

The magnetic circulation regime first appeared when I applied our kinematic MHD
to the UHJ WASP-76b (Chapter III). This regime is characterized by upper atmo-
sphere dayside flow that moves up and over the poles. This is in contrast to models
that do not take into account magnetic effects which show flow mostly eastward (due
to the equatorial jet) or day to night flow. At some pressures in our active drag mod-
els, the nighstide still showed super-rotational flow that diverged on the dayside. In
all cases, the equatorial jet was weakened, thus reducing or eliminating the hotspot

offset. This combination of circulation changes were only present with our active drag
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and could not be reproduced by uniform drag models.
At this point in time, this circulation regime is theoretical and has not been
confirmed by observation. At the end of Chapter V, I describe a set of observations

that could identify a planet operating in this regime. I briefly summarize them here:

e Phase curves: The active drag models showed that increasing our magnetic
drag strength resulted in a decrease in hotspot offset and an increase in day-

night temperature contrast.

e High Resolution Emission Spectra: The magnetic circulation regime influences
the net Doppler shift as a function of phase, especially around secondary eclipse

for high resolution emission spectra.

e High Resolution Transmission Spectra: For our active drag models, the net
Doppler shift showed less overall blueshifting throughout transit and, depending

on the wavelength, could become more redshifted during parts of transit.

If a planet was found to be exhibiting this behavior, it would be evidence that this
planet’s atmosphere is operating in the magnetic circulation regime. If conclusive, this
would be the first (indirect or direct) detection of an exoplanet’s magnetic field’s effect
on the planet’s atmospheric circulation.® This claim would be highly scrutinized, and
thus multiple independent pieces of evidence would be necessary to convince the
exoplanet community at large.

An additional piece of evidence for planetary magnetic fields would be the discov-
ery of a latitudinally shifted hotspot. Although not currently a feature reproduced
from our kinematic MHD approach, time-varying and latitudinally shifted hotspots
are predicted by non-ideal MHD models (Hindle et al., 2021b). These features are
potentially detectible via the eclipse mapping technique with JWST (Rauscher et al.,
2018).

3Recent work at radio frequencies may have detected evidence of stellar magnetic fields interacting
with exoplanetary fields, see (Turner et al., 2021).
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Eclipse mapping with JWST is still in its infancy, but our models were included
in the first ever eclipse mapping with JWST, from data of the UHJ WASP-18b
(Coulombe et al., 2023). It was found that the active drag 20 G model (without
a hotspot offset) was a better fit to the calculated eclipse map than the 0 G model.
Additionally, the 20 G model did a better job of fitting the longitudinally-averaged
temperature gradient than the 0 G model. The data was additionally compared to
another GCM which used Uniform drag, and the strong drag model was found to be
their best fitting model. This eclipse map thus shows evidence for strong, circulation
altering drag in this planet’s atmosphere. 1 look forward to future work comparing

more GCMs to the excellent data being taken by this telescope.

6.3 Future Work

As I prepare to leave graduate school, I am looking forward to continue my sci-
entific exploration into the depths of magnetism. A variety of updates of varying
complexity can be made to the active magnetic drag routine to allow investigations
of different parameter spaces. One such addition is taking different metallicities into
account when calculating the active drag timescale. More metals mean more potential
ions, thus requiring stronger drag. In theory, a higher metallicity planet at a lower
temperature might experience a similar level of drag as a lower metallicity planet at a
higher temperature, but it is not immediately obvious how their resultant circulation
patterns will look.

Another interesting avenue of investigation would be relaxing the aligned dipole
assumption, potentially following the derivation presented in Batygin and Stanley
(2014). This would be an extensive addition, as under the current approximation,
only the east-west winds are dragged. Allowing the dipole to be tilted means that
drag would need to be applied in the east-west and north-south direction at different

strengths, in order to drag the perpendicular flow correctly. This addition may also
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lead to latitudinally shifted hotspots, which provides another avenue for planetary
magnetic field detection.

Speculating on the future of the field, it is already apparent that JWST data will
shape our understanding of exoplanet atmospheres and formation for the next decade.
As T finish this dissertation, many papers involving the first cycle of observations
have been published, and Cycle 2 notifications have already been posted. Looking
forward even further, ground based ELTs will certainly shape the field. As data
quality increases and resolutions get even higher, 3D effects will only become more

important.
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