
Energy Balance in Planetary Thermospheres: A Focus on Earth and Venus

by

Brandon M. Ponder

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Climate and Space Sciences and Engineering)

in the University of Michigan
2023

Doctoral Committee:

Professor Aaron J. Ridley, Chair
Professor Dennis S. Bernstein
Research Professor Stephen W. Bougher
Associate Professor Shasha Zou



Brandon M. Ponder

bponder@umich.edu

ORCID iD: 0000-0002-0451-8021

© Brandon M. Ponder 2023



ACKNOWLEDGMENTS

I want to express my heartfelt gratitude for the guidance and support I received at the University
of Michigan. While it’s impossible to credit everyone who contributed to my graduate school
experience, I want to specifically address three people:

• Mark Moldwin: I consider myself incredibly fortunate to have worked with you as an un-
dergraduate. Back then I lacked direction, but you did a fantastic job of introducing me to
the world of space science research. Although we did not get the opportunity to directly
collaborate since then, it feels that without your guidance I wouldn’t be here today.

• Steve Bougher: I asked many people for compelling reasons to pursue a career in academia.
Every response left much to be desired until hearing from you. Your passion is infectious
and it almost convinced me to pursue a post doc. Your expertise on Mars and Venus have
been instrumental in helping me build V-GITM and answering the interesting questions at
Venus. It is really hard to imagine our work being as compelling as it is without your help.

• Aaron Ridley: My first encounter with you involved you grilling our undergraduate CanSat
team during the PDR. When I received an offer to do a Ph.D. with you as an advisor, that
experience made me realize that having you as an advisor would be a rewarding challenge.
I anticipated that your expectations would be high and it wouldn’t be easy, but I would
be better off because of it. You did set high expectations and pushed me to dig deeper to
improve my coding skills and understand the fundamental physics. This approach made me
a much better scientist. I must also thank you for the amount of development in the terrestrial
version of GITM. Looking back, if GITM were in a more infantile state, I can only imagine
how much extra work developing V-GITM would have been. Therefore, I want to express
my gratitude for all the work that contributed to my starting point. The countless hours you
have spent reviewing my work, offering insightful feedback, and patiently answering my
questions have not gone unnoticed. Your guidance has defined the quality and success of my
work, and I am forever grateful for your mentorship and the challenge it presented.

• Ankit Goel: As a significant contributor and co-author to the RCMR project, I want to thank
you for your help. At the time, I was a new Ph.D. student and you helped me to integrate a

ii



relatively complex project into simpler, bite-size pieces. We worked on these until the bigger
picture was realized. Thank you for being a critical element in improving GITM.

I also want to extend thanks to Dennis Bernstein, Amanda Brecht, and Dave Pawlowski for tak-
ing the time to read and provide feedback on the papers we have collaborated on. Your insights and
comments have helped to improve the quality of our work significantly and I truly appreciate the
time spent. Once again, thank you for your contributions and for being such fantastic colleagues.
Once again, thanks to each of you for everything. I feel privileged to have had the opportunity
to work with you and learn from you. I will always be grateful for your support, guidance, and
friendship.

iii



TABLE OF CONTENTS

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

CHAPTER

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Rocky Planets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Mercury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Venus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Mars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Exoplanets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Layers of the Atmosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Heating and Cooling Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Relevance to Satellite Missions . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Current State of Available Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 Outstanding Questions and Thesis Objectives . . . . . . . . . . . . . . . . . . . 15
1.7 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Numerical Modeling and General Circulation Models . . . . . . . . . . . . . . . . . . 17

2.1 Finite Difference Approximations . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Extreme Ultraviolet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Photodissociation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3 Solar Near IR and NLTE 15 µm cooling . . . . . . . . . . . . . . . . . . 24
2.2.4 O Cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.5 Thermal Conduction and Eddy Diffusion . . . . . . . . . . . . . . . . . 25
2.2.6 Collisional Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 State Estimation and Measurement Filtering . . . . . . . . . . . . . . . . . . . . 28

iv



2.4.1 Kalman Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Extended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Ensemble Kalman Filtering . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Improving Forecasting Ability of GITM Using Data-driven Model Refinement . . . . 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 The Global Ionosphere Thermosphere Model (GITM) . . . . . . . . . . 34
3.1.2 Thermal Conductivity in the Upper Atmosphere . . . . . . . . . . . . . 35
3.1.3 Manually Debiasing the Thermal Conductivity . . . . . . . . . . . . . . 38

3.2 Retrospective Cost Model Refinement (RCMR) . . . . . . . . . . . . . . . . . . 41
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3.1 Automating the Model Debiasing Process via RCMR . . . . . . . . . . . 43
3.3.2 RCMR with CHAMP and GRACE Satellite Densities . . . . . . . . . . 47
3.3.3 Storm-time Debiasing and Forecasting . . . . . . . . . . . . . . . . . . 51
3.3.4 Debiasing using an Empirical Model . . . . . . . . . . . . . . . . . . . 55

3.4 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5 Open Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 The Venus Global Ionosphere-Thermosphere Model (V-GITM): A Coupled Ther-
mosphere and Ionosphere Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.1 Venus Data Sets used for Comparison in This Work . . . . . . . . . . . . 61
4.1.2 Model Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.3 The Need for a New Venus Model . . . . . . . . . . . . . . . . . . . . . 64

4.2 The Venus Global Ionosphere-Thermosphere Model (V-GITM) . . . . . . . . . . 66
4.2.1 Planetary and Orbit Characteristics . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Neutral Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Ion Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.4 Initial Conditions and Model Domain . . . . . . . . . . . . . . . . . . . 76

4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.1 Thermal Balance and Structure . . . . . . . . . . . . . . . . . . . . . . 77
4.3.2 Neutral Densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.3 Bulk Neutral Winds and Momentum Sources . . . . . . . . . . . . . . . 84
4.3.4 Shock-like Features within V-GITM . . . . . . . . . . . . . . . . . . . . 88
4.3.5 Ionosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Open Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5 The Venus Global Ionosphere-Thermosphere Model (V-GITM) II: Quantifying the
Effect of Energy Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Model Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2.1 Recent Model Improvements . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.2 Other Heating Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

v



5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3.1 Solar Cycle Variations . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.2 Heating Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3.3 Eddy Diffusion Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.3.4 Near IR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.6 Open Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

A Chemistry Reaction Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

vi



LIST OF FIGURES

FIGURE

1.1 Illustrated habitable zones for varying star temperatures, planet size and relative radi-
ation on planet compared to Earth. Adopted from (Harman, 2017). . . . . . . . . . . . 2

1.2 Measured temperature profiles of Earth and Venus. From Taylor and Grinspoon (2009). 6
1.3 Illustration of the solar wind interaction at Venus. The thermal pressure (nkT) of the

ionosphere stands off the magnetic (B2/8π), thermal and dynamic pressure (ρv2) of
the solar wind. Figure reprinted from Luhmann (1986). . . . . . . . . . . . . . . . . . 8

1.4 A simplified diagram of the different parts of the electromagnetic spectrum with rela-
tionship to relative intensity (Lambert and Edwards, 2019). . . . . . . . . . . . . . . . 9

1.5 An illustration of how incoming radiation heats the atmosphere. On the left, incoming
radiation ionizes a neutral particle creating a free ion and electron. A pair of charged
particles undergo a chemical reaction that heat the surrounding environment. . . . . . 10

1.6 Example of energy flow due to thermal conduction. . . . . . . . . . . . . . . . . . . . 11

2.1 The vorticity field in a box of (a) initially stationary fluid. The upper wall then moves
and the simulated vorticity is shown after (b) 5 seconds and (c) 100 seconds. Negative
vorticities correspond to clockwise angular velocities of the fluid. . . . . . . . . . . . 19

2.2 The spectral optical depths of five lines computed in V-GITM at 12 LT. The dashed
black line at 100 indicates where the maximum absorption of radiation occurs. . . . . 23

2.3 Eddy diffusion profiles for the different planets GITM models on ambiguous vertical
domains. The highlighted region is shown to visualize pressure blending of different
eddy diffusion regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 (a) Globally averaged atmosphere constituents and (b) globally averaged temperature
in the thermosphere from GITM on September 26th, 2002. This time period is rep-
resentative of solar max conditions (F10.7 ≈ 180) and is used in some of the tests
performed in later sections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Different species-specific thermal conductivities plotted as a function of temperature
with differing definitions of the suggested parameterization. Top: Pavlov and Schunk
and Nagy parameterized species-specific conductivities. Bottom: Best fit lines for the
Pavlov species-specific curves with the form AiT

s. . . . . . . . . . . . . . . . . . . . 37

vii



3.3 Contours of model errors as a function of thermal conductivity (molecular on x-axis,
atomic on y-axis) for different time periods. The blue and red regions indicate GITM
having mass densities lower and higher than CHAMP observed, respectively. Areas
of white yield results similar mean densities to CHAMP. (a) and (b) are baseline runs
to find suitable thermal conductivity coefficients. The yellow region in (c)-(f) are
thermal conduction values that yield good results for both the reference runs to within
5%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 A five-run sensitivity study for the thermal conductivity exponent, s, which varied
from 0.63 - 0.75. Percent differences between GITM and CHAMP are shown for each
run. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Modified block diagram from Goel et al. (2020) to illustrate the RCMR process. . . . 42
3.6 Top row: Densities along the CHAMP orbit are shown with three different values of

AO2 or s. Raw values are shown as transparent lines, while orbit averaged values are
shown as bold. The error (middle row) and thermal conductivity coefficient (bottom
row) from using simulation data at CHAMP locations at a one minute cadence is
shown in blue for the RCMR assisted run, red for a constant, purposefully-biased,
constant parameterization, and black for a constant parameterization matching the
truth data parameters. The orbit averaged errors are shown with a thicker line of their
corresponding color. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.7 Densities and errors are shown with three different run conditions: (1) the truth data
used as input for RCMR in black, (2) the RCMR run dynamically debiasing GITM
with incorrect solar drivers in blue, and (3) the case where GITM has incorrect solar
drivers and is not implementing RCMR in red. The orbit averaged errors are shown
with a thicker line of their corresponding color. The third subplot shows the thermal
conductivity exponent over time. The bottom subplot shows the corresponding F10.7
used in each run. The blue line corresponding to the F10.7 for the RCMR run is
overlapping with the red line corresponding to the biased run since they were both run
with the same incorrect F10.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.8 The top subplot shows the raw and orbit averaged densities are shown for GITM,
CHAMP and RCMR. In the middle subplot, the errors are plotted over one another
to observe how RCMR compares to a constant thermal conductivity typically used
in GITM. The bottom subplot shows the consequent thermal conductivity exponent
estimated in blue. In red is the constant value used when RCMR was not applied. The
local time of ascending node for CHAMP was 13.4 LT. . . . . . . . . . . . . . . . . . 48

3.9 Same as Figure 3.8, except using GRACE instead of CHAMP. The local time of as-
cending node for GRACE was 21.7 LT. . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.10 Same as Figure 3.8, except for September 2004. The local time of ascending node for
CHAMP was 19.4 LT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.11 Interplanetary magnetic field (IMF), solar wind velocity, hemispheric power and Dst
measurements from August 14th-28th, 2005. In the Dst panel, the green portion indi-
cates the quiet time period before the storm, while the red indicates the active storm
period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

viii



3.12 The densities and errors compared to CHAMP during August 2005 with RCMR on
(blue) and RCMR off in two conditions. One run is with the daily averaged F10.7
values included (orange) and the other is with a constant, incorrect F10.7 of 150 (red).
Both of the non-RCMR runs have the same constant thermal conductivity exponent,
but only one of them is shown. The RCMR run is done with the incorrect F10.7. The
bottom subplot shows the consequent thermal conductivity coefficient estimated. . . . 53

3.13 Similar to the previous figure, but for the August 21st-28th, 2005. RCMR is turned
off so no thermal conductivities are being shown. . . . . . . . . . . . . . . . . . . . . 54

3.14 The densities and errors compared to MSIS at the 400 km altitude sub-solar point
during August 2005 with RCMR on (blue) and RCMR off in two conditions. One
run is with manually calibrated thermal conductivity values included (orange) and
the other is with a constant, biased thermal conductivity exponent of 0.69 (red). The
bottom subplot shows the consequent thermal conductivity coefficient estimated. . . . 56

3.15 Similar to Figure 3.13, but for the MSIS debiased mass densities at CHAMP locations. 57

4.1 Zonal velocity lower boundary condition at 70 km altitude. . . . . . . . . . . . . . . . 71
4.2 Infrared heating efficiency applied to direct absorption of 2.7 and 4.3 µm into CO2. . . 74
4.3 The mass density and neutral temperature as indicated near the equator for different

local times at 165 km (panel (a) and (b)) and 75 km (panel (c) and (d)). . . . . . . . . 77
4.4 V-GITM temperature (left) and neutral winds (right) for a low solar activity simulation

on March 10th, 2009 (F10.7 = 70) after simulating ten Earth days. Longitude-altitude
cross-section taken at 1.0◦N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.5 Temperature contours shown of constant altitude slices at (a) 100.5 km and (b) 160.5
km overlayed with horizontal winds for the same time as in Figure 4.4. A reference
vector wind speed is shown at noon, near the equator, but maximum velocities are 137
m/s and 373 m/s for 100.5 km and 160.5 km, respectively. . . . . . . . . . . . . . . . 79

4.6 Dayside averaged temperature profiles from JCMT, HHSMT, VTS3, VeRa and V-
GITM for the low latitude bins between -30◦ and 30◦ for March 10th, 00 UT, 2009.
One standard deviation are plotted as colored areas for averaged profiles in the same
bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.7 Heating and cooling rates (K/day) by V-GITM at 12 LT and 1◦N for the same time as
shown in Figure 4.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.8 V-GITM altitude profile of neutrals at (a) 12 LST and (b) 0 LST at 1◦N for March
10th 00:00:00 UT, 2009. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.9 Dayside averaged from 30◦S-30◦N and from 7-17 LST density profiles from VeRa,
VTS3 and V-GITM. One standard deviation for V-GITM densities is plotted as a col-
ored area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.10 Depiction of the retrograde super rotating zonal (RSZ) circulation in the lower at-
mosphere of Venus with the subsolar (SS) to antisolar (AS) flow at higher altitudes.
Adapted from (Schubert et al., 2007) . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

ix



4.11 Constant altitude slices of horizontal (arrows) and vertical (contours) winds at 90.5
km (first row), 105.5 km (second row), 125.5 km (third row) and 160.5 km (final
row). From left to right, columns show lower boundary conditions of 0 m/s, -50 m/s
and -100 m/s. Positive vertical wind values correspond to upward motion. Note that
the wind vector length scale changes in each plot, while the vertical wind color scale
does not. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.12 Equator slices of temperatures from 110-170 km on the nightside. From left to right,
the lower boundary condition is (a) 0 m/s, (b) -50 m/s or (c) -100 m/s. . . . . . . . . . 87

4.13 Momentum sources at equator in the zonal (east/west) direction for the -100 m/s base
case at four different local times. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.14 The speed of sound (cs) and Mach number (Ma) and a dimensionless quantity (η) are
shown at 130.5 km for two different horizontal resolutions. In (e) and (f), η describes
flow divergence was computed at all longitudes near the equator. A black, dashed line
showing a threshold of 0.2 is plotted to help distinguish shock locations. . . . . . . . . 89

4.15 Electron densities at the equator with altitude slices showing species-specific ion den-
sities at noon (left) and midnight (right). . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.16 Ion and neutral velocities at 140.5 km. Horizontal velocities for the (a) neutrals and
(b) ions are plotted as arrows with the corresponding vertical velocity plotted as a
contour in the background. A contour line of nO+

2
= 102 cm−3 is plotted in (b). . . . . 91

4.17 Electron density structure at the equator for 2.5 LT for the empirical model from (Theis
and Brace, 1993) and V-GITM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1 An illustration of how incoming radiation heats the atmosphere. On the left, incoming
radiation ionizes a neutral particle creating a free ion and electron. A pair of charged
particles undergo a chemical reaction that heat the surrounding environment. . . . . . 97

5.2 Global average temperature for solar moderate conditions. Each panel shows a com-
parison between the different values in each parameter category which are plotted as
a function of altitude (left column) or pressure (right column). . . . . . . . . . . . . . 102

5.3 Conduction 1 and Conduction 2 CO2 thermal conductivities plotted as a function of
temperature. Two red circles show reference data within the 0 MPa pressure level at
240 K and 300 K from (Huber et al., 2016). . . . . . . . . . . . . . . . . . . . . . . . 103

5.4 F10.7 (solid lines) and F10.7a (dashed lines) for the time periods explored in this work. 104
5.5 Globally averaged mass densities (top), maximum horizontal wind speeds (middle),

and globally averaged temperatures (bottom) for different solar conditions. . . . . . . 105
5.6 12 LST heating and cooling rates for terms for varied terms over run periods shown

in Figure 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.7 Individual heating efficiencies at 12 LST to model exothermic chemistry and pho-

todissociation effects via a single heating efficiency from 0.1-190 nm. . . . . . . . . . 107
5.8 Top panel: Effective heating efficiency at equator to model exothermic heat generation

due to chemistry via FISM from 0.1-190 nm. Bottom panel: Local noon, 1D heating
efficiency profile between 125-170 km. Note: The heating efficiency is reported as
zero when there is no heating at all, such as the night side. . . . . . . . . . . . . . . . 108

5.9 Three V-GITM runs with differing eddy diffusion coefficients (300, 100, 900 in that
order) against (a) SOIR CO measurements (Mahieux et al., 2021) and (b) Pioneer
Venus He measurements (von Zahn et al., 1980). . . . . . . . . . . . . . . . . . . . . 110

x



5.10 Constant altitude slices of horizontal (arrows) and vertical (contours) winds at 90.5
km (first row), 105.5 km (second row), and 160.5 km (final row). From left to right,
columns show eddy diffusion coefficient values of 100 m2/s, 300 m2/s and 900 m2/s.
Positive vertical wind values correspond to upward motion. Note that the wind vector
length scale changes in each plot, while the vertical wind color scale does not change. 110

5.11 Equator slices of temperatures. From left to right, the eddy diffusion coefficient is (a)
100 m2/s, (b) 300 m2/s and (c) 900 m2/s. . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.12 Heating rates comparison from solar near IR methods (a) at noon, (b) near the morning
terminator, and (c) at the morning terminator. . . . . . . . . . . . . . . . . . . . . . . 113

5.13 Limaye et al. (2017) and V-GITM data averaged between (a) 5-7 LT and (b) 19-5 LT
and from 30◦S to 30◦N latitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.14 Net heating between near IR and NLTE cooling, pressure, and temperatures are shown
for three different configurations of near IR. Subplots (a)-(d) correspond to 12 LST,
(e)-(h) correspond to 6 LT, and (i)-(l) correspond to 24 LT. The temperature is shown
as a function of altitude (c, g, k) and pressure (d, h, l). . . . . . . . . . . . . . . . . . 115

xi



LIST OF TABLES

TABLE

1.1 A comparison of some commonly asked planet-specific quantities. Max thermosphere
temperatures are approximations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 An overview of the different sets of equations applied to the versions of GITM. . . . . 21

3.1 The variety of inputs to thermal conductivity coefficients. Multiply A(i) by 10−4 to
yield Jm−1s−1K−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Range of F10.7 (solar flux units) values during the different time periods. . . . . . . . 39
3.3 Information on the altitude and orbit inclination during the two test periods. . . . . . . 47
3.4 Statistical analysis on orbit-averaged data from t0 for each run in Figure 3.13. The

first two are dimensionless quantities. TD is the time difference between storm peak
as seen from data and from the model computed in hours. The mean average error
(MAE) has units of kg/m3. The normalized root mean square error (NRMSE) is shown
as a percentage. The prediction efficiency (PE) is also a non-dimensional statistic.
The columns are separated by run-type the first three columns being associated with
debiasing with CHAMP data and the final three columns are associated with debiasing
with MSIS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.1 Four physics-based Venus models side-by-side comparing model characteristics and
physics parameterizations. Adapted from Martinez et al. (2021). . . . . . . . . . . . . 65

4.2 Planetary constants used for M-GITM and V-GITM. In the case of the final two con-
stants related to orbit characteristics, these values come from Bannister (2001) that
have compiled tables from NASA JPL’s website (http://ssd.jpl.nasa.gov/). Bolded
ion/neutral species are advected in the model. 1Venus’ true axial tilt is around 3◦,
flipped for retrograde rotation. 0◦ is used as an approximation until the retrograde
rotation is added. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3 Photolysis and neutral bimolecular chemistry reactions with their corresponding re-
action rates and exothermicity in V-GITM. Reaction rates are adopted from (Fox and
Sung, 2001). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.4 Electron recombination and termolecular neutral chemistry reaction rates and exother-
micity in V-GITM. Reaction rates are adopted from (Fox and Sung, 2001). . . . . . . 69

4.5 Notable density peak locations and number densities from V-GITM (see Figure 4.8)
with a comparison against measurements or model-predicted results. . . . . . . . . . . 82

5.1 Parameters in V-GITM that have an effect on the thermospheric temperature along
with the values used for this study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

xii



LIST OF ACRONYMS

CFL Courant-Friedrichs-Lewy

CHAMP Challenging Minisatellite Payload

DAVINCI Deep Atmosphere Venus Investigation of Noble gases, Chemistry, and Imaging

EDC eddy diffusion coefficient

EKF Extended Kalman Filter

EnKF Ensemble Kalman Filter

FISM Flare Irradiance Spectral Model

GCM General Circulation Model

GITM Global Ionosphere Thermosphere Model

GRACE Gravity Recovery and Climate Experiment

HHSMT Heinrich Hertz Sub-Millimeter Radio Telescope

IR infrared

JCMT James Clark Maxwell Telescope

JWST James Webb Space Telescope

LEO Low Earth Orbit

LT local time

LMD Laboratoire de Météorologie Dynamique
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ABSTRACT

The goal of this dissertation is to help understand how the energy balance at Venus, Earth and Mars
create the different planetary atmospheres that are observed today. This is started by using an ex-
isting ionosphere-thermosphere model developed for Earth, the Global Ionosphere Thermosphere
Model (GITM) and branching this model off to create a version for Venus. Throughout the use of
GITM and development of the Venus Global Ionosphere Thermosphere Model (V-GITM), there
has been an improved understanding of the physics that go into each atmosphere.

At the beginning of this thesis, it is understood that physics-based models attempt to predict
densities at Earth to assist in orbit propagation. These models have a great deal of uncertainty,
including model biases and model misrepresentation of the atmospheric response to energy input.
These may stem from inaccurate approximations of terms in the Navier-Stokes equations, unmod-
eled physics, incorrect boundary conditions, or incorrect parameterizations. This work shows the
effectiveness of using the retrospective cost model refinement (RCMR) technique at removing
model bias caused by various sources within GITM. Numerical experiments, Challenging Min-
isatellite Payload (CHAMP) and Gravity Recovery and Climate Experiment (GRACE) data during
real events are used to show that RCMR can compensate for model bias caused by both inaccurate
parameterizations and drivers. RCMR is used to show that eliminating model bias before a storm
allows for more accurate predictions throughout the storm.

Secondly, Venus Global Ionosphere Thermosphere Model (V-GITM) is introduced which in-
corporates the terrestrial GITM framework with Venus-specific parameters, ion-neutral chemistry,
and radiative processes in order to simulate some of the observable features regarding the temper-
atures, composition, and dynamical structure of the Venus atmosphere from 70 km to 170 km. At-
mospheric processes are included based upon formulations used in previous Venus GCMs, several
augmentations exist, such as improved horizontal and vertical momentum equations and tracking
exothermic chemistry. Explicitly solving the momentum equations allows for the exploration of its
dynamical effects on the day-night structure. In addition, V-GITM’s use of exothermic chemistry
instead of a strong heating efficiency accounts for the heating due to the solar EUV while producing
comparable temperatures to empirical models. V-GITM neutral temperatures and neutral-ion den-
sities are compared to upper atmosphere measurements obtained from Pioneer Venus and Venus
Express. V-GITM demonstrates asymmetric horizontal wind velocities through the cloud tops to

xv



the middle thermosphere and explains the mechanisms for sustaining the wind structure. In ad-
dition, V-GITM produces reasonable dayside ion densities and shows that the neutral winds can
carry the ions to the nightside via an experiment advecting O+

2 .
However, the results produced by V-GITM contained uncertainties stemming from the treatment

of the internal physics and parameterizations. Recognizing that the model drivers have imperfec-
tions gives an opportunity to vary these terms and evaluate the response. In this study, the Venus
Global Ionosphere–Thermosphere Model (V-GITM) modifies the implementations of the solar
EUV, solar near IR, eddy diffusion, radiative cooling in the lower thermosphere, and thermal con-
duction to determine the impact on globally averaged temperatures. It is found that among these,
uncertainty in the eddy diffusion coefficient and solar EUV most strongly translate to uncertainty
in the temperature and density results. In addition, variations in the eddy diffusion coefficient are
shown to result in significant uncertainty in the thermospheric composition and height of Venus’
transition zone.

Overall, this thesis has highlighted some of the outstanding questions in Earth and Venus ther-
mospheres and have answered them through exhaustive comparisons of GITM simulations with
different remote observations and empirical models, while laying out a framework for the newly
developed V-GITM model.
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CHAPTER 1

Introduction

Earth’s neighbors have garnered large amounts of interest for space and climate scientists for nearly
60 years. In the early 1960s, Mariner 2 performed a flyby around Venus and Venera 7 was the first
satellite to land on any other planet. The early attention towards Venus was diverted once it was
hypothesized that Mars had surface water. Since then, the vast majority of planetary satellite
missions have been dedicated to Venus and Mars research. Aside from the close proximity, there
are solid foundations for why Venus and Mars are so interesting to scientists.

Venus, Earth and Mars are all planets that fit inside of or very near the habitable zone of our
very average-sized, class G star. While Earth is a habitable planet, the parameters that make it
habitable are still largely uncertain to scientists. One factor to consider is the distance from the
host star. The star-to-planet distance controls just how much irradiance, or radiant energy, the
planet receives from the host star. This incoming energy is arguably one of the most important
factors in determining a planet’s surface temperature, pressure and ability to sustain water. The
problem is not as simple as postulating that the Earth-Sun distance as the habitable zone though,
because not all stars are created equal. As seen in Figure 1.1, stars vary in temperature and size,
therefore increasing the complexity of gauging how far from a star is the right distance. In many
instances, solar systems will have two stars, making this even more convoluted.

Larger and warmer stars than the Sun emit more radiation which drives warmer planetary tem-
peratures. In order to compensate for this, Earth-like planets need to orbit its star further away
than 1 AU (the current Earth-Sun distance) in order to receive the same amount of radiation. The
inverse is true for smaller or colder stars. Figure 1.1 shows that Venus receives nearly double the
radiation as Earth putting it outside the habitable zone. For a colder star, Venus could be a better
candidate for habitability than Earth.

The most buzzworthy factor for planet habitability is water. Aside from human dependence,
water is a great indicator of habitable conditions. In order to sustain liquid water, the planet must
have the correct temperature, a substantial atmosphere and minimal atmospheric loss. The latter
is a process that is believed to have driven climate change on Mars (Jakosky et al., 2018). At the
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Figure 1.1: Illustrated habitable zones for varying star temperatures, planet size and relative radia-
tion on planet compared to Earth. Adopted from (Harman, 2017).

edge of space, light chemical species like atomic hydrogen and oxygen are susceptible to being
lost to space. These light particles gather at the border of a planet’s atmosphere because of a
process known as molecular diffusion. This process is very similar to the separation of oil and
water in a glass. When left undisturbed, the water and oil separate with the heavier fluid on the
bottom. The edge of space is similar to the undisturbed glass where the lower atmosphere is more
like a constantly stirred mixture. In cases where the thermal energy of hydrogen, oxygen or other
light elements has enough vertical velocity, they can overcome a planet’s gravitational pull, which
would ordinarily keep the particle tied to the atmosphere. Non-thermal escape of oxygen and Jeans
escape of hydrogen are known to dominate at Mars during the present epoch (Lillis et al., 2015).
Being constituents of H2O, hydrogen and oxygen loss is a critical metric for evaluating a planet’s
ability to sustain water. It’s already estimated that Earth will lose its surface water in roughly one
billion years (the Earth is already roughly 4.5 billion years old) (Kasting, 1988) (Guinan and Ribas,
2002).
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1.1 Rocky Planets

1.1.1 Mercury

Mercury is the closest planet to the Sun and has nearly no planetary atmosphere. Mercury has a
radius of around 2440 km (1516 mi) with a mass that’s 1/20th that of Earth. Newton’s Law of
Universal Gravitation explains that mass is one of the defining features of the strength of a planet’s
gravitation pull, which helps keep atmosphere bound to the planet. Consequently, Mercury’s low
surface gravity is the primary reason Mercury cannot maintain an atmosphere. Being so close
to the Sun also lends itself to being a very hot planet with dayside temperatures at 700 Kelvin
(800◦F). Although Mercury is very hot on the sun-facing side of the planet, without an atmosphere
it is difficult to prevent heat from escaping to space and consequently has cold night temperatures
of 93 K (-290◦F).

A liquid, electrically charged, and rotating core generates a dipole magnetic field for Mercury.
The magnetic field strength is ∼ 1% of Earth’s magnetic field (Philpott et al., 2014). Similar
to Earth, the magnetic field has an interaction with a supersonic solar wind. The balance of the
magnetic pressure and solar wind dynamic pressure match near 1000-2000 km above the surface
of Mercury, creating a magnetosphere (Slavin et al., 2007).

1.1.2 Venus

The second planet in the solar system, Venus, is actually the hottest with surface temperatures up
to 755 K (900◦F). Venus is often called Earth’s twin because these planets are neighbors, the radius
of the planets are within ±5%, the masses are within ±20%, and the surface gravity is 8.87 m/s2

(Earth’s is 9.81 m/s2).
Twin is a very simple term because there are significant differences that contribute to outcomes

in habitability. In regards to the orbital properties, Venus rotates around the Sun between 224-
225 Earth days. This is noticeably different than the 365 days we experience on Earth, but more
irregular is the experience of a Venus ”day”. Venus rotates very slowly and nearly upright with only
2.6◦ of obliquity. The rotation is in a clock-wise direction (Earth rotates counter-clockwise) around
its axis once every 243 Earth days (compared Earth’s 24 hours). Due to the slow rotation around its
axis and around the Sun, Venus experiences two day/night cycles during one trip around the Sun.
Unlike Earth, Venus does not have a moon orbiting around the planet nor does it have a magnetic
field. Venus does maintain a thick atmosphere primarily composed of CO2 and has a surface
pressure nearly 90 times larger than Earth’s surface pressure. CO2 is an excellent greenhouse gas
and is the reason Venus is the hottest planet in our solar system.
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1.1.3 Mars

Mars is a cold planet with maximum surface temperatures around 293 K (68◦F). It has a weak
magnetic field sparsely scattered around the planet that extends just above the crust. Mars has a
more recognizable rotation around its axis once every 24.6 hours. Being further from the Sun,
Mars has a much longer yearly cycle of 687 Earth days.

Similar to Venus, Mars is primarily composed of CO2. It’s surface pressure is very small at
roughly 0.5% that of Earth and 0.007% of Venus. This is because Mars’ surface gravity is only
37% of Earth’s which has lead to large amounts of its atmosphere escaping to space. Despite the
atmosphere being so thin, Mars sustains water in the form of ice near the poles. Liquid water was
believed to be in rivers and streams on Mars billions of years ago leading to speculation that Mars
was warmer and had a more sizeable atmosphere to prevent evaporation of water.

Unlike the other rocky planets, Mars experiences dust storms capable of covering the entire
planet every few years (Pang and Hord, 1973). A dust storm occurs when very fine dust particles
are swept into the air by moderately fast winds. The smaller gravity and pressure on Mars allow
the dust to be transported higher into the atmosphere and over longer distances before settling in
a new location (Clancy et al., 2010). The dust is capable of reflecting solar radiation, which has
implications for the local heating that occurs in areas with high densities of dust. This is important
because the local heating effects dictate the local temperature, wind speeds, and onset of new dust
storms.

1.1.4 Exoplanets

An exoplanet is any body outside of our solar system that has a few characteristics. It must (a)
orbit a star; (b) have a strong enough gravitational pull to make it’s shape relatively spherical; and
(c) have a large enough gravitational pull that it has cleared away any other objects of a similar
size near its orbit around the star. Exoplanets are important because they offer us the possibility of
discovering extraterrestrial life, provide insight into planetary formation and evolution, and expand
our knowledge of the Universe.

Currently, there is so much unknown about exoplanets simply due to the fact that they are
so far away and that makes obtaining direct measurements impossible. For this reason, every
advancement in our understanding of exoplanets is a big step forward. Major space organizations
(NASA, ESA, and CSA) recognized this and funded the James Webb Space Telescope (JWST).
It was launched to expand our understanding of the universe and to answer some of the most
fundamental questions in astronomy and astrobiology. It was designed to be the successor to the
Hubble Space Telescope and is set to be one of the most powerful space telescopes ever built.
One of the key objectives of the JWST is to observe the formation of stars and planetary systems,
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including the study of exoplanets and the potential for life beyond our solar system.
The Transiting Exoplanet Survey Satellite (TESS) instrument aboard JWST is able to observe

transiting exoplanets. Transits occur when a body crosses through the radiation emitted from the
stellar body causing a dip in the measured luminosity. Larger volume exoplanets and exoplanets
that orbit closer to their star will be easiest to observe using this method. If observing transiting
planets in the Milky Way, this would correspond to the inner rocky planets and Jupiter, which is
a good start since this would include the one habitable planet, Earth and two very highly studied
planets Venus and Mars. Earth, Venus and Mars are near or inside of the habitable zone but have
some obvious, and also unexpected differences. These planets are useful to study to improve
our understanding of exoplanets. Defining what atmospheric parameters determine habitability
and understanding the physics that drive different atmospheric properties help us determine the
habitability of exoplanets. As such, prototypes for exoplanet studies that are popular today focus
on Venus, Mars and Earth. In the next section, some of the layers of the atmosphere are discussed
and how they may differ from planet to planet.

1.2 Layers of the Atmosphere

Planetary atmospheres are typically partitioned into layers with differing temperature gradients.
Nearest to a planet’s surface is the troposphere. In this region, it is where the bulk of the atmo-
sphere’s mass is located. This is due to the impact of gravity. Atmospheric weather, like a hurricane
on Earth or a dust storm on Mars, typically occurs in the troposphere. In Venus’ troposphere, there
is a unique wind pattern that circulates around the planet. A few kilometers above the planet’s
surface, the winds are faster than the planet’s rotation speed around its axis. The temperature
decreases with altitude up to the point where other heating processes take over, indicated by the
temperature remaining relatively constant or increasing with altitude.

Above the troposphere, temperatures behave differently than before. At Earth, temperatures
begin to increase with altitude and is the signature of the stratosphere. Earth’s stratosphere is where
the ozone layer (O3) exists. Ozone is known for protecting humans by significantly reducing the
amount of the Sun’s Ultraviolet (UV) light that reaches the planet’s surface. Ozone absorbs the
Sun’s UV radiation, heating the atmosphere layer driving an increase in temperature with altitude
in Earth’s stratosphere. On Venus, there is no equivalent of an ozone layer to heat the atmosphere,
which explains the difference in the temperature structure shown in Figure 1.2 between 102 and
100 millibars.

Above the stratosphere, temperatures start to cool again with increasing altitudes up to a local
minimum due to a lack of absorption of solar radiation. This region is known as the mesosphere
and has 1000 times less air pressure than the sea level at Earth. Earth’s mesosphere is difficult to
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Figure 1.2: Measured temperature profiles of Earth and Venus. From Taylor and Grinspoon (2009).

study because the air pressure is low enough that aircraft cannot fly in this region, but has a large
enough atmosphere that the drag effects on satellites are too large making it impossible to maintain
an orbit. On the other hand, Venus’ mesosphere has air pressures comparable to that of habitable
regions on Earth. This could be useful for a self-powered aircraft to sustain flight for scientific
measurements or a floating colony like a dirigible.

The thermosphere is further above where temperatures increase with altitude up to where the
atmosphere becomes isothermal. Similar to the stratosphere, the main heating source in this region
is radiation from the Sun in extreme UV. In the Earth’s thermosphere, the atmosphere is thin
enough that the drag effects become manageable to sustain orbital flight. Temperatures in the
thermosphere vary greatly from Venus to Earth. Earth’s thermosphere is very hot (∼1000 K)
compared to its surface temperature (∼273 K). Despite being closer to the Sun and receiving much
larger amounts of solar radiation, Venus’ thermosphere maximum temperature (see Table 1.1) is
quite cold in comparison to (1) Earth’s surface temperature and (2) Venus’ surface temperature.
This is due to the differing heating and cooling mechanisms at each planet.

Venus Earth
Sun-Planet Distance (AU) 0.72 1.0
Surface Temperature (K) 740 273
Thermosphere Temperature (K) 300 1000
Surface Gravity (m/s2) 8.87 9.81

Table 1.1: A comparison of some commonly asked planet-specific quantities. Max thermosphere
temperatures are approximations.
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Overlapping in the thermosphere is the ionosphere, where charged particles (ionized plasma)
are created and sustained. The ionosphere and thermosphere typically are in the same region
because both regions are created from the incoming solar EUV. Ions are primarily created when
the energy of a photon is larger than the ionization threshold of a neutral particle or molecule and
an electron is freed. For many of the chemical species found in our solar system’s planets, this
ionization threshold happens in or around the EUV part of the solar spectrum. Further above the
thermosphere/ionosphere may exist a magnetosphere.

A continuous stream of charged particles, primarily composed of protons and electrons, are
ejected from the upper atmosphere of the Sun to fill the interplanetary medium. This phenomena
is referred to as the solar wind. The solar wind originates from the Sun’s outermost layer, called
the corona, which is an extremely hot and ionized region of plasma. Due to the high temperature
and intense magnetic activity within the corona, particles gain enough energy to escape the Sun’s
gravitational pull and are propelled outward into space. The solar wind carries a variety of proper-
ties, including its speed, density and magnetic field strength. Typical speeds of the solar wind vary
from around 300-800 km/s, but can be even higher during periods of increased solar activity.

The solar wind plays a crucial role in shaping and influencing the space environment in a plane-
tary system and a around the parent star. When the stellar wind encounters a planet with a magnetic
field, it interacts with it, causing a complex morphology of the solar wind’s and planet’s magnetic
fields. This stand-off boundary is commonly referred to as the magnetopause and is the upper
boundary of the magnetosphere. The interaction between the Sun (or any other stellar body) and
a planet’s magnetic field are the driver behind space weather. The solar wind and consequent
effects are responsible for aurora, but also affect satellites, spacecraft and power grids on Earth,
particularly during intense solar storms. Studying the solar wind and its behavior is essential for
understanding the Sun’s behavior, predicting space weather and ensuring the safety of technologi-
cal systems that rely on space-based assets.

Venus does not have an intrinsic magnetic field and therefore not a traditional magnetosphere,
but rather has an induced magnetosphere. An induced magnetosphere describes planetary region
of space protected from the solar wind due to deflection of the solar wind because of the planet’s
ionospheric currents as illustrated in Figure 1.3. Instead of the intrinsic magnetic field causing
the deflection of the magnetic field in the solar wind which usually extends at altitudes above an
ionosphere, the induced magnetosphere is a lower altitudes because the magnetosphere extends
up to the ionosphere (Spreiter et al., 1970). For reference, the Earth’s magnetosphere extends
up to roughly 10 Earth radii, Venus’ induced magnetosphere extends up to 500 km, and Mars’
magnetosphere goes up to 155-170 km (Arridge, 2020).
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Figure 1.3: Illustration of the solar wind interaction at Venus. The thermal pressure (nkT) of the
ionosphere stands off the magnetic (B2/8π), thermal and dynamic pressure (ρv2) of the solar wind.
Figure reprinted from Luhmann (1986).

1.3 Heating and Cooling Mechanisms

Thermospheres are typically named to reflect a hot region of the upper atmosphere. At Earth,
this is true because the thermosphere is a very hot compared to the ground temperatures or to the
layers below. At Venus or Mars, the naming is a misnomer because the thermospheres are cold.
This variance in thermosphere temperatures is due to the different physics going on at each planet.
Similar to thinking of the different ways the room you’re in can be heated; the Sun shining through
a window, turning on the oven, running a fan, each of these control the temperature in the room

8



Figure 1.4: A simplified diagram of the different parts of the electromagnetic spectrum with rela-
tionship to relative intensity (Lambert and Edwards, 2019).

and so it varies spatially (near a vent/window) and temporally (day/night). The atmosphere works
analogously.

The Sun is a primary heat source of thermospheres, particularly for the inner planets of the
Solar System. The hot temperature of the Sun radiates energy through photons at wavelengths
across the electromagnetic spectrum. Figure 1.4 shows an example curve of emitted radiation
from an idealized body similar to the Sun helping identify the different categories of radiation.
Due to the temperature of the Sun, Wein’s displacement law shows us that primarily visible light
is emitted. Earth’s atmospheric layers do not absorb this radiation very well, so visible light makes
it to the surface, giving us the colors we are able to see as humans.

At longer wavelengths, the solar infrared (IR) can be absorbed by CO2 atmospheres particularly
well at 2.7 µm and 4.3 µm. The efficiency of IR absorption depends on the CO2 density, solar
inclination, and intensity of the incoming radiation. When an IR photon comes into contact with
the CO2 molecule, it gets absorbed and some of it goes directly to local kinetic energy. The fraction
of this kinetic energy that is thermalized as heat is considered ”solar heating”. The incoming
radiation is also responsible for putting the molecule in an unstable, excited state. Excited CO2

particles may collisionally de-excite, typically in lower parts of the atmosphere where densities
are larger. The process of de-exciting causes some of the excess energy to be re-radiated back to
space at 15 µm to which the upper atmosphere (thermosphere) is transparent. Throughout this
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Figure 1.5: An illustration of how incoming radiation heats the atmosphere. On the left, incoming
radiation ionizes a neutral particle creating a free ion and electron. A pair of charged particles
undergo a chemical reaction that heat the surrounding environment.

thesis, energy that is absorbed is referred to as near IR heating and the cooling to space at 15 µm

is referred to as CO2 cooling.
EUV was briefly discussed in section 1.2 mentioning that it is a primary driver of ionization

and also directly absorbed as heat in the atmosphere. A fraction of the total incident energy gets
absorbed as thermal energy. EUV radiation has a large enough energy to ionize many different
neutral particles. When ions chemically react to become neutral (through charge-exchange, elec-
tron recombination, etc...), these reactions are often exothermic. This means that the chemical
reactions produce heat for the surrounding atmosphere. This process is illustrated in Figure 1.5.

As EUV and near IR heat different regions of an atmosphere at one time, this creates temper-
ature differences or gradients. Thermal conduction acts to move energy from higher temperature
regions to cooler temperature regions. Figure 1.6 shows a simple example of heat transport via
thermal conduction. In an atmosphere, this works when different temperature particles collide
from their random motion. The warmer particle cools slightly and the cooler particle warms ac-
cordingly.

As demonstrated, each of these heating and cooling mechanisms drive temperature changes in
spatial locations that do not act uniformly. The summation of these individual forcings create the
thermosphere system and so attempting to model each of these terms computationally gives us
an opportunity to obtain a broader set of data for planetary atmospheres. Furthermore, many of
these terms are fundamental parameters common to each planet despite the vast difference in their
atmospheres. Getting a better understanding of each term’s role in the atmosphere’s thermodynam-
ics allows improvement in our ability to model an exoplanets upper atmosphere, since Venus or
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Figure 1.6: Example of energy flow due to thermal conduction.

Mars are considered as good prototypes for exoplanets. A more quantitative description of how the
heating and cooling mechanisms are implemented in a modeling framework is explain in Chapter
2.

1.4 Relevance to Satellite Missions

Satellites are an essential part of modern life, providing critical services and enabling us to explore
and understand the world around us in new and exciting ways. Satellites are important for a wide
range of reasons, including communication, navigation, scientific research, weather forecasting,
national security, and more.

Global communication via satellites enables people and organizations to connect across large
distances. They are used for everything from telephone and internet service to television broad-
casting, and they make it possible for people to communicate and share information across borders
and around the world. Satellites are essential for accurate navigation, whether it’s for shipping,
aviation, or personal travel. GPS is a network of satellites that enables precise navigation and
location tracking, and it has become an integral part of daily life for many people.

Satellites are used to conduct scientific research in a variety of fields, including Earth observa-
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tion, astronomy, and atmospheric science. They provide a bird’s-eye view of the planet, allowing
scientists to study changes in weather patterns, track natural disasters, monitor the health of ecosys-
tems, and more. Furthermore, they are used for weather forecasting. Aside from the decision to
take an umbrella or wear a jacket, weather forecasting also includes space weather. This is the esti-
mation of events such as solar flares, solar storms and coronal mass ejections. The impact of space
weather is not likely to affect people’s day-to-day life, but should still be watched over carefully.
Council (2008) estimated that the impact of a severe solar storm could have an economic impact of
more than $2 trillion which is 20x larger than one of the most recent natural disaster’s, Hurricane
Ian, impact on the U.S. and Cuba in 2022.

Understanding the environment that satellites fly through is also important for maximizing their
lifetime and avoiding collisions. Satellite designers want to minimize mass to keep the costs of the
satellite low. The amount of fuel is an important factor to consider because fuel of a satellite is
useful for attitude control, preventing premature de-orbiting, and performing collision avoidance
maneuvers.

From the standpoint of the spacecraft, the satellite is on the edge of space where the density is
very thin, albeit significant enough to be appreciably slowed by the force of drag. The acceleration
(a) due to drag is given by:

a = −1

2

A

m
cDρv

2v̂ (1.1)

and is proportional to the ratio of surface area (A) to mass (m) of the spacecraft, coefficient of drag
(cD), and area (A) to mass (m) ratio, but is also directly proportional to the atmospheric density
(ρ) and the velocity, relative to the spacecraft, squared (v).

The accuracy of the acceleration due to drag is a function of the accuracy for each of these
parameters. While the mass, area, coefficient of drag are all quantities that can be measured before
launched, the atmospheric density is highly variable at Earth and is often derived from previous
satellite measurements. These observations of the atmosphere are the basis for validating models
that predict future densities. Measured densities vary between the dayside, nightside, time of year
and solar conditions. Estimating the thermospheric density is a difficult task, because there are no
current methods to accurately measure the 3D thermosphere at all times. To overcome this, general
circulation models are often used to simulate the physics and solve for the density. Uncertainties
in the model physics, drivers and parameterizations have shown that the drag estimations can be
inaccurate by up to 20% (Kuang et al., 2014; Marcos, 1990; Bruinsma et al., 2004). Geomagnetic
storms typically make the errors in the prediction even worse largely due to poor density estimation
(Pachura and Hejduk, 2016). These errors contribute to being the largest source of uncertainty in
accurately forecasting orbit trajectories and the probability of a collision, Pc (Thayer et al., 2021;
Storz et al., 2005; Hejduk and Snow, 2018).
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Due to the issue of inaccurate density prediction (along with any other unmentioned errors),
spacecraft and large debris in Low Earth Orbit (LEO) are monitored closely. The length of time
ahead that orbit propagators can estimate a spacecraft’s position depends on various factors, includ-
ing the accuracy of the data available, the complexity of the orbit, and the computational resources
available for performing the estimation. Generally, orbit propagators try to estimate a spacecraft’s
position as far ahead as possible while maintaining a high level of accuracy. For most spacecraft
in Earth orbit, this is typically a few days to a few weeks into the future. The issue with predicting
satellite positions on longer time-frames is that the atmosphere is capable of dramatically changing
over the course of a few hours given an unexpected change in geomagnetic conditions and dramat-
ically impacting the calculation behind the probability of a collision (Bussy-Virat et al., 2018).
Nonetheless, the calculated orbits of all tracked objects are compared to determine if Pc exceeds
0.0001 (Morselli et al., 2012; Hejduk and Frigm, 2015). In the event of Pc > 0.0001, the mon-
itoring organization will signal the affected spacecraft operators to perform an evasive maneuver
costing fuel and risking utility of the spacecraft services. In order to protect satellites, identifying
and correcting the source of errors in model-generated atmosphere densities should be a topic we
prioritize.

1.5 Current State of Available Data

Measurements and numerical models are used to answer questions about the evolution, habitabil-
ity, and the underlying physics of planetary atmospheres. Direct measurements are probably the
most reliable sources of data to attempt to improve our understanding of these atmospheres, but
obtaining this data is a difficult task. In addition, the data itself is limited.

In the first project, Challenging Minisatellite Payload (CHAMP) measurements via accelerom-
eter data are used. CHAMP is a satellite orbiting Earth that was managed by GeoForschungsZen-
trum (GFZ) in July 2000 to gather information about Earth’s gravitational and magnetic fields and
perform ionosphere sounding. The STAR accelerometer onboard was useful in deriving back-
ground mass densities throughout it’s orbit. Similar to the CHAMP mission, the mass densities
measured from Gravity Recovery and Climate Experiment (GRACE) are of interest for the first
project. GRACE was launched as a set of two satellites in March 2002 and ended it’s science
mission October 2017. The two satellites measured Earth’s gravitational field to attempt to map
the Earth’s surface beyond the assumption of a constant ”sea level” sphere.

The data from CHAMP and GRACE are a very small fraction of the measurements we’ve
collected about Earth’s atmosphere. Despite all the extra data, the common trend with relying on
satellite observations is the constraint of a satellite’s orbit lifetime and the limitation of the satellite
being in one location at a particular time. This prevents obtaining a three dimensional picture at

13



any given time and the time-changing effects.
Despite there being many efforts to observe the Venusian atmosphere, data is scarce because

the planet is difficult to access. Limaye et al. (2017)’s work put together many ground-based and
satellite instrument measurements. The data from these instruments are shown in later sections to
validate model results.

• Spectroscopy for the Investigation of the Characteristics of the Atmosphere of Venus
(SPICAV) uses a UV spectrometer and two IR spectrometers onboard Venus Express
(Bertaux et al., 2007). The UV instrument provides density and temperature profiles from
approximately 60 km to 160 km. The VIS-IR instrument is one of two infrared sensors, but
this is used in the 0.7−1.7µm wavelength range to gather H2O, CO2 and aerosol information
along with O2(1 − ∆) nightglow. SOIR (solar occultation IR) is part of the SPICAV suite
of spectrometers, but measures CO2 spectral lines from 2.2-4.3 µm (Korablev et al., 2003),
(Mahieux et al., 2008). Data is available at a wide variety of latitudes at the terminators
between 70-170 km.

• James Clark Maxwell Telescope (JCMT) is a ground-based radio telescope in Hawaii that
is capable of making sub-mm observations of CO absorption lines. Radiation emitted from
the warmer, cloud-tops can be measured by the telescope and have a measurable dip in
the continuum due to the absorption of the radiation by CO. Identifying that two different
isotopes of carbon monoxide, 12CO optically thick at 345 GHz and 13CO optically thin at 330
GHz, react differently to the radiation helped retrieve densities and temperatures between
70-110 km. Due to the differences in day-night CO densities, the observation range may
vary.

• Heinrich Hertz Sub-Millimeter Radio Telescope (HHSMT) is located at the Arizona Radio
Observatory and provides temperature profiles and CO distributions from 40-120 km on the
dayside and nightside (Rengel et al., 2008) on June 9th-10th,2007 and June 14th-15th, 2007.
The temperature and CO density retrieval process is similar to that of JCMT, but is performed
at 230.54 GHz and 220.4 GHz modifying the observable altitude range.

• Venus Express Radio Science (VeRa) used radio signals to sound Venus’ atmosphere and
ionosphere at all longitudes and latitudes during Venus atmospheric occultation (i.e., the sig-
nal is occulted by Venus’s atmosphere). During the occultations, Venus’ atmosphere lies be-
tween satellites radio transmitter and the ground station receivers or on Deep Space Network
antennas. Measurements of the attenuated radio signals were used to derive atmospheric
states. VeRa.0 and VeRa.1 provide density and temperatures from 40 km up to roughly 100
km (Häusler et al., 2006).
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• Visible and InfraRed Thermal Imaging Spectrometer, high resolution channel (VIRTIS-H)
observed non-LTE emissions of carbon monoxide as part of the Venus Express spacecraft.
Gilli et al. (2015) presented dayside temperatures, albeit with large uncertainties, between
100-150 km at a variety of local time and latitude bins by averaging non-LTE emission
measurements.

• Pioneer Venus’ Orbiter Neutral Mass Spectrometer (ONMS) measured CO2, O, CO, N2, He,
and N density variations at low latitudes in the upper thermosphere (Keating et al., 1979).
The data observed from this instrument are the foundation for the VTS3 empirical model
(Hedin et al., 1983).

• Pioneer Venus’ Orbiter Electron Temperature Probe (OETP) used a cylindrical Langmuir
probe to measure the current densities in various regions of the probe to back out electron
temperature, ion and electron densities for the ionosphere of Venus (Krehbiel et al., 1980).
The temperatures and densities are the basis for Theis et al. (1984); Theis and Brace (1993)’s
model.

In addition to the data currently available, there have been three recently selected missions,
VERITAS, DAVINCI, and EnVision which will probe the atmosphere of Venus with new instru-
ments. Venus Emissivity, Radio Science, InSAR, Topography, and Spectroscopy (VERITAS) aims
to improve upon the radar maps from the Magellan mission in the 1990s, help scientists learn about
the nightside IR emissivity, and measure the gravitational field around Venus to gain insights on the
planet’s core. VERITAS, now delayed but optimistically scheduled to launch in 2031, will perform
aerobraking maneuvers that will sample the thermosphere and provide further constraints on upper
atmospheric structure. The Deep Atmosphere Venus Investigation of Noble gases, Chemistry, and
Imaging (DAVINCI) mission is planned to launch as early as 2029. DAVINCI aims to deliver high
precision measurements of the composition of the atmosphere as it descends through the thermo-
sphere down to near surface altitudes (Garvin et al., 2022). EnVision, aiming to launch in the early
2030s, is set to become the first expedition to explore Venus from its innermost core all the way to
its upper atmosphere, delineating the interplay amongst its distinct layers: its surface/subsurface,
atmosphere, and interior. Its objective is to offer a comprehensive outlook of Venus, researching
the planet’s past, dynamics, and weather patterns (Widemann et al., 2020).

1.6 Outstanding Questions and Thesis Objectives

The focus of this thesis is to understand how the energy in the upper atmosphere at different planets
controls temperatures, winds, densities and composition. As such, the primary goal of this work is
to answer the following questions:
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• What are the uncertainties in the thermodynamic source terms?

• How do uncertainties in the thermodynamics change the global and regional temperature
structure?

• How do the uncertainties influence other terms like composition, density and neutral veloci-
ties?

• Due to the slow planetary rotation, how is a nightside ionosphere sustained at Venus?

These questions are addressed by using the Global Ionosphere Thermosphere Model (GITM)
and altering the heating and cooling terms throughout the model to determine the impact on the
rest of the domain for Earth and Venus.

1.7 Outline

The questions above are explored in the following chapters:

• Chapter 2 shares an introduction to many models (empirical and first-principles based) of
Earth and Venus IT region.

• Chapter 3 discusses the inherent bias that comes with physics-based modeling. The work
utilizes a technique called Retrospective Cost Model Refinement (RCMR) to significantly
reduce the error in model predicted mass densities.

• Chapter 4 introduces a newly developed Venus model, the Venus Global Ionosphere Thermo-
sphere Model (VGITM). V-GITM is used to simulate solar minimum conditions and predict
the neutral and plasma densities, neutral winds and temperatures. Also, the effects of RSZ
flow and the creation and structure of the nightside ionosphere of Venus are investigated.

• Chapter 5 expands on V-GITM work by simulating the solar moderate and solar maximum
conditions. A sensitivity study is done on the different energy terms and a further investiga-
tion on the individual impact on the energy terms is performed.

• Chapter 6 summarizes all the findings and shares ideas for future work to improve IT mod-
eling efforts and advance our understanding of the governing physics.

• Appendix A shows some of the chemical reaction rates included in V-GITM due to limited
table space.
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CHAPTER 2

Numerical Modeling and General Circulation
Models

Empirical models attempt to combine available datasets with various mathematical techniques to
fill in the holes of data to, in many cases, provide a three dimensional picture. These models
have limitations with time-changing events like modeling a solar storm due to limited time periods
of enhanced activity. Empirical models may also attempt to extrapolate data to outside of the
actual domain of measurements, which can make the results unreliable. An alternative to empirical
models is to use a General Circulation Model (GCM). GCMs, or physics-based models, estimate
the thermosphere state variables using approximations of the Navier-Stokes equations. The idea
is that correctly implemented physics could more accurately reproduce typical and highly-variable
thermosphere conditions as observed during storms. Empirical models referenced in this work:

• MSIS: NRLMSISE-00 (referred to as MSIS). MSIS is an empirical model for Earth (Hedin
et al., 1983; Hedin, 1987, 1991; Picone et al., 2002) that uses a spherical harmonic fitting of
ground-based and satellite measurements to estimate neutral densities and temperatures of
the thermosphere for any given solar conditions (F10.7) and geomagnetic activity (Ap).

• VTS-3: Similar to MSIS, VTS3 was created by Hedin et al. (1983) for Venus that used
a spherical harmonic fitting of measurements from Pioneer Venus’ Orbiter Neutral Mass
Spectrometer (ONMS) from 1978 - 1980 to estimate measurements from 100 km to around
300 km. Sampled latitudes by ONMS (near equator) do not provide VTS-3 with useful mid-
to-high latitude constraints. Also, ONMS in-situ datasets did not make measurements below
about 140 km so extrapolations down to 100 km by VTS-3 are not well constrained. VTS-3
is used as a comparison tool for the model fully presented in Chapter 4.

• The empirical model from Theis et al. (1984) and Theis and Brace (1993) provide electron
densities and electron temperatures for Venus extracted from Pioneer Venus’ OETP using
the method described in Krehbiel et al. (1980).
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• Venus International Reference Atmosphere (VIRA) used both lower and upper atmosphere
empirical datasets to capture reference profiles at specific locations and intervals throughout
the solar cycle (Kliore et al., 1985). For instance, upper atmospheric mass densities and
temperatures were based upon Pioneer Venus Orbiter (PVO) OAD datasets (Keating et al.,
1985). VIRA-2 (Moroz and Zasova, 1997) updated the reference profiles based on compo-
sition, temperature and pressure measurements.

Relevant GCMs to this thesis:

• VTGCM: The Thermosphere Ionosphere General Circulation Model (TIGCM) (Dickinson
et al., 1984) was modified to work at Venus (Bougher et al., 1988; Brecht et al., 2011, 2012;
Parkinson et al., 2021). VTGCM is a 3D physics-based model on a pressure coordinate
system. At the time, this model displayed the importance of 15 µm CO2 cooling to balance
EUV heating effects (Bougher et al., 1999). VTGCM also uses a wave-drag parameterization
to reduce the horizontal wind speeds.

• GITM: Developed by Aaron Ridley, Yue Deng, and Gabor Tóth, the Global Ionosphere
Thermosphere Model (GITM) (Ridley et al., 2006) is a 3D spherical model that solves the
Navier Stokes equations for the ions, electrons and neutrals. Variations have been made
for Mars (Bougher et al., 2015b), Titan (Bell et al., 2010; Bell et al., 2011) and Venus (this
work). The Mars version, M-GITM, includes multiple models that are embedded in the code,
including: (1) a model to simulate the effects of the dust in the lower atmosphere of Mars
(Jain et al., 2020); (2) a modern NLTE CO2 15 µm cooling scheme (Roeten et al., 2019) and
(3) a FISM-M solar flux model, based upon MAVEN EUVM measured EUV-UV fluxes at
Mars, is used to drive M-GITM solar heating, dissociation and ionization rates (Thiemann
et al., 2017). A flat 20% EUV heating efficiency is used. M-GITM was the starting point
when developing a Venus version of GITM which is discussed in Chapter 4.

• V-PCM: The Laboratoire de Météorologie Dynamique (LMD) team created a Venus GCM,
formerly LMD-VGCM, (Gilli et al., 2017, 2021; Navarro et al., 2021; Martinez et al., 2023)
now referred to as the Venus Planetary Climate Model (V-PCM). The V-PCM includes two
unique parameterizations for the effects of the near IR solar heating at 4.3 µm and the radia-
tive cooling at 15 µm. Additionally, a gravity wave parameterization is included to dampen
the fast winds and improve stability of runs.

• TUGCM: Tohoku University’s GCM (TUGCM) (Hoshino et al., 2012, 2013) uses an at-
mosphere of O, CO and CO2 only and implements planetary scale waves (Rossby waves,
diurnal and semidiurnal tides, and Kelvin waves) based on the assumption that these are
driven upward from the mesosphere.
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2.1 Finite Difference Approximations

The GCMs described above rely on ”solving” physics-based equations to obtain answers to a
specific problem. While methods vary significantly, a visual way to understand how one model
progresses over time is shown in Figure 2.1. This shows the vorticity within a box where the upper
wall, at y = 1, begins moving in the positive x-direction. As seen in Figure 2.1a, a grid is created
and initial values of a specific state variable are given. In this case, the variable of interest is the
vorticity which is initialized to zero. The vorticity of a fluid is described as:

−→ω = ∇×−→v (2.1)

After a short amount of time, see 2.1b, the upper wall moves taking fluid with it. The non-
stationary fluid at the top eventually interacts with the wall at x = 1 and begins diffusing and
rotating clockwise. As time progresses to 100 seconds in 2.1c, the fluid flow is more developed
and fluid in the center and lower portions of the box are now rotating too.

Figure 2.1: The vorticity field in a box of (a) initially stationary fluid. The upper wall then moves
and the simulated vorticity is shown after (b) 5 seconds and (c) 100 seconds. Negative vorticities
correspond to clockwise angular velocities of the fluid.

One particularly relevant differential equation important to upper atmospheres is the continuity
equation. This equation is numerically solved in virtually every planetary GCM. The continuity
equation describes the conservation of mass and can be expressed in one-dimension as:

∂ρ

∂t
+∇ · (ρu) = 0 (2.2)

where the first-term is the time rate of change of the mass density ρ and the second term describes
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the influence of advection on the fluid. This equation is used to look at how this (and other differ-
ential equations) can be solved. Equation (2.2) in differential form will have a spatial derivative,
in the form of ∂u

∂x
, and a temporal derivative, ∂ρ

∂t
. This term can be approximated using a forward

finite-difference scheme:
∂u

∂x
≈ ui+1 − ui

∆x
(2.3)

where ui is the velocity at a specific node, i. ui+1 is the fluid velocity at a grid point the next node
and ∆x is the spacing between node i and i + 1. The time-derivative term can be approximated
using a forward difference in time:

∂ρ

∂t
≈ ρn+1 − ρn

∆t
(2.4)

where ρn is the mass density of the fluid at a specific timestep n. ∆t is the time spacing between
the states of n and n + 1. Rewriting equation (2.2) with (2.3) and (2.4) and solving for the new
mass density, ρn+1:

ρn+1
i = ρni −

∆t

∆x
[ρni (u

n
i+1 − un

i ) + un
i (ρ

n
i+1 − ρni )] (2.5)

Finally, an updated mass density can be solved for using the the existing density, velocity at
the current node and one other node, a ∆t and ∆x. Determining the grid spacing and time steps
are subject to a condition known as the Courant-Friedrichs-Lewy (CFL) stability criteria (Courant
et al., 1928). The CFL number determines the maximum time step size that can be used in a
numerical simulation to ensure stability. The CFL condition states that the time step size should be
smaller than a certain fraction of the smallest characteristic length scale divided by the maximum
wave speed in the system being modeled. The CFL condition is important because it ensures that
the numerical solution remains stable and accurate, and prevents the appearance of instabilities.

Equations (2.3) and (2.4) are arguably the simplest approximations and subject to numerical
errors. Many efforts in the numerical methods community have been given to come up with new
ways to approximate these derivatives with the least amount of error. Variations of the Leapfrog
and Runge-Kutta 4 are some of the advanced methods that are used in the solve the equations
in GCMs (DeVries and Wolf, 1994). Although this has been specifically used for the continuity
equation, the basic method presented here is applicable to other fluid equations.

2.2 Energetics

At a high level, the Navier-Stokes equations commonly express the concepts of the conservation
of mass, momentum and energy in the form of partial differential equations. With different as-
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sumptions, the Navier-Stokes are applied in fields like biomedical sciences simulating blood flow
through arteries (Fojas and De Leon, 2013) or in animated movies and games where they want
to immerse the viewer in realistic environments with dynamic movements of clouds, smoke and
water (Stam, 2003; Teran, 2018). Applying these equations to the field of aeronomy and planetary
sciences is common as well.

As the focus of this thesis is the thermal balance of atmospheres, the conservation of energy is a
thermodynamic principle which affirms that energy is always conserved in any process. Energy can
be transformed from one form to another, such as from potential energy to kinetic energy or from
chemical energy to electrical energy, but the total amount of energy in the system remains the same.
Solving the Navier-Stokes equations is difficult analytically, but can be done via discretization of
the equations and using iterative numerical methods. The various versions of GITM attempt to
solve the set of intertwined equations for the different thermospheric fluids (neutrals, ions and
electrons). Table 2.1 shows the subset of equations for each version of GITM.

Earth Mars Venus
Neutrals Ions Electrons Neutrals Ions Electrons Neutrals Ions Electrons

Continuity
∑

ni

∑
ni

∑
ni

Momentum - -
Energy (Fox, 1993) (Bougher et al., 2017) Ti = Tn (Fox and Sung, 2001)

Table 2.1: An overview of the different sets of equations applied to the versions of GITM.

The neutral energy equation is generally described in GITM as:

∂T

∂t
+ u · ∇T + (γ − 1)T∇ · u = Q (2.6)

where the first term is the time rate of change for the neutral temperature. The second term is
advection with u being the fluid velocity. The third term is the change in energy from the expansion
of the gas where γ is the adiabatic index. On the right-hand-side, Q is energy sources and sinks
which will vary depending on the planetary atmosphere. Example source terms included in the
Venus atmosphere are:

Q = QEUV +QIR +QO +QCO2 +QCHEM +QDISS +
∂

∂r
((κc + κeddy)

∂T

∂r
)+∑

i

nimi

∑
n

νin[3k(Tn − Ti) +mn(v − u)2]

mi +mn

(2.7)

where QEUV and QIR are the contribution from the Sun’s extreme ultraviolet and infrared. The
QO and QCO2 are terms detail the cooling to space from the 63 µm and 15µm bands respectively.
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QCHEM combines heat generated from exothermic reactions. QDISS is heat generated from a
photon with energy greater than the dissociation threshold. The implementation of this is described
more in Chapter 5. Next to the final term, κeddy is the contribution of heat conductivity due to eddy
diffusion coefficient (EDC) and κc is the molecular heat conductivity due to thermal conduction.
The final term is the Joule heating generated in the form of frictional heating and collisional heat
transfer between ions and neutrals. This is a function of the ion density (ni), mass of the ion (mi),
mass of the neutrals (mn), the ion-neutral collision frequency (νin), the ion velocity (vi), neutral
velocity (un), ion temperature (Ti) and the neutral temperature (Tn).

2.2.1 Extreme Ultraviolet

GITM implements EUV energy in many different ways. At Mars and in many other planetary
GCMs, a proxy model such as EUVAC (Richards et al., 1994) or Flare Irradiance Spectral Model
(FISM) (Chamberlin et al., 2008) is used. EUVAC uses the 10.7 cm solar radio flux to estimate the
top of atmosphere flux in 37 wavelength bins spanning 5-105 nm. On the other hand, FISM uses
measurements from a spacecraft such as TIMED (Woods et al., 2005) or MAVEN (Eparvier et al.,
2015) to provide the top of atmosphere flux. The wavelength range for FISM is 0.1 nm to 190
nm at a finer resolution. While more computationally expensive, a wider spectrum range and finer
resolution is more accurate. Additionally, the time cadence of FISM is on the order of 1 minute
compared to the F10.7-dependent, EUVAC values which are daily values. This makes FISM a
more useful EUV model when studying time-changing phenomena like solar flare effects.

From the top of the atmosphere, the EUV flux may be attenuated by the fluid as it is passing
through. The attenuation depends on an exponential function related to the fluid’s optical depth, τ :

I(z, λ) = I∞(λ)e−τ (2.8)

where I(z, λ) is the radiation flux at a particular altitude, z, and I∞ is the top of atmosphere
flux described above. To compute τ :

τ =

∫ z

∞

∑
s

σans(z)ds (2.9)

where σa is the photoabsorption cross-section, ns is the species-specific number density, and
ds is the incremental path length. Venus optical depths calculated at 1.5, 175, 425, 675, and 975
angstroms are shown in Figure 2.2. Previously measured photoabsorption, photodissociation and
photoionization cross-sections determine the effectiveness of the absorption of specific radiation
bands. Heays, A. N. et al. (2017) has compiled more than 100 different atoms and molecular
photoabsorption, dissociation and ionization cross-sections in 0.1 nm spacing. This data is stored in
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the Leiden Observatory database (https://home.strw.leidenuniv.nl/ ewine/photo/). The incremental
path length can be simplified based on geometry at low solar zenith angles, but as the solar zenith
angles increase, such as at the terminators, this method breaks down. A Chapman function is used
within GITM to account for this (Smith III and Smith, 1972).

Figure 2.2: The spectral optical depths of five lines computed in V-GITM at 12 LT. The dashed
black line at 100 indicates where the maximum absorption of radiation occurs.

As the radiation is absorbed, many models will assume a fixed percentage of the total absorbed
energy is deposited into the atmosphere as heat. This fixed percentage is the heating efficiency. The
EUV efficiency is an uncertain, simplifying parameter in the modeling community and is subject
to much scrutiny (Torr et al., 1980; Hollenbach et al., 1985; Fox, 1988; Huestis et al., 2008; Gu
et al., 2020). In some works, the heating efficiency is used to approximate direct heating due to
EUV, chemical heating, photodissociation heating, photoelectron heating, or other processes. For
GITM, an otherwise, commonly used value for the heating efficiency (such as 10-25%) is difficult
to adopt, because the terrestrial and Venus versions of GITM self-consistently compute the heat
generated from chemical reactions.

2.2.2 Photodissociation

Photodissociation is a source term recently added to energy equation (see equation 2.7). Photodis-
sociation, also known as photolysis, is a process in which a molecule is broken down into smaller
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fragments by absorbing radiation. This process occurs when a molecule absorbs a photon of suf-
ficient energy to break one or more chemical bonds. The energy required for photodissociation is
typically in the ultraviolet or visible range of the electromagnetic spectrum. When photons with
energies larger than the energy required to break a chemical bond, it is understood that a fraction
of the excess energy will go into translational energy for the newly dissociated molecules. The
method used to model this process is:

Qdiss(z) = fT
∑
λ

(Eλ − E0)P (λ, z) (2.10)

where λ is the photon wavelength; Eλ is the energy of an incoming photon greater than the
dissociation threshold, E0; and fT is the fraction of excess energy appearing as translational energy.
P(λ) is the dissociation production rate at a specific wavelength and is given by:

P (λ, z) = I(λ, z)σ(λ)n (2.11)

where I is the attenuated intensity, σ is the dissociation cross-section, and n is the species-
specific number density.

2.2.3 Solar Near IR and NLTE 15 µm cooling

The source of near infrared heating is due to absorption of solar radiation in the CO2 near IR wave-
length bands between 2-4 µm (Dickinson and Ridley, 1977). Energy absorbed in these wavelengths
may raise the CO2 molecule into an excited state due to its many vibrational levels. Depending on
the vibrational pathway, secondary processes can begin such as the emission of 15 µm that is easily
lost to space. For this reason, the heating and cooling of near IR and 15 µm need to be coupled in a
detailed line-by-line radiative transfer code. Models have parameterized heating and cooling rates
to mimic Roldán et al. (2000)’s radiative transfer estimations (Gilli et al., 2017). The same model
updated their parameterization to best-fit GCM temperatures to satellite measurements (Gilli et al.,
2021). Finally, Martinez et al. (2023) has expanded the parameterization into a wavelength multi-
band parameterization. Due to the complicated and expensive nature of accurately computing the
full radiative transfer effects of solar IR absorption, GITM has taken a similar approach for ab-
sorbing near IR radiation to that which was performed on the EUV. Two wavelengths, 2.7 µm

and 4.3 µm, were added to the wavelength spectrum. Top of atmosphere fluxes and absorption
coefficients were computed to fit the computed heating rate to commonly accepted rates. A major
difference between the parameterizations in Gilli et al. (2017, 2021); Martinez et al. (2023) and
the method used in GITM is the handling of terminator effects. The parameterizations previously
mentioned utilize a cosine of the solar zenith angle to compute the appropriate flux. Smith III and
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Smith (1972) demonstrated that for large solar zenith angles, greater than 90◦, radiation can be
transmitted through the atmosphere at higher altitudes. For these reasons, it is not expected that
the Gilli et al. (2017, 2021); Martinez et al. (2023) will have significant heating occurring at and
beyond the terminators.

The 15 µm cooling is the primary mechanism for balancing the near IR heating at Venus
(Bougher et al., 1986; Roldán et al., 2000). Atomic oxygen is responsible for collisionally ex-
citing CO2 into a 15 µm vibrational state. To return to its ground state, the radiation is emitted and
lost to space due to the transparency of the atmosphere to 15 µm radiation. The cooling effects
follow the M-PCM (formerly LMD-MGCM) non-LTE paramaterization (González-Galindo et al.,
2013). The non-LTE parameterization simplifies the full problem into 5 rotational and vibrational
levels, computes heat transfer between atmospheric layers and allows for spatially variable atomic
oxygen densities to be pulled directly from the model at each time step. This code has been used in
the LMD-MGCM, LMD-VGCM, and M-GITM models (Bougher et al., 2017; González-Galindo
et al., 2013; Gilli et al., 2017, 2021). Due to the importance of CO2 cooling in the LTE portion
of the thermosphere and the non-LTE nature of this model, the lower thermosphere and middle
atmosphere are cooled using a linear extrapolation from approximately 70-95 km.

2.2.4 O Cooling

Atomic oxygen is capable of emitting infrared radiation at 63 µm when O(3P) transitions between
specific states. Similar to the representation of CO2 cooling, a full radiative transfer code is nec-
essary to accurately represent the cooling rate but an approximation based on O(3P) and the local
temperature is given by (Kockarts and Peetermans, 1970). This has not been representative of LTE
effects and so the non-LTE cooling rates are reduced by a factor of 2 matching the work of Roble
et al. (1987).

2.2.5 Thermal Conduction and Eddy Diffusion

Thermal conduction within GITM represents the transfer of heat vertically between neutral parti-
cles. κc (also referred to as λ in other publications), is parameterized as:

κc =
∑
i

[
Ni

Ntotal

]AiT
s (2.12)

where Ni/Ntotal is a weighting factor by number density of each neutral species, T is the thermo-
sphere temperature, Ai and s are species specific thermal conductivity coefficients to fit the total
conductivity as needed. The summation includes the three species with the largest concentrations
in the thermosphere. At Earth, this includes N2, O2 and O, but Venus modifies this to include CO2
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as well. Unlike Venus and Earth, the M-GITM followed the method used in Banks and Kockarts
(1973).

Eddy diffusion, κeddy, approximates efficiency of turbulent mixing of the atmosphere. Many
efforts have been done at Venus, Earth and Mars to estimate this term and it is still highly un-
certain (von Zahn et al., 1980; Pilinski and Crowley, 2015; Malhotra and Ridley, 2020; Mahieux
et al., 2021). Depending on the implementations, eddy diffusion can have effects on neutral and
plasma densities, wind speeds and temperatures. As shown in Figure 2.3, different planets within
GITM implement different eddy diffusion coefficient values and profile shapes. A sensitivity study
varying this term at Venus is shown later in Chapter 5.

Figure 2.3: Eddy diffusion profiles for the different planets GITM models on ambiguous vertical
domains. The highlighted region is shown to visualize pressure blending of different eddy diffusion
regions.

2.2.6 Collisional Heating

Heat is generated in two more ways between ion-neutral interactions. Ions and neutrals that do
not move together will produce frictional heating as partially described in equation (2.7). The
frictional and heat transfer terms within GITM for Earth are detailed in Zhu and Ridley (2016).

Frictional heating is an important term at Earth where the ions and neutrals move differently,
which can be due to electromagnetic forces generated by the intrinsic magnetic field. Due to the
lack of significant, intrinsic electromagnetic fields in Venus’ and Mars’ thermosphere, the ions
and neutrals move together making this an insignificant term at these planets. The existence of
dynamo effects and the consequent collisional heating are being explored at Mars in regions of
strong crustal magnetic fields (Fillingim et al., 2010).

Also in equation (2.7), contains the difference between the ion and neutral temperatures which is
referred to as heat transfer. This is due to different temperature particles colliding and exchanging
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heat during their interactions. Heat transfer, while important is dependent on an accurate represen-
tation of the ion energy equation. As shown in Table 2.1, only Earth self-consistently solves for
the ion temperature. Mars approximates the ion temperature based on profiles published in Fox
(1993). MAVEN ion temperatures were recently assembled from SupraThermal And Thermal Ion
Composition (STATIC) measurements (Hanley et al., 2022). However, 3-D model usage is not yet
available for M-GITM. For Venus, it is assumed that the ion and neutral temperatures are identical
making the heat transfer zero.

2.3 Boundary Conditions

Boundary conditions are specifications of quantities at the boundaries of the model domain. They
are supposed to act as contingent facts about a system, but due to the complexity and constantly
changing space of thermosphere/ionosphere modeling, it becomes a helpful simplification. For
example, one boundary condition for GITM is the specification of the atomic oxygen at ∼100 km
(Malhotra and Ridley, 2020). The physics and chemistry models within GITM take the number
density into consideration driving changes in chemical reaction rates, number densities above 100
km, temperatures, wind profiles, etc... For this reason, a correct specification of atomic oxygen
(and other boundary conditions) are important. The difficulty with this is that the atomic oxygen
at 100 km is not a fixed value. It may change with local time, season, or just during the course of a
model simulation and any simplified handling of this boundary condition will propagate error into
other, difficult to track state changes.

Within GITM, each species-specific number density is prescribed at the lower boundary. While
there are multiple ways to do this, it is typically done using an empirical model such as MSIS
or VTS3 (Hedin et al., 1983; Hedin, 1983). At the upper boundary, the neutral densities follow
a hydrostatic decrease based on scale heights and the densities below. Regarding the ionosphere
boundary conditions, GITM’s lower domain typically is below the start of the ionosphere making
it a less important condition to explicitly specify to. At Venus, a constant gradient is used at the
lower boundary for ion densities which usually results in the densities being maintaining a value
of essentially zero. Being a coupled thermosphere-ionosphere model, the upper domain of GITM
extends well into the ionosphere where an exponential decrease is used at the top boundary. A
more appropriate upper boundary condition would be to use in-situ plasma density measurements
or an ionospheric empirical model.

The upper boundary condition for the temperature is to maintain an isothermal temperature pro-
file. At the lower boundary, the value may be expressed, similar to the number densities, via an
empirical model. The horizontal neutral winds for Earth use the Horizontal Wind Model (Drob
et al., 2015). Venus-specific wind patterns and the corresponding boundary conditions are dis-
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cussed more in Chapter 4.
Boundary conditions are necessary for a model to function, but are considerable sources of error

due to their inherent uncertainty and variability. Consequently, the influence of many boundary
conditions have been studied (Malhotra and Ridley, 2020; Liu et al., 2018; Jones Jr. et al., 2021).

2.4 State Estimation and Measurement Filtering

2.4.1 Kalman Filtering

Kalman (1960) introduced such a revolutionary filtering approach to the discrete optimal filtering
problem that initially it was rejected as ”cannot possibly be true”. Kalman filtering has been the
foundation for state estimation for more than 60 years. Kalman filters perform a weighted average
of a prediction model with measurements of the state to produce a better estimate of the state. The
weighting is proportional to the quality of both the prediction and the measurements. It begins
by propagating the predicted state. For example, a car may be driving along a road and the state
variables of interest could be the car’s position. A simple prediction model for this could be:

xn+1 = xn + vn∆t (2.13)

At this point, the initial position (xn) and velocity (vn) may be known and a time step (∆t)
is used to predict the new position (xn+1). With this prediction model, there are a variety of
possible errors. The fundamental equation could be omitting important physics terms. In this case,
assuming a constant velocity, ignoring the effects of drag on the car, or friction between the tires
and the road would lead to the actual position of the car being inconsistent with the predicted
position. For this reason, a measurement is obtained and integrated into the problem to quantify
the accuracy of the prediction model. Another source of error can be found in the random noise
that occurs of the measurement device. After a prediction and measurement are performed, then
a parameter to quantifying the quality of the prediction model compared to the uncertainty in the
measurement is computed. This is called the Kalman gain. The gain is placed on the prediction
model and measurement to update the prediction model with an appropriate weighting on the
prediction model or an adjustment factor to offset the error in the prediction model. Then the state
is updated:

xn+1 = (1−Kg)(x
n + vn∆t) +Kgz (2.14)

The strength of the Kalman filter lies in its ability to fuse noisy measurements with a dynamic
model of the system to provide an optimal estimate of the state. It operates by minimizing the
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mean squared error between the estimated state and the true state. The Kalman filter assumes lin-
earity and Gaussian distributions for the system dynamics and measurement models, respectively.
However, in practice, it can be extended to handle non-linear systems using techniques such as the
extended Kalman filter or the unscented Kalman filter.

2.4.2 Extended Kalman Filter

The Extended Kalman Filter (EKF) is an extension of the standard Kalman filter that allows for
estimation and prediction in nonlinear systems. While the original Kalman filter assumes linearity,
the EKF handles systems with nonlinear dynamics and measurement models. The key difference
between the Kalman filter and the extended Kalman filter lies in the way they handle nonlinearities.
In the standard Kalman filter, the dynamics and measurement models are assumed to be linear,
and the filter operates based on linear algebra. However, in the EKF, the nonlinear models are
approximated by linearizing them around the current estimated state.

The EKF linearizes the nonlinear models by computing the Jacobian matrices, which are the
matrices of partial derivatives of the nonlinear functions with respect to the state variables. These
Jacobians capture the local linear behavior of the system at the current estimated state. Although
the EKF allows for estimation in nonlinear systems, it has some limitations. The linearization
process introduces errors, and if the nonlinearities are significant or the system operates far from
the linearization point, the EKF may provide inaccurate results. In such cases, other nonlinear
filtering techniques may be more appropriate.

2.4.3 Ensemble Kalman Filtering

The Ensemble Kalman Filter (EnKF) is a variant of the Kalman filter that addresses the limita-
tions of the standard Kalman filter when dealing with large-scale systems or nonlinearities. The
main difference between the Ensemble Kalman Filter and the standard Kalman filter lies in their
approach to handling uncertainty. Instead of relying on a single estimate of the state, the EnKF
maintains an ensemble of state estimates, which is expected to contain an accurate representation
of the system state.

The EnKF operates by propagating the ensemble of states through the system’s dynamics model
and updating it based on measurements. The propagation step involves applying the dynamics
model to each ensemble member to obtain a predicted ensemble of states. In the update step, the
predicted ensemble is adjusted based on the available measurements. Unlike the standard Kalman
filter, which uses the measurements directly to update a single state estimate, the EnKF updates
the entire ensemble of states. This update is performed by computing a correction term for each
ensemble member based on its deviation from the predicted measurement. The EnKF incorporates
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both the ensemble spread (the variability among the ensemble members) and the measurement
uncertainty to update the ensemble of states. The spread acts as a measure of uncertainty and helps
to account for nonlinearities and model errors in a more robust manner than the standard Kalman
filter.

By maintaining an ensemble, the EnKF captures the statistical distribution of possible system
states, providing a more comprehensive representation of uncertainty. This ensemble-based ap-
proach allows the EnKF to handle nonlinearity and provide more accurate estimates in situations
where the standard Kalman filter may struggle. It is worth noting that the EnKF requires generat-
ing and propagating multiple state estimates, making it computationally more demanding than the
standard Kalman filter.

2.4.4 Summary

State estimation techniques are insufficient to adequately address the problem of space weather
modeling and forecasting. This is because state estimation and Kalman filtering performance de-
grades as observational data becomes absent, such as in weather forecasting. For this reason, hy-
brid modeling based on physics is necessary to estimate atmosphere states. The physics included
these models are uncertain, but could be estimated through a parameter estimation technique, such
as retrospective cost model refinement. This is the motivation for Chapter 3.
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CHAPTER 3

Improving Forecasting Ability of GITM Using
Data-driven Model Refinement

This chapter is taken from Brandon M. Ponder, Aaron J. Ridley, Ankit Goel, D. S. Bernstein
(2023), “Improving Forecasting Ability of GITM using Data-driven Model Refinement” [Ponder
et al. (2023)].

Plain Language Summary

Physics-based models have a difficult time accurately estimating the upper atmosphere density.
These densities are needed to compute satellite orbit trajectories to monitor for potential collisions.
Inaccurate density estimation can be due to variety of factors and so methods of correcting the
model-predicted density are needed. We are presenting a method to correct the densities using
available satellite measurements from the CHAMP and GRACE satellites and the commonly used
empirical model NRLMSISE-00. Upon reducing the model error, we show the improved ability of
a physics-based model to capture a geomagnetic storm.

3.1 Introduction

Orbit estimation of drag along a satellite path for collision avoidance is growing in importance due
to the increased risk of collisions as more objects are being launched into low Earth orbit. Satellites
are expensive to build, launch and maintain (Saleh et al., 2004) and there is an increasing collision
risk posed by over twenty thousand pieces of space debris larger than 10 cm3 (Garcia, 2021).
In response to the threat of collisions, the Joint Space Operations Center (JSpOC) continuously
monitors orbiting objects’ positions and velocities. From its database, it computes a probability of
collision between two bodies and will issue a Conjunction Data Message (CDM) to the mission
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operator for further action (Hejduk and Frigm, 2015), (Bussy-Virat et al., 2018). Then a collision
avoidance maneuver could be performed, costing time of inactivity and fuel.

There are underlying assumptions to the advanced computing technique of predicting a col-
lision. One assumption is the drag force estimation used to solve the kinematic equations. The
acceleration (a) experienced due to satellite drag is proportional to the ratio of surface area (A) to
mass (m) of the spacecraft, coefficient of drag (cD), the atmospheric density (ρ) and the velocity,
relative to a rotating atmosphere, squared (v):

a = −1

2

A

m
cDρv

2v̂ (3.1)

where density is the largest uncertainty in this equation.
Attitude control is a related topic that requires properly estimating the drag-induced torques on a

satellite to control its orientation. This could be important for instrumentation to function properly.
Part of the attitude control problem is bounding torques to ensure systems do not get overwhelmed.
Alternatively, over-engineering a powerful attitude control system costs extra money. The accuracy
of torque prediction is reliant on low-error density estimation too. Moorthy et al. (2021) describes
the importance of attitude control and the potential impact to expand our ability to explore ex-
tremely low Earth orbits (150-250 km). This region of Earth’s atmosphere is under-explored due
to the large drag force causing short expected lifetimes.

Accurately predicting the density in the thermosphere is a difficult task and atmospheric models
are often called upon to make these density-driven drag estimations, but can be inaccurate by 20%
((Kuang et al., 2014), (Marcos, 1990), (Bruinsma et al., 2004)). The errors in the prediction are
amplified during a geomagnetic storm, largely due to poor density estimation (Pachura and Hejduk,
2016). Drag inaccuracies can create positioning errors on the order of 10 km after just one day. In
a short period of time, the satellites’ trajectory can change enough such that JSpOC may need to
reacquire them.

One of the models available to estimate density is NRLMSISE-00 (referred to as MSIS). MSIS
is an empirical model ((Hedin et al., 1983), (Hedin, 1987), (Hedin, 1991), (Picone et al., 2002)) that
uses a spherical harmonic fitting of ground-based and satellite measurements to estimate neutral
densities and temperatures of the thermosphere for given solar conditions (F10.7) and geomagnetic
activity (Ap). Empirical models incorporate data from remote observations so they are able to
capture background neutral densities well, but do not have the same success during a solar storm
due to limited time periods of enhanced activity. Wang et al. (2022) analyzed 265 storms, showed
that MSIS under-predicted the density during storms, and fit coefficients to improve MSIS’s peak
density prediction during weak, moderate and intense storms.

The Jacchia-Bowman 2008 Empirical Thermospheric Density Model (JB2008) (Bowman et al.,
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2008) is an empirical model that estimates total mass density. JB2008 is a series of improvements
upon the Jacchia 70 model (Jacchia, 1970) changing the input for the geomagnetic indices (from
Ap to Dst) and adding to the input for the solar indices using orbit-based sensor measurements of
solar data in the EUV and far EUV (FUV) wavelengths. As part of the change from Jacchia 70,
Bowman (2004) concluded that a Fourier time series and an altitude dependent, quadratic function
could accurately replace the existing Jacchia 70 density functions used to compute the semidiurnal
density variation. Bowman et al. (2006) introduced EUV and FUV solar indices into their tem-
perature equation, replacing the standard Jacchia temperature equation. The accumulation of these
changes led to lower standard deviation in errors, particularly during solar minimum conditions
and during major geomagnetic storms.

There are two common issues with models: (1) bias during background conditions where mean
densities from the model differ from mean measurements over a period of several days or longer
and (2) enhanced errors over periods of a couple of days, driven by space weather events like
storms. There are many ways people have tried to address these issues of poor density estimation.

The High Accuracy Satellite Drag Model (HASDM) (Storz et al., 2005) is an extension of
JB2008 used by the US Space Force Combined Space Operations Center which uses observed
drag effects from approximately 75 Earth-orbiting spheres to compute diurnal and semidiurnal
variations to the thermosphere density. Doornbos et al. (2008) has done work with two-line element
(TLE) data to directly create altitude-dependent multiplication factors to scale the densities of
empirical models. Brandt et al. (2020) created the Multifacted Optimization Algorithm (MOA)
which similarly uses TLE data to incrementally adjust the drivers for MSIS within the orbital
propagator (SpOCK) (Bussy-Virat et al., 2018). MOA adjusts the drivers of MSIS when MSIS
has a large bias or misrepresents a storm to bring SpOCK-predicted orbits in line with TLEs from
several small satellites. Lastly, (Kalafatoglu Eyiguler et al., 2019) showed that debiasing a model’s
background density prior to a storm may lead to improved performance for some models and
recommends a few calculations for assessing storm-time performance.

Physics-based models estimate the thermosphere state variables using approximations of the
Navier-Stokes equations. The idea is that correctly implemented physics could more accurately
reproduce typical and highly-variable thermosphere conditions as observed during storms. Cou-
pled Thermosphere Ionosphere Model (CTIM) (Fuller-Rowell and Rees, 1980), Thermosphere
Ionosphere Electrodynamics General Circulation Model (TIEGCM) (Richmond et al., 1992) and
Global Ionosphere Thermosphere Model (GITM) (Ridley et al., 2006) are examples of Earth-
based, physics models. The different numerical approximations, source terms included (or not
included), and drivers in each model generates different temperatures, wind structures and densi-
ties. TIEGCM and CTIM use the hydrostatic assumption, whereas GITM does not make the same
hydrostatic equilibrium assumption and solves a more complete vertical momentum and energy
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equation, but takes significantly longer to run. GITM makes use of the Flare Irradiance Spec-
tral Model (FISM) (Chamberlin et al., 2008) fluxes to better represent the solar EUV entering the
atmosphere.

Matsuo et al. (2013) used an ensemble Kalman filter to assimilate CHAMP measurements in
the TIEGCM and in turn back out solar forcing terms such as the F10.7 index. Their work also
demonstrated that electron density profiles from COSMIC can infer neutral states better than a
single satellite’s measurements of in-situ neutral densities. Progressing on this work, indirect
and direct measurements of electron densities were used to determine the effectiveness of orbit
propagation and quantify the improvements to ionosphere-thermosphere states ((Matsuo and Hsu,
2021)(Dietrich et al., 2022)). Matsuo and Hsu (2021) also pointed out that after removing the
bias, forecasting neutral densities remained reliable for the next three days in geomagnetically
quiet conditions. It is important that a balance be struck when assimilating data without addressing
the model drivers/parameterizations because during active time periods, the fundamental physics is
needed to capture the fast changing states. Sutton (2018) points this out and developed the Iterative
Reinitialization, Driver Estimation, and Assimilation (IRIDEA) technique which has demonstrated
that assimilating satellite measurements in TIEGCM to modify solar and geomagnetic indices
(drivers for models) improve active time period errors.

This study presents work on debiasing the background density in GITM using observational
data. It also shows the impact of debiasing a model prior to a geomagnetic storm using satellite
measurements and the MSIS model.

3.1.1 The Global Ionosphere Thermosphere Model (GITM)

Understanding the parameters that affect the thermosphere’s neutral density are critical for improv-
ing physics-based models like GITM. GITM is a 3D spherical model that is used for Earth (Ridley
et al., 2006), Mars (Bougher et al., 2015a) and Saturn’s moon Titan (Bell et al., 2010). In this
study, the resolution of GITM was 2◦ latitude and 4◦ in longitude.

Ridley et al. (2006) explains the capabilities of the model, including the chemistry and numer-
ical schemes. The vertical energy equation in GITM, including source terms, is (Ridley et al.,
2006):

∂T
∂t

+ ur
∂T
∂r

+ (γ − 1)T (
2ur

r
+

∂ur

∂r
) =

k

cvρm̄n

Q (3.2)

where the first term is the time rate of change for the normalized, neutral temperature, T = kT/m̄n.
The second term is the advection of temperature gradients, while the third term is the adiabatic
heating, which is a result of the divergence of the velocity. This is is only the vertical component
which depends on the vertical velocity, ur, radius of the Earth, r, and the temperature gradient. γ
is the adiabatic index that is attached to the change in energy from the expansion of the gas. On the
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right-hand side, cv is the specific heat, k is Boltzmann’s constant, ρ is the mass density, and m̄n is
the mean mass of the neutrals. The various source terms are given by:

Q = QEUV +QNO +QO +
∂

∂r
((κc + κeddy)

∂T

∂r
) +

∑
i

nimi

∑
n

νin[3k(Tn − Ti) +mn(v − u)2]

mi +mn

(3.3)
where: QEUV is the contribution from the solar extreme ultraviolet irradiance; the QNO and QO

terms are the cooling to space from the 5.3 µm and 63 µm bands respectively. The last term is
the collisional frictional heating and heat transfer between ions and neutrals. This is a function
of the ion density (ni), mass of the ion (mi), mass of the neutrals (mn), the ion-neutral collision
frequency (νin), the ion velocity (vi), neutral velocity (un), ion temperature (Ti) and the neutral
temperature (Tn). Finally, the fourth term is the thermal conductivity, where κeddy and κc are the
conductivity coefficients due to eddy diffusion and molecular heat conductivity respectively, and
is the focus of this study.

3.1.2 Thermal Conductivity in the Upper Atmosphere

Thermal conductivity uncertainty is a serious issue in physics-based models ((Banks and Kockarts,
1973), (Pawlowski and Ridley, 2009), (Schunk and Nagy, 2004)). Most of the literature describes
thermal conductivity in a laboratory setting where it is expressed as a function of temperature
alone for specific species (Vargaftik et al., 1993). The theoretical expression for the thermal con-
ductivity coefficient (κc) are complex and so it has been useful to simplify the coefficient to be a
parameterization ((Banks and Kockarts, 1973), (Schunk and Nagy, 2004)) as:

κc =
∑

i=O,O2,N2

[
Ni

Ntotal

]AiT
s (3.4)

where Ni/Ntotal is a weighting factor by number density of each neutral species, T is the ther-
mosphere temperature, Ai and s are species specific thermal conductivity coefficients to fit the
total conductivity as needed. The summation includes the three species with the largest concentra-
tions in the thermosphere. From Figure 3.1, above about 200 km, O is a dominant neutral species
whereas in the lower thermosphere O2 and N2 densities are more prevalent and must be considered
in the contribution to the heat exchange process. The temperature profile shows that above about
250 km, the atmosphere is roughly isothermal, so the conduction term can be quite small. This is
the region where O is dominant. This implies that the N2 term in the thermal conductivity is prob-
ably a more important term since N2 is dominant below ∼250 km where the vertical temperature
gradient is largest.
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Figure 3.1: (a) Globally averaged atmosphere constituents and (b) globally averaged temperature
in the thermosphere from GITM on September 26th, 2002. This time period is representative of
solar max conditions (F10.7 ≈ 180) and is used in some of the tests performed in later sections.

Pavlov (2017) gives approximations from tabulated values in Vargaftik et al. (1993) for thermal
conduction (denoted as λ in Pavlov (2017)) experiencing pressures much less than 0.1 MPa in
temperature ranges of 160 - 2500 K for N2 and 160 - 1500 K for O2. The full expressions a

κN2 = −3520 + 720.5T 0.5 − 41.93T + 1.613T 1.5 − 0.02685T 2 + 1.665× 10−4T 2.5 (3.5)

κO2 = −3169 + 735.7T 0.5 − 53.83T + 2.583T 1.5 − 0.05325T 2 + 4.083× 10−4T 2.5 (3.6)

κO = 46.7(1 + 2.228× 10−5T − 5.545× 10−9T 2)T 0.77 (3.7)

Figure 3.2 shows the Pavlov (2017) values of κN2 , κO2 , κO, as well as the corresponding Schunk
and Nagy (2004) conductivities (assuming s = 0.75). In the bottom subplot, ”best fit” lines are
shown using the same parameterization scheme in (4). The estimation of the coefficients and
exponent in the parameterization are derived from data and theoretical expressions of the thermal
conductivity of individual gases from (Hilsenrath, 1960), (Reid et al., 1977), (Lide, 1997), (Barlier
et al., 1969) and (Banks and Kockarts, 1973). While Vargaftik et al. (1993) describes more complex
expressions that best fit to an exponent close to 0.8. Although the parameterizations of the atomic
oxygen, O, and nitrogen, N2, seem to match fairly well, there is a great deal of discrepancy for the
estimation of the O2.
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Figure 3.2: Different species-specific thermal conductivities plotted as a function of temperature
with differing definitions of the suggested parameterization. Top: Pavlov and Schunk and Nagy
parameterized species-specific conductivities. Bottom: Best fit lines for the Pavlov species-specific
curves with the form AiT

s.

As described in Pawlowski and Ridley (2009), model bias can originate from incorrectly de-
fined parameters like the thermal conductivity, eddy diffusion, or photoelectron heating efficien-
cies. Certain quantities such as the eddy diffusion, and lower boundary density and temperature
affect model bias such that the best modeled physics equations can still result in inaccurate mass
density calculations. It is therefore quite difficult to identify the cause of data-model comparison
discrepancies.

For example, Masutti et al. (2016) explored a time period in which F10.7 increased over the
course of several days and showed that GITM’s mass density at approximately 400 km altitude
overresponded to this change. Overall, there was an underestimate of a mass density when F10.7
was low and an overestimate when F10.7 was high. Since GITM’s performance was a function of
the solar irradiance, improved performance could possibly be captured through thermal conduc-
tivity adjustments based on solar activity, but may be possibly masking other incorrectly modeled
physics.

The thermal conductivity is the focus of this study because its parameterization is a possible
deficiency in GITM and it significantly changes the density results needed for orbit prediction.
This is an opportunity to settle the discrepancy of parameterizations and compensate for neutral
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density model bias that may be caused by other incorrectly modeled physics, boundary conditions
or drivers. For instance, inaccurate modeling of a term like the eddy diffusion coefficient could
also influence neutral density results (Qian et al., 2009). Handling the eddy diffusion has been
a topic of previous research in GITM ((Goel et al., 2018), (Malhotra et al., 2017)), but the eddy
diffusion is a term that also controls the composition and ionospheric density due to the changed
turbulent mixing and its inclusion in the continuity, vertical momentum and energy equations.

3.1.3 Manually Debiasing the Thermal Conductivity

This section outlines the need for debiasing models by describing an attempt to choose a single con-
stant, thermal conductivity coefficient that allows GITM’s mass density to better match CHAMP
observations. Nine runs with varying thermal conductivity coefficients (Table 5.1) were performed.
Six different contour maps are shown for the six different time periods simulated (Figure 3.3). For
each run, the eddy diffusion coefficient was set to 500, and s was set to 0.69. The percent differ-
ence in mass density from CHAMP measurements and GITM calculations were examined. GITM
was ran for ten days, but only the last five days of each run were used to allow GITM to reach a
quasi-diurnally reproducible state before comparison. CHAMP and GITM densities were averaged
over the orbital period (∼ 90 minutes).

Contours of percent error for each time period are shown in Figure 3.3. The September 2002 and
September 2004 time periods were selected to tune GITM, keeping the season and geomagnetic
conditions similar, but allowing the solar activity to vary (see Table 3.2).

Run A(O2,N2) A(O)

1 3.6 4.6
2 4.6 4.6
3 5.6 4.6

4 3.6 5.6
5 4.6 5.6
6 5.6 5.6

7 3.6 6.6
8 4.6 6.6
9 5.6 6.6

Table 3.1: The variety of inputs to thermal conductivity coefficients. Multiply A(i) by 10−4 to
yield Jm−1s−1K−1.
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Time period F10.7
September 2002 146-196
February 2003 107-133

September 2004 89-110
August 2005 85-110
October 2005 74-80

September 2006 70-81

Table 3.2: Range of F10.7 (solar flux units) values during the different time periods.

Figure 3.3: Contours of model errors as a function of thermal conductivity (molecular on x-axis,
atomic on y-axis) for different time periods. The blue and red regions indicate GITM having mass
densities lower and higher than CHAMP observed, respectively. Areas of white yield results sim-
ilar mean densities to CHAMP. (a) and (b) are baseline runs to find suitable thermal conductivity
coefficients. The yellow region in (c)-(f) are thermal conduction values that yield good results for
both the reference runs to within 5%.

As the thermal conductivity is increased, the gradient in temperature in the lower thermosphere
decreases. Since the lower boundary condition fixes the temperature, the temperature in the upper
thermosphere must decrease. Pressure and density profiles are strongly controlled by the temper-
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ature, so as the temperature decreases, the density at a fixed altitude in the upper thermosphere
also decreases. This means that the neutral density in GITM decreases as the thermal conductivity
increases. Figure 3.3 shows that the molecular coefficient has a stronger effect than the atomic
oxygen coefficient. This is because the thermal conductivity multiplies ∇T , which is largest in
the lower thermosphere (∼100-200 km), where the major species O2 and N2 are dominant (Figure
3.1). Hence, the thermal conductivity in the lower thermosphere dictates the middle and upper
thermosphere temperature and density.

The top two plots of Figure 3.3 indicate that, for these two intervals, there is a span of atomic and
molecular coefficients that reduce the model bias to extremely low levels, even with different solar
irradiance. However, when the study was expanded to include other seasons and other conditions,
it became clear that no combination reduced the bias universally. Times outside of September
2002 and 2004 needed to be considered to see that this overlapping parameterization space does
not provide unbiased results at different parts of the solar cycle. The yellow zone overlayed on
each subplot is the parameter space from the September 2002 and 2004 runs where the error was
within ±5% for both times. These yellow zones show that a debiased set of thermal conductivity
parameters for one set of times do not necessarily reduce the error to zero for other time periods.

Figure 3.4 shows the sensitivity of the thermal conductivity exponent, s, for September 16-26th,
2002. The molecular and diatomic coefficients were held constant at A(O) = A(O2, N2) = 4.6×10−4

Jm−1s−1K−1 while ’s’ varied from 0.63 - 0.75 in increments of 0.03. For the GITM conditions
during this time period, an exponent of 0.68 minimized the absolute error between GITM and
CHAMP. As indicated in the sensitivity study of the molecular and diatomic coefficients, this is
not expected to be a universal value due to the uncertainty in other terms within GITM. These runs
show that GITM is more sensitive to the exponent than the molecular and diatomic coefficients
(i.e. a small percentage change in s drives a large change in GITM densities). For this reason, the
work in the next sections focus on estimating the thermal conductivity exponent, s.

The causes of model bias varying from event to event in Figure 3.3 could stem from incorrect
drivers (EUV, lower boundary condition, aurora, etc...) or incorrect physics (ion variability, small-
scale structures, turbulent heating, etc...). This is the reason an automated debiasing mechanism
is needed. The difference in performance to estimate other state variables (aside from the neutral
density) between the three parameters within the thermal conductivity coefficient was not studied
in this work.
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Figure 3.4: A five-run sensitivity study for the thermal conductivity exponent, s, which varied from
0.63 - 0.75. Percent differences between GITM and CHAMP are shown for each run.

3.2 Retrospective Cost Model Refinement (RCMR)

Retrospective Cost Model Refinement (RCMR) is a technique developed for parameter estimation
in nonlinear systems (Morozov et al., 2011). The technique is a variation of retrospective cost adap-
tive control (RCAC) that was primarily developed for adaptive control applications in aerospace
engineering (Santillo and Bernstein, 2010). In this work, RCMR is used to estimate thermal con-
ductivity coefficients in a system modeled by Navier-Stokes partial differential equations. RCMR
minimizes a cumulative cost function that is based on the difference between the density computed
self-consistently by GITM and the density specified externally, such as that measured by a real
satellite or estimated by a different model. This technique has been applied for estimation of (1)
the eddy diffusion coefficient using total electron content (TEC) as the comparison variable (Goel
et al., 2018), (2) NOx cooling using simulated space-based measurements (D’Amato et al., 2013),
(3) the photoelectron heating coefficient based on real satellite measurements (Burrell et al., 2015)
and, (4) the thermal conductivity coefficients using simulated density measurements (Goel et al.,
2020). Each of these studies successfully estimated the corresponding unknown parameter using
RCMR. This method is different from the other data assimilation methods talked about in the in-
troduction because it does not use an ensemble (Matsuo et al., 2013) or run restarts (Sutton, 2018)
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which saves considerably on computational time. RCMR has been applied to parameters within
GITM rather than directly updating the model states or modifying the drivers. For a more complete
description of RCMR, refer to Goel et al. (2020).

Figure 3.5 shows the block diagram used to estimate the unknown parameter within RCMR.
As shown by the top block in Figure 3.5, the external drivers, including the solar EUV, frictional
heating and auroral precipitation, force the real thermosphere’s density, ρ. Thermal conductivity
serves to move the energy vertically. When trying to reproduce nature’s physics with a model
(GITM), there are assumptions that try to emulate the true relationships. The empirical formula-
tions, boundary conditions and other model necessities result in error accumulation. This is seen
when comparing the model estimated density, ρ̂ with in-situ measurements, as shown in Figure
3.3.

Reducing the error (z) is ideally done by correctly implementing equations that accurately and
completely capture all dynamics, boundary conditions and drivers within the model. Low error
could also be obtained by incorrect physics within the models that cancel each other out, inad-
vertently matching the measurements. This can occur when multiple incomplete physics terms
compensate for each other. For example, having too low solar EUV heating along with too high
frictional heating at high-latitudes could result in an orbit-averaged mass density that is more or less
correct. In the case of RCMR, intentionally adjusting thermal conductivity coefficient(s) changes
the error by altering the thermal balance between sources and sinks.

Figure 3.5: Modified block diagram from Goel et al. (2020) to illustrate the RCMR process.

In Figure 3.5, the top block represents the true physical system with real drivers and boundary
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conditions. In the real system, κ is driven by the states and dynamics, making a complex, nonlinear
system. GITM approximates the drivers and boundary conditions as well as approximating the
dependence of κ on the system state as described above (i.e. κ =

∑
AiT

s). RCMR takes the
difference between the ”actual” ρ and the GITM-estimated ρ̂, and alters the κ (through the values
of Ai and/or s) to minimize the difference.

In order to validate the integration of RCMR within GITM, RCMR was used to estimate κ

(A(O2, N2)) using simulated truth density data obtained from a GITM simulation with a known
value of κ. The density data was recorded and serves as the satellite measurements. Next, GITM
was re-run with an intentionally incorrect A(O2, N2) and RCMR updated the estimate A(O2, N2)

using the simulated truth density data. If RCMR was implemented correctly, RCMR’s estimated
A(O2, N2) would converge to the true value of A(O2, N2) used to generate the simulated truth
data, validating the technique. When this is true, it is a good indication that when actual truth data
(i.e. CHAMP, GRACE, MSIS) is used, the convergence will provide the real thermosphere thermal
conductivity coefficients.

3.3 Results

3.3.1 Automating the Model Debiasing Process via RCMR

RCMR estimates the thermal conductivity coefficients every 60 seconds using density measure-
ments from the CHAMP and GRACE satellites as well as Naval Research Laboratory’s (NRL)
Mass Spectrometer and Incoherent Scatter Radar (MSIS) empirical model (Picone et al., 2002).
In order to implement this, GITM was ran independent of RCMR to obtain global density values
from September 16-26, 2002 forming a truth data set. The thermal conductivity coefficients of
A(O) = 4.6× 10−4 Jm−1s−1K−1, A(O2, N2) = 4.6× 10−4 Jm−1s−1K−1 and the exponent s = 0.69
were used. In comparison to CHAMP satellite data, this provided a low-biased mass density result
(Figure 3a).

The orbit of the CHAMP satellite was used to extract densities from the GITM run (ρ4.6) at a one
minute cadence to match the update frequency of RCMR. Using GITM densities at the satellite-
position as inputs for RCMR (see Figure 3.6), a GITM simulation was run again during the same
time, but used RCMR to change the molecular coefficient. This work was different from Goel
et al. (2020) which used the simulated global maximum, minimum and mean densities instead
of the densities directly at the satellite position. The thermal conductivity coefficient A(O2, N2)

was initialized to 1.0 × 10−4 Jm−1s−1K−1, while the A(O) and exponent S were held constant
at their previously set values above. The densities modeled by GITM with RCMR is denoted as
ρRCMR. RCMR used the ρ4.6 data and ρRCMR data to compute an error (z) to update the thermal
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conductivity estimation while the simulation progressed. Figure 3.6 shows two RCMR simulations
that demonstrate that the independent dynamic adjustments of A(O2, N2) and s in RCMR debias
GITM. In the left column, the error z decreased to zero, while A(O2, N2) converged to 4.6× 10−4

Jm−1s−1K−1 after around three days. The right column shows the same simulation where s was
the free parameter for RCMR to estimate. It is expected that s would converge to 0.69 to match
the thermal conductivity exponent used to generate the truth data. Instead, RCMR estimated a
value closer to 0.72 which is due to different versions of GITM being used for the truth data run
and that of the most recent RCMR run. From here forward, RCMR only updates s due to GITM’s
sensitivity to this parameter.

Figure 3.6: Top row: Densities along the CHAMP orbit are shown with three different values
of AO2 or s. Raw values are shown as transparent lines, while orbit averaged values are shown
as bold. The error (middle row) and thermal conductivity coefficient (bottom row) from using
simulation data at CHAMP locations at a one minute cadence is shown in blue for the RCMR
assisted run, red for a constant, purposefully-biased, constant parameterization, and black for a
constant parameterization matching the truth data parameters. The orbit averaged errors are shown
with a thicker line of their corresponding color.

In addition to the truth data and RCMR-adjusted mass densities, the density and error is shown
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when the incorrect parameterization was used and not corrected. This provides a quantification of
the level of improvement that can be gained using RCMR.

This example shows that RCMR can correct for an incorrectly set thermal coefficient, but model
bias can be caused by a variety of issues, as described above. For a second example of idealized
RCMR runs, illustrated in Figure 3.7, GITM was run with consistent thermal conductivity param-
eters but incorrect drivers.

F10.7, the daily solar flux at wavelength 10.7 cm, is a proxy for solar spectra (Richards et al.,
1994). An alternative to the F10.7 proxy is using FISM to describe the spectrum (Chamberlin
et al., 2008). Near real time and for predictions, F10.7 is approximate and one of the only ways
to describe the solar spectrum. If F10.7 is not right or does not describe the spectrum correctly,
model bias could result. This second test explores whether RCMR can compensate for an incorrect
specification of the F10.7. The RCMR estimated parameter for this run and future runs was the
exponent s, with an initial value of s as 0.1.
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Figure 3.7: Densities and errors are shown with three different run conditions: (1) the truth data
used as input for RCMR in black, (2) the RCMR run dynamically debiasing GITM with incorrect
solar drivers in blue, and (3) the case where GITM has incorrect solar drivers and is not implement-
ing RCMR in red. The orbit averaged errors are shown with a thicker line of their corresponding
color. The third subplot shows the thermal conductivity exponent over time. The bottom subplot
shows the corresponding F10.7 used in each run. The blue line corresponding to the F10.7 for the
RCMR run is overlapping with the red line corresponding to the biased run since they were both
run with the same incorrect F10.7.

Similarly to the previous run, the truth data being used was an extraction of GITM results where
the F10.7 was updated based on the actual F10.7, which varied from 190 to 150 solar flux units.
The RCMR run was intentionally run with an incorrect constant F10.7 of 125 solar flux units. Over
time, the RCMR-debiased run converged to the truth data and the error decreased dramatically. The
time it took to converge was longer than the first test by roughly two days. This was due to the
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densities being similar between the two runs for the first two days despite the very different run
settings. In this case, a low F10.7 incorrect driver caused a low density, having a negative bias. At
the same time, a low initial value of s caused a high density since the thermal conduction would be
reduced leading to a high temperature. In this case, a positive bias would result. In combination,
the biases mostly cancelled and RCMR was relatively ineffective for the first two days. After
this, RCMR was able to track the error and produced an ’s’ that adequately compensated for the
incorrect specification of F10.7.

3.3.2 RCMR with CHAMP and GRACE Satellite Densities

In the previous section, the simulated densities generated from a GITM run represented the ”true”
thermosphere. In this section, tests of RCMR with real satellite data are described. Initial tests
were done using data from September of the years 2002 and 2004 as sample months for high and
moderate F10.7 fluxes, respectively, since these were used for manual debiasing earlier in the study.
Both time periods had relatively low levels of activity, with |Dst| being less than 50 nT during each
time period.

Satellite Sept. 2002 Altitude (km) Sept. 2004 Altitude (km) Inclination (◦)
CHAMP 390-450 370-410 87.3
GRACE 485-515 460-505 89.0

Table 3.3: Information on the altitude and orbit inclination during the two test periods.

The estimation of the thermal conductivity exponent s was explored using CHAMP and
GRACE individually. Figures 3.8 and 3.9 show the September 16-26, 2002 period comparing
the results of GITM with a constant thermal conductivity to the RCMR adjusted values against the
satellite observations.
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Figure 3.8: The top subplot shows the raw and orbit averaged densities are shown for GITM,
CHAMP and RCMR. In the middle subplot, the errors are plotted over one another to observe how
RCMR compares to a constant thermal conductivity typically used in GITM. The bottom subplot
shows the consequent thermal conductivity exponent estimated in blue. In red is the constant value
used when RCMR was not applied. The local time of ascending node for CHAMP was 13.4 LT.

The RCMR and non-RCMR runs both converge to the CHAMP and GRACE measurements.
With RCMR, the convergence is much faster with large improvements in mass density after around
two to three days. As observed in Figures 3.8 and 3.9, the free parameter s converged to 0.70 which
is similar to the constant value of 0.69 used in a typical GITM run. This set of thermal conductivity
coefficients (4.6e-4, 4.6e-4, 0.69) matched the results found in the manual debiasing process.

Normalized root mean square (nRMS) and percent error are shown on the bottom right of
Figures 3.8 and 3.9 to quantify the improvement with RCMR. These values were computed based
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on orbit-averaged densities for the final five days of the run (marked as t0 on the figure). This
gave sufficient time for RCMR to debias the model and allow GITM to reach a roughly diurnally
reproducible state. In Figure 3.9, the nRMS and percent difference show improvement of ±33%

percent error and nRMS to less than 3%.

Figure 3.9: Same as Figure 3.8, except using GRACE instead of CHAMP. The local time of as-
cending node for GRACE was 21.7 LT.

Switching to the time period in 2004, a similar simulation was performed using CHAMP data
to check the robustness of RCMR under different solar conditions. The F10.7 was considerably
lower for this run mostly being between 90-110 Wm−2Hz−1, while the seasonality and geomag-
netic activity was similar. Recall that debiasing between September 2002 and 2004 was possible
with similar thermal conductivity coefficients, and so running this time period gave RCMR the

49



opportunity to demonstrate this. As shown in Figure 3.10, the RCMR and non-RCMR mass den-
sities converged to CHAMP measurements with RCMR reducing the time to converge by nearly
seven days. In the bottom subplot, the estimated thermal conductivity exponent converges to right
around 0.70 which is consistent with the RCMR test performed in 2002 and the manual debiased
simulations. nRMS and percent error were used to quantify the improvement with RCMR. They
showed a much larger improvement from a roughly -20% percent error and nRMS to less than 5%.

Figure 3.10: Same as Figure 3.8, except for September 2004. The local time of ascending node for
CHAMP was 19.4 LT.
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3.3.3 Storm-time Debiasing and Forecasting

In this section, GITM was debiased by RCMR before the storm in August 2005. The F10.7 for
this time period was lower than the previous runs shown. It varied between 70-100 Wm−2Hz−1.
Comparisons between the typical GITM run, a purposefully biased GITM run, an RCMR-assisted
GITM run with purposefully biased F10.7, and CHAMP data were made in an effort to improve
forecasting of density enhancements during and after the storm. Figure 3.11 shows the interplan-
etary magnetic field (IMF), solar wind velocity, hemispheric power, and Dst prior to and through
the storm on August 24-25th, 2005. During the quiet time, the Dst never went below ∼-25 nT,
while the hemispheric power was quite low most of the time. On August 24th, the IMF Bz turned
negative as well as the solar wind speed increasing dramatically. This drove a large increase in the
aurora and a significant development of the ring current as indicated by the nearly -200 nT Dst.
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Figure 3.11: Interplanetary magnetic field (IMF), solar wind velocity, hemispheric power and Dst
measurements from August 14th-28th, 2005. In the Dst panel, the green portion indicates the quiet
time period before the storm, while the red indicates the active storm period.

The storm took place between August 24-26, 2005. In the RCMR run, the debiasing took place
from August 14-21. The run continued through the storm from August 21-28 without the assis-
tance of RCMR. During the storm, the exponent ’s’ was held constant at its last value specified by
RCMR on August 21. In Figure 3.12, the debiasing was done prior to the storm using CHAMP
measurements. As was done before, the densities, errors and dynamic thermal conductivity ex-
ponenent are shown in comparison to the static runs.
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Figure 3.12: The densities and errors compared to CHAMP during August 2005 with RCMR on
(blue) and RCMR off in two conditions. One run is with the daily averaged F10.7 values included
(orange) and the other is with a constant, incorrect F10.7 of 150 (red). Both of the non-RCMR
runs have the same constant thermal conductivity exponent, but only one of them is shown. The
RCMR run is done with the incorrect F10.7. The bottom subplot shows the consequent thermal
conductivity coefficient estimated.

As expected, the biased run with a constant F10.7 of 150 Wm−2Hz−1 was very different than
the CHAMP measurements and a GITM run using real F10.7 measurements. It is important to
point out that the parameter estimation from RCMR showed that the best exponent s was around
0.8 which was considerably larger than the other runs. The F10.7 of 150 Wm−2Hz−1 is higher than
the true conditions artificially increasing mass densities. To counteract this, an increased thermal
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conductivity was needed to dissipate this excess energy, reducing the mass density.

Figure 3.13: Similar to the previous figure, but for the August 21st-28th, 2005. RCMR is turned
off so no thermal conductivities are being shown.

Figure 3.13 shows the runs proceeding through the storm and storm recovery. For the three
days after RCMR was turned off, the densities stayed debiased. The storm was better represented
because of this, although GITM with RCMR under predicted the storm response during the peaks.
This is most likely due to the increased thermal conductivity, which pulled energy out of the ther-
mosphere too quickly during the storms. This is relatively minor compared to the biased model
results though. The RCMR run matched the recovery density after the storm quite well. Addi-
tional performance assessment metrics are shown in Table 3.4. The formulations for each metric
is shown in Kalafatoglu Eyiguler et al. (2019). When comparing the RCMR run to the biased
run, the RCMR run performed better in every metric. Each of these statistics help quantify the
improvements that can be had to the mean and variability of the mass densities.

On the other hand, the calibrated model of GITM also performed better than the biased run.
Comparing the RCMR run and the calibrated model of GITM, the Ratioavg of the default GITM
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simulation performed better than the RCMR run. RCMR was capable of improving the time delay
(TD) of the storm peak, the mean average error (MAE) and normalized root mean square error
(NRMSE).

3.3.4 Debiasing using an Empirical Model

Satellite measurements of the thermosphere are not always available, especially during real-time
operations. For this reason, an empirical model such as MSIS may be useful as a source of ”truth
data”. Whereas empirical models are not always skilled at correctly predicting highly perturbed
events, like solar storms, they are useful for obtaining information on the background state. Further,
satellite orbits may not be ideally placed to represent the global conditions, while an empirical
model can be sampled anywhere (or everywhere). While satellite data is the ideal choice for
debiasing, using an empirical model may help in some situations. For these reasons, a final test was
run to attempt to debias GITM under conditions where satellite data was (in theory) not available.

In this run, MSIS mass densities at the subsolar point at 400 km altitude were used as the source
of ”truth data”. The same time period in August 2005 was used for this. RCMR was allowed to
debias GITM for seven days and then proceed through the storm. During the storm, RCMR was
turned off and the storm-time performance evaluation of GITM was checked against CHAMP data,
as in the previous case.
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Figure 3.14: The densities and errors compared to MSIS at the 400 km altitude sub-solar point
during August 2005 with RCMR on (blue) and RCMR off in two conditions. One run is with
manually calibrated thermal conductivity values included (orange) and the other is with a constant,
biased thermal conductivity exponent of 0.69 (red). The bottom subplot shows the consequent
thermal conductivity coefficient estimated.

In Figure 3.14 shows the mass density for different runs at the subsolar point at 400 km altitude,
which is where the MSIS data was extracted. The biased run (labeled ρ0.69) and RCMR run no
longer had error induced by the F10.7. The only source of error in the RCMR run (ρRCMR) was
the initial value of 0.1 given to the thermal conductivity exponent s. The thermal conductivity
exponent s in the wrong tuning run was 0.69, whereas the best tuning had an exponent of 0.72
(ρ0.72). At the 400 km, subsolar point each run converged to MSIS results within a few days of the
run. As shown in the bottom subplot, RCMR estimated the ’s’ to be 0.71, using the MSIS results.
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Figure 3.15: Similar to Figure 3.13, but for the MSIS debiased mass densities at CHAMP locations.

Figure 3.15 shows the same runs proceeding through the storm and storm recovery, but now at
the CHAMP positions. These densities are quite different than the subsolar density, since CHAMP
is a high inclination satellite sampling the high latitudes, where the energy balance can be quite
different. In this case, the biased run performed worst of the three runs. In Table 3.4, the same
performance tools from Kalafatoglu Eyiguler et al. (2019) are shown. The RCMR run performed
similarly or better than the biased run, but considerably worse than the calibrated GITM run. This
is due to the difference between MSIS and CHAMP during the proceeding time period. Since
RCMR was debiasing towards MSIS, the debiasing improvement is subject to the accuracy of
MSIS. It is possible that debiasing with MSIS at locations other than at 400 km altitude at the
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subsolar point could improve this, but it was not explored in this work. This simulation does show
that debiasing with an empirical model improves the performance of the biased model, but then is
subject to other limitations.

Performance Assessment Tool ρF10.7 ρ150 ρRCMR ρ0.72 ρ0.69 ρRCMR

Ratiomax (-) 0.98 1.56 0.98 0.98 1.5 1.38
Ratioavg (-) 0.96 2.00 0.9 0.96 1.75 1.52
TD (hours) 3.8 3.8 -0.8 3.8 3.8 3.8

MAE (kg/m3) 4.44e-13 3.13e-12 3.47e-13 4.44e-13 2.35e-12 1.64e-12
NRMSE (%) 8.32 48.68 8.29 8.32 38.15 27.41

PE (-) 0.65 -1.06 0.65 0.65 -0.62 -0.16

Table 3.4: Statistical analysis on orbit-averaged data from t0 for each run in Figure 3.13. The
first two are dimensionless quantities. TD is the time difference between storm peak as seen
from data and from the model computed in hours. The mean average error (MAE) has units of
kg/m3. The normalized root mean square error (NRMSE) is shown as a percentage. The prediction
efficiency (PE) is also a non-dimensional statistic. The columns are separated by run-type the first
three columns being associated with debiasing with CHAMP data and the final three columns are
associated with debiasing with MSIS.

3.4 Summary and Conclusion

In this work, GITM used RCMR with CHAMP and GRACE satellite measurements to correct for
uncertain parameters and incorrect drivers. During these runs, it was shown that after sufficient
error accumulation, RCMR was able to reduce the bulk of the error and nRMS to below 5% within
2-3 days. This work also showed the effectiveness of debiasing GITM prior to a storm in August
2005 with CHAMP measurements and MSIS. When debiasing was applied before a storm, the
results during the storm were shown to improve in all metrics except the time delay between a
measured storm peak and the model-predicted peak (where they performed identically with and
without RCMR). It was demonstrated that RCMR could use empirical models within GITM to
debias the model, but this was reliant on MSIS results having low error during the pre-storm time
period and the choice of where to sample the empirical model. Future work will show more runs
and have a statistical approach to address how beneficial using MSIS for parameter estimation can
be. This work also implied that reducing the model bias improved the forecasting performance
along a specified path. Lower model bias in neutral densities help make GITM a more feasible
model to assist in satellite drag calculations. Getting the acceleration due to drag correct is im-
portant for accurate estimation of future satellite positions and potential collision detection and
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prevention.

3.5 Open Research

GITM is freely available through GitHub (Ridley et al., 2023). Dst obtained from the World Data
Center in Kyoto, Japan (https://wdc.kugi.kyoto-u.ac.jp/dstdir/). CHAMP and GRACE satellite data
is available through Technical University, Delft (http://thermosphere.tudelft.nl/).
The MSIS model is available on the Community Coordinated Modeling Center (https://
ccmc.gsfc.nasa.gov/modelweb/models/nrlmsise00.php). Hemispheric power
is provided by the National Oceanic and Atmospheric Administration (http://ftp.swpc.
noaa.gov/). Plotting routines and data within this work are published on DeepBlue (https:
//doi.org/10.7302/9r1a-c979).
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CHAPTER 4

The Venus Global Ionosphere-Thermosphere Model
(V-GITM): A Coupled Thermosphere and

Ionosphere Formulation

4.1 Introduction

The search for life in our galaxy is a fundamental quest. In order to help in this process, an un-
derstanding of the habitability of different planetary environments is important. The launch of the
new James Webb Space Telescope with the Transiting Expolanet Survery Satellite (TESS) will
bring new data from the mapping of transiting exoplanets around bright stars, allowing spectro-
scopic analysis of a planet’s atmospheric composition. Planets that are very close to the star are
more likely to be observed due to the higher frequency of passing in front of the star. Along with
this, there are characteristics that inner, rocky exoplanets may have in common. For example, it
has been found is that the closer planets are to a star, the more likely they are to be tidally locked
(Barnes, 2017). In addition, planets near a star often times encounter large amounts of solar radi-
ation leading to the escape of lighter species, such as hydrogen and oxygen, throwing the carbon
cycle out of balance resulting in a CO2 rich atmosphere (Ehrenreich, D. and Désert, J.-M., 2011)
(Taylor, F.W. et al., 2018). In our own solar system, Venus shares some of these characteristics.
For example, Venus is not tidally locked, but has a very slow axial rotation period of 243 days
which may respond similarly to the effects of stellar heating of tidally locked planets.

Further, Venus’ atmosphere is dominated by CO2. Comparative planetology of terrestrial plan-
ets and the role of CO2 15 µm cooling in regulating the temperature structure of their upper atmo-
spheres has been shown to be different between Venus, Earth and Mars (Bougher et al., 1999). As
such, the CO2 rich planets (Mars and Venus) have much colder thermospheric temperatures than at
Earth. Knowing that radiative cooling is such an important process for these planets and is so de-
pendent on atomic O and CO2 densities, it becomes equally important to constrain the densities of
each species. As pointed out in Huestis et al. (2008), atomic O should have variability throughout
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the solar cycle for Mars and Venus but measurements are severely lacking. Bougher et al. (2023)
used MAVEN NGIMS datasets and compared to M-GITM simulations to capture solar cycle ef-
fects upon exospheric temperatures. Measured O abundances were used to constrain simulated O
densities and CO2 cooling rates on Mars for the first time.

Atmospheres dominated by CO2, slowly-rotating and tidally locked planets are very different
than what we experience at Earth, but may be commonplace in exoplanets. For example, over
5,200 confirmed exoplanets are cataloged in NASA’s Exoplanet Archive. A good way to partition
whether they are potentially habitable is to link Venus-like or Earth-like characteristics for each
exoplanet.

Measurements and numerical models are used to answer questions about the evolution, hab-
itability, and the underlying physics of these atmospheres. Models allow for testing of different
configurations, characterizing uncertainty ranges to broadly predicting habitability. On the other
hand, direct measurements are probably the most reliable sources of data to attempt to improve
our understanding of these atmospheres, but obtaining this data is a difficult task, and therefore the
measurements are quite limited. New missions and modeling efforts characterizing the dynamics
of the atmospheres of Venus and Mars assist in understanding atomic O densities and the radiative
cooling that results. As our ability to describe the role of radiative cooling at Venus and Mars
improves, we will be able to better synthesize exoplanet data and improve our ability to assess the
habitability of planetary bodies.

4.1.1 Venus Data Sets used for Comparison in This Work

A variety of satellite missions with different instruments have visited Venus to collect data on the
atmospheric state. Ground-based telescopes (see James Clark Maxwell Telescope and Heinrich
Hertz Submillimeter Telescope) are capable of mesospheric temperatures and carbon monoxide
densities. Remote-sensing revealed the temperatures at a larger variety of altitudes and the at-
mosphere’s neutral and ion densities. Limaye et al. (2017) has compiled many ground-based and
satellite-based instrument measurements of Venus’ atmosphere and ionosphere, which are summa-
rized here, and used in later sections to validate model results:

• SPICAV (Spectroscopy for the Investigation of the Characteristics of the Atmosphere of
Venus) uses a UV spectrometer and two IR spectrometers onboard Venus Express (Bertaux
et al., 2007). The UV instrument provides density and temperature profiles from approxi-
mately 60 km to 160 km. The VIS-IR instrument is one of two infrared sensors, but this
is used in the 0.7 − 1.7µm wavelength range to gather H2O, CO2 and aerosol information
along with O2(1 − ∆) nightglow. SOIR (solar occultation IR) is part of the SPICAV suite
of spectrometers, but measures CO2 spectral lines from 2.2-4.3 µm (Korablev et al., 2003),
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(Mahieux et al., 2008). Data is available at a wide variety of latitudes at the terminators
between 70-170 km.

• JCMT (James Clark Maxwell Telescope) is a ground-based radio telescope in Hawaii that is
capable of making sub-mm observations of CO absorption lines and temperatures between
70-110 km. Due to the differences in day-night CO densities, the observation range may
vary.

• HHSMT (Heinrich Hertz Sub-Millimeter Radio Telescope) is located at the Arizona Radio
Observatory and provides temperature profiles and CO distributions from 40-120 km on the
dayside and nightside (Rengel et al., 2008).

• VeRa (Venus Express Radio Science) used radio signals to sound Venus’ atmosphere and
ionosphere at all longitudes and latitudes during Venus atmospheric occultation (i.e., the sig-
nal is occulted by Venus’s atmosphere). During the occultations, Venus’ atmosphere lies be-
tween satellites radio transmitter and the ground station receivers or on Deep Space Network
antennas. Measurements of the attenuated radio signals were used to derive atmospheric
states. VeRa.0 and VeRa.1 provide density and temperatures from 40 km up to roughly 100
km (Häusler et al., 2006).

• VIRTIS-H (Visible and InfraRed Thermal Imaging Spectrometer, high resolution channel)
observed non-LTE emissions of carbon monoxide as part of the Venus Express spacecraft.
Gilli et al. (2015) retrieved dayside temperatures, albeit with large uncertainties, between
100-150 km at a variety of local time and latitude bins by averaging non-LTE emission
measurements.

• Pioneer Venus’ Orbiter Neutral Mass Spectrometer (ONMS) measured density variations at
low latitudes in the upper thermosphere (Keating et al., 1979). The data observed from this
instrument are the foundation for the VTS3 empirical model, which is discussed more in the
next section.

In addition to the data currently available, there have been two recently selected missions, VER-
ITAS and DAVINCI, which will probe the atmosphere of Venus with new instruments. Venus
Emissivity, Radio Science, InSAR, Topography, and Spectroscopy (VERITAS) aims to improve
upon the radar maps from the Magellan mission in the 1990s, help scientists learn about the night-
side IR emissivity, and measure the gravitational field around Venus to gain insights on the planet’s
core. VERITAS, now optimistically scheduled to launch in 2031, will perform aerobraking ma-
neuvers that will sample the thermosphere and provide further constraints on upper atmospheric
structure. The Deep Atmosphere Venus Investigation of Noble gases, Chemistry, and Imaging
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(DAVINCI) mission is planned to launch as early as 2029. DAVINCI aims to deliver high preci-
sion measurements of the composition of the atmosphere as it descends through the thermosphere
down to near surface altitudes (Garvin et al., 2022).

Piecing together all the data provides clues about the composition, dynamics and energetics of
Venus’ atmosphere, but they only tell part of the story due to data being available at limited times
and discrete locations. Models are tools that can provide a complete four-dimensional dataset and
can test our understanding of the physics of the Venusian atmosphere. Models have a variety of
structures and assumptions that shape their usefulness in different situations.

4.1.2 Model Review

There are many models (empirical and first-principles-based) of the Venusian thermosphere:

• VTS-3: An empirical model created by Hedin et al. (1983) that used a spherical harmonic
fitting of measurements from Pioneer Venus’ Orbiter Neutral Mass Spectrometer (ONMS)
from 1978 - 1980 to estimate measurements from 100 km to around 300 km. Near equa-
tor sampling by ONMS do not provide VTS-3 with useful mid-to-high latitude constraints.
Also, ONMS in-situ datasets did not make measurements below about 140 km so extrapo-
lations down to 100 km by VTS-3 are not well constrained. Empirical models rely on data
assimilation from remote observations so they are able to estimate background atmospheric
states well, but due to low statistics do not have the same success in dynamic conditions,
such as flares. VTS-3 is used as a comparison tool for the model presented here.

• The empirical model from Theis et al. (1984) and Theis and Brace (1993) provide electron
densities and electron temperatures extracted from Pioneer Venus’ Orbiter Electron Temper-
ature Probe (OETP) using the method described in Krehbiel et al. (1980). This has similar
latitudinal and altitudinal constraints as VTS-3.

• VIRA (Venus International Reference Atmosphere) used both lower and upper atmosphere
datasets to capture reference profiles at specific locations and intervals throughout the solar
cycle (Kliore et al., 1985). For instance, upper atmospheric mass densities and temperatures
were based upon PVO OAD datasets (Keating et al., 1985). VIRA-2 (Moroz and Zasova,
1997) updated the reference profiles based on composition, temperature and pressure mea-
surements.

• VTGCM: The Thermosphere Ionosphere General Circulation Model (TIGCM) (Dickinson
et al., 1984) was modified to work at Venus (Bougher et al., 1988; Brecht et al., 2011, 2012;
Parkinson et al., 2021). VTGCM is a 3D physics-based model on a pressure coordinate
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system. At the time, this model displayed the importance of 15 µm CO2 cooling to bal-
ance EUV heating effects. VTGCM also uses a wave-drag parameterization to reduce the
horizontal wind speeds.

• V-PCM: The Laboratoire de Météorologie Dynamique (LMD) team created a Venus GCM,
formerly LMD-VGCM, (Gilli et al., 2017, 2021; Navarro et al., 2021; Martinez et al., 2023)
now referred to as the Venus Planetary Climate Model (V-PCM). The V-PCM includes two
unique parameterizations for the effects of the near IR solar heating at 4.3 µm and the radia-
tive cooling at 15 µm. Additionally, a gravity wave parameterization is included to dampen
the fast winds and improve stability of runs.

• TUGCM: Tohoku University’s GCM (TUGCM) (Hoshino et al., 2012, 2013) uses an at-
mosphere of O, CO and CO2 only and implements planetary scale waves (Rossby waves,
diurnal and semidiurnal tides, and Kelvin waves) based on the assumption that these are
driven upward from the mesosphere.

A side-by-side comparison of the physics-based models (V-PCM, TUGCM and VTGCM) was
put together in Martinez et al. (2021). This comparison table presents some features of each model
and was modified to justify the development of a new model, V-GITM. Table 4.1 shows the high-
level differences between each model.

4.1.3 The Need for a New Venus Model

This study introduces a new Venus model which is focused on better understanding (1) how the
nightside ionosphere of Venus is sustained, (2) what controls the thermospheric temperature as
a function of altitude and solar zenith angle, (3) the impact of the retrograde super-rotating flow
on the winds, densities, and temperatures, and (4) the role of the wind dynamics on day-night
structures. The flexibility in the new model improves upon the simulated physics and leads to
better answering the outstanding questions at Venus. The three important improvements to the
physics this work offers are the use of chemical heating, a non-hydrostatic solver and the inclusion
of coupled ion dynamics.

For example, the method of using chemical heating is standard at Earth, but less common for
planetary environments. It is typical for GCMs to adopt a heating efficiency to account for the
heating effects from the solar EUV. In many cases, this method offers a good approximation,
but the implementations are incomplete when using a uniform heating efficiency due to the solar
EUV heating coming through a route of ionizing neutrals that release heat in exothermic chem-
ical reactions. Ions are not uniformly distributed and so the chemical reactions do not heat the
thermosphere uniformly making a constant heating efficiency inaccurate. The use of an uncertain
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V-GITM VTGCM V-PCM TUGCM

State
variables

T, u, v, w, p, see
Table 4.2 for

neutrals and ions
considered

T, u, v, w, O, CO,
N2, CO2, Z, N(4S),

N(2D), NO, O2,
SO, SO2, PCE ions

T, u, v, w, O, CO,
CO2 +

photochemical
model

(Stolzenbach et al.,
2023)

T, u, v, w, O, CO,
CO2, N, Z

Vertical
domain

70-170 km: 1 km
spacing

70-200/300 km: 69
pressure levels

0-200/250 km: 90
pressure levels

80-150/180 km: 38
pressure levels

Horizontal
Resolution

(Lon × Lat)

Flexible, in this
work 5◦ × 2◦

5◦ × 5◦ 3.75◦ × 1.875◦ 10◦ × 5◦

Temporal
discretiza-

tion

Runge-Kutta
Fourth Order,

0.5-1s timestep

Leapfrog scheme,
20s timestep

Leapfrog-Matsuno
scheme, 21s

timestep

Leapfrog scheme,
4s timestep

Hydrostatic
assumption

No Yes Yes Yes

Ionosphere
Photochemistry

and O+
2 dynamics

Photochemistry Photochemistry -

EUV
Heating

Chemical heating
+ 1% FISM model

20-22% F10.7
model

17% E10.7 model 10% F10.7 model

Near IR
Direct absorption
with an IR heating

efficiency

Tabulated heating
rates from:
Roldán et al.
(2000)

Crisp (1986)

Martinez et al.
(2023)

Ratios between
NLTE and LTE

heating rates
calculated by the

GCM
(López-Valverde

et al., 1998)
Eddy

diffusion
coefficient
(m2 s−1)

300
10-1000

Max value occurs
above turbopause

-
0-500

Max value occurs
above turbopause

Table 4.1: Four physics-based Venus models side-by-side comparing model characteristics and
physics parameterizations. Adapted from Martinez et al. (2021).

heating efficiency produces an unreliable heating balance which may simulate incorrect tempera-
tures and wind speeds or, in the case of plausible results, it biases our understanding of the physics
incorrectly.

Hydrostatic equilibrium is a state of planetary atmospheres when the vertical pressure gradients
are balanced by the effects of the planet’s gravitational pull. This balance prevents atmospheres
from being completely lost to space or collapsing under its own weight. As shown in Table 4.1,
the existing Venus GCMs assume hydrostatic equilibrium to simplify the vertical wind calculation.
V-GITM’s non-hydrostatic solver is better-suited to address questions at Venus where it is still
undetermined if the hydrostatic assumption is always appropriate. The hydrostatic assumption
breaks down when vertical and horizontal scales are on the same order of magnitude, which is
not the case in this study, but become more important as finer resolutions are used. Navarro et al.
(2021) began exploring the effects of a finer horizontal grid and suggested the development of a
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shock on Venus. It was also mentioned that the hydrostatic dynamical core may be limiting the 3D
modeling of shock formation. GITM explicitly solves for the winds without the use of artificial
wave-breaking which is useful for allowing vertically propagating sound waves to form naturally.
This makes V-GITM a useful tool to support the findings of a shock-like feature or determine if
the shocks are an artificial creation originating from the hydrostatic assumption.

Due to the slow-rotation of Venus, dayside ions do not co-rotate with Venus all the way to
the nightside due to the timescales of chemistry. For this reason, Venus’ nighttime ionosphere is
assumed to be driven by ion dynamics or precipitating particles. Currently, VTGCM and V-PCM
assume use a chemistry model with no advection to simulate the ionosphere. As discussed in
section 4.2.3, V-GITM includes the dynamics of O+

2 in an attempt to create a nightside ionosphere.

4.2 The Venus Global Ionosphere-Thermosphere Model (V-
GITM)

The original Global Ionosphere Thermosphere Code (Ridley et al., 2006) was adapted into a Mars
model that goes from the surface of Mars to 300 km which has been referred to as M-GITM
(Bougher et al., 2015b). M-GITM is a 3D spherical code based in altitude coordinates that solves
the Navier Stokes equations for the ions, electrons, neutral densities, temperatures and winds as
well as the ion composition and velocities. It includes multiple parameterization models that are
embedded in the code, including: (1) a model to simulate the effects of the dust in the lower
atmosphere of Mars (Jain et al., 2020); (2) a modern NLTE CO2 15 µm cooling scheme (Roeten
et al., 2019) and (3) a FISM-M solar flux model, based upon MAVEN EUVM measured EUV-UV
fluxes at Mars, is used to drive M-GITM solar heating, dissociation and ionization rates (Thiemann
et al., 2017). A flat 20% EUV heating efficiency is used. FISM is able to better represent the solar
EUV entering the Martian atmosphere compared to an Earth-based F10.7 proxy model.

V-GITM begins with the Mars GITM code, taking advantage of existing chemistry and CO2

cooling scheme. Mars unique processes, such as dust storms and wave-drag parameterizations,
are removed in the new model. The solar EUV heating has transitioned from using a 20% heating
efficiency to primarily using chemical heating.

4.2.1 Planetary and Orbit Characteristics

The GITM code is very modular, making updating planet and orbit characteristics straightforward
to update. Some of the main items that required updating are shown in Table 1.
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Property Mars Venus
Surface Gravity (m/s2) 3.73 8.87
Rotation period (days) 1.03 233.5

Radius (km) 3388.25 6051.8
Axial Tilt 25.19◦ 0◦1

Sun-Planet Distance (AU) 1.38-1.67 0.718-0.728
Eccentricity 0.093 0.0067

Neutral Species Considered
CO2, CO, N2, O2, O, Ar,

N(4S), He
CO2, CO, N2, O2, O,
N(2D), Ar, N(4S), NO

Ion Species Considered O+
2 , O+, CO+

2 , N+
2 , NO+ O+

2 , O+, CO+
2 , N+

2 , NO+

Table 4.2: Planetary constants used for M-GITM and V-GITM. In the case of the final two con-
stants related to orbit characteristics, these values come from Bannister (2001) that have compiled
tables from NASA JPL’s website (http://ssd.jpl.nasa.gov/). Bolded ion/neutral species are advected
in the model. 1Venus’ true axial tilt is around 3◦, flipped for retrograde rotation. 0◦ is used as an
approximation until the retrograde rotation is added.

4.2.2 Neutral Dynamics

V-GITM is developed based on the the Earth and Mars Global Ionosphere Thermosphere Models
with its own unique set of atmosphere species considered (Table 4.2). The atmospheric constituents
and resulting chemistry are very similar to Mars with CO2 being the major species getting over-
taken in the upper thermosphere by atomic oxygen. The model solves the continuity, momentum
and temperature equations in three dimensions using a finite difference scheme without assuming
hydrostatic equilibrium. The GITM frameworks splits the horizontal solver, vertical solver, and
source terms. Below, the vertical equations with source terms are described in detail, while the
horizontal advection equations are similar to those described in Ridley et al. (2006).

The continuity equation is:

∂Ns

∂t
+

∂ur,s

∂r
+

2ur,s

r
+ ur,s

∂Ns

∂r
=

1

Ns

Cs (4.1)

where r is the radial (vertical, positive outward) direction in spherical coordinates, Ns is the
total number density for species s for each bolded element in Table 4.2 , Cs is the sum of the
source and loss terms due to chemistry and ur,s is the vertical velocities of species s. The sources
and losses due to chemistry are computed for the reactions in Table 4.3.

Photolysis is the category of reactions that are performed when incoming radiation causes an
ionization or dissociation of a neutral particle. This is a necessary component for creating and
maintaining the dayside ionosphere on Venus. When ions are created, they may undergo charge
exchange or recombination with an electron. Charge exchange or recombination are typically
exothermic reactions and therefore produce heat that gets absorbed in the atmosphere. Keeping
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track of this exothermic chemical heating is a major difference in V-GITM from existing Venus
models that approximate this process via a direct heating rate, taking a fixed percentage (typically
between 8-25%) of the incoming solar EUV energy deposition and using that as an energy source.

Reaction Number Chemical Reaction Reaction Rate (m3s−1) Exothermicity
(eV)

Photolysis
R1 N2 + hν → N(4S) +N(2D)
R2 N2 + hν → N+

2

R3 CO2 + hν → CO+
2

R4 CO2 + hν → CO +O
R5 O + hν → O+

R6 O2 + hν → 2O
R7 O2 + hν → O+

2

R6 NO + hν → N(4S) +O
R7 NO + hν → NO+

Neutral Bimolecular Chemistry
R8 CO+

2 +O → O+
2 + CO 1.64× 10−16 1.33

R9 CO+
2 +O → O+ + CO2 9.6× 10−17 -

R10 CO2 +O+ → O+
2 + CO 1.1× 10−15 1.21

R11 N(4S) +O → NO See Appendix A -
R12 N(2D) +O → N(4S) +O(3P )

2.0× 10−17 2.38
R13 N(2D) +O → N(4S) +O(1D) 0.42
R14 N(2D) + CO2 → NO + CO 2.8× 10−19 -
R15 O+

2 +N(4S) → NO+ +O 1.0× 10−16 4.19
R16 O+

2 +N(2D) → NO+ +O 1.8× 10−16 -
R17 O+

2 +NO → NO+ +O2 4.5× 10−16 2.81
R18 O+

2 +N2 → NO+ +NO 1.0× 10−16 -
R19 N+

2 + CO2 → N2 + CO+
2 9.0× 10−16(300/Ti)

0.23 1.81
R20 N+

2 +O2 → N2 +O+
2 5.1× 10−17(300/Ti)

1.16 3.5
R21 N+

2 +O → NO+ +N(2D) See Appendix A 3.06
R22 N+

2 +O → O+ +N2 7.0× 10−18(300/Ti)
0.23 1.01

R23 N+
2 +NO → N2 +NO+ 3.6× 10−16 6.32

Table 4.3: Photolysis and neutral bimolecular chemistry reactions with their corresponding reac-
tion rates and exothermicity in V-GITM. Reaction rates are adopted from (Fox and Sung, 2001).

During O+
2 and CO+

2 recombination, many different states of O and CO can be produced. V-
GITM groups all excitation states as one species in the model, i.e. O(1D), O(3P ), and O(1S) are
handled as just O. The same is done for CO’s different states. The branching ratios that describe
the partitioning into each state is important due to the different exothermicity associated with each
recombination. Regarding CO+

2 recombination (see R25), the branching ratios used are (0.24,
0.38, 0.18, 0.20) as follows from Rosati et al. (2003) and Gu et al. (2020).

O+
2 recombination (see R24) branching ratios also vary with the O+

2 ’s vibrational state (ν). As
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Reaction Number Chemical Reaction Reaction Rate (m3s−1) Exothermicity
(eV)

Electron Recombination Chemistry

R24

O+
2 + e → O(3P ) +O(3P )

2.4× 10−13(300/Te)
0.7

6.99
→ O(1D) +O(3P ) 5.02
→ O(1D) +O(1D) 3.06
→ O(1D) +O(1S) 0.83

R25

CO+
2 + e → CO(X1Σ+) +O(3P )

3.5× 10−13(300/Te)
0.5

8.31
→ CO(a3Π) +O(3P ) 2.3
→ CO(a′3Σ+) +O(3P ) 1.26
→ CO(d3∆) +O(3P ) 0.49

R26
NO+ + e → O +N(4S) 3.0× 10−13

√
300/Te 2.75

→ O +N(2D) 1.0× 10−13
√
300/Te 0.38

R27 N+
2 + e → 2N(2D) See Appendix A 1.06

Termolecular Neutral Chemistry
R28 O + CO + CO2 → 2CO2 6.5× 10−45e−2180/Tn -
R29 O +O + CO2 → O2 + CO2 2.75× 10−44 -
R30 O +O + CO → CO2 +O 3.4× 10−39e−2180/Tn -
R31 O + CO + CO → CO2 + CO 6.5× 10−39e−2180/Tn -

Table 4.4: Electron recombination and termolecular neutral chemistry reaction rates and exother-
micity in V-GITM. Reaction rates are adopted from (Fox and Sung, 2001).

described in Petrignani et al. (2005), the branching ratio for ν = 0 is (0.265, 0.473, 0.204, 0.058),
ν = 1 is (0.073, 0.278, 0.51, 0.139), and ν = 2 is (0.02, 0.764, 0.025, 0.211). To approximate
the correct fractional population of the vibration states by altitude, Figure 1 in Fox (1985) was
followed. Below 130 km the vibrational population of O+

2 is assumed to be 100% in the ν = 0

state. In the altitude range of 130 km - 170 km, each vibrational state was interpolated between the
fractional population values found at 130 and 170 km.

At the bottom boundary, each neutral species density is fixed using a constant value estimated by
VTS3 except O, N(4S), N(2D), and NO which are all zero. The top boundary assumes a hydrostatic
fall off of each species number density.

The vertical momentum equation is:

∂ur,s

∂t
+ ur,s

∂ur,s

∂r
+

uθ

r

∂ur,s

∂θ
+

uϕ

r cos(θ)

∂ur,s

∂ϕ

+
k

Ms

∂T

∂r
+ T

k

Ms

∂Ns

∂r

= g + Fs +
u2
θ + u2

ϕ

r
+ cos2(θ)Ω2r + 2 cos(θ)Ωuϕ

(4.2)

where the north latitude direction is θ and the east longitude direction is ϕ. The eastward and
northward bulk velocities are uϕ and uθ, respectively. T is the neutral temperature, while Ms is the
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mass of species s. Venus’ angular velocity and gravity are Ω and g respectively. The u2
θ + u2

ϕ/r

term is due to spherical geometry. The final two terms on the RHS are the centrifugal and Coriolis
forces. Neutral-neutral and ion-neutral friction in the Fs are:

Fs =
ρi
ρs
νin(vr − ur,s) +

kT

Ms

∑
q ̸=s

Nq

NDqs

(ur,q − ur,s) (4.3)

where ρi is the ion mass density, νin is the ion-neutral collision frequency, vr is the ion velocity
in the radial direction, Nq is the total number density for species q that species s interacts with, and
N is the bulk number density. Dqs is the molecular diffusion coefficient between s and q species
as described in Colegrove et al. (1966), table 1. ur,q is the vertical velocity of the other species s.
Eddy vertical mixing is added to the vertical velocity solved for in Equation (2) at every time step.
The eddy vertical velocity as shown in Malhotra and Ridley (2020):

vseddy = −Keddy
∂

∂r
(ln(

ρs
ρ
)) (4.4)

where Keddy is the eddy diffusion coefficient, ρs is the species-specific mass density, and ρ is the
bulk mass density. Currently, the eddy diffusion coefficient used is a constant value of 300 m2/s,
but can be improved with future work following a variation of the non-uniform profile described in
Mahieux et al. (2021). 1D values of the eddy diffusion coefficient may be too large for 3D models,
due to the global circulation serving to modify vertical density profiles, thereby reducing the need
for additional turbulent effects added via an eddy diffusion coefficient (Bougher et al., 1999).

The top boundary condition for the vertical winds is to have zero gradient for the out flow (pos-
itive radial velocities), while preventing any downflow (no downward radial velocities allowed). In
the meridional (N/S) and zonal (E/W) direction, the top boundary conditions applies zero vertical
gradient. The bottom boundary velocity is zero in the meridional direction and vertical direction,
while the zonal velocity follows the cloud top behavior observed at Venus. The cloud motion is
persistently westward and is commonly referred to as a retrograde superrotating zonal (RSZ) flow
because it is faster than the rotation of the planet (Bougher et al., 2008). The lower boundary
condition in the zonal direction is set to be -100 m/s with a cosine fall-off as a function of latitude
as shown in Figure 4.1. This condition assists in better understanding the unique impact of the
mesosphere on the thermosphere (Peralta et al., 2017; Schubert et al., 2007). A cosine fall-off is
an elementary approximation to capture the low-latitude zonal velocity while also reducing the
observed high-latitude velocity, which rapidly dissipates poleward of 50-60◦ N/S (Machado et al.,
2012, 2017).
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Figure 4.1: Zonal velocity lower boundary condition at 70 km altitude.

The vertical energy equation for the normalized, neutral temperature, T = kT/m̄n is:

∂T
∂t

+ ur
∂T
∂r

+ (γ − 1)T (
2ur

r
+

∂ur

∂r
) =

k

cvρm̄n

Q (4.5)

where γ is the adiabatic index that is attached to the change in energy from the expansion of the
gas, cv is the specific heat constant, k is Boltzmann’s constant, and m̄n is the mean mass. The
various source terms are given by:

Q = QEUV +QIR +QO +QCO2 +QCHEM +
∂

∂r
((κc + κeddy)

∂T

∂r
) (4.6)

where QEUV and QIR are the contribution from the Sun’s extreme ultraviolet and infrared, respec-
tively. The QO and QCO2 detail the cooling to space from the 63 µm and 15µm bands respectively.
QCHEM combines heat generated from exothermic reactions. κeddy is the heat conductivity due to
eddy diffusion coefficient and κc is the molecular heat conductivity.

There are multiple options for adding the EUV flux. One implementation is EUVAC (Richards
et al., 1994). This model estimates the top of atmosphere flux in 37 wavelength bins based using
the 10.7 cm solar radio flux. One issue with EUVAC is that it does not extend to long enough
wavelengths to fully describe the CO2 physics. Photoabsorption, photodissociation and photoion-
ization cross-sections for these 37 bins can be found in Schunk and Nagy (2004). Another op-
tion is to use the Flare Irradiance Spectral Model (FISM) fluxes (Chamberlin et al., 2008) which
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GITM re-bins into 59 wavelengths from 0.1 nm to 175 nm. This option allows the user to input
their own top of atmosphere fluxes or absorption/ionization cross-sections. Heays, A. N. et al.
(2017) has compiled more than 100 different atoms and molecular photoabsorption, dissociation
and ionization cross-sections in 0.1 nm spacing. This data is stored in the Leiden Observatory
database (https://home.strw.leidenuniv.nl/$\sim$ewine/photo/). The neu-
tral gas heating efficiency, the fraction of the total EUV energy absorbed into the atmosphere
directly, is computed using a flat 1%.

Due to the varying distance from the sun, the planets receive varying amounts of radiation.
For Earth, the TIMED spacecraft’s Solar EUV Experiment (SEE) instrument (Woods et al., 2005)
provides binned data for FISM. At Mars, the MAVEN satellite is able to monitor fluxes of several
EUV wavelengths received at Mars (Eparvier et al., 2015), allowing for a Mars-specific FISM
(Thiemann et al., 2017). For V-GITM, the FISM values at Earth are used and then scaled according
to the r−2 proportionality:

Fvenus = Fearth(
dse
dsv

)2 (4.7)

where Fearth is the FISM EUV fluxes observed at Earth, dse is the distance between the sun and the
Earth, dsv is the distance between the sun and Venus. With using FISM fluxes from a non-Venus
planet, it is somewhat difficult to determine how useful the scaled measurements are. These mea-
surements are only sufficient assuming that Venus and Earth are on the same side of the sun during
the time of the FISM measurements. Since the results presented here do not involve comparisons
for specific intervals, it is assumed that this approximation is reasonable.

The source of near infrared heating is a complex process which involves solar radiation to be
absorbed and excite a CO2 molecule. De-excitation and heat deposition occurs via quenching,
direct thermalization or transfer to other particles. IR wavelength bands between 2-4 µm. Gilli
et al. (2017) created a parameterization based off of the non-LTE model heating rates produced
from Roldán et al. (2000). The parameterization was updated more recently in Gilli et al. (2021)
to provide better agreement with the resulting PCM model’s temperature structure. V-GITM can
be run using either of these two parameterizations, but lacks IR heating at and beyond the termi-
nators for the Gilli parameterization. For this reason, the IR heating within V-GITM utilizes a
similar method to the EUV absorption given a CO2 absorption cross-section, top of atmosphere
intensity and wavelength energy. The intensity is then attenuated as a function of the optical depth,
which is computed using the constituents of the atmosphere’s absorption coefficients and eval-
uating the Chapman integrals which help determine the optical path. Smith and Smith (1972)
improved Chapman’s accuracy at large solar zenith angles which better captures the solar EUV
and IR heating effects near the terminators.
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Although there are more processes than CO2 absorption, a first-principles based method would
require a full radiative transfer code which V-GITM does not have due to the complexity and ex-
tra computational expense. V-GITM attempts to follow Gilli et al. (2021)’s process of matching
heating rates to temperature measurements. Instead of via a parameterization, CO2 absorption at
2.7 µm and 4.3 µm with cross-sections prescribed at 6.5e-24 m2and 3.0e-25 m2 respectively. Top
of atmosphere fluxes for the 2.7 and 4.3 µm were 1.25e-15 W/m2 and 4.9e-16 W/m2 respectively.
Such small cross-sections deposit heat over a large altitude do6main which may not be representa-
tive of what is actually occurring and so an IR-specific heating efficiency is applied to reduce some
of the heating in the non-LTE region. The heating efficiency shown in Figure 4.2 uses a flat 100%
up to 135 km in which a cosine function is used to reduce the heating efficiency to 0% at 170 km.
The cosine function used:

ϵIR =

1.0 z ≤ z0,

1
2
(cos(ω(z − z0)) + 1) z > z0

(4.8)

where z is the local altitude, z0 is the altitude in which below 100% heating efficiency is applied
(i.e. 135 km), and ω is the angular frequency to fit a half period between z0 and the top of the
model. In this case, ω = π/(ztop − z0), where ztop is the top of model altitude. This is done
because GITM’s absorption-only scheme produces non-trivial heating effects at altitudes above
140 km where quenching and other effects occur that, while occuring at these wavelengths, would
not be accurately modeled through absorption coefficients. The heating efficiency from equation
(8) helps remove the higher altitude heating that would otherwise make this inconsistent with other
estimations of the near IR heating (Roldán et al., 2000; Gilli et al., 2017, 2021).
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Figure 4.2: Infrared heating efficiency applied to direct absorption of 2.7 and 4.3 µm into CO2.

The 15 µm cooling strongly controls the thermospheric structure at Venus (Bougher et al.,
1994, 1999). Atomic oxygen excites CO2 to enhanced vibrational and rotational states, which
then radiates energy that is lost to space or is reabsorbed, depending on conditions. This process
is responsible for the cold lower thermospheric temperature observed by satellite measurements
(Schubert et al., 1980; Bougher et al., 1999, 2008). To properly estimate the effects of the CO2

cooling, a full radiative transfer model is best, but this is not computationally practical in 3D,
so the cooling effects follow the M-PCM non-LTE paramaterization (González-Galindo et al.,
2013). The non-LTE parameterization simplifies the full problem into 5 rotational and vibrational
levels, computes heat transfer between atmospheric layers and allows for spatially variable atomic
oxygen and CO2 densities. This code has been used in the M-PCM, V-PCM and M-GITM models
(Bougher et al., 2017; González-Galindo et al., 2013; Gilli et al., 2017, 2021). Due to the necessity
of CO2 cooling in the LTE portion of the thermosphere and the non-LTE nature of this model,
the lower thermosphere is cooled using a linear extrapolation from approximately 70-95 km. The
effects of this assumption are discussed in subsequent studies.

At the top of the model, the neutral temperatures has a zero gradient. The bottom boundary
neutral temperature is fixed at 215 K motivated by Limaye et al. (2017)’s compiled datasets.

4.2.3 Ion Dynamics

The ion continuity equation is:

∂Ni

∂t
+

vθ
r

∂Ni

∂θ
+

vϕ
r cos(θ)

∂Ni

∂ϕ
+ vr

∂Ni

∂r
= Si (4.9)
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where Ni is the number density of the ith ion and Si is net rate at which the i ion is being produced
or lost. The bottom boundary has zero gradient for all ions, but does not matter due to lack of
substantial ion densities at that altitude. At the top, the ion densities follow an exponential fall off.

The ion momentum equation in the Venus code is different than the equation found in Ridley
et al. (2006). The first difference is the removal of Lorentz force term due to the lack of planetary
electromagnetic fields. The solver of the velocity is also changed due to the inclusion of the time
rate of change term. The base ion momentum equation is:

ρi
dv

dt
= −∇(Pi + Pe) + ρig − ρiνin(v − u) (4.10)

where the ∇(Pi + Pe) is the plasma pressure and v is the ion velocity. The velocity is solved for
using an implicit time-stepping scheme, where the ion velocity on the right side of the equation is
assumed to be the new velocity. The bottom boundary for the ion velocity is fixed at zero in the
vertical direction. The top boundary has zero gradient for the horizontal drifts.

One of the problems with ionospheric models that are limited in altitude is that they can not
capture the combined vertical and horizontal ion transport that may occur above the top of the
model domain. For example, at Earth, ions flow up on the dayside into the plasmasphere, and then
down at the night, filling in the nightside ionosphere. At Venus, there is evidence of O+ transport
at high altitudes from the dayside to the nightside during solar maximum to sustain the night-time
ionosphere (Kliore et al., 1979; Knudsen, 1992). Currently, V-GITM does not advect O+ and so it
is not expected that the nightside ionosphere will be highly accurate yet.

During solar minimum, it is thought that the ionopause is compressed such that the ionosphere
becomes too small to allow O+ transport to be the primary source of nightside ions, but rather
that precipitating electron fluxes are sufficiently large to be a significant source of the ionization.
Kliore et al. (1979) computed nightside electron densities from the precipitation of 30 eV, 75 eV,
and 300 eV electrons based on information from Pioneer Venus measurements (figure 4 in their
paper). Theis and Brace (1993) created an empirical model that provides nightside electron density
and electron temperature values also based on Pioneer Venus measurements, as shown in their
Figure 3a. They showed the densities can vary by nearly an order of magnitude depending on the
solar cycle. More work by Brecht and Ledvina (2021) showed a nightside electron density profile
produced from a coupling of the VTGCM and HALFSHEL model which matches the results from
Theis and Brace (1993). No electron precipitation is included in V-GITM but it is something that
could be implemented in future versions.
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4.2.4 Initial Conditions and Model Domain

V-GITM follows the VTGCM model with an altitude range from 70 - 170 km. The smallest scale
height, H is computed using the heaviest neutral species in the Venus atmosphere, CO2. With a
scale height of approximately 5 km, V-GITM’s vertical grid is prescribed to be a uniform 1 km
spacing. An adaptive time-step based on a CFL of 0.5 is used. The time-steps are typically 8-10
seconds for the 5◦× 2.5◦ (longitude × latitude) horizontal resolution used in this work.

The neutral densities are initialized using the VTS3 model, while the ion densities are all set
to 1e-24 m−3 initially. Neutral and ion velocities are initialized to zero with a bottom boundary
condition used to simulate a superrotating flow found near the cloud tops as described in Figure
4.1.

4.3 Simulation Results

In this section, the initial results of V-GITM simulations are shown for a run during March 1st-10th,
2009 in which the F10.7 was around 70 Wm−2Hz−1. This time period and F10.7 is representa-
tive of solar minimum conditions. Temperatures and densities as functions of time are shown to
understand the necessary run-time for the model to reach an approximate steady state. The ther-
mal structure, neutral and ion composition, and winds at the end of the run are shown with some
accompanying data-model comparisons in Figures 4.3-4.17.

Figure 4.3 shows temperatures and densities at 75 km and 165 km for noon, midnight, dawn
and dusk terminators. The noon and midnight quantities converge within three days with the
exception of the 0 LT mass density at 165 km. Although temperatures (3a) and densities (3b) at the
terminators changed throughout the entire run at 165 km, the variations are very small compared to
the mean values which implies that steady state conditions have been achieved within V-GITM. It
is important to point out that although steady state is reached within 5 days, this is only applicable
for the current state of V-GITM. Dynamical and chemical time scales determe the time to steady
state. These time scales vary with altitude and are important to consider below 100 km, especially
as additional chemistry is added to the model (Brecht and Ledvina, 2021).
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Figure 4.3: The mass density and neutral temperature as indicated near the equator for different
local times at 165 km (panel (a) and (b)) and 75 km (panel (c) and (d)).

4.3.1 Thermal Balance and Structure

V-GITM’s equatorial temperature as a function of longitude and altitude after 10 days of simulation
time is shown in Figure 4.4. The lower altitudes do not have large source terms and the temperature
fall off between 70 km to roughly 90 km stems from residual radiative cooling. Temperatures begin
to increase above 90 km due to a contribution of heating from the solar near-IR that is absorbed by
CO2. On the dayside, the local temperature peaks at 215 K around 100 km because of the 2.7 µm

and 4.3 µm contribution to the near IR heating. Above this local maxima, temperatures decrease
briefly until 120 km where the solar near IR absorption peaks and the 15 µm CO2 cooling has a
local minimum.

On the nightside near 0 LT, temperatures decrease from 70 km until 110 km where there is a
temperature valley. Above this is a very small peak of around 200 K around 120 km. This temper-
ature peak has significantly colder temperature, approximately 165 K, surrounding this location.
The temperature island at midnight near 120 km is created due to fast winds converging on this
location. These winds are generated by large pressure gradients stemming from the warm day-
side. There is a warm temperature spot at 100 km as well, but a nighttime temperature peak is
not observed because the wind pattern is significantly different from the wind pattern at 120 km.
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The causes of the different wind pattern is discussed more in section 3.3.1, but is primarily due to
viscous interactions with the lower boundary that is significant up to 100 km, but is reduced by 120
km. As seen in Figure 4.4b, the horizontal winds are predominantly westward at 100 km which
does not create compressional heating on the nightside.

Figure 4.4: V-GITM temperature (left) and neutral winds (right) for a low solar activity simulation
on March 10th, 2009 (F10.7 = 70) after simulating ten Earth days. Longitude-altitude cross-section
taken at 1.0◦N.

Above 140 km on the dayside, temperatures increase to an isothermal profile around 265 K. The
heating is due to absorption of solar EUV in the form of direct heating and chemical heating. Be-
tween 140-170 km, the solar EUV is balanced by thermal conduction and CO2 cooling. As shown
in Figures 4.4 and 4.5, the diurnal variation is largest in this region with day-night differences of
approximately 150 K. The temperature differences drive pressure gradients that create fast winds
in the upper thermosphere as shown in Figure 4.4b and discussed in section 4.3.3.

On the nightside, temperatures drop to 110 K at the top of the model because of the lack of
heating sources, with the only source being from adiabatic heating at 200◦ and 260◦ longitude. As
shown in Figure 4.5b, there is a ring where temperature increases due to the convergence of winds
near midnight. This region is where the supersonic winds from the dayside to the nightside slow
down to subsonic speeds. This behavior was shown in other modeling studies, such as Navarro
et al. (2021). This is discussed further in section 4.3.3.

Observational data from ground-based measurements from HHSMT and JCMT, along with
Venus Express’s VeRa data and empirical model results from VTS3 were compiled in Limaye
et al. (2017). Figure 4.6 shows a data-model comparison using the Limaye et al. (2017) data and
V-GITM results (dashed black line) latitudinally binned from 30◦S to 30◦N and longitudinally

78



binned based on local time (LT) between 7 LT and 17 LT.
Between 120 km and 135 km, there are limited measurements of the dayside temperature. In-

terpolating data from HHSMT at 120 km and VTS3 results at 135 km, it appears that temperatures
should be between 180-200 K. HIPWAC-THIS and VIRTIS-H have measured this region with
very large uncertainty bars. V-GITM’s solar EUV quickly falls off below 145 km leading to a
valley of temperature at 135-140 km. More measurements are needed to understand the appropri-
ate heating and cooling balance in this region. This could be that solar EUV in V-GITM is not
depositing energy low enough, the 2.7 µm near IR is not contributing at high enough altitudes, or
some combination of the two.

Figure 4.5: Temperature contours shown of constant altitude slices at (a) 100.5 km and (b) 160.5
km overlayed with horizontal winds for the same time as in Figure 4.4. A reference vector wind
speed is shown at noon, near the equator, but maximum velocities are 137 m/s and 373 m/s for
100.5 km and 160.5 km, respectively.
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Figure 4.6: Dayside averaged temperature profiles from JCMT, HHSMT, VTS3, VeRa and V-
GITM for the low latitude bins between -30◦ and 30◦ for March 10th, 00 UT, 2009. One standard
deviation are plotted as colored areas for averaged profiles in the same bin.

The dayside heat balance described above is illustrated in Figure 4.7. The non-LTE 15 µm CO2

cooling scheme is used between ∼100 km-170 km. One correction that V-GITM includes is a
linear extrapolation of NLTE CO2 cooling value at 100 km value down to a desired 70 km cooling
rate. This is due to a breakdown of the NLTE scheme which does not work effectively below 100
km. The extrapolation cooling scheme was chosen in an attempt to match the HHSMT, VeRa, and
JCMT profiles.

The near IR heating rate is a the sum of contributions from the transmission and direct ab-
sorption of the 2.7 µm and 4.3 µm spectra. The 1D profile shown in Figure 4.7 features heating
throughout a similar vertical domain as the parameterization of Gilli et al. (2017), but with a day-
side peak heating rate similar to Gilli et al. (2021).
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Figure 4.7: Heating and cooling rates (K/day) by V-GITM at 12 LT and 1◦N for the same time as
shown in Figure 4.4.

4.3.2 Neutral Densities

Resulting vertical profiles of V-GITM’s nine individual neutral species from the simulation de-
scribed above are shown in Figure 4.8. Several densities and density peaks are shown in Table
4.5 comparing the V-GITM results to VTS-3, Venus Express, VTGCM or Fox and Sung (2001)’s
model.

Atomic O overtakes CO2 as the dominant species in the thermosphere at altitudes where molec-
ular diffusion is stronger than eddy diffusion. Matching VTS-3, V-GITM showed this to occur on
the dayside and nightside to occur near 165 km and 140 km, respectively. At midnight, V-GITM’s
atomic oxygen peak value is 7×1011 cm−3 at 120 km whereas Venus Express measured a smaller
value of roughly 2.5×1011 cm−3 nearer 100 km (Brecht et al., 2012). The disparity between the
nightside values at 100 km could be due to the westward winds at this altitude advecting oxygen to
the nightside. The nightside O(1-∆) airglow that results from this simulated O-density peak could
be a useful constraint on the thermospheric circulation (Brecht et al., 2011, 2012). Although not
done in this thesis, it is a topic of future work. Below 80 km, O has a rapid decreases in density due
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Measurable
Quantity V-GITM Result Comparison

Result Reference

z(nCO2= nO)
165 km at 12 LT
140 km at 0 LT

165 km at 12 LT
140 km at 0 LT

VTS-3

max(nO,12LT ) 6×1010 cm−3 - -

max(nO,0LT ) 7×1011 cm−3 2.5×1011 cm−3
Venus Express
(Brecht et al.,

2012)

nN (140 km) 5.5×107 cm−3 3×107 cm−3 Fox and Sung
(2001)

nN(2D)(140 km) 6.5×104 cm−3 2-3×105 cm−3 Fox and Sung
(2001)

zmax(nNO)
95, 125 and 140

km
95 km

Fox and Sung
(2001)

max(nNO) 3.5×106 cm−3 2-3×108 cm−3 Fox and Sung
(2001)

nCO(170 km) 1.5×108 cm−3 1.2×108 cm−3 VTS-3
nN2(170 km) 1.4×108 cm−3 7.6×107 cm−3 VTS-3

Table 4.5: Notable density peak locations and number densities from V-GITM (see Figure 4.8)
with a comparison against measurements or model-predicted results.

to the lower boundary condition. The lower thermosphere has not been reliably measured and so
it is assumed that O will be completely depleted. Additionally, the dayside atomic oxygen density
peak is smaller than the peak on the nightside. While it is unclear if this should be the case, having
a dayside density to benchmark against is very important. Atomic oxygen is formed by CO2 pho-
todissociation on the dayside and advected to the nightside. Additionally, 15 µm cooling is highly
dependent on oxygen densities. For these reasons, accurately constraining the dayside oxygen
profile is necessary to improve the heat balance and nightside densities, chemistry and nightglow.

The nightside O(1-Delta) airglow that results from this simulated O-density peak should be a
great constraint on the thermospheric circulation. Please state this here, and for future work in the
Conclusions section.

N and N(2D) are also affected by the lower boundary condition to deplete them. N peaks at 3
×107 cm−3 near 140 km as computed in Fox and Sung (2001) which V-GITM matches reasonably
well. Fox and Sung (2001) suggests that the N density may fall off to nearly zero below 115 km
which V-GITM does not reproduce. V-GITM shows a secondary peak at 95 km because the only
N loss term acting at this altitude is R11 which is acts very slowly. N(2D), on the other hand,
should peak between 150 km with a magnitude around 2-3×105 cm−3 from Fox’s model. V-GITM
showed the peak to be roughly a third of their value.

NO peaks near 95, 125 and 140 km in V-GITM. Fox and Sung (2001) shows that NO peaks
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near 95 km two orders of magnitude larger than that shown in V-GITM. Also pointed out in Fox
and Sung (2001), NO below 120 km is created by N(2D) and CO2 producing NO and CO, balanced
by a charge exchange between NO and O+

2 to create NO+. The N(2D) density below 140 km is
very small and so NO is not significantly produced. As seen in section 4.3.5, V-GITM has nearly
no O+

2 below 120 km preventing the charge exchange from occurring. Further investigation in the
chemical balance, particularly at lower altitudes, will be given to N, N(2D) and NO in future work.

The CO and N2 densities at 70 km and 170 km match the order of magnitude of those predicted
via VTS3. As pointed out in Mahieux et al. (2021), CO and N2 are chemically inactive, particularly
at high altitudes in the atmosphere. Despite the mismatch in some of the individual profiles, the
dayside total number density profile (Figure 4.9) has agreement throughout.

Figure 4.8: V-GITM altitude profile of neutrals at (a) 12 LST and (b) 0 LST at 1◦N for March 10th
00:00:00 UT, 2009.
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Figure 4.9: Dayside averaged from 30◦S-30◦N and from 7-17 LST density profiles from VeRa,
VTS3 and V-GITM. One standard deviation for V-GITM densities is plotted as a colored area.

4.3.3 Bulk Neutral Winds and Momentum Sources

The V-GITM winds are self-consistently computed at every time step. They are initialized to zero
except the bottom zonal superrotating boundary condition. The objective of solving for the winds
explicitly is to better understand how the neutral winds in Venus’ thermosphere drive atmospheric
processes.

As shown in Figure 4.10, the mesosphere and lower thermosphere have a retrograde superro-
tating zonal (RSZ) circulation pattern. At the top of the thermosphere, EUV deposition creates a
large pressure gradient that drives the winds poleward on the dayside at mid latitudes and towards
the nightside at low latitudes. These circulation patterns create a large altitudinal velocity shear
at the morning terminator where the effects of viscosity are large. The vertical shearing makes
it difficult to predict the wind pattern in the transition region between the cloud tops (RSZ flow)
and the thermosphere/exosphere boundary (subsolar to antisolar flow). Wind measurements taken
by the MESSENGER (only sampling up to 110 km) spacecraft show that the westward maximum
wind speeds range from 97-143 m/s (Peralta et al., 2017). In the sampling range, the maximum
occurred between 75-90 km. This may suggest a good constraint for the boundary conditions at
70 km. Simulations were performed with different lower boundary conditions on the zonal flow to
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understand the impact this may have.

Figure 4.10: Depiction of the retrograde super rotating zonal (RSZ) circulation in the lower atmo-
sphere of Venus with the subsolar (SS) to antisolar (AS) flow at higher altitudes. Adapted from
(Schubert et al., 2007)

Horizontal winds, vertical winds, and temperatures produced by V-GITM are shown in Figures
4.11 and 4.12 with different lower boundary condition on the zonal winds of 0 m/s, 50 m/s and
100 m/s. Beginning at 90 km, the horizontal velocity almost identically matches the corresponding
boundary condition due to the effects of viscosity from the lower layers. The vertical winds are
less than 1 m/s.

The simulated zonal winds at 105 km are a superposition of the day-to-night flow generated
due to the large pressure gradient (from near IR at 105 km), which intensifies as the boundary
condition zonal wind is increased. This is most apparent at the terminators, particularly at low
latitudes. Meridional winds are orthogonal to the zonal winds and so they do not vary much for a
specific zonal boundary condition.
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Figure 4.11: Constant altitude slices of horizontal (arrows) and vertical (contours) winds at 90.5
km (first row), 105.5 km (second row), 125.5 km (third row) and 160.5 km (final row). From left
to right, columns show lower boundary conditions of 0 m/s, -50 m/s and -100 m/s. Positive vertical
wind values correspond to upward motion. Note that the wind vector length scale changes in each
plot, while the vertical wind color scale does not.

At 125 km, velocities are noticeably different than the 105 km horizontal velocities. The 0 m/s
boundary condition (see Figure 4.11g) has a SS-AS pattern which is also driven by the dayside
temperature peak, except that the max velocities are much faster. Subplots (g)-(i) do not vary
much and the velocities are all within ±20 m/s indicating that influence of RSZ is much less at this
altitude and above. The non-zero boundary conditions runs at 160 km behave in a similar fashion
despite the low difference in horizontal wind speeds.

Figure 4.12 shows the nightside, 1◦N latitude cross-section of temperature for the 0 m/s, -50
m/s and -100 m/s zonal boundary condition runs. With the 0 m/s run condition, the horizontal
winds at high altitudes converge on the nightside producing a small amount of adiabatic heating as
described above. The midnight convergence causes the midnight temperatures to be warmest for
the -100 m/s RSZ case.
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Figure 4.12: Equator slices of temperatures from 110-170 km on the nightside. From left to right,
the lower boundary condition is (a) 0 m/s, (b) -50 m/s or (c) -100 m/s.

Figure 4.13 shows the zonal accelerations for the -100 m/s run condition at different local
times. A description of these momentum sources, although described in the vertical direction, are
discussed in equations 4.2 and 4.3. For the specific horizontal momentum equation, please refer to
(Ridley et al., 2006). As previously mentioned, the near IR and solar EUV create warm regions on
the dayside. The solar flux is deposited over a large area so the pressure gradient term at noon is
not particularly large. The largest temperature and pressure gradients occur at the terminators and
are much stronger than any other acceleration term at these locations. Although included in the
momentum equation, ion drag is a negligible forcing on the neutrals since there are no magnetic
and electric fields to drive the ion motion. For this reason, after a short amount of time the neutrals
drag on the ions which accelerates them to move in unison with one another leading to no expected
ion drag. However, ion winds from the solar wind interaction may drag neutrals at higher altitudes
(Brecht and Ledvina, 2021).
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Figure 4.13: Momentum sources at equator in the zonal (east/west) direction for the -100 m/s base
case at four different local times.

4.3.4 Shock-like Features within V-GITM

A higher resolution simulation was performed matching the horizontal resolution in Navarro et al.
(2021). The standard resolution used up to this point and the Navarro resolution runs are compared
in Figure 4.14. Following some of the metrics in their work, V-GITM showed supersonic winds
on the nightside and a ”hot ring” around midnight during two simulations with different horizontal
resolutions. Mach numbers reach a value of 2 east of midnight. West of midnight, the mach number
is also supersonic with a lower value of 1.6. The lower resolution was performed at 5◦× 2◦ while
the Navarro et al. (2021) is performed at 3.75◦× 1.875◦. Over a distance of roughly 500 km, the
flow is slowed to subsonic speeds in both simulations. In addition to the supersonic speeds, the η

indicator pointed out in (Navarro et al., 2021) (Zhu et al., 2013) (Fromang, Sébastien et al., 2016)
provides a dimensionless quantity to assess the presence of a shock where the η is greater than
0.2. Equatorial values of η were computed at 130 km and 160 km, η remained below 0.2 across
all longitudes except around 200-210◦ and around 250-255◦. These longitudes are consistent with
the crossings of supersonic to subsonic flows in Figure 4.14c and 4.14d. As mentioned in Navarro
et al. (2021), an enhanced model is needed to accurately handle shock formation because fluid
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models, even if non-hydrostatic, do not resolve supersonic shock effects.

Figure 4.14: The speed of sound (cs) and Mach number (Ma) and a dimensionless quantity (η) are
shown at 130.5 km for two different horizontal resolutions. In (e) and (f), η describes flow diver-
gence was computed at all longitudes near the equator. A black, dashed line showing a threshold
of 0.2 is plotted to help distinguish shock locations.

4.3.5 Ionosphere

V-GITM’s ionosphere is driven by the photochemistry described in Table 4.3 and coupled ion-
neutral dynamics described above. In this section, individual ion density profiles and bulk electron
densities are shown in Figure 4.15. The dayside ionosphere is robust, with densities peaking at
over 105 cm−3 which is consistent with Venus Express measurements taken during solar minimum
(Hensley et al., 2020). Near midnight, however, a more meager ionosphere exists with the main
density being NO+ which peak values are greater than 101 cm−3 at 170 km. On the nightside
nearer either terminator, the electron density has a peak of 103 cm−3. The ion population at these
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locations consist of a relatively equal amount of NO+ and O+
2 . O+

2 is advected to the nightside, but
not fully across the anti-solar point which explains the lack of O+

2 at midnight in Figure 4.15.

Figure 4.15: Electron densities at the equator with altitude slices showing species-specific ion
densities at noon (left) and midnight (right).

Figure 4.16 provides a side-by-side comparison of the neutral and ion velocities at 140.5 km.
This location was selected due to O+

2 being the only species advected and 140 km is near the
dayside density peak. The ions and neutrals have been shown to move in unison in the zonal and
meridional directions. As seen in Figure 4.16b, the ion vertical velocities have a large downflow
on the nightside not seen in the neutrals. This location corresponds to a density of O+

2 less than
102 cm−3 and is believed to not be physical nor a significant detraction from the other findings of
this simulation.

The midnight cross-section of the ion population (see Figure 4.15) shows only NO+ despite
not being an advected ion. Given the neutral profiles shown in section 4.3.2, the primary reactions
creating NO+ are R15 and R18. NO+ is lost through electron recombination. Balancing the mass
flow rate reaction rates showed that NO+ will stay roughly 50x larger than the corresponding O+

2

density. This relationship will hold until additional the NO+ reaction rate coefficient is re-examined
or additional NO+ loss terms are added.
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Overall, the nighttime electron densities are between two to four orders of magnitude less than
the simulated dayside. Taylor Jr. et al. (1980) has indicated the day-night difference should be one
to three orders of magnitude smaller with the same composition. Cravens et al. (1982) concluded
that the nightside ionosphere is highly variable. Occasionally it would be completely depleted
([e−] < 102 cm−3), most of the time it showed irregularities and sometimes it was smooth with
maximums between 104 and 105 cm−3.

Figure 4.16: Ion and neutral velocities at 140.5 km. Horizontal velocities for the (a) neutrals and
(b) ions are plotted as arrows with the corresponding vertical velocity plotted as a contour in the
background. A contour line of nO+

2
= 102 cm−3 is plotted in (b).

Figure 4.17: Electron density structure at the equator for 2.5 LT for the empirical model from
(Theis and Brace, 1993) and V-GITM.
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Figure 4.17 shows a data-model comparison of the nightside electron density at 2.5 LT from
Theis and Brace (1993) (in black) and V-GITM results (in blue). It is not expected to have the
same electron densities between the lines due to the inherent difference in solar activity. Theis and
Brace (1993) has shown that between F10.7 values of 120 Wm−2Hz−1 and 200 Wm−2Hz−1 that
the electron density peak does not vary much near 140 km. Knudsen (1987) points out that dayside
electron densities may have an effects on the day-to-night flow of plasma.

Spenner et al. (1981) and Kliore et al. (1991) also indicate that transport of O+ from the dayside
is a source of night-time ionosphere, but V-GITM does not extend at high enough altitudes to
properly attempt to capture this effect. The influence of a nightside upper boundary condition for
O+ will be explored in future work to simulate this effect. Precipitation of solar wind light ions
or electrons onto the nightside is the other mechanism that is often considered (Gringauz et al.,
1979). The lack of this process in the physics for V-GITM may explain why the observed peak is
not matching, but is beyond the scope of this paper.

4.4 Conclusion

This paper introduces the main features of a new Venus global circulation model of the ionosphere-
thermosphere region. The new model, V-GITM, is based on the terrestrial GITM model (Ridley
et al., 2006) and Mars counterpart (Bougher et al., 2015b). V-GITM utilizes Venus specific param-
eters and physical processes from several existing Venus codes, including the Venus Thermosphere
General Circulation Model (VTGCM) and LMD-IPSL’s V-PCM. V-GITM self-consistently solves
for the neutral densities, winds, and temperatures as well as the ion and electron densities, and
the ion velocities while assuming a partially dynamical ionosphere. Overall, this is the first Venus
model to couple the ionosphere-thermosphere without assuming hydrostatic equilibrium and uses
chemical heating to correctly approximate energy depositing from the solar EUV.

Comparisons between the model results and a wide range of neutral and ion measurements
across a variety of local times are shown. Dayside neutral temperature and bulk density structure
of the upper atmosphere match reasonably well, although species-specific densities do not always
match other models’ predictions. Neutral winds are shown including a variety of retrograde super-
rotating zonal flow speeds demonstrating the strong influence on neutral wind profiles up to 100
km, but having a relatively minor impact on wind speeds in the upper thermosphere and dayside
temperatures. Finally, V-GITM explored the ion velocities and nighttime ionosphere that forms
from only the advection of O+

2 .
Introducing V-GITM, with all of its features, allows the Venus modeling community to perform

more insightful model-model comparisons to determine the importance of a hydrostatic solver,
ion dynamics and exothermic heating. Further work is needed for all Venus models to improve
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upon inaccurate approximations or parameterizations of the physics implemented. Processes like
eddy diffusion, 15 µm CO2 cooling and solar IR heating are complicated to correctly model alone
are thus parameterized, which makes them highly uncertain. It is understood that each of these
significantly affect Venus’ thermosphere and so future studies about quantifying the uncertainty of
these terms is an important topic so that this model can be a useful tool for future Venus studies,
particularly with the upcoming VERITAS and DAVINCI missions scheduled.

4.5 Open Research

V-GITM is freely available through GitHub (Ridley et al., 2023). Plotting routines and data within
this work will be published on DeepBlue.
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CHAPTER 5

The Venus Global Ionosphere-Thermosphere Model
(V-GITM) II: Quantifying the Effect of Energy

Sources

5.1 Introduction

Accurate general circulation models (GCM) can greatly assist in the interpretation of planetary
atmosphere data. Models typically provide four dimensional state variables which provide a global
context for the often limited satellite observations. This is ideally done by correctly implementing
equations that accurately and completely capture all dynamics, boundary conditions and drivers
within the model. In practice, the models use approximated physics that may be for computational
efficiency or because of scientific misunderstandings which lead to inconsistencies with model
simulation results when compared to direct measurements.

Earth’s atmosphere is the most studied planet due to a combination of convenience and interest.
There are many satellites in varying orbits gathering information for comparison. Earth GCMs
are typically the building blocks when developing models of other planetary atmospheres. This is
done because much of the physics can be carried over directly, but with that also comes model bias.
Bias at Venus is more difficult to quantify than at Earth due to the lack of direct measurements of
Venus’ atmosphere. This makes studying the uncertainty in a Venus model an important topic.
Further, planetary models can forecast mass densities of an aerobraking or entry, descent and
landing mission. Temperatures and mass densities are highly correlated adding to the importance
of accurate heating representations and uncertainty quantification.

Uncertainty quantification involves identifying sources of uncertainty, such as model assump-
tions, parameterizations, and coefficients, and using statistical or computational methods to esti-
mate the range of possible outcomes and the likelihood of different outcomes. Uncertainty quan-
tification work has been performed at Earth to improve the reliability and decision-making capabil-
ities of the terrestrial GITM model (Pawlowski and Ridley, 2009). The Venus Global Ionosphere-
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Thermosphere Model (V-GITM) is used in this study to investigate the effect of modifications in
the implementations of solar EUV, solar near IR, eddy diffusion coefficient, radiative cooling in
the lower thermosphere, and thermal conduction.

Radiation in the solar infrared (IR) is absorbed by CO2 atmospheres particularly well at 2.7 µm

and 4.3 µm. The efficiency of IR absorption depends on the CO2 density, solar inclination, and
intensity of the incoming radiation. A physics-based approach to estimating the IR heating would
involve solving the radiative transfer equations that include absorption, scattering, and emission.
Some of the detailed information necessary for performing such a calculation is (1) reliable mea-
surements of the top of atmosphere flux at near IR wavelengths, (2) corresponding CO2 absorption
cross-sections for multiple isotopes, (3) tracking of vibrational states and energy exchanges be-
tween the various state-state (thermal, vibrational, rotational) collisions, and (4) an accounting for
the difference in LTE and non-LTE effects to name a few. This is a large undertaking by itself and
to couple it an IT model would significantly add to the computation time and overall complexity
of the model.

The Institut Pierre-Simon Laplace’s (IPSL) Venus Planetary Climate Model (V-PCM) is a popu-
lar model, but has recognized the benefit of simplifying the near IR heating into a parameterization
primarily dependent on pressure and solar zenith angle. Work from (Gilli et al., 2021) updated
parameterization constants to yield heating rates and shapes for the solar IR to rectify V-PCM’s
data-model temperatures differences. The new heating rates are inconsistent with heating rates
from (Roldán et al., 2000)’s radiative transfer model. Measurements from VIRTIS-H show large
uncertainties in the temperature between 105-145 km making the differences reasonable. Further-
more, the near IR parameterization utilizes a cosine solar zenith angle function which would be
inconsistent with our understanding of the deposition of solar irradiance which has shown to have
non-zero heating at the terminators Smith and Smith (1972). Seeing as the origin of both the EUV
and near IR is the same, it would be expected that the geometry/mechanisms to deposit the en-
ergy would be similar. While the effects of varying the dayside heating rate magnitude have been
studied (Gilli et al., 2021), the terminator differences in the two methods are unclear.

After energy is absorbed in the near IR, CO2 atoms can become excited and undergo a de-
excitation process also emitting energy at 15 µm (Dickinson, 1976; Fox and Bougher, 1991).
Venus’ atmosphere is transparent to this energy wavelength and so the energy is lost to space. The
best way to capture the LTE cooling is to use a full radiative transfer model which tracks radiative
absorption, emission and scattering like Haus et al. (2015) and Roldán et al. (2000). Radiative
transfer models typically are not implemented in 3D GCMs due to the high individual computa-
tional costs of the radiative transfer model. Many models attempt to capture this process as a form
of CO2 cooling. It has been show to be an important term to balance a large span of altitudes in
Venus’ thermosphere (Chapter 4 of this thesis, Bougher et al. (1999)). Implementing a comprehen-
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sive CO2 cooling scheme is still an ongoing process. The thermosphere is in a state of non local
thermodynamic equilibrium (non-LTE) which the existing 15 µm CO2 cooling scheme attempts
to capture (Bougher et al., 2017; González-Galindo et al., 2013; Gilli et al., 2017, 2021). The 15
µm CO2 implementation was added to V-GITM, but is limited due to the dependence on pressure
levels, temperature differences, and O number densities. For unclear reasons, the approximations
break down in the lower thermosphere where LTE effects become significant. To compensate for
this, Chapter 4 implemented a numerical scheme to provide a reasonable cooling rate below 100
km.

Eddy diffusion is a way to express the turbulent mixing of the atmosphere. At Earth, it is
still highly uncertain (von Zahn et al., 1980; Pilinski and Crowley, 2015; Malhotra and Ridley,
2020; Mahieux et al., 2021). The balance of eddy diffusion and molecular diffusion dictate the
homopause location. Further, the turbulent mixing enters all of the transport equations, effecting
the density, momentum and energy directly. Indirectly, these equations are coupled, so changes in
the eddy diffusion coefficient can have non-linear effects on the entire system. There are effects on
the neutral densities, neutral temperatures and electron densities. At Venus, Mahieux et al. (2021)
built a 1D profile of the eddy diffusion coefficient based on CO measurements from the SOIR mis-
sion. Due to the innate global circulation in 3D models, the necessity of additional turbulent effects
using an eddy diffusion coefficient is less compared to 1D models, making it incorrect to translate
1D profiles into 3D models effectively (Bougher et al., 1999). M-GITM has used a variable eddy
diffusion coefficient between 500-1,000 m2s−1 that increases the coefficient with altitude (Bougher
et al., 2015a). This method is used in both the VTGCM and Tohoku University’s GCM although
the bounds for Kmin and Kmax vary. Instead of applying this during the development of V-GITM, a
constant value of 300 m2s−1 was used instead for the work in Chapter 4. VTGCM varies the eddy
diffusion coefficient between 10-1,000 m2s−1 (Brecht et al., 2012) and TUGCM uses a coefficient
that varies between 0-500 (Hoshino et al., 2012).

The choice of eddy diffusion coefficient and the implementation of other energy terms affect
temperatures, pressure gradients and consequently wind speeds. It is therefore important to provide
boundaries for these parameters to constrain horizontal wind speeds. Navarro et al. (2021)’s work
insinuates the presence of a normal shock in the nightside thermosphere above 130 km. The shock-
like feature is assumed due to the presence of Mach number greater than 1 and slowing to subsonic
speeds within ∼500 km. This has been explored with V-GITM and similar results have been found.
If it is found that the energy balance should be varied, this helps determine if the theory of Venus’
shock formation is appropriate.
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Figure 5.1: An illustration of how incoming radiation heats the atmosphere. On the left, incoming
radiation ionizes a neutral particle creating a free ion and electron. A pair of charged particles
undergo a chemical reaction that heat the surrounding environment.

A significant driver of the thermosphere at planets that maintains an atmosphere and ionosphere
is the absorption of solar EUV. A popular implementation of capturing the effects of the solar EUV
is to use top of atmosphere fluxes and transmit them through the atmosphere allowing absorption
via forms of direct heating, ionization and dissociation of the neutral population. A fraction of the
total incident energy gets absorbed as kinetic energy (direct heating). Following previous studies
of the Venus heating efficiency (Fox, 1988) (Hollenbach et al., 1985), nearly all Venus GCMs use
a constant heating efficiency of 10-25% to approximate all of the direct and indirect heating pro-
cesses. A more accurate representation of the heating due to EUV radiation absorption is through
the ionization of many different neutral species and tracking of the consequent chemistry. When
ions chemically react to become neutral (through charge-exchange, electron recombination, etc...),
these reactions are often exothermic. This is the means that the chemical reactions produce heat
for the surrounding atmosphere. This process is illustrated in Figure 5.1. In reality, this is also an
approximation due to the creation of photoelectrons which complicates the tracking of energy in
the chemical processes (Richards et al., 2006; Richards, 2022).

The effects of solar EUV, solar near IR, CO2 in the LTE region, and eddy diffusion are explored
in this work. Global temperature changes, among other state variable changes, for varying imple-
mentations of these parameterizations are believed to be affected. Additionally, heating efficien-
cies that approximate V-GITM’s solar EUV deposition through direct heating, chemical heating
and photodissociation heating are computed for solar minimum, solar medium and solar max con-
ditions. Due to the large uncertainty and influence the eddy diffusion coefficient and solar IR have
on the thermosphere, these are explored in more detail.
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5.2 Model Conditions

5.2.1 Recent Model Improvements

Incoming photons with energies greater than the dissociation threshold contribute to local heating
(Fox, 1988; Gu et al., 2020). V-GITM assumes the dissociation threshold of CO2 is 5.453 eV
(Shaw et al., 1995), and that 66% of the energy in excess of the dissociation threshold is deposited
into the atmosphere as heating:

Qdiss(z) = 0.66
∑
λ

(Eλ − E0)P (λ, z) (5.1)

This is discussed in (Dickinson, 1976; Fox, 1988) as the fraction deposited as translational
energy. The remaining 34% is assumed to be partitioned in rotational and vibrational energies
which do not directly contribute to the heating. These fractions are highly uncertain. They vary
based on wavelength and the resulting excitation state and so the method applied within V-GITM is
a simplification of the radiative process. From equation (5.1), Qdiss is the heat accumulation from
excess dissociation, λ is the photon wavelength (∼85-190 nm), Eλ is the energy of an incoming
photon which is greater than the dissociation threshold, E0. P(λ) is the CO2 dissociation production
rate at a specific wavelength and is given by:

P (λ, z) = I(λ, z)σ(λ)n (5.2)

where I is the attenuated intensity, σ is the CO2 dissociation cross-section, and n is the species-
specific number density. In this case, it is only for CO2. CO2 dissociation can be dissociated
at wavelengths greater than 190 m, but this is the current upper limit of the wavelength range
within V-GITM. The lower spectral bin, 85-90 nm, is the highest energy photon allowed to add
excess dissociative energy, because at higher photon energies, ionization will occur instead. These
quantities will be extrapolated in future work to be computed for species like O2, N2 and CO.

V-GITM also recently added neutral helium, with a lower boundary condition of 5×1011 cm−3.
The number density is initialized following a hydrostatic profile. He is chemically inactive within
V-GITM, but a good tracer of dynamics, eddy diffusion and global winds (von Zahn et al., 1980).
The response of nHe to eddy diffusion is examined in section 5.3.3.

5.2.2 Other Heating Sources

The Venus Global Ionosphere-Thermosphere Model (V-GITM) is used to perform the simulations.
V-GITM is a 3D spherical model that uses the Navier-Stokes equations to solve for the state vari-
ables. It is a unique Venus model due to the ability to directly solve the neutral vertical momentum
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equation for the vertical velocities. Additionally, the solar EUV heating effects are computed
through chemical reactions with a much smaller direct heating efficiency of 1%.

The vertical energy equation for the normalized neutral temperature (T = kT/m̄n) is:

∂T
∂t

+ ur
∂T
∂r

+ (γ − 1)T (
2ur

r
+

∂ur

∂r
) =

k

cvρm̄n

Q (5.3)

where ur is the vertical velocity, r is the distance in the radial direction, γ is the adiabatic index that
is attached to the change in energy from the expansion of the gas, cv is the specific heat constant
for a fixed volume, k is Boltzmann’s constant, ρ is the mass density, and m̄ is the mean mass.

The various source terms are given by:

Q = QEUV +QIR +QO +QCO2 +QCHEM +Qdiss +
∂

∂r
((κc + κeddy)

∂T

∂r
) (5.4)

where QEUV and QIR are the contribution from the Sun’s extreme ultraviolet and infrared wave-
lengths, respectively. The QO and QCO2 are terms detailing the radiative cooling to space from
the 63 µm and 15 µm bands, respectively. QCHEM combines heat generated from all exothermic
reactions. κeddy is the heat conductivity due to eddy diffusion coefficient and κc is the molecular
heat conductivity.

In this work, variations on the source terms simulating the eddy diffusion, EUV heating, LTE
CO2 cooling, near IR heating and thermal conduction coefficients for CO2 as described by parame-
ter changes in Table 5.1. The effects of each of these uncertain terms are investigated to determine
the importance in determining the structure and dynamics of Venus’ upper atmosphere. The eddy
diffusion coefficient is changed to explore its importance in the temperature structure as well as
its role in the composition. A factor of three larger and smaller from the value used in Chapter 4
was used to modify the eddy diffusion coefficient to understand both the effects of a smaller eddy
diffusion coefficient that is more representative of the eddy diffusion coefficient values used in the
Earth version of GITM (Ridley et al., 2006) and a higher which pushes the boundary towards a
used value in 1D Venus modeling (Mahieux et al., 2021).

Differences in EUV heating are performed using the Flare Irradiance Spectral Model (FISM)
fluxes (Chamberlin et al., 2008) from Oct. 1st-10th, 2011 (solar moderate conditions) with a flat
20% heating efficiency, a 1% heating efficiency coupled with the heat generated via exothermic
chemistry, and the summation of 1% heating efficiency, exothermic chemistry and photodissocia-
tion heating.

Below ∼100 km, the non-LTE CO2 cooling model approximations break down due to being
in a LTE-dominated region, so it is unclear how to account for this. In this study, the LTE CO2

cooling is numerically applied by extrapolating from the non-LTE value at 10−2 Pa to the bottom
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boundary of the model via a linear or logarithmic method. Additionally, one of the extrapolations
is done to mimic the cooling rates shown in Haus et al. (2015). While these variations are not large,
there is almost no heating to balance it. Near IR heating is implemented using the parameterization
schemes as shown in (1) Gilli et al. (2017), (2) Gilli et al. (2021) and (3) the radiative transfer of 2.7
µm and 4.3 µm waves absorbed directly by CO2 given an intensity at the top of the atmosphere and
a set of cross-sections. This allows for the treatment of IR heating across the terminators where the
Sun is still shining. Finally, the thermal conduction coefficient of CO2 is increased to best fit the
recommended thermal conduction values from Huber et al. (2016). The goal of these simulations
is to show how uncertainty in each energy term affects the results.

5.3 Results

A variety of source terms were modified according to the Table 5.1 during October 1st-10th, 2011
which is representative of solar moderate conditions as described by the F10.7 and 90-day average,
F10.7a (Figure 5.4). A summary of all the individual impact of varying the source term is shown
in Figure 5.2. The Eddy 1, EUV 1, 15 µm 1, and IR 1 are the baseline parameters used in all
simulations unless otherwise specified. For example, the eddy diffusion coefficient was 300 m2

s−1 in all runs except Eddy 2 and Eddy 3. Results are shown as a function of altitude, which is V-
GITM’s neutral coordinate system, and pressure, which is used by most models, and can therefore
be directly compared.

Varying the total EUV scheme between the V-GITM configuration from Chapter 4 (EUV 2),
the latest V-GITM configuration (EUV 1), and a representative method in other models (e.g. 20%
fixed heating efficiency) has large temperature differences near the top of the model. While there
is almost no effect below 140 km, the three simulations vary dramatically above this. With an
expected temperature of approximately 240 K (Hedin et al., 1983), the EUV 1 is closest. As seen
when comparing EUV 1 to EUV 2, adding excess photodissociation heating increased the globally
averaged temperature from 220 K to more than 240 K at 170 km. This is a large increase in
temperature that creates dayside temperatures exceeding the results from VTS3. We believe this
adds importance to re-examining the thermal conduction and non-LTE CO2 cooling adjustments
which are particularly important in balancing the heat in this part of the atmosphere.

The near IR parameterization had some effect on the temperature through nearly the entire
domain. The largest temperature differences were near 120 km and at 170 km. At 120 km, the
non-LTE cooling experiences a minimum which is ultimately responsible for the local temperature
maxima. An exploration on the solar IR parameterization into specifically the dayside, terminator
and nightside temperatures are discussed in section 5.3.4.

The 15 µm cooling variation runs drive dramatic changes to the temperature throughout the
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Parameter Formulation Label
Eddy diffusion coefficient Flat 300 Eddy 1

Flat 100 Eddy 2
Flat 900 Eddy 3

EUV model FISM (1%) + Chemical + Dissociation EUV 1
FISM (1%) + Chemical EUV 2

FISM (20%) EUV 3
LTE CO2 cooling Linear 15 µm 1

Logarithmic 15 µm 2
Linear (Haus et al., 2015) 15 µm 3

Near IR heating V-GITM I (Chapter 4) IR 1
(Gilli et al., 2017) IR 2
(Gilli et al., 2021) IR 3

Thermal conduction ACO2 = 0.82×10−5 (Schunk and Nagy, 2004) Conduction 1
ACO2 = 1.1×10−5 (Huber et al., 2016) Conduction 2

Table 5.1: Parameters in V-GITM that have an effect on the thermospheric temperature along with
the values used for this study.

entire domain. From 70-100 km, the temperature changes respond proportionally to the way the
cooling term was modified. For example, the logarithmic run (15 µm 2) has the largest temper-
atures in up to nearly 120 km. This is due to the fact that the logarithmic extrapolation of NLTE
CO2 cooling value near 100 km decreases much faster than a linear extrapolation, creating a much
weaker cooling term from 70-100 km. It is interesting that the temperature above 140 km is the
lowest in that same run. The reason for this is still unclear.

The eddy diffusion coefficients changed the temperature below 105 km. V-GITM showed that
lower eddy diffusion correlates to lower temperatures in the lower thermosphere. It is interesting
to note that the lower temperatures do not significantly modify the average temperature structure
above 105 km which is different than the behavior exhibited in the varied NLTE cooling runs. They
cause minor deviations, but the temperature variations below 105 km are small compared to the
CO2 cooling changes.
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Figure 5.2: Global average temperature for solar moderate conditions. Each panel shows a com-
parison between the different values in each parameter category which are plotted as a function of
altitude (left column) or pressure (right column).

As pointed out in Chapter 3, thermal conduction is another uncertain term. GITM and V-GITM
adopted (Schunk and Nagy, 2004)’s parameterization to calculate thermal conductivity:

κc =
∑

i=CO2,N2,O

[
Ni

Ntotal

]AiT
si (5.5)

using the major neutrals at the top and bottom of the model domain. Recommended values of Ai

and si are shown in Table 10.1 of (Schunk and Nagy, 2004). A sensitivity study on the ’A’ and ’s’
parameters for N2 and O have been a previously studied topic (Pawlowski and Ridley, 2009). For
this reason, this study focuses on the ACO2 coefficient.

A compilation of experimental values for the thermal conductivity of CO2 at pressure levels
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from 0-200 MPa and temperatures from 50-1100 K are shown given in Poling et al. (2001); Huber
et al. (2016). The limits of this testing largely exceed the thermosphere temperatures and pres-
sures of Venus which are in the range of 100-300 K and 10−10-10−2 MPa. Despite this, there are
0 MPa recommended thermal conductivities published in a table that we’ve best-fit the thermal
conductivity parameterization shown in equation 5.5. The change in ACO2 from 0.82e-5 to 1.1e-5
theoretically works well, this is shown in Figure 5.3.

Figure 5.3: Conduction 1 and Conduction 2 CO2 thermal conductivities plotted as a function of
temperature. Two red circles show reference data within the 0 MPa pressure level at 240 K and
300 K from (Huber et al., 2016).

Increasing the thermal conductivity coefficient, ACO2 , increased the vertical transport of heat
downward at ∼15% larger rate. Despite the increased cooling, the dayside maximum and globally
averaged temperature saw essentially no difference (Figure 5.2. It was noticed that the chemical
heating rate and thermal conduction maintained a similar net heating rate above 140 km between
the Conduction 1 and Conduction 2 runs. Altering the thermal conduction at Venus has almost
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no effect on the thermal structure unlike at Earth, where it is extremely important (Pawlowski
and Ridley, 2009; Ponder et al., 2023). In addition, this reinforces the importance of CO2 15 µm
cooling at lower thermospheric altitudes rather than cooling by thermal conduction.

5.3.1 Solar Cycle Variations

This section shows simulations under three runs which are performed during solar minimum, mod-
erate and maximum conditions using the same parameters in Table 5.1, EUV 1. Although FISM
from 0.1 nm - 190 nm is used, F10.7 and F10.7a are nice proxys for getting an idea of what the
sun is doing in these time periods. These values are displayed in Figure 5.4.

Figure 5.4: F10.7 (solid lines) and F10.7a (dashed lines) for the time periods explored in this work.

Figure 5.5 shows altitude profiles of globally averaged mass densities, max horizontal wind
speeds and temperature at the end of the different ten day periods. Mass densities increase by
more than 150%, which is an effect of uplifting of the atmosphere due to the increased temperature.
Horizontal winds speeds are primarily a balance of gradient pressure and viscosity so that when
the temperature and density increase on the dayside, the gradient in pressure increases, driving
stronger winds. Maximum winds typically occur near the evening terminator and this varies from
410 m/s to 450 m/s at 170 km. The globally averaged temperatures drastically change from 220
K to 265 K due to the increase in solar EUV. Below 140 km there are no noticeable changes due
to the dominant thermodynamic terms, like solar IR and radiative cooling, not changing with solar
conditions.

104



Figure 5.5: Globally averaged mass densities (top), maximum horizontal wind speeds (middle),
and globally averaged temperatures (bottom) for different solar conditions.

Figure 5.6 shows how the chemical heating, photodissociation heating, FISM, NLTE CO2 cool-
ing and thermal conduction vary between solar conditions. Chemical heating varied from roughly
3,500-6,000 K/day, excess photodissociation varies from almost 2,000-3,000 K/day, and 1% of
FISM is 270-505 K/day. In sum, these are the total heating effects other Venus GCMs often sim-
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plify through the use of a heating efficiency which has been summarized to be 10-20% and through
non-FISM, EUV models (Martinez et al., 2021). The equivalent EUV heating these models would
receive is 2,700-5,400 K/day for solar minimum or 5,050-10,100 K/day for solar maximum. More
analysis of the heating efficiency and an estimation of the ”effective” heating efficiency is dis-
cussed in section 5.3.2. The near IR is a major heating source but is not plotted because it has no
variability with solar cycle.

Figure 5.6: 12 LST heating and cooling rates for terms for varied terms over run periods shown in
Figure 5.4.
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5.3.2 Heating Efficiency

Figure 5.7: Individual heating efficiencies at 12 LST to model exothermic chemistry and photodis-
sociation effects via a single heating efficiency from 0.1-190 nm.

This section explores the “effective” heating efficiency that would be needed within FISM to ap-
proximate the cumulative EUV heating processes (1% direct heating, chemical heating and pho-
todissociation of CO2) used in V-GITM during the EUV 2 run parameters during solar moderate
conditions. Figure 5.7 shows the calculated heating efficiency relative to the total available energy
near 12 LST. The chemical heating is nearly constant above 140 km contributing about 12-14% of
the heating efficiency. Photodissociation of CO2 takes over and peaks at nearly 25% at 125 km.
Below 140 km, the intensity of EUV is very low and so not much heating is added despite the large
heating efficiency. 1% is added to the total heating efficiency to account for the 1% EUV direct
heating. Although not shown, the heating efficiencies were calculated for solar minimum and solar
maximum conditions and found the total heating efficiency to be within 17-20%.

Fox (1988) has vertical profiles of Venus heating efficiencies from 115-200 km. These profiles
are uncertain and have lower limit and best guess values that vary from 16% to roughly 25%
within V-GITM’s vertical domain. V-GITM’s results are not largely different from Fox’s work
except below 135 km where the total EUV heating efficiency within V-GITM is approximately
5-10% larger than Fox’s work.

107



Hollenbach et al. (1985) performed a 1D simulation finding heating efficiencies between 10-
15% due to photodissociation, photoionization and photoelectrons and chemistry. Gu et al. (2020)
detailed a heating efficiency calculation for Mars finding cumulative heating efficiencies near 20%,
including photon impact and photoelectron effects. Although their work is for Mars, due to the
similarities in CO2-based planets, the chemistry and EUV deposition may be similar enough that
it may help to provide understanding as to why the heating efficiencies are mismatched between
what is presented here and what is widely accepted in other GCMs. While V-GITM ignores photo-
electron heating, this has been shown to be a small term for Mars (Gu et al., 2020). This is a topic
of future work to confirm its relative impact for Venus.

Figure 5.8: Top panel: Effective heating efficiency at equator to model exothermic heat generation
due to chemistry via FISM from 0.1-190 nm. Bottom panel: Local noon, 1D heating efficiency
profile between 125-170 km. Note: The heating efficiency is reported as zero when there is no
heating at all, such as the night side.

Figure 5.8 shows that there is spatial variability in the heating efficiency, as shown in the slice
at 1◦N and at 160.5 km. As shown in Figure 5.7, there is more vertical variation in the heating
efficiency where above 135 km have the greatest seperation from a uniform profile. The reason
for the spikes in computed heating efficiency at the terminators is due to the total EUV heating
in these cells being close to zero. Overall, there is little variation of the heating efficiency at a
constant altitude when only the dayside is considered.

5.3.3 Eddy Diffusion Coefficient

In Chapter 4, the eddy diffusion coefficient was applied uniformly across the model domain at a
constant value of 300 m2 s−1. This section explores the impact of increasing and decreasing the
coefficient by a factor of three to 100 and 900 m2 s−1. In Figure 5.2, the eddy diffusion primarily
effects the temperature between 70 and 100 km altitude. At 70 km, the temperature is a constant
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value of 215 K. The eddy diffusion increases the thermal conduction below ∼115 km, therefore,
increasing the eddy diffusion coefficient raised the temperature between 70-115 km, since the
boundary acts as a heat source. A data-model comparison of runs with constant eddy diffusion
coefficients of 100, 300, and 900 is shown in Figure 5.9. The eddy diffusion coefficient affects the
globally-averaged CO number densities up to almost 115 km. In Figure 5.9, V-GITM CO profiles
are shown against the SOIR measurements over the 2007-2014 time period. According to Mahieux
et al. (2021), CO is supposed to be driven by the dynamics due to its low chemical activity. It seems
that V-GITM’s molecular diffusion or chemical reactions must drive the number density above 115
km.

The corresponding V-GITM and Pioneer Venus measured helium profiles are shown in the right
subplot. Each run was initialized with a value of 5×1011 cm−3 at 70 km. Near 130 km, the densities
transition into region dominated by molecular diffusion where the densities fall off is determined
by the helium scale height. The differences in density are due to the different locations of the
homopause which increase with altitude as the eddy diffusion coefficient is increased. A higher
homopause altitudes allows the bulk scale height to act on the helium to higher altitudes in the
atmosphere causing a faster fall off of the number density. As (von Zahn et al., 1980) demonstrated,
it is possible to tune the eddy diffusion coefficient to match Pioneer Venus’ measurements of
the helium densities, but should be cautiously done due to the uncertainty in the lower boundary
condition number density which also has a strong influence on the overall helium density. Further,
the densities at the top of the model are driven by the temperature structure in the entire model
domain.

The eddy diffusion coefficient further affects the neutral temperature and strength of eddy vis-
cosity. Raising the eddy diffusion coefficient causes increased viscosity, meaning that the winds
would be dragged more towards lower boundary condition velocities. Figure 5.10 shows the wind
speeds for eddy diffusion coefficients of 100, 300 and 900 m2 s−1 at 90.5 km, 105.5 km, and 160.5
km. At 90.5 km, the winds follow the RSZ pattern implemented at the bottom boundary.
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Figure 5.9: Three V-GITM runs with differing eddy diffusion coefficients (300, 100, 900 in that
order) against (a) SOIR CO measurements (Mahieux et al., 2021) and (b) Pioneer Venus He mea-
surements (von Zahn et al., 1980).

Figure 5.10: Constant altitude slices of horizontal (arrows) and vertical (contours) winds at 90.5
km (first row), 105.5 km (second row), and 160.5 km (final row). From left to right, columns show
eddy diffusion coefficient values of 100 m2/s, 300 m2/s and 900 m2/s. Positive vertical wind values
correspond to upward motion. Note that the wind vector length scale changes in each plot, while
the vertical wind color scale does not change.

At 105.5 km, the wind patterns are very different for different eddy diffusion coefficient values.
With 900 m2 s−1, the wind has many similarities to the RSZ pattern imposed at the lower boundary
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condition with similar wind speeds. This is due to the linear scaling of eddy viscosity parame-
terization with eddy diffusion coefficient (Bougher et al., 1986; Hoshino et al., 2012). When the
eddy diffusion coefficient is lowered to 100 m2 s−1 the wind pattern is different. Except at the
equator, the horizontal winds flow in a subsolar-to-antisolar pattern which is driven due to pressure
gradients from the warm dayside and cooler nightside (refer to Figure 5.11). Eddy viscosity has a
strong influence on the location of the “transition region” which occurs higher in the atmosphere
as the eddy viscosity is stronger. At 160 km, the winds are inversely proportional to to the eddy
diffusion coefficient. The large changes in eddy diffusion change the maximum wind speeds by
less than 10%, because the wind speeds at this altitude are largely dictated by the solar EUV’s
impact on dayside temperatures.

Figure 5.11 shows equatorial slices of neutral temperature for the three runs. The dayside is
very similar except below 90 km in the 100 m2/s run where the temperatures seem to decrease
more rapidly from the lower boundary condition, 228 K. The nightside ztemperature is strongly
dependent on the eddy diffusion coefficient. Near 100 km, a nightside temperature peak exists in
the 100 m2 s−1 run, whereas is disappears in the two larger eddy diffusion coefficient runs. This is
due to the strong SS-AS wind structure that is allowed to form because of the lower eddy viscosity.
Slightly higher at 120 km, there is another local maximum for the temperature that is evident in
all three eddy conditions. SS-AS flow is the wind pattern at this altitude independent of the eddy
diffusion strength. For a eddy diffusion coefficient of 900 m2 s−1, the transition region is below
120 km.

Above 140 km, the nightside is known for being very cold and often called a cryosphere. The
different eddy diffusion coefficients change the longitudinal position of the temperature patches in
the upper thermosphere. This is believed to be due to eddy diffusion induced temperature changes
on the dayside that modify the strength of the pressure gradients that drive the SS-AS winds.
As winds are strengthened, the location of adiabatic heating is changed because the nightside
convergence location is changed.

Figure 5.11: Equator slices of temperatures. From left to right, the eddy diffusion coefficient is (a)
100 m2/s, (b) 300 m2/s and (c) 900 m2/s.
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5.3.4 Near IR

V-GITM includes two models for the solar near IR: the transmission of radiation directly absorbed
(Chapter 4) or the V-PCM’s non-LTE parameterization (Gilli et al., 2017, 2021). Martinez et al.
(2023) has recently expanded the LMD-PCM’s parameterization to a multi-band heating rate, but
this has not been tested with V-GITM yet.

Figure 5.12 shows the heating rates as they are deposited in V-GITM for the different IR pa-
rameterizations. These methods are compared under solar moderate conditions and should be
representative of any solar conditions because there is very little near IR variability from SORCE
measurements up to 2400 nm (2.4 µm) (Coddington et al., 2019; Woods et al., 2022). Noon heating
rates are shown in Figure 5.12a. V-GITM’s transmission method matches the magnitude of heating
reported in Gilli et al. (2021), but with a width closer to the Gilli et al. (2017) results. The width
is a natural consequence of transmitting radiation through the atmosphere and having it absorbed.
Accurately estimating the altitude spread of heating would be better done in a detailed radiative
transfer model that captures the line-by-line transmission of radiation, absorption and consequent
vibrational excitation and quenching of CO2. Roldán et al. (2000)’s radiative transfer code was
the basis of Gilli et al. (2017)’s parameterization and is the basis for one of the run configurations
in this section. As pointed out in Gilli et al. (2021), the 2017 parameters were updated to address
data-model discrepancies.

112



Figure 5.12: Heating rates comparison from solar near IR methods (a) at noon, (b) near the morning
terminator, and (c) at the morning terminator.

Figures 5.12b and 5.12c display the rates near the eastward terminator and directly at the ter-
minator to compare heating rates for the different IR methods. Although V-GITM’s transmission
method does not consider all the IR radiative processes, this method utilizes Chapman integrals
and this provides non-trivial heating at and beyond the terminators, much larger than the cosine
function used in each of the Gilli papers.

Limaye et al. (2017) compiled the temperature measurements shown in Figure 5.13. V-GITM’s
corresponding results were added to try to validate the model results. Both nightside and dusk show
a peak at ∼10−2 mbars, which is thought to be driven by IR heating in one way or another. Firstly,
the 5-7 LT averaged temperature slightly underestimates the temperature near 100 km (10−2 mbar)
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because the 2.7 and 4.3 µm radiation has been completely attenuated preventing any heating at
this altitude. Slightly higher, at 10−3-10−4 mbar, the temperature is overestimated. This manifests
either due to excessive IR heating or lack of CO2 cooling. It is our understanding that the CO2

cooling is underestimating the cooling rate leading to an artificial temperature peak seen both on
the dayside and at the terminators.

Regarding the nightside, similar to the 5-7 LT temperatures, errors show up as an underestima-
tion at ∼10−2 mbar and temperature overestimation between 10−3-10−4 mbar. The temperature
underestimation at 10−2 mbar is due to the lack of a SS-AS flow pattern which should converge
on the nightside leading to a nighttime temperature peak. This principle is also responsible for
explaining the overestimation of temperature on the nightside where an artificial temperature peak
exists near 120 km on the dayside, but the winds move in a SS-AS direction that adiabatically heats
the nightside (see Figure 5.11b).

Figure 5.13: Limaye et al. (2017) and V-GITM data averaged between (a) 5-7 LT and (b) 19-5 LT
and from 30◦S to 30◦N latitude.

Net heating (near IR - NLTE CO2 cooling), temperatures, and pressure scales are plotted in
Figure 5.14 for the dayside (first row), terminator (second row) and nightside (final row). It is
difficult to predict how the NLTE radiative cooling effects respond to the changing energy balance
so the difference of the two are shown in panel (a), (e), and (i). From 160-170 km, the temperatures
have differences at each local time. The Gilli 2017 parameterized run is warmest and this is because
it has the largest dayside heating rate. The V-GITM I and Gilli et al. (2021) dayside heating rates
are similar at all altitudes near noon, but the temperatures are very different. Away from noon, the
heating rates are quite different. As seen in 5.12g, the 120 km temperatures are very different and
this is due to the difference in heat generated at and beyond the terminator with V-GITM I’s use of
Chapman integrals.
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There are up to 60 K variations in temperature from each method used although the pressure
levels are mostly unaffected. This implies that the mismatch of temperature peaks between 10−2

mbar and 10−4 mbar is unlikely due to altitude-pressure mismatches. The 10−2 mbar relates to
approximately 105-110 km which is consistent with the approximate altitude shown in the related
figures in Limaye et al. (2017). There is a similar net heating applied at 120 km, which we believe
is due to a breakdown of the NLTE CO2 cooling at this altitude artificially heating the dayside at
this altitude. The warm dayside will drive warm temperatures horizontally to the nightside where
this is mismatching temperature peak is also seen (see Figure 5.13b).

Figure 5.14: Net heating between near IR and NLTE cooling, pressure, and temperatures are shown
for three different configurations of near IR. Subplots (a)-(d) correspond to 12 LST, (e)-(h) corre-
spond to 6 LT, and (i)-(l) correspond to 24 LT. The temperature is shown as a function of altitude
(c, g, k) and pressure (d, h, l).

5.4 Conclusion

Having a quantified understanding of the uncertainties in a model is crucial when seeking to com-
prehend the behavior of a system through modeling. V-GITM investigated the solar EUV & near
IR, thermal conduction coefficients, eddy diffusion, and lower thermosphere CO2 cooling. Each
source term was modified from the benchmarked values from Chapter 4 based on other published
parameterizations. Globally averaged temperatures were displayed in every configuration, while
in some instances, additional state variables were also shown. It is shown that uncertainty in
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the EUV and lower atmosphere 15 µm CO2 cooling had the largest impact on the temperatures.
Additionally, the same near IR parameterizations were shown to have significant heating near
the terminators leading to temperature differences of 20-30 K compared to a method including
Chapman-based heat deposition. Furthermore, the eddy diffusion coefficient and its direct propor-
tionality to eddy viscosity had a strong influence on the height of Venus’ transition region between
RSZ and SS-AS flow patterns. The height of the transition region was shown to be important for
determining the existence of nightside temperature peaks.

This work also included a detailed study on the solar EUV effects. The individual contributions
of chemical heating and inclusion of excess photodissociative heating were quantified in relation
to an overall neutral heating efficiency. Heating rates of chemical and photodissociation heating
during different parts of the solar cycle were presented.

Venus thermosphere models may use more parameters in the energy equation than those ad-
dressed here. There are many more that are more pertinent to the momentum and mass continuity
equations, as well as the ionosphere itself. This work is meant to shed light into the scale of the
uncertainty involved with using such parameters in the modeling community, but is also specific
to V-GITM. While other models must use similar parameterizations, the implementation may not
necessarily be the same, and therefore, the effect on the results may be different. However, the goal
of this work is to provide some knowledge of the relative importance of each of these parameters,
and while the results from each model may be different, the effects due to each of the parameters
presented should be quite similar.

Venus thermosphere models may use more parameters in the energy equation than those ad-
dressed here. Additional parameters may be more significant in the context of the continuity,
momentum and all ion equations. While other models may employ similar energy sources, the im-
plementation may differ resulting in varied outcomes. Nonetheless, this work provides insight into
the relative significance of each parameter and emphasizes that models yielding different results
are driven by the uncertainty parameterizations.

5.5 Future Work

In the future, V-GITM will look to enhance the EUV processes by adding more species to the heat-
ing from photodissociation of other species (O2, N2, CO, NO). Aside from dissociation, excess
energy from ionizing photons and photoelectron heating may also contribute but are not accounted
for currently. Due to the uniqueness of V-GITM, determining the specific impact of the non-
hydrostatic solver is an important question to solve. Another difference is the coupling of ion
dynamics with the photochemically generated ionosphere. For this reason, model-model compar-
isons should be performed to determine if (a) the hydrostatic assumption is limiting the existing
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Venus GCMs and (b) the consequence of have a dynamical ionosphere.

5.6 Open Research

V-GITM is freely available through GitHub (Ridley et al., 2023). Plotting routines and data within
this work will be published on DeepBlue.
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CHAPTER 6

Conclusion and Future Work

6.1 Conclusion

This dissertation focused on heat balance through the Earth and Venus thermosphere. The heat
balance distinctly determines the temperature, wind and density structure. GITM and V-GITM
were used to simulate the coupled ionosphere-thermosphere system and several in-situ datasets
were used to validate our findings. The foundation was set for why the development of GCMs and
better understanding the physics systematically dependent on one another. Chapters 3-5 attempted
to answer the science questions posed in the Chapter 1.

• Outstanding question: What are the uncertain thermodynamic source terms?
Finding: There are uncertainties in essentially every source term. In Chapter 3, it was shown
how a variety of thermal conductivity coefficients could be used depending on the literature
source. Often times the basis for recommended coefficients are measured in a laboratory at
temperatures and pressures inconsistent with those applicable to thermospheres. Chapter 5
varied four more source terms indicating alternative methods or parameter coefficients for
each term. Methods for the deposition of solar EUV were completely exchanged from a com-
monly used direct heating method to that of chemical and photodissociation heating. Near
IR parameterizations were modified and differences at the terminators were emphasized.

• Outstanding question: How do uncertainties in the thermodynamics change the global and
regional temperature structure?
Finding: In Chapter 3, the uncertainty in thermal conductivity coefficients and exponents
were shown to have up to a 50-100% affect on neutral mass densities. Although used tan-
gentially, an EUV driven input, F10.7, affected the mass densities similarly. In Chapter 5,
the impact of a heating efficiency to drive solar EUV heating was shown to have dramatic
changes in the globally averaged temperatures. At the top of the model, globally averaged
temperatures changed by nearly 50 K when changing from the use of chemical heating to a
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commonly used heating efficiency value. In regards to the solar IR, the leading parameter-
izations from other models were re-parameterized showing significant temperature changes
at the terminators. Unexpectedly so, changes to the to the lower atmosphere NLTE CO2

cooling had significant changes to the global temperature profile.

• Outstanding question: How do the uncertainties influence other terms like composition,
density and neutral velocities?
Finding: Studies on the eddy diffusion coefficient were shown to affect homopause locations
leading to large species-specific changes in number density. Additionally, changes in the
eddy diffusion coefficient affected the overall viscosity profiles which are important for the
neutral wind structure. It was emphasized in Chapter 4 and Chapter 5 that temperatures,
winds and densities are all coupled together. This means that each uncertain term affecting
temperatures will inevitably influence wind speeds and bulk densities. Narrowing the model
uncertainties is helpful for establishing more concrete answers to some of the other existing
science questions.

• Outstanding question: Due to the slow planetary rotation, how is a nightside ionosphere
sustained at Venus? Does solving for the winds explicitly change day-night structure? What
is the impact of a non-zero, lower boundary condition for the zonal winds? What controls
the temperature as a function of altitude? Does advection drive any of this?
Finding: Although Venus’ maintains a nightside ionosphere, the composition and mech-
anism for sustaining it are largely unknown. To address this, the 3D model, V-GITM was
developed in Chapter 4. It was found that a combination of advection of O+

2 and chemistry
allowed for the accumulation of NO+ on the nightside. We do not expect this to be the
lone ion, but it has been interesting to find that the ions, when advected, and neutrals move
together allowing for transport to the nightside due to the high wind speeds. It is expected
that similar mechanisms to that of Earth that ions may precipitate from high altitudes to bulk
the ionosphere and add diversity to the composition.

6.2 Future Work

Presented here are questions that need to be still addressed and ideas regarding possible improve-
ments of GITM and V-GITM to better represent the Earth and Venus states:

• Chapter 3 studied the implementation of RCMR to estimate the thermal conductivity coef-
ficient based on satellite and empirical datasets. Future work is necessary with the goal of
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investigating the ability of thermal conductivity to improve mass density and temperature
states at new locations. Work has not yet been performed to determine how the terminators,
nightside or lower atmosphere respond to heat conductivity changes.

• In the second study, V-GITM was introduced as a model. With any new model, it will not be
perfect and so continuously improving the model is necessary. This is especially true due to
the uniqueness of V-GITM when compared to the existing Venus GCMs. Future work should
be done in the development of the ion dynamics paying particular attention to the nightside
ionosphere. This includes adding advection of more ions (O+, NO+, etc...). Additionally,
it is expected, but still unclear if there is plasma precipitation on the nightside and if it is
important or could even be captured in V-GITM’s limited vertical domain. Given this, new
nightside boundary conditions to simulate precipitation can be added. If deemed important,
the domain could be expanded to self-consistently model the physics.

• As V-GITM’s ionosphere density and dynamics are improved, it would be important to com-
plete the set of equations by solving for the ion and electron energy equations. Currently,
the ion temperature is assumed to be equal to the neutral temperature. This reasonable tem-
porary approximation, but should be self-consistently solved in the future with magneto-
hydrodynamic models. Ion temperatures drive changes in many of the other GITM state
variables: ion velocities and neutral temperatures to only mention two. Chemistry also relies
heavily on the ion and electron temperatures to correctly compute reaction rates meaning
that ion and electron temperatures are intimately coupled with the neutral population. While
implementing all of the magnetohydrodynamics may be outside of the scope of V-GITM,
parameterizations of the ion and electron temperatures could be a simpler, but more accurate
representation of these states.

• V-GITM’s neutral composition at noon and midnight were shown in Chapter 4. It was
pointed out that N-based molecules were not always accurate to observations or other re-
searcher findings. It was not expected that these had a major impact on the bulk temperature,
winds and number density, but as V-GITM is used for more science such as the exploration
of NO nightglow, then the N-based densities need to be corrected. NO and O2 nightglow
are important tracers for thermospheric circulation. To do so, NOx chemistry should be ad-
dressed in great detail with modern reaction rates and ion/electron temperatures should be
better captured. Uncertainty in the overall Venus heat budget also adds to the importance
of ensuring that these densities are correct due to the unknown impact of incorrect densities
on the overall contribution to chemical heating. For this reason, the chemistry should be
re-investigated with a focus on N(4S), N(2D) and NO.
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• In Chapter 5, the energy contribution of excess photodissociation for CO2 was added to V-
GITM. This mechanism is not unique to CO2 and should be completed for other neutrals
undergoing photolysis, such as O2, N2, and CO. This source term is not included in the
Earth, Mars or Titan versions of GITM and should be implemented as deemed necessary.

Given the many recommendations for improvements to V-GITM, this model could have a role in
the upcoming missions to Venus. The new model and its improvements may be helpful in making
predictions for aerobraking maneuvers and data analysis activities pre-launch. With the addition
of new measurements, V-GITM is also a useful tool to evaluate the accuracy of space weather
forecasting as a whole which may uncover new upper atmosphere physics. These types of studies
are impactful because they improve our understanding of Venus, but also drive the new research
ongoing for terrestrial-like exoplanet upper atmospheres.
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Appendix A

Chemistry Reaction Rates

The reaction rate for some chemical equations from Table 4.3:
(R11) N(4S) +O → NO

1.9× 10−23

√
300

Tn

(1− 0.57√
Tn

)

(R21) N+
2 +O → NO+ +N(2D)

1.33× 10−16(300/Ti)
0.44

(R27) N+
2 + e → 2N(2D)

1.01× 10−13(300/Te)
0.39
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Machado, P., Widemann, T., Peralta, J., Gonçalves, R., Donati, J.-F., and Luz, D. (2017). Venus
cloud-tracked and doppler velocimetry winds from cfht/espadons and venus express/virtis in
april 2014. Icarus, 285:8–26.

Mahieux, A., Berkenbosch, S., Clairquin, R., Fussen, D., Mateshvili, N., Neefs, E., Nevejans, D.,
Ristic, B., Vandaele, A. C., Wilquet, V., Belyaev, D., Fedorova, A., Korablev, O., Villard, E.,
Montmessin, F., and Bertaux, J.-L. (2008). In-flight performance and calibration of spicav soir
onboard venus express. Applied Optics, 47(13):2252 – 2265. Cited by: 48.

131



Mahieux, A., Yelle, R., Yoshida, N., Robert, S., Piccialli, A., Nakagawa, H., Kasaba, Y., Mills, F.,
and Vandaele, A. (2021). Determination of the venus eddy diffusion profile from co and co2
profiles using soir/venus express observations. Icarus, 361:114388.

Malhotra, G. and Ridley, A. (2020). Impacts of Spatially Varying Eddy Diffusion Coefficient in the
Lower Thermosphere on the Ionosphere and Thermosphere using GITM. In AGU Fall Meeting
Abstracts, volume 2020, pages SA001–0014.

Malhotra, G., Ridley, A. J., Marsh, D. R., Wu, C., and Paxton, L. J. (2017). Understanding the
Effects of Lower Boundary Conditions and Eddy Diffusion on the Ionosphere-Thermosphere
System. In AGU Fall Meeting Abstracts, volume 2017, pages SA33A–2593.

Marcos, F. A. (1990). Accuracy of atmospheric drag models at low satellite altitudes. Advances in
Space Research, 10(3-4):417–422.

Martinez, A., Brecht, A. S., Karyu, H., Lebonnois, S., Bougher, S. W., Kuroda, T., Kasaba, Y.,
Gilli, G., Navarro, T., and Sagawa, H. (2021). Venusian Upper Mesosphere and Lower Ther-
mosphere GCMs Intercomparison Project. In LPI Contributions, volume 2628 of LPI Contribu-
tions, page 8045.

Martinez, A., Lebonnois, S., Millour, E., Pierron, T., Moisan, E., Gilli, G., and Lefèvre, F.
(2023). Exploring the variability of the venusian thermosphere with the ipsl venus gcm. Icarus,
389:115272.

Masutti, D., March, G., Ridley, A. J., and Thoemel, J. (2016). Effect of the solar activity variation
on the global ionosphere thermosphere model (gitm). Annales Geophysicae, 34(9):725–736.

Matsuo, T. and Hsu, C.-T. (2021). Inference of Hidden States by Coupled Thermosphere-
Ionosphere Data Assimilation, chapter 18, pages 343–363. American Geophysical Union
(AGU).

Matsuo, T., Lee, I.-T., and Anderson, J. L. (2013). Thermospheric mass density specification using
an ensemble kalman filter. Journal of Geophysical Research: Space Physics, 118(3):1339–1350.

Moorthy, A. K., Blandino, J. J., Demetriou, M. A., and Gatsonis, N. A. (2021). Extended lifetime
of cubesats in the lower thermosphere with active attitude control. Journal of Spacecraft and
Rockets, 58(6):1876–1892.

Moroz, V. and Zasova, L. (1997). Vira-2: A review of inputs for updating the venus international
reference atmosphere. Advances in Space Research, 19(8):1191–1201. Planetary Atmospheres
and Ionospheres and Reference Atmospheres.

Morozov, A., Ali, A., D’Amato, A., Ridley, A., Kukreja, S., and Bernstein, D. (2011).
Retrospective-cost-based model refinement for system emulation and subsystem identification.
Proceedings of the IEEE Conference on Decision and Control, pages 2142–2147.

Morselli, A., Armellin, R., Di Lizia, P., and Bernelli-Zazzera, F. (2012). Computing collision
probability using differential algebra and advanced monte carlo methods. volume 3.

132



Navarro, T., Gilli, G., Schubert, G., Lebonnois, S., Lefèvre, F., and Quirino, D. (2021). Venus’
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