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2.6 Left: Color magnitude diagram for all the sources that were included in our sample with F435W and F555W data. The detected binaries are plotted with both the primary and secondary components. The solid lines are the BT-Dusty 1-3 Myr isochrones with specific masses chosen for reference. The black dashed line represent the extinction vector derived from Cardelli et al. (1989). Right: The J-H vs. H-K color-color plot for the sources with detected companions within our survey (black circles), showing no obvious signs of disk excess. Over-plotted are the observed pre-main sequence (PMS) and main-sequence (MS) colors of Pecaut and Mamajek (2013a), PM13, the reddening vector (Cardelli et al., 1989), and the classical T-Tauri star (CTTS) locus from Meyer et al. (1997). ..... 39
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2.16 Color-magnitude diagrams for the targets (open black squares) in our sample that have $\mathrm{S} / \mathrm{N} \geq 30$ in both filters represented in either diagram, corrected for distance ( 400 pc ). The solid lines denote the 1,2 , and 3 Myr isochrones from Allard et al. (2001), the dashed black lines denote the effect of interstellar extinction. The effective wavelength of each filter is used to calculate extinction with the procedure of Cardelli et al. (1989) Filled red circles are included to note parts of the isochrone corresponding to specific masses, $0.02-0.1 \mathrm{M}_{\odot}$ on the left, $0.01-0.1 \mathrm{M}_{\odot}$ on the right.
2.17 We show the binary detections of our survey in the F435W and F555W filters. For each panel, the top image is the postage stamp of the HST data, the middle image is our binary PSF best-fit model, and the bottom image is the residual. The binaries are listed from left to right in order of increasing projected separation. Each postage stamp is $21 \times 21$ pixels across, an angular size of 1.05 "x1.05". The images are displayed with an inverse hyperbolic sine stretch and the units are in counts.
2.18 Same as Fig. 2.17 but for the F775W and F850LP filters. . . . . . . . . . . . . . . . . 61
2.19 Companion frequencies based on primary mass in the ONC and the Galactic field. Companion frequencies for the very low mass star and brown dwarf (BD) primaries are calculated over mass ratios $=0.5-1.0$ and separations $(a)=20-200$ au, those for low-mass stellar primaries are over mass ratios $=0-1$ and a 10-200 au. The companion frequency for BD primaries in the field is derived from the model of Reid et al. (2006), and M-type primaries in the field from the model of Susemiehl and Meyer (2022). We see an excess of companions to very low mass star and brown dwarf primaries in the ONC relative to the Galactic field. We find the companion frequency to low-mass stellar primaries is consistent with the Galactic field within the errors.
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3.1 left) A color-composite image of 3 NIRCam filters, F162M, F335M and F470N showing one extremely red object at the expected position of WISE 1828+2650. right) a zoom-in on the position of WISE 1828+2650. Colorbar in MJy/sr.
3.2 The figure shows a combination of the new JWST photometry (large red circles), previous ground- based and space-based observations (large blue circles) (Kirkpatrick et al., 2011; Leggett et al., 2015; Kirkpatrick et al., 2019), and in the 1-2 $\mu \mathrm{m}$ region the HST spectrum (Cushing et al., 2021, thin blue line). Horizontal bars denote the widths of the various filters. As discussed further in Section 3.2.6, we also plot as a thin grey line a cloudless Sonora (Bobcat) spectrum smoothed to R~3000 for the best fitting, binary object solution (Table 3.4). The black circles with dashed lines denote predicted fluxes as integrated over the relevant passbands for each filter (Marley et al., 2021a).
3.3 Differences in the positions of 31 Gaia DR3 stars (selected for negligible parallactic motions and corrected for proper motion) relative to the positions observed by JWST in F360M. Individual Gaia stars are shown as black symbols with the arrow showing the difference in pixels ( 63 mas), scaled by a factor of 200 for visibility. The position of WISE $1828+2650$ is shown as a red star. The colors in the image and the color bar encode the magnitude of deviation in mas. The maximum Gaia-JWST difference is 27 mas with an average of 10 mas and dispersion of 10 mas.
3.4 Keck NIR AO imaging and sensitivity curve for WISE $1828+2650$ taken in the $H$ filter. We can recover a companion at a contrast of $\sim 1.5$ magnitudes relative to the BD at separations greater than 0.071 ". Inset: Image of the central portion of the NIRC2 image. 84
3.5 Top row: WISE $1828+2650$ cutout in F360M filter on the left, ePSF single model in center, and residuals on the right. Bottom row: WISE 1828+2650 cutout in F360M filter on the left, ePSF binary model in center, and residuals on the right. Units are in $\mathrm{DN} / \mathrm{s}$ and the axes are in detector pixels ( 0.063 "/pixel). We used the level 2 pipeline product *cal.fits files to perform this analysis.
3.6 Shown is the difference in log-evidence between the binary-PSF model and single-PSF model performed on artificial binaries, made from the ePSF models. The threshold for strong evidence of the binary model fit over the single model fit is shown with a solid line (corresponding to a difference of 5). The diffraction limit and half the diffraction limit at 3.6 microns are shown for comparison as the vertical dash-dotted and dashed lines, respectively.
3.7 Binary model parameters from the recovery of a companion injected at 1.25 pixels in separation (Sep), a position angle (PA) of 90 degrees, and a contrast (Dmag) of 1.0 (left) and 3.5 (right) mag relative to the primary. These artificial binaries were constructed from empirical PSFs of NIRCam in the F360M filter. X and Y are the central pixel coordinates of the primary and Norm is the flux normalization of the primary.
3.8 The $\chi_{v}^{2}$ maps of the photometry fitting results for both the single object case (top) and the binary case (bottom). Both models fitting results suggest WISE $1828+2650$ has a temperature of around 330 K , low metallicity, and low gravity. The blue crosses mark the location with the lowest $\chi_{\nu}^{2}$ that are listed in Table 3.4. The white regions are either outside of the considered temperature range (i.e., $T+\Delta T>600 \mathrm{~K}$ ) or incompatible with the Bobcat evolution model grid.
3.9 Color-Color plot for point sources detected in all three bands seeded with a high SNR detection in F360M. Blue circular symbols are sources in the WISE 1828+2650 field (WISE $1828+2650$ is in the upper right corner), the light blue crosses represent the progression of BDs from Kirkpatrick et al. (2019) plotted in using H band, Spitzer IRAC Ch1 and Ch2 similar to the JWST filters. Visual examination of the F360M image shows that four JWST sources that lie above the BD locus are slightly extended, very red galaxies. The lines denote sequence of early L to late T dwarfs based on Sonora Models (Marley et al., 2021a). The colors denote values of $\log (\mathrm{g})$ (black, 3.0, blue, 4.0 , red, 5.0). The line type denotes different values of $[\mathrm{Fe} / \mathrm{H}]=(0$, thick; -0.5 , dashed; and +0.5 dotted).
3.10 JWST/NIRCam images showing the aligned and scaled images of the target W0336 in each observed filter (left: F150W, right: F480M). North is up and East is to the left in the images. W0336 is identified with a yellow arrow.100
3.11 Images displaying the pipeline calibrated data of W0336 in the F480M band are in the left column, models are in the middle column, and their corresponding residuals when the models have been subtracted from the data are in the right column. The top row shows a single model fitted to the data, and the middle row shows a binary double ePSF model. The bottom row depicts the same binary model as the middle row, but only showing the primary component from that fit to better highlight the companion seen in the residuals after subtracting the primary component from the data. The units are in DN/s. The color scheme in the images are scaled to a power law with an exponent of 0.5 , and the color bar for the binary model residual image has been scaled to match the single model residual image to better highlight the smaller residual and improved fit. 103
3.12 Color-magnitude diagram for W0336 in the NIRCam filters used in this work. The open star corresponds to the unresolved system, and black filled points indicate the resolved components. Model sequences are shown for effective temperatures and surface gravities indicated in the legend. All models are for cloud-free solar metallicity atmospheres, however the Sonora models (Marley et al., 2021b) are in chemical equilibrium, while the ATMO2020++ models (Phillips et al., 2020a; Leggett et al., 2021a) include disequilibrium chemistry and also an adjusted pressure-temperature profile. The masses along the right axis are taken from the Sonora evolutionary models of Marley et al. (2021b), for $\log \mathrm{g}=4.5$ and the temperatures indicated along the sequences.
4.1 Detection limits derived from CANDID for each source are plotted in black with the median value at each separation displayed in red. Detection limits correspond to the 99th percentile companion flux at a given separation that results in a $5 \sigma$ detection. Red circles represent the detections made in our survey at their given separation and contrast.118
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#### Abstract

Multiplicity is a common outcome of the star formation process that occurs across orders of magnitude in primary mass and orbital separation, from brown dwarfs to O-stars and out to thousands of au. Initial companion properties depend on the mass and specific angular momentum of molecular cloud cores, and are further modulated by continued accretion and orbital migration. Dynamical processes likely sculpt the companion population based on cluster environment. In this thesis, we explore crucial regimes of star-forming environment and primary mass to understand their impact on the formation and evolution of companion populations which are valuable inputs to a predictive star and planet formation theory.

We investigated the companion population to known low-mass stellar and sub-stellar members of the Orion Nebula Cluster (ONC), a high-density star-forming region, for comparison to results in low-density star-forming regions. With data from the Hubble Space Telescope, we created a double point-spread function fitting routine to detect companions beyond $0.5 \lambda / \mathrm{D}, 10 \mathrm{au}$ at the distance to the ONC. We detected fifty-one companions (twenty-four are new) and characterized companion demographics using Bayesian analyses. We demonstrate that cluster dynamics are likely important at early times, shaping the companion population of the ONC to resemble the Galactic field, unlike low density associations. We argue that low binding-energy brown-dwarf binaries in the ONC can still be disrupted. We also find evidence for initial companion formation processes which do not depend on stellar density, but are dynamically processed depending on local stellar density.

Utilizing similar detection techniques, we explored the multiplicity of Y-dwarfs, the lowest temperature ( $<500 \mathrm{~K}$ ) known free floating objects, with JWST. We probe the low-mass limit of companion formation around the lowest primary masses explored to date. We demonstrated the ability to recover companions beyond 0.05 " in the NIRCam long wavelength channel, $0.5 \lambda / \mathrm{D}$. We show that WISE1828+2650, a peculiar low-mass brown dwarf, has no companion beyond 0.5 au . Either one exists at closer separations or this object has a more complex atmosphere than can be currently modeled. We report the first detection of a Y-Y dwarf binary system, WISE0336-0143, with a separation $=1 \mathrm{au}$, primary mass $=8.5-18 \mathrm{M}_{J}$, and companion mass $=5-11.5 \mathrm{M}_{J}$ assuming ages from 1-5 Gyr. This result confirms that multiplicity occurs through the star formation process even approaching the opacity limit of fragmentation. These data and future JWST observations will allow us to fully characterize the companion population near the fragmentation limit and constrain


their formation processes.
Lastly, we probed the close companion population to A-type stars (1.5-2.5 $\mathrm{M}_{\odot}$ ) using longbaseline interferometry with MIRC-X/MYSTIC at the Center for High Angular Resolution Astronomy Array. We detected seven companions across $0.29-8.86$ au with mass ratios=0.21-0.96. We find no evidence for a difference between the companion frequency of A-type and solar-type (0.7$1.3 \mathrm{M}_{\odot}$ ) stars over 0.01-27.54 au and mass ratios of 0.1-1.0. However, we find tentative evidence for a difference in the companion frequency between A-type and more massive B-type stars. This result is potentially indicative of an increase in circumstellar disk fragmentation for higher mass primaries that produces more close companions.

All together, these results identify key features of the companion population based on starforming environment and primary mass that will further our understanding of star formation processes and how companions impact the early conditions of disk evolution and planet formation.

## CHAPTER 1

## Introduction

### 1.1 General Background on Stellar Multiplicity

### 1.1.1 History of Stellar Multiplicity

For thousands of years, people observed stars and tracked their motions in the sky. Before long, astronomers noticed that some stars appeared close to others, referring to these observed phenomena as "double stars". Giovanni Battista Riccioli, an Italian Jesuit priest, first observed stars in close proximity to each other in 1650 (Niemela, 2001). For decades, these were considered to be chance projections of stars, not physically associated to each other. However, the concept of a gravitationally bound system of two stars was first proposed statistically by John Michell using observed separations and magnitudes to conclude some stars must be associated, hence the reality of multiple systems (systems with two or more stellar or sub-stellar components) and star clusters (Michell, 1767). Within the same era, William Herschel began monitoring the stars to observe their parallaxes, and soon found many double star systems although he was not yet convinced of their mutual attraction (Herschel and Watson, 1782). After almost twenty-five years of observations, Herschel was able to present the apparent motion of the components of binary systems around a common center of mass that was not attributable to their parallax, the first of which was Castor ( $\alpha$ Geminorum) (Herschel, 1803). Such observations continued for decades, some led by his son John Frederick William Herschel, generating a list of over one thousand physically associated multiple systems (Herschel and South, 1824; Herschel, 1829). Decades later, the first spectroscopic binaries, Mizar ( $\zeta$ Ursae Majoris) and Algol ( $\beta$ Persei), were detected at about the same time in 1889 by Edward Charles Pickering and Carl Vogel (e.g. Vogel, 1890a,b). Today, we know that multiplicity is a frequent outcome of the star formation process, and with these first measurements a new area of exploration was opened.

### 1.1.2 Early Significance of Stellar Multiples

As the prevalence of multiplicity became clear, it also became evident that their formation and evolution were important pillars to understand stellar structure and evolution. The Hertzsprung-Russell (HR) diagram became a common fixture in studying stellar evolution within stellar populations, tracing the luminosity of stars as a function of effective temperature or the apparent magnitude as a function of observed color (Russell, 1914). With the discovery of binary systems, the masses of stars could be precisely measured. These estimates were crucial as stellar structure and evolution strongly depends on mass.

Other puzzling features of the HR-diagram were readily explained by the presence of multiple systems. Cluster members that were elevated above the main sequence (i.e. brighter than expected given their color) were discovered to be the result of unresolved multiple systems, counting the combined flux as that of a single star (Schlesinger, 1975). After resolving the flux of each component, they are well placed on the main sequence of the rest of the population as expected given their similar ages. Another mystery of the HR-diagram was a small population of stars that appeared to not evolve off the main sequence with the rest of the population. They remained on the main sequence with bluer colors than the turn-off point of the observed population, hence blue stragglers (Sandage, 1953). Eventually, these objects were discovered to be multiple systems at very close separations where either mass was transferred from the primary expanding star onto the companion or the two stars merge to create a higher mass star effectively with a younger age than the counterparts in the same population, e.g. primary expands enclosing the companion in a common envelope followed by the companion inward spiral (Ferraro et al., 2006; Di Stefano, 2011). In the history of astronomy, multiple star systems played a prominent role in many ways. With the improved ability to detect these systems, we can begin to more thoroughly understand their formation in our quest for a comprehensive theory of star formation.

### 1.1.3 Common Detection Techniques

Many methods have been utilized to detect and characterize multiple systems. These techniques each have their advantages and disadvantages and apply to specific regimes of companion separations and mass ratios ( $\mathrm{M}_{\text {companion }} / \mathrm{M}_{\text {primary }}$ ). Some of the most common and historically important methods to find companions are described here.

The radial velocity technique utilizes the spectrum of the primary star and our knowledge of orbital mechanics to detect companions to stars (Struve, 1952). In the case of a companion orbiting the common center of mass of a binary system, the orbital velocity modulated by inclination is measured through the Doppler effect. Double-lined spectroscopic binaries are systems where both spectra of the components of the system can be extracted within the combined spectrum where the
change in radial velocity will move each spectrum along the course of its orbit (Tomkin and Tran, 1987). Single-lined spectroscopic binaries are systems where the companion spectrum can not be extracted from the combined spectrum due to its low signal, and therefore motion of particular spectral features of the primary star will uncover the presence of a companion. We can measure the radial velocity of a star with a sufficient resolution and signal-to-noise spectrum and a stable spectrograph. With multiple measurements over the course of a companion's orbit, the orbital parameters (e.g. eccentricity, period, semi-major axis, Msini etc.) can be estimated by fitting various models to the radial velocity curve. Due to the necessity of measurements throughout a significant fraction of the orbit, the radial velocity technique is limited to close companions usually $\lesssim 5 \mathrm{au}$. However, this technique is commonly applied in the search for exoplanets with the ever increasing resolving power of modern day instruments, and even led to the first discovery of an exoplanet around a Sun-like star, 51 Peg b (Mayor and Queloz, 1995).

The eclipse method also depends on the orbit of the companion passing in front of the primary star. This technique utilizes photometric data observed frequently over a period of time, searching for changes in the estimated flux of the system (Grison et al., 1995). Before the companion transits the primary, the combined flux of the system serves as the baseline measurement. As the companion passes in front of the star, the light from the primary is blocked by the companion with respect to the observer, thus reducing the total flux. As the companion passes behind the primary, the flux of the system also reduces as the companion is now occulted by the primary. The signal of the decrease in flux over the course of the orbit can be used to determine the physical parameters of the system, most importantly the radius of the companion. In conjunction with the radial velocity technique, these measurements can be used to estimate the mass and radius of the companion, yielding a mean density. As with the radial velocity technique, this method depends on the orbit of the companion and therefore is most useful for companions at separations $\lesssim 1 \mathrm{au}$. This technique is also a common approach to detecting exoplanets (Charbonneau et al., 2000). Typical ground-based photometric precision to detect companions through the eclipse method is roughly one in a thousand (Mallonn et al., 2022) while sub-Mercury sized objects have been detected with a transit depth of one in fifty thousand (Barclay et al., 2013).

Directly imaging companions is also commonly used with higher attainable contrast and angular resolution as telescopes increase in size and go to space and post-processing techniques improve. This technique requires the components of a multiple system to be individually resolved (Ghez et al., 1993). From the ground, this is limited by the atmospheric seeing of the night in question for a companion's flux to be isolated from the primary (Fried, 1965). With the advent of adaptive optics, direct imaging can reach the theoretical diffraction of the telescope where the point-spread function (PSF) of each component is not limited solely by atmospheric seeing (Fusco et al., 2006; Hugot et al., 2012). From space, the stability of the PSF allows the observer to attain similar diffraction limited
imaging as adaptive optics instruments from the ground (Rhodes et al., 2007). These imaging data can be better explored through various post-processing techniques that all attempt to optimally model the PSF of the primary and search for faint companions either simultaneously in the image or within the residuals of the subtracted primary PSF. This technique is also being utilized to observe exoplanets, placing constraints on the physical and atmospheric properties of the planets (Marois et al., 2006). This technique can detect companions beyond roughly the canonical diffraction limit of the telescope, depending on telescope diameter and observed wavelength ( $\lambda / \mathrm{D}$ ). This method is best applied to more widely separated companions, complementary to RV and eclipses, where recent coronagraphic observations with JWST/NIRCam and VLT/SPHERE achieve contrasts of 15-16 mag beyond 1-2 arcseconds (Greenbaum et al., 2023; Carter et al., 2023).

Optical and near-infrared long-baseline interferometry (LBI) is an observing mode that enables the detection of very close companions. This technique is based on the premise that one can use multiple telescopes separated by some baseline distance to achieve angular resolution equivalent to a telescope with the diameter of the longest baseline (Monnier et al., 2006). Light from the target in question is observed simultaneously with each telescope in the array and combined to produce an interferogram that is the result of positive and negative interference of the light from each telescope. From this interferogram, interferometric observables which describe the astrophysical scene (e.g. squared visibilities and closure phases) are derived over all sets of closed triangles (i.e. combinations of three telescopes) (Jennison, 1958; Rogers et al., 1974; Monnier, 2000; Monnier et al., 2004). Unresolved single sources will produce closure phases equal to zero and squared visibilities equal to one, while resolved sources or multiple point sources will cause these values to deviate. Models can then be fit to the interferometric observables over all baselines to identify the signal of a companion (Gallenne et al., 2015), e.g. non-zero closure phases. Typical contrasts limits with LBI are 5-7 mag at separations beyond $\lambda / \mathrm{B}$ where B is the longest baseline of the array. Nulling interferometry (Velusamy and Beichman, 2001) is another interferometric observing technique used to detect faint companions close to their primary stars. It relies on the concept of destructive interference whereby stellar light from one telescope is delayed in order to destructively interfere with the same stellar light from another telescope, effectively removing the signal of the star. Light from other point sources within the field of view (e.g. stellar companions or planets) will not be destructively removed because it enters the telescope at an angle, and will therefore be reinforced after the artificial delay allowing for sensitivity at very close separations. Other types of interferometric analysis include aperture-masking interferometry (AMI) (Tuthill et al., 2000). Instead of using multiple telescopes, AMI uses a mask that is placed within the image plane of a telescope which converts the normal PSF into an interferogram over which this same analysis can be applied. AMI is most useful at close separations, below the diffraction limit, often improving resolution over typical direct imaging post-processing techniques (Greenbaum et al.,
2015). This type of observation bridges the gap between RV/transit methods and that of direct imaging while achieving contrasts of $\sim 7 \mathrm{mag}$ at the diffraction limit with JWST (Kammerer et al., 2023).

Another common technique that uses imaging data is the common proper motion technique (Caldwell et al., 1984). This relies on having images of the resolved components of the system over a long period of time. If the components share a common proper motion, then they are likely physically associated to one another as unassociated sources should have random motion relative to each other. Common proper motion detections must be sufficiently separated so that their orbital motion around the center of mass of the system is not detectable over the time baseline. Therefore, this is best applied to much wider companions in nearby stellar systems over a long period of time (Ward-Duong et al., 2015).

Companions can also be detected through astrometric signals over an extended period of time (Danby, 1988). Stars with measurable proper motions will exhibit a "wobble" or periodic change in its motion if a companion is present (Morais and Correia, 2008). Since both components of the system orbit its center of mass, the motion of the observable primary star will exhibit this wobble which is dependent on the separation and mass of the companion. As with radial velocity and eclipse techniques, this method is dependent on an orbit. The maximum astrometric signal resulting from a companion is highest at larger separations due to the amount of motion the companion induces on the primary. However, widely separated companions have long orbits and the astrometric signal produced from the companion may not be observationally feasible due to the time require for that motion to occur. At very close separations, the primary moves much less as a result of the companion thereby reducing the astrometric signal. Detections through astrometric signal require a significant amount of the orbit observed to produce a strong enough signal and an orbit amenable to produce significant astrometric motion given the achievable astrometric precision of the observations. Tertiary components and higher order components of multiple systems can also be detected astrometrically. Gardner et al. (2021) showed the ability to detect the "wobble" induced by a tertiary component by tracking the relative astrometry of visually resolved binaries. Such analyses can be done with direct imaging and LBI observing as long as the astrometric precision is good enough to resolve the orbit of the higher order component. All together, these techniques and others can cover a broad range of companion properties, allowing for the exploration of multiplicity.

Example limits in separation and mass ratio are shown for various detection techniques in Fig. 1.1. For all techniques, we assume the primary is a $1 \mathrm{M}_{\odot}$ star at a distance of 100 pc and with an age of 2 Myr . For the astrometric technique, we assume the companion has a 10 yr orbit (twice the lifetime of the Gaia mission) and achievable precision of 10 micro-arcseconds, the expected precision of the Gaia mission for a $\mathrm{G}=10 \mathrm{mag}$ star. For the radial velocity technique, we assume a $0.1 \mathrm{~km} / \mathrm{s}$ achievable precision and a period of 2 years. For long-baseline interferometry, the


Figure 1.1: Various detection limits are displayed for different techniques. These show the ability to recover companions across a broad range of separations and mass ratios. Mass ratios are derived based on either the expected signal (for radial velocity and astrometric signal) or the attainable contrast and using the BT-Settl 2 Myr isochrone (Allard et al., 2012).
assumed primary has expected $\mathrm{K}=7 \mathrm{mag}$ (the limit for the CHARA array) where contrast of 5 mag is achievable over 0.5-300 milli-arcseconds. For AMI and direct imaging, we assume achievable contrasts of 7 and 15 mag respectively in the background limit. We estimate that AMI is sensitive to equal mass companions down to $\sim 0.03 "$ and achieves the background limit near $0.2 "$, c.f. JWST/NIRISS and KeckII/NIRC2. We estimate that direct imagining is sensitive to equal mass companions down to $\sim 0.3$ " and achieves the background limit near 2 ".

### 1.2 Theoretical Foundations in the Formation of Stellar and Sub-stellar Multiple Systems

Multiple systems are a frequent outcome of star formation, and their origin poses significant challenges for star formation theory. Companions are thought to be originally produced through two dominant channels, disk fragmentation (at separations $\leq$ the size of the disk, $\sim 100 \mathrm{au}$ ) and
turbulent fragmentation (out to 1000s of au) each with distinct mass-ratio distributions (Adams et al., 1989; Goodwin et al., 2004a; Offner et al., 2023). A third mechanism, capture, has been shown to occur in simulations of both young protostars due to gas friction and the migration of initially unbound protostars as well as within decaying star forming regions, as rare sets of cluster members become gravitationally bound at 1000s of au (Moeckel and Bate, 2010).

The formation of stellar and sub-stellar multiple systems through turbulent fragmentation of molecular cloud cores requires gravitational fragmentation of a sub-region of a cloud combined with the inclusion of gas turbulence, rotation, and magnetic fields to produce proto-stellar cores (Chen et al., 2019; Offner et al., 2022). Turbulence can be introduced to a gaseous medium through various sources, such as differential Galactic rotation in spiral arms, supernova explosions, stellar feedback, shocks, and more (Mac Low and Klessen, 2004; Falceta-Gonçalves et al., 2015). This turbulence will produce density fluctuations (von Weizsäcker, 1951; Padoan et al., 1997; Goodwin et al., 2004b) that can be represented on a continuum from less structured gas clouds to filamentary structures (Pineda et al., 2015). Within local increases in density, gas efficiently cools which can then produce a dense self-gravitating core (Jijina et al., 1999). As gravity overcomes the thermal pressure of the gas (i.e. the Jeans instability), an interior portion of the core collapses producing a protostellar core which continues to accrete and make a star (Shu et al., 1987). Two or more dense cores may form independently, but be bound through their mutual gravitation. Unbound cores can become bound if migration through gaseous material positions them close enough to another potential well, e.g. a dense core, where their mutual gravity is greater than the gravity provided by the cluster (Offner et al., 2023). Multiple fragmentation events can occur within a single prestellar dense core where the protostellar cores are expected to initially form at larger separations out to 1000 s of au as the initial size of the prestellar core is roughly 0.1 pc (Arzoumanian et al., 2011). The initial mass ratios of systems produced from this formation mechanism are expected to follow random sampling from the initial mass function (IMF), e.g. preferentially lower masses for primaries with masses $>$ the peak of the IMF, around 0.2-0.3 $\mathrm{M}_{\odot}$ (Bastian et al., 2010).

Disk fragmentation is another formation mechanism to produce companions to stars. First, it requires the formation of a single protostellar core surrounded by a protostellar envelope. The central core has low angular momentum, but as more material is accreted from the envelope, more angular momentum is being transported requiring the formation of a circumstellar disk (Kuznetsova et al., 2019). Material continues to be accreted from the disk onto the star where the disk flattens and extends to conserve angular momentum. Other processes like outflows also serve as a way to conserve angular momentum. The gravitational instability within a circumstellar disk can be simply modeled by the Toomre criterion where the gravity of local portions of the disk overcomes the rotation and thermal pressure (Toomre, 1964):

$$
\begin{equation*}
Q=\frac{c_{s} \Omega}{\pi G \Sigma} \leq 1 \tag{1.1}
\end{equation*}
$$

However, this model assumes a thin disk (Adams et al., 1989) which is not representative of the protostellar environment. In the case of a Class 0 protostar (young protostars where the majority of the final stellar mass is within the envelope yet to be accreted), the disk is being replenished by the envelope and instabilities will arise with an increase in local surface density. This occurs when more material is moving from the envelope to the disk than is being accreted by the star and the increased surface density is not counteracted by an increase in temperature from the central star (Kratter et al., 2010). This can also occur through late infall of gaseous material onto the disk (Kuffmeier et al., 2021). If instabilities occur early when the primary core is still small, the companion is able to build up more mass due to the large gas reservoir available and its preferential accretion within the disk, i.e. increase the initial mass ratio ( $\mathrm{q} \leq 1.0$ ). If disk fragmentation occurs at later times, the primary has already accreted a significant amount of mass and the companion has a smaller reservoir from which to accrete, producing smaller mass ratios. These two cores then continue to evolve and draw from the protostellar envelope and disk, where the companion likely preferentially draws material from the disk compared to the primary (Bate, 2000). Companions produced from this mechanism are expected to have initial separations on the order of the size of the disk $\lesssim 100 \mathrm{au}$. Masses of the companions are less predictable as they strongly depend on the gaseous reservoir available in the envelope, their separation from the companion, and the initial mass ratio of the system.

Companion formation from either channel can be impacted by subsequent processes that alter the companion properties. Companion migration through a gaseous disk can occur for objects resulting from disk fragmentation which continue to preferentially accrete from the disk. This has been known to drive mass ratios toward one if the process can begin at early times and drive the companion to close separations. Wider companions made through turbulent fragmentation out to 1000s of au can also migrate inward, some to < 10 au (Bate et al., 2002, 2003), and preferentially grow, increasing their mass ratio away from randomly drawing from the IMF. In these cases, companions $\lesssim 1$ au likely form from disk fragmentation and subsequent evolution, those between ~ 1-100 au likely form from either disk or turbulent fragmentation with the necessary migration and evolution, and those at $\gtrsim 100$ au are likely formed through turbulent fragmentation.

All these processes and associated separation and mass ratio estimates could also depend on primary mass. In the extreme case, high-mass stars can form disks of 1000s of au (Preibisch et al., 2011; He and Ricotti, 2023), greatly increasing the ability to form companions at such wide separations (Kratter and Matzner, 2006; Ilee et al., 2018), although little is known about those companion populations due to their very high contrasts (e.g. Reggiani et al., 2022). Brown dwarf primaries also form disks whose dust sizes appear much smaller than those of high-mass stars, but
perhaps more similar to T-Tauri stars (e.g. 70-140 au, Ricci et al., 2014). These disks are typically very low mass, and simulations show that low-mass stars should be stable to disk fragmentation (Boley et al., 2007; Offner et al., 2010), although can fragment if the disk exceeds $50 \%$ the mass of the primary (Kratter et al., 2010), likely during the Class 0 protostellar phase.

High order multiple systems are also a common occurrence, particularly for high mass primaries (Gravity Collaboration et al., 2018). These can result from any combination of the formation channels. Many triples systems often show a wide outer companion where the distribution of mass ratios for these objects is consistent with random drawing from the IMF (Moe and Di Stefano, 2017), i.e. turbulent fragmentation. Often, very close binary systems have an outer tertiary component which can be partially explained through Kozai-Lidov cycles (Tokovinin et al., 2006; Moe and Kratter, 2018). Triple systems typically have the wide companion orbiting the primary star as opposed to a tight binary orbiting a higher mass primary. Quadruple systems, tend to form with two widely bound binary systems, i.e. a close binary system bound to another close binary system, as opposed to a primary with three companions on stable orbits (Raghavan et al., 2010).

Further, three-body interactions within dense star forming regions can destroy multiple systems, harden tight binaries, and soften wide binaries (Parker and Goodwin, 2011). The impact of such interactions depends on the binding energy of the multiple system which is a function of the separation and masses of the components within the system. We can expect very wide, very low mass ratio, or low mass primary systems to be preferentially disrupted due to interactions with other cluster members. Dense star clusters may experience a cold collapse phase that temporally increases the stellar density of the region by an order of magnitude, exacerbating this effect (Allison et al., 2009, 2010). Low density, unbound stellar associations do not experience this phase and likely never have significant processing of companion populations. Bound clusters and globular clusters that remain relatively high density over their lifetimes can have significant amounts of processing that alter their companion populations relative to their unbound counterparts (Kroupa et al., 2001a). The sum of these interactions over the course of the cluster lifetime will sculpt the companion population of the region. Therefore, differences in companion properties may be crucial factors into understanding the dominant environments in which stars form, as these environments imprint their properties on the companion population (Patience et al., 2002). All told, a predictive theory of star formation requires a complete understanding of the multiple formation process over orders of magnitude in separation, mass ratio, and primary mass.

### 1.3 Impact of Stellar Multiplicity on Other Astrophysical Phenomena

Multiple systems are known to form during the embedded protostellar phase and can persist through the stellar remnant phase of the sources within the system. Due to their presence throughout the stellar life cycle, they have significant impacts on a wide variety of astrophysical phenomena. Wide companions ( $>100 \mathrm{~s} \mathrm{au}$ ) have disks that evolve independent of effects from the primary and vice versa (Tobin et al., 2015). Companions that form during the protostellar phase can attain separations $\lesssim 100$ au through either disk fragmentation or turbulent fragmentation with migration (Tokovinin and Moe, 2020). As these companions are at separations on the order of the size of the circumstellar disk, they can rapidly accrete material from the disk which causes the disk to dissipate at a much faster rate and reduces its lifetime (Cieza et al., 2009). They can also truncate disks to radii ~ 0.1-0.5 of the orbital separation of the companion (Artymowicz and Lubow, 1994). Companions at separations $\lesssim 40$ au have been shown to allow for the presence of a circumbinary disk within which planets can form and have previously been detected (e.g. Doyle et al., 2011; Welsh et al., 2012). Kraus et al. (2012) found that the disk frequency for multiples with solar-type primaries in Taurus-Auriga increases with the separation of the companion, including a drastic transition from $\sim 40 \%$ to $85 \%$ for primaries with companions $<40$ au and those $>40$ au. With shorter disk lifetimes, the ability to form planets is also hampered due to the lack of material to draw from in the disk. Studies of known planet hosts find that companions at separations 1-200 au significantly suppress the probability of finding a transiting planet (Kraus et al., 2016; Moe and Kratter, 2021). A recent multiplicity study targeting TESS planet candidate hosts, supports these findings for solar-type stars while also finding preliminary evidence for the same effect in M-type stars (Ziegler et al., 2021). Additionally, wide companions can scatter planets out of their previously stable orbits, impacting allowable planetary architectures (Kaib et al., 2013). Planets at $>10$ au can be dynamically ejected even with companions at $\gtrsim 100$ au (Marzari et al., 2005). Moe and Kratter (2021) estimate that $\eta_{\oplus}$, the frequency of Earth-sized planets in the habitable zone of a single Sun-like star, increases by a factor of $2.1 \pm 0.3$ after accounting for multiplicity. This is particularly important when designing missions and programs searching for Earth-like planets to the nearest stars (Bowens et al., 2021), many of which are in binary and higher order multiple systems, e.g. Alpha Cen, Sirius, Gliese 65, and Procyon. Observations point to an intricate relationship between host star mass, multiplicity, disk lifetime, and the formation of planets.

As stars age and lose their disks, wide companions no longer impact the evolution of astrophysical phenomena related to these systems. However, companions at close separations can continue to affect stellar evolution processes, sometimes until the end of the object itself. High-mass stars (M $\gtrsim 8 \mathrm{M}_{\odot}$ ) frequently have companions at close separations (Sana et al., 2012; Moe and Di Stefano,
2017). Once such a massive star evolves, it can become a black hole or neutron star (Celotti et al., 1999, and references within). If a close companion exists to these high mass stars, they can remain gravitationally bound to the stellar remnant. If the companion is close enough, the stellar remnant may then draw mass from the companion, resulting in an X-ray binary (Trueba et al., 2020). These come in many flavors depending on the mass of the companion and the amount of material being drawn, i.e. high-mass and low-mass X-ray binaries. High mass stars with high mass close companions are the progenitors to black hole-black hole, neutron star-black hole, and neutron star-neutron star binary systems. If the components within these systems merge, they produce very strong gravitational waves that have been recently detected by the Laser Interferometer Gravitational-Wave Observatory (LIGO) (Abbott et al., 2016). If a neutron star is a part of these very close binary systems, they produce a kilonova event which also creates a significant amount of gamma ray energy in the form of one class of gamma ray burst (Li and Paczyński, 1998; Abbott et al., 2016). When lower mass stars ( $\lesssim 8 \mathrm{M}_{\odot}$ ) evolve, they shed off their outer layers and eventually become white dwarfs, a degenerate core of helium/carbon/oxygen/neon depending on the mass of the progenitor star (Schatzman, 1958; Gil-Pons and García-Berro, 2001). If a close companion exists to these stellar remnants, they may be able to draw mass in the same way neutron stars and black holes can, governed by the Roche limit (Chandrasekhar, 1963). Hot white dwarf surfaces heat up the extracted Hydrogen, eventually resulting in a burst of fusion termed a nova (Darnley et al., 2012). If enough material is accreted onto the white dwarf, i.e. $1.44 \mathrm{M}_{\odot}$ the Chandrasekhar limit, the temperature of the core reaches that necessary for carbon fusion (Whelan and Iben, 1973). As carbon fusion begins, a cascade of nuclear reactions occur throughout the white dwarf. This produces enough energy to overcome the electron degeneracy pressure holding the white dwarf together and the object is blown apart in a rapid nuclear reaction event, a Type Ia supernova. These events can also occurs if two white dwarfs merge and overcome the same Chandrasekhar mass limit (Webbink, 1984). Type Ia supernova are useful distance measures to calibrate cosmological distances (Phillips, 1993). They also contribute significantly to the total amount of iron, nickel, and manganese among others to the universe, created in the expanding explosion after carbon detonation. Kilonova events produce a majority of the r-process (rapid neutron capture), heavy metal elements in the universe (Domoto et al., 2021). Kilonovae also inject energy into the interstellar medium as gamma ray bursts and contribute to the chemical evolution of galaxies through nucleosynthesis. Understanding their formation, particularly with respect to multiplicity, has crucial implications on many other astrophysical phenomena.

### 1.4 Observations of Stellar and Sub-stellar Multiple Systems Based on Primary Mass

Many multiplicity surveys of stellar and sub-stellar populations have been carried out in the Galactic field. The Galactic field population is an amalgamation of all stars produced in star-forming regions that have either completely dissolved or ejected portions of their populations into the field population. Stars in the field are formed in regions that span a broad range of properties, from low-density associations to high-density globular clusters. Therefore, we can treat the Galactic field population itself as the average outcome of the star formation process. Surveys in the Galactic field are typically best performed on an unbiased volume-limited (if not volume-complete) sample using a combination of observing techniques to cover the range of possible separations. Although some surveys have significant incompleteness over some parameter spaces, we are still able to draw general conclusions about the field companion population and its implications for star formation if the data are carefully analyzed to account for completeness.

Recent surveys of O and B stars $\left(\mathrm{M} \gtrsim 2.5 \mathrm{M}_{\odot}\right.$ ) have explored the companion population of high mass stars through radial velocity techniques, transits, long-baseline interferometry, sparse aperture masking, and direct imaging. Since they evolve quickly, these stars do not survive into the Galactic field population, so their multiplicity must be explored at early times in star-forming environments. These studies find that nearly all O and B stars are in multiple systems over the mass ratios and separations sampled, with a large portion existing in triple or higher order systems. Sana et al. $(2012,2013)$ performed spectroscopic surveys of O-stars in the Tarantula Nebula and nearby open clusters, finding multiplicity frequencies $>0.5$ for periods $\lesssim 1000$ days. Sana et al. (2014) performed a long-baseline interferometry, sparse aperture masking, and direct imaging survey for O-stars within 3.5 kpc in the Southern Hemisphere and found a multiplicity frequency of 0.91 and a companion frequency of 2.2 across $\sim 2-16,000$ au ( $0.001-8$ " assuming the average distance of 2 kpc ). Here we define multiplicity frequency as the fraction of primaries with at least one companion, and we define companion frequency as the average number of companion per primary star. More recently, Lanthermann et al. (2023) observed a small sample of Northern Hemisphere O-stars with long-baseline interferometry at the CHARA Array and found a multiplicity frequency of 0.59 over 1-110 au, or $0.5-55$ milli-arcseconds assuming the typical distance of 2 kpc . Moe and Di Stefano (2017) characterized multiplicity for high mass stars, compiling statistics over many surveys and correcting for survey incompleteness finding that O-type stars have a multiplicity frequency of $\sim 0.90$ over mass ratios $>0.1$ and $0.2<\log$ (period) [days] $<8$. They found similar results for B-type primaries after compiling statistics from Abt et al. (1990), Shatsky and Tokovinin (2002) and Rizzuto et al. (2013). They also found that the separation distribution peaks at $\sim 10$ au with tentative evidence for a secondary peak at 0.5 au . They describe the mass ratio distribution as
a function of separation changing from flat to one biased towards lower mass ratios as separation increases, likely highlighting the enhanced prevalence of disk fragmentation for companion at close separations and turbulent fragmentation at wide separations.

Intermediate mass stars (A-type stars) have masses $\sim 1.5-2.5 \mathrm{M}_{\odot}$ and represent the bridge between the most common types of stars and the most massive, rare types of stars. Their multiplicity has been studied previously, although less thoroughly than most types of stars. Historically, they are bad candidates for radial velocity surveys due to their fast rotation that broadens absorption lines, and their lack of metal lines. A small spectroscopic survey by Abt (1965) found a population of companions to A-type stars, but there were no significant attempts to characterize their companion population for the decades following. Curiously, the radial velocity surveys of Am stars (chemically peculiar A-stars with small rotational velocities) by Abt and Levy (1985) and Carquillat and Prieur (2007) found a significant population of very close companions with a mean period of 5 days ( $\sim$ 0.1 au ), and a lower limit to the companion frequency of 0.64 . While close companions could drive the decreased rotational velocity of Am stars and thus their peculiar chemical composition, they only make up a small fraction of all A-type stars. It is still unknown if such a close companion population with a significant fraction of companions at $\sim 0.1$ au exists around typical A-type stars. De Rosa et al. (2014) carried out the first adaptive optics survey searching for companions to A-type stars within 75 pc , finding a companion frequency of 0.34 over $\mathrm{q}>0.1$ and $30<\mathrm{a}<10^{4}$ au. They find a peak in the separation distribution at $\sim 390$ au, but suffer from incompleteness to low mass ratios below 100 au , and are unable to resolve most companions below 30 au . Moe and Di Stefano (2017) attempt to correct for incompleteness, finding a flat separation distribution for A-type stars in log-period space for $q>0.3$ for separations $>30$ au. At closer separations, Murphy et al. (2018) used a phase modulation technique to identify companions to $\delta$ Scuti AF stars, and were sensitive over periods of 100-1500 days ( $\sim 0.6-3.6$ au), identifying a companion frequency of 0.14 for $\mathrm{q}>$ 0.1. While this program probed unexplored parameter space, the companion population to A-type stars at closer separations $<0.6$ au and wider separations $3.6<\mathrm{a}<30$ au is still underexplored and in need of a full characterization.

Understanding the formation processes of solar-type stars ( $\sim 0.7-1.3 \mathrm{M}_{\odot}$ ) is crucial as they are so far the only type of star known to host life. Raghavan et al. (2010) is the quintessential multiplicity survey of solar-type stars, following Duquennoy and Mayor (1991). They performed a volume-limited survey within 50 pc to characterize the companion population using a wide variety of techniques, many of which are mentioned above, and compiling additional results from the literature. They found that the multiplicity frequency of solar-type primaries is 0.44 with a companion frequency of 0.58 over $\mathrm{q}>0.1$ and $\mathrm{a}<10^{5}$ au. They found that the separation distribution peaks at 50 au , and is well-fitted by a log-normal distribution while the mass ratio distribution is flat for $\mathrm{q}>0.1$.

M-type stars (low-mass and very low-mass stars with masses $\sim 0.08-0.7 \mathrm{M}_{\odot}$ ) dominate the stellar population in total number and mass with the most common star having a mass of $0.2 \mathrm{M}_{\odot}$. In order to have a comprehensive theory of the star formation process, it is crucial to understand M-type stars. Janson et al. (2012) carried out an imaging survey of hundreds of M-type primaries within 52 pc . They were sensitive to companions between $\sim 3-227$ au and $q \gtrsim 0.5$, and found a companion frequency of 0.27 . Similarly, Winters et al. (2019) performed a volume-limited survey within 25 pc of M-type primaries, finding a companion frequency of 0.32 . They state that they suffer from incompleteness for $\mathrm{q}<0.5$ and are sensitive to companions down to 30 au for $50 \%$ of their sample. Ward-Duong et al. (2015) also performed an AO survey to early-M primaries within 15 pc , finding a companion frequency of 0.24 over $3-10,000$ au and $q>0.2$. While these surveys have differing incompleteness, they each find a large population of companions around 5-20 au and speculate that the separation distribution is well-fitted with a log-normal with a peak at closer separations than solar-type primaries. The mass ratio distribution appears consistent with a flat distribution for $\mathrm{q}>0.5$, where incompleteness begins to impact statistics for Janson et al. (2012) and Winters et al. (2019), a result consistent with Reggiani and Meyer (2013), while Ward-Duong et al. (2015) finds that a flat mass ratio distribution extends to $\mathrm{q}=0.2$ for their early-M star sample. Importantly, Susemiehl and Meyer (2022) synthesized these analyses of M-type primaries and estimated the best fit log-normal to the separation distribution as well as the companion frequency. They find a peak in the log-normal around 50 au (consistent with FGK-type primaries, but not that of these other M-star surveys), and a companion frequency of $0.229 \pm 0.028$ over $\mathrm{q}=0.6-1.0$ and $\mathrm{a}=0-10,000 \mathrm{au}$, similar to that of solar-type and A-type primaries over the same range of separation and mass ratio. These results demonstrate the potential uncertainty in the known companion population to M-type primaries in the Galactic field.

Brown dwarfs (sub-stellar objects with masses $\sim 0.003-0.08 \mathrm{M}_{\odot}$ ) represent the limit of the star formation process at the low mass end of the initial mass function (IMF), governed by the opacity limit for fragmentation (Goodwin et al., 2004c). A robust accounting of the IMF down to Jupiter masses is currently in progress with the JWST, but even with the uncertainty at the low mass end, brown dwarfs contribute a sizable fraction of the stellar population, roughly one brown dwarf for every five stars with masses $<1 \mathrm{M}_{\odot}$ (Andersen et al., 2008). The formation of companions to brown dwarfs also represents the lower mass limit to companion formation properties and is required to develop a predictive theory of star formation. Several surveys have been carried out using ground based AO or space-based diffraction-limited imaging to characterize the companion population to brown dwarf primaries. Typically, samples are small ( $\lesssim 100$ ) due to the faintness of the primaries and the expense associated with long exposures to observe individual targets. These studies (e.g. Close et al., 2003; Gizis et al., 2003; Reid et al., 2006; Fontanive et al., 2018) in the Galactic field reveal companions at close separations, $<10 \mathrm{au}$, with a paucity of wide companions, $>20 \mathrm{au}$. They


Figure 1.2: Image Credit: Offner et al. (2023). Companion frequency per decadal bin in orbital separation for various primary masses in the Galactic field. Different colored lines correspond to different primary masses of the multiple systems from late-M type primaries to O-type primaries. Stellar companion frequency appears to increase with primary mass as does typical separations of companions. From late-M to FGK-type primaries, separation distributions are consistent with a log-normal distribution, while O-type and B-type primaries have roughly flat distributions.


Figure 1.3: Adapted from Offner et al. (2023). Power-law indices of the mass ratio distribution model across primary masses from O-stars to low mass brown dwarfs in the Galactic field for a < 1 au and $\mathrm{a}=1-100 \mathrm{au}$. The power law index increases as primary mass decreases over 1-100 au. Power law index also increases for FGK-, B-, and O-type primaries for companions with separations $1-100 \mathrm{au}$ and those $<1 \mathrm{au}$, indicative of additional processes that alter the mass of the companion at separations $<1$ au.
estimate companion frequencies of $\sim 0.15-0.24$ beyond a few au and $q \gtrsim 0.2-0.4$, showing that the separation distribution can be modeled by a log-normal distribution with a narrow peak somewhere between 3 and 10 au and a mass ratio distribution biased toward equal mass companions, e.g. power-law index of 3.6 for L-dwarfs (Reid et al., 2006) and 6.1 for T-dwarfs (Fontanive et al., 2018). Importantly, separations < a few au are underexplored for brown dwarf primaries and may harbor a population of companions undetected to date. Even colder objects, Y-dwarfs (Teff $<500 \mathrm{~K}$ ), are so faint in the optical and near infrared that ground-based large telescopes with adaptive optics cannot obtain high signal-to-noise data. These objects represent the absolute limit of fragmentation, and are the oldest and/or lowest mass free floating objects in the field. With larger telescopes and observations in the thermal infrared ( $\sim 3-5$ microns), characterizing the multiplicity of Y-dwarfs is an essential test of formation at the limit of fragmentation.

From these many multiplicity surveys, we can conclude that the separation distribution is well-fit with a log-normal peaking at 3-10 au for brown dwarf primaries, $\sim 20$ au for M-star primaries, and 50 au for solar-type primaries. A recent review (Offner et al., 2023) explored these multiplicity statistics further and show that higher mass $\mathrm{O}, \mathrm{B}$, and A stars appear to have separation distributions flat in log-space, with high frequencies of companions across all separations, see Fig. 1.2. They also describe the distribution of mass ratios with a power law which becomes more heavily weighted towards equal mass companions as the primary mass decreases, i.e. power-law index increases as primary mass decreases, see Fig. 1.3,

$$
\begin{equation*}
\frac{d N}{d q} \propto q^{\gamma} \tag{1.2}
\end{equation*}
$$

Importantly, they find that mass ratios also appear to depend on orbital separation. Companions at wider separations ( $\gtrsim 100 \mathrm{au}$ ) are skewed toward lower mass ratios, similar to being drawn from the IMF. Companions at close separations ( $\leqslant 1 \mathrm{au}$ ) are skewed toward equal mass ratios due to competitive accretion processes, and those between 1-100 au have a mass ratio distribution in between these two which likely results from preferential accretion from the circumstellar disk. These differences point to the various formation channels and evolutionary processes within the natal cloud and circumstellar disk that dominate specific ranges of parameter space in terms of primary mass, mass ratio, and orbital separation. While many of these surveys are comprehensive, significant incompleteness exists in our understanding of multiplicity in the Galactic field particularly for intermediate mass stars and at the fundamental limit of fragmentation. In this thesis, we probe these primary masses to place strong constraints on the formation of stellar and sub-stellar multiple systems as a function of primary mass.

### 1.5 Observations of Stellar and Sub-stellar Multiple Systems in Star-forming Regions

Stars are created in many, varied environments that enable the fragmentation of molecular gas. After the dissociation of these regions, their stellar content will become a part of the Galactic field. Even high density, bound clusters will expel a majority of their stellar content over the course of its lifetime (e.g. the Pleiades, Kroupa et al., 2001a). Companions to stars in the field with orbital separations < 100 au are thought to be tightly bound, and will likely conserve their companion properties regardless of Galactic dynamics (Parker and Meyer, 2014). However, dynamics within star-forming regions at early times, and particularly high density, can disrupt multiple systems thus modifying the primordial companion population. Therefore, differences in the companion population of particular types of star-forming regions may be an indication of which regions contribute the most to the Galactic field over the course of the lifetime of the Galaxy, i.e. which regions are most common and typical locations for the formation of most stars.

There have been many multiplicity studies in young, star-forming regions of various environments. Spectroscopic surveys within many varied star-forming environments, $35 \%$ complete out to 1 au and $20 \%$ complete out to 4 au , find a consistent companion frequency relative to the field in all types of regions (Kounkel et al., 2019). These separations are rarely affected by dynamical interactions with other cluster members due to the high binding energy of these multiple systems, and therefore should not vary across star-forming environments if formation mechanisms are universal. Imaging surveys in Taurus-Auriga, a nearby low-mass low-density stellar association, found a companion frequency to low-mass and solar-type stars of $\sim 0.70$, roughly twice that of the Galactic field, across all mass ratios and separations of 3-5000 au (Kraus et al., 2011). A similar excess of companions had been previously identified in this and other low-density nearby stellar associations (e.g. Ghez et al., 1993; Leinert et al., 1993; Reipurth and Zinnecker, 1993; Simon et al., 1995; Brandner et al., 1996; Ghez et al., 1997). Other studies in Upper Scorpius (Tokovinin and Briceño, 2020), a high-mass OB association with low stellar density, identified a companion frequency to early M-stars and solar-type stars of 0.33 and 0.35 respectively over $q>0.3$ and $\mathrm{a}=9-2800 \mathrm{au}$, and claim an excess relative to the field for separations between 10-100 au. Duchêne et al. (2018) explored the companion population to $0.3-2.5 \mathrm{M}_{\odot}$ stars in the Orion Nebula Cluster (ONC), the closest high-mass high-density region with active star formation, and claim an excess relative to the field over 10-60 au. Importantly, this survey had a small sample size of 42 stars to which they found 13 companions and spans a broad range of primary masses to which companion properties strongly depend. Therefore, the ONC is a highly underexplored region below $\sim 100$ au for primaries $<2.5 \mathrm{M}_{\odot}$. If dynamical effects are important in shaping the companion population, a thorough multiplicity survey within a high density cluster like the ONC is necessary at these intermediate
separations. See Gravity Collaboration et al. (2018) for a long-baseline interferometry survey of O and B stars in the ONC.

Many earlier multiplicity surveys targeted wider companions, and attempted to statistically differentiate between observed objects that were chance alignments and those that were bound companions. Simon (1997) and Kraus et al. (2008) performed such analyses and found that low density regions likely have bound companions out to thousands of au in separations, while high density regions (e.g. the ONC) only have bound companions below $\sim 400$ au. Scally et al. (1999) explored the wide companion population in the ONC using proper motion analyses and found an upper limit of three companions to 894 stars between 1000-5000 au. Reipurth et al. (2007) report a significantly reduced companion frequency in the ONC relative to the field for separations 150-675 au, although their detections in $\mathrm{H}_{\alpha}$ make a direct comparison to the field over common mass ratios difficult. Köhler et al. (2006) similarly report a lower companion frequency relative to the field for companions out to 600 au . Offner et al. (2023) again compiled many statistics from various surveys and see a difference between the prevalence of wide companions beyond $\sim 300$ au to stars in the ONC and those in lower density regions. Taurus and Upper Sco are more like the field beyond $\sim 300 \mathrm{au}$, but the ONC has a significantly lower companion frequency likely due to dynamical interactions at early times that disrupt companions at hundreds of au in separation. Multiplicity surveys targeting other star-forming regions like the embedded cluster NGC 2024 (Liu et al., 2003), and the OB associations Orion OB1a and Orion OB1b (Tokovinin et al., 2020) each found a companion frequency consistent with the field for wide companions $>$ 200 au . Intermediate separations ( $\sim 10-200 \mathrm{au}$ ) are unexplored in many star-forming regions due to their far distances ( $\sim 150-400 \mathrm{pc}$ ). However, we now have the ability to achieve high angular resolution with ground-based AO systems and space-based imaging to detect such systems.

Importantly, Galactic dynamics may impact the end state of a multiple system with separation > a few hundred au. Therefore, wide companions are not a practical tracer of the origin of the field population. Similarly, close companions < 10 au are hard multiple systems that will remain unaffected by cluster dynamics and Galactic dynamics, and are not good tracers of the dominant contributor to the field population. Intermediate separation multiples ( $\sim 10-200 \mathrm{au}$ ) can be impacted by cluster dynamics but are mostly unaffected by Galactic dynamics, making them the optimal tracer for the origin of the field population. While studies in Taurus find an excess of companions for both the low-mass and solar-type stars, similar studies covering intermediate separations have not been performed in high density regions, mostly due to the distance and angular resolution required. In this thesis, we present a multiplicity survey in the ONC sensitive down to 10 au for low-mass stellar and sub-stellar primaries that allows us to explore the potential impact of dynamics on intermediate separation scales. As low mass stars dominate the stellar population in total number and mass and typically have companions at 20 au in the field, such a survey will probe the largest number
of possible companions for the most common type of star in a unique star-forming environment. With the analysis of these intermediate separation companions, we can explore how high stellar density within a star-forming environment promotes dynamical interactions to sculpt its companion population, whether these dynamical processes result in a companion population similar to the Galactic field, and the likely formation channels that dominate to produce companions to low mass stars.

### 1.6 Overview of Thesis

In my thesis, I first explore the companion population of low-mass stars and brown dwarfs across 10-200 au within the Orion Nebula Cluster using the Hubble Space Telescope as a test of the effect of cluster dynamics on the formation of multiple systems. Described in Chapter 2 are the results of this survey and a comparison to other star-forming regions and the Galactic field population. Then in Chapter 3, I explore the potential multiplicity of a peculiar Y-dwarf (WISE1828+2650) in the Galactic field using the James Webb Space Telescope, and report the first ever detection of a Y-Y dwarf binary system as a part of a larger program exploring the multiplicity of a small sample of these low mass brown dwarfs which represent the limit of fragmentation. In Chapter 4, I present and report the results of an ongoing multiplicity survey, targeting A-type intermediate mass stars within 80 pc using long-baseline interferometry. This survey searches the highly unexplored companion population of typical A-type stars as a probe of star formation processes as a function of primary mass. In Chapter 5, I discuss the implications of this work in the broader field of star formation, both its processes and the environments in which it occurs. Then, I present future programs that could answer the still outstanding questions uncovered or unaddressed in this work. I present my concluding remarks in Chapter 6. Finally, I present an additional project that I led in Appendix A where I explored the ability to perform high-contrast imaging on JWST/NIRISS data for full aperture and aperture-masking observing modes using information from the phase calibration of the telescope as priors to a theoretical point-spread function model.

## CHAPTER 2

# Binary Formation in the Orion Nebula Cluster: Investigating the Low-mass Stellar and Sub-Stellar Population 

The work presented in this chapter was originally published in the Astrophysical Journal over a series of three papers: De Furio et al. (2019, 2022b,a). I led the data analysis, statistical interpretations, and the manuscript writing. These data were observed by the Hubble Space Telescope during Cycle 13 as a part of "The Hubble Space Telescope Treasury Program on the Orion Nebula Cluster" (ID: 10246, PI M. Robberto). Thank you to my co-authors: Michael R. Meyer (University of Michigan), Megan Reiter (Rice University), John Monnier (University of Michigan), Adam Kraus (University of Texas - Austin), Trent Dupuy (University of Edinburgh), Alexandra Greenbaum (IPAC), and Christopher Liu (University of Michigan). Special thanks to Christopher Liu for analyzing data in De Furio et al. (2022a).

### 2.1 Abstract

We present results constraining multiplicity demographics for the stellar and sub-stellar population of the Orion Nebula Cluster (ONC), across primary masses $0.012-0.7 \mathrm{M}_{\odot}$. Our study utilizes archival Hubble Space Telescope (HST) data obtained with the Advanced Camera for Surveys(ACS) using multiple filters (PID: 10246, PI M. Robberto). Studying the companion populations of young, star-forming regions provides valuable constraints of how the birth environment affects multiple formation and evolution. Previous multiplicity surveys in low-mass, low-density associations like Taurus-Auriga identify an excess of companions to low-mass primary stars roughly twice that of the Galactic field, over all mass ratios and for separations of 3-5000 au, and even trends in the companion properties as a function of primary mass (some seemingly consistent with the field population). Our study investigates the companion population of the ONC (a high-mass, high density starforming region) where dynamical interactions are more likely to occur and modify the companion
population. We implement a double point-spread function (PSF) fitting algorithm sensitive beyond separations of 10 au ( 0.025 ", $0.5 \lambda / \mathrm{D}$ at 555 nm ) using empirical, position-dependent PSF models. We have identified 44 companions to low-mass stars and 7 companions to very low-mass stellar and sub-stellar primaries. We found: 1) the companion frequency (CF) of low-mass stars in the ONC is consistent with the Galactic field over all mass ratios and orbital separations of 10-200 au, in contrast to the higher CF found in low-density regions like Taurus, 2) the power-law fit to the mass ratio distribution of low-mass primaries in the ONC is consistent with that in the field and Taurus, similar to results from N -body simulations and potentially indicative of a formation mechanism independent of stellar density, and 3) the CF to brown dwarfs with separations $>20$ au in the ONC is in excess of the field, requiring further dynamical evolution to destroy binaries with low binding energy and resemble the field.

### 2.2 Introduction

Multiplicity is a common outcome of star formation that impacts stellar evolution, planet formation, and the eventual makeup of the Galactic Field population. Developing a predictive theory of star formation requires an explanation for the formation of low-mass stars ( $\sim 0.1-0.7 \mathrm{M}_{\odot}$ ), very low mass stellar ( $\sim 0.08-0.1 \mathrm{M}_{\odot}$ ), and sub-stellar objects ( $<0.08 \mathrm{M}_{\odot}$ ). Low-mass stars dominate stellar populations in total number and mass, and sub-stellar objects represent a limiting case of the star formation process, accounting for roughly one object for every five stars with masses $<1 \mathrm{M}_{\odot}$ (Andersen et al., 2008). Multiple systems are thought to be created through two dominant mechanisms, turbulent fragmentation (Goodwin et al., 2004a; Offner et al., 2010) and disk fragmentation (Adams et al., 1989; Bonnell and Bate, 1994; Kratter et al., 2008). Their properties (e.g. separation, mass ratio, and eccentricity) can be altered by various processes. The mass ratio can increase due to an inwardly migrating companion preferentially accreting material from the circumstellar disk (Mazeh et al., 1992; Kroupa, 1995b; Bate and Bonnell, 1997; Bate, 2000). Wide companions can migrate to closer separations through interactions with infalling gas from the protostellar cloud or circumstellar disk (Bate et al., 2002, 2003; Offner et al., 2010; Bate, 2012). Other processes, like dynamical interactions between a multiple system and other cluster members, can even cause the complete dissolution of the multiple system (Kroupa et al., 2001a). Stars tend to form in clusters or associations which will eventually dissolve into the Galactic field (Carpenter, 2000). By studying young, star-forming regions, we can identify the properties of primordial binary populations which can help us put constraints on how binaries form as well as how they evolve with time. By studying diverse star forming regions, we can search for differences in binary populations as a function of various environmental properties such as stellar density.

Previous multiplicity surveys in the Galactic field have characterized the companion population
as a function of primary mass (Duchêne and Kraus, 2013; Offner et al., 2023). They find a separation distribution well-fitted with a log-normal where the mean separation appears to increase with primary mass: $\sim 3-6$ au for very-low mass star ( $\sim 0.08-0.1 \mathrm{M}_{\odot}$ ) and brown dwarf primaries ( $<0.08 \mathrm{M}_{\odot}$ Reid et al., 2006; Fontanive et al., 2018), 20 au for stellar M-type primaries ( $\sim 0.1-0.7$ $\mathrm{M}_{\odot}$ Janson et al., 2012; Winters et al., 2019), and 50 au for solar-type primaries ( $\sim 0.7-1.3 \mathrm{M}_{\odot}$ Raghavan et al., 2010). Higher mass O and B stars appear to have separation distributions flat in log-space, with high frequencies of companions across all separations. The distribution of mass ratios can be described by a power law ( $\mathrm{dN} / \mathrm{dq} \propto \mathrm{q}^{\gamma}$ ), weighted towards equal mass companions as the primary mass decreases, e.g. flat for solar-type primaries ( $\gamma=0$, Raghavan et al., 2010) and peaked toward unity for TY-dwarf ( $\sim 20 \mathrm{M}_{J u p}$ ) primaries ( $\gamma=6.1$, Fontanive et al., 2018).

Multiplicity surveys in young, nearby associations find an excess of companions to low-mass primary stars relative to the Galactic field (Ghez et al., 1993; Leinert et al., 1993; Reipurth and Zinnecker, 1993; Simon et al., 1995; Brandner et al., 1996; Ghez et al., 1997). One such survey in the Taurus-Auriga dark cloud found a companion frequency of $0.79_{-0.11}^{+0.12}$ over all mass ratios and for separations of 3-5000 au for stars with primary masses of $0.25-0.7 \mathrm{M}_{\odot}$, roughly twice that of the Galactic field (Kraus et al., 2011). Other studies targeting very low-mass stellar and substellar primaries in young, stellar associations such as Upper Sco, Chamaeleon I, TW Hydrae, and Ophiuchus have identified companions to brown dwarfs at separations $>20$ au (e.g. Chauvin et al., 2004; Luhman, 2004; Close et al., 2007; Ahmic et al., 2007), where similar types of companions are exceptionally rare in the field. These binary excesses for low-mass primaries and detections of wide companions to brown dwarf primaries have led to the speculation that many stars and brown dwarfs could form as multiple systems where a large fraction of these binaries could be destroyed through dynamical evolution (Horton et al., 2001; Kroupa, 1995a). Importantly, regions like Taurus have low stellar densities ( $\sim 10^{0}-10^{1} \mathrm{pc}^{-3}$, see Liu et al., 2003) which could allow for an excess in wide binaries that are not destroyed through dynamical evolution. These regions could be examples of more uncommon locations for star formation to occur, contributing only a small fraction of the Galactic field population.

The Orion Nebula Cluster (ONC) is the nearest high mass, high density star forming region at $\sim 400 \mathrm{pc}$ (Großschedl et al., 2018), and thus the ideal location to study the primordial binary population over a broad range of separations in a more dense environment than the nearby young associations. It has also been extensively observed through the Hubble Space Telescope Treasury Program (Robberto et al., 2013) using the Wide Field Channel (WFC) on the Advanced Camera for Surveys (ACS), granting us access to a large survey area with high angular resolution (a diffraction limit of $\sim 0.05$ " at 555 nm , or $\sim 20$ au at 400 pc the distance to the ONC).

An adaptive optics (AO) survey of the ONC achieved an inner working angle of 60 au and was sensitive to mass ratios down to 0.4 for separations 160-500 au (Köhler et al., 2006). The most
recent survey of the ONC was carried out by Duchêne et al. (2018) with AO and is sensitive over separations 10-60 au. Their sample of 42 sources mostly consisted of solar-type stars, and had 11 M-stars, low-mass stars with masses 0.1-0.7 $\mathrm{M}_{\odot}$. Low mass stars dominate the stellar population of the ONC in both total mass and number, and therefore play an important role in dynamical evolution. It follows that a much larger sample of low-mass stars is necessary to determine if an excess in companion frequency is typical of most star forming regions as seen in Taurus-Auriga and other low density associations which are also dominated by low mass stars. The HST Treasury Program of the ONC has the sensitivity to observe low-mass stars and, with point-spread function (PSF)-fitting, e.g. Garcia et al. (2015), identify companions at separations down to 10 au , a parameter space previously unexplored and incomplete for low mass stars and brown dwarfs.

In Section 2.3, we describe the HST data in the ONC. In Section 2.4, we describe our double PSF-fitting technique. In Section 2.5, we describe our sample of low-mass stellar, very low-mass stellar, and sub-stellar objects. In Section 2.6, we describe how we characterized the sensitivity of our survey and the procedure of identifying high confidence detections. In Section 2.7, we present our discovered multiples as well as the characterization of the companion population and its comparison to other populations. In Section 2.8, we discuss the implications of our survey. In Section 2.9, we summarize our conclusions.

### 2.3 Data

We downloaded archival HST data taken with ACS on the Wide Field Camera (WFC) from GO program 10246 (PI: M. Robberto, Robberto et al., 2013). The data analyzed in this chapter were obtained from the Mikulski Archive for Space Telescopes (MAST) at the Space Telescope Science Institute, and can be accessed via DOI ${ }^{1}$. This program captured a large mosaic of the ONC, covering 627 arcminutes, with four broadband filters and one narrow band filter: F435W, F555W, F658N, F775W, and F850LP. Each of the 104 pointings had an integration time of $420 \mathrm{~s}, 385 \mathrm{~s}, 340 \mathrm{~s}, 385 \mathrm{~s}$, and 385 s respectively and a field of view of 202 " x 200 ", with no dithering or CR-SPLITing in order to preserve the true astrophysical scene and implement empirical PSF model fits. The plate scale of ACS/WFC is 0.05 "/pixel, undersampled across the visible spectrum (e.g. $\lambda / \mathrm{D}=0.037$ " for F435W). We used empirical PSFs to fit the data and accurately estimate the centroid of the primary PSF and any potential companion. We use the fflt data products from the HST pipeline, which have been bias-subtracted and flat-fielded. These are the images specified by Anderson and King (2006), hereafter AK06, for which the empirical PSFs apply. Within these long exposures, many images suffered from severe saturation which prevented us from performing PSF-fitting to many known members. A more thorough description of the data can be found in Robberto et al. (2013).
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### 2.4 Fitting Empirical PSF Models

Anderson and King (2006), hereafter AK06, developed 90 empirically-derived, position-dependent PSFs per filter for both detectors on ACS/WFC, which enable accurate astrometry of $\sim 0.5$ mas ( 0.01 pixels). AK06 produced a PSF library for each filter which describes the shape of the PSF as a function of location on the ACS detector. These PSFs are 4x super-sampled where the 100x 100 pixel array of each PSF corresponds to a $25 \times 25$ pixel array on the ACS detector, or a 12.5 pixel radius. To construct a model PSF at a given location on the detector, we first identify the four nearest empirical PSFs. For each pixel within a $21 \times 21$ pixel stamp centered on the target, we perform a bi-cubic interpolation of each of the four nearest empirical PSFs based on the distance of that pixel to the center of the stamp. Then, we linearly interpolate those resulting four pixel values based on the proximity of each of the nearest empirical PSFs to the location of the target on the detector. This results in a detector-sampled PSF. AK06 also provide a function to perturb the PSF models based on the brightest PSFs within a given image to account for changes in focus and pointing instability which can cause the PSF to deviate from the average over time. We applied the perturbation to the PSF library of each filter for each image, effectively generating slightly different PSFs for each image.

We used the interpolation method of AK06 to make a double-PSF model (constructed from two detector-sampled PSFs) with their position-dependent empirical PSFs. The companion PSF is defined by its relative location from the center of the primary source and the difference in brightness between the two sources. Our complete binary model has six parameters: $x$ and $y$ position of the center of the primary, combined magnitude of the binary, pixel separation between the centers of the primary and companion PSFs, position angle between the centers of the primary and companion PSFs, and the difference in magnitude between the primary and companion.

Before fitting the model to the data, we subtract off the mean background around the source inside an annulus with an inner radius of 10 pixels and an outer radius of 15 pixels. To determine a best fit binary model to any input source, we fit the binary model to the background-subtracted $21 \times 21$ pixel stamp of the data where our algorithm first uses a coarse grid search to identify a region of parameter space where our model returns the best fit. Then by defining this result plus some random noise as the initial guess, we use the IDL downhill simplex function, AMOEBA (Press et al., 2007), which incorporates a series of reflections, expansions, and contractions, to sample the parameter space and identify the best-fit six parameter model by minimizing the chi squared test statistic. This process is repeated 200 times to adequately sample the parameter space and then derive errors for each variable. This process is performed individually for each image of all targets across all filters in which the targets appear. Each filter used in our data has its own PSF library generated by AK06 except for F555W. Instead, we use the F606W PSF library as the differences in

PSF structure between these two filters are negligible (J. Anderson, private communication). We calculated the reduced chi squared test statistic of each source by summing the chi squared statistic over each pixel in a $21 \times 21$ pixel stamp:

$$
\begin{equation*}
\chi_{v}^{2}=\frac{1}{v-1} \sum_{i=1}^{N} \frac{\left(\operatorname{data}_{i}-\operatorname{model}_{i}\right)^{2}}{\sigma_{i}^{2}} \tag{2.1}
\end{equation*}
$$

Here, the total error per pixel was the summed in quadrature errors of the source photon noise, the standard deviation in the background, the error in the mean of the background, the dark current, and the read noise as seen in Eq. 2. We added an additional $2 \%$ noise floor, defined as $2 \%$ of the flux in a given pixel, to the source photon noise in order to account for the error in the PSF models.

$$
\begin{equation*}
\sigma^{2}=\sigma_{\text {Source }}^{2}+\sigma_{B k g d}^{2}+\sigma_{\overline{B k g d}}^{2}+\sigma_{D C}^{2}+\sigma_{R N}^{2} \tag{2.2}
\end{equation*}
$$

Our algorithm will always find a "best fit" to any source. Whether the source in question is truly a binary depends on the sensitivity of our model for the particular $\mathrm{S} / \mathrm{N}$ of the source. Our algorithm can converge to a fit that has large differences in magnitude between the primary and potential companion which would correspond to a companion indistinguishable from background noise or residuals in the primary PSF core. To determine if a given double-PSF fit is a true detection of a binary system, we calculate the false detection probability for each source in each image of each filter based on our sensitivity tests and metrics as stated in Sec. 2.6.2.

### 2.5 Sample

### 2.5.1 Low-mass stars

The target list was constructed from Da Rio et al. (2016). They used the Sloan 2.5 m telescope and the APOGEE spectrograph ( $\mathrm{R} \sim 22,500$ ) to obtain multi-object spectroscopy in the H-band of roughly 2700 sources in the ONC. With these data, they were able to estimate the $T_{\text {eff }}, \log g, v$ $\sin i$, and extinction.

We searched through each of the 104 images in the five filters and identified which of the members exist within the data. Then, we determined whether or not the central pixel value was above 55,000 counts, to exclude sources affected by saturation (AK06). Finally, we ran the doublePSF fitting algorithm on each target in each image in which it was detected. We set a chi squared threshold to indicate a reasonable fit where the data are likely described by the six-parameter double-PSF model, here a p-value of $0.1, \chi_{v}^{2}=1.774$. Nebulosity is the key factor for poor fits within these data as spatially variable extended emission is not factored into the model and results
in high $\chi_{\nu}^{2}$ values. This process left us with 198 sources in F435W, 143 sources in F555W, 226 sources in F658N, 11 sources in F775W, and 5 sources in F850LP. Source counts are very low in F775W and F850LP due to saturation. In total, we have 276 unique sources throughout all filters, and 245 sources among the broadband filters with which we can estimate masses of the multiple systems.

### 2.5.2 Very Low-mass Stars and Brown Dwarfs

We adopted our input target list of M6-M9.5 objects ( $\sim 0.012-0.1 \mathrm{M}_{\odot}$ at 2 Myr from Allard et al. (2001) evolutionary models) from Hillenbrand et al. (2013) who identified ONC members with medium resolution, red optical spectroscopy. They classified low mass objects by measuring the depth of TiO and VO lines that are mainly temperature sensitive (Riddick et al., 2007). We also included M6-M9.5 members that were previously spectroscopically confirmed in other surveys (e.g. Lucas et al., 2001; Slesnick et al., 2004; Lucas et al., 2006; Riddick et al., 2007; Weights et al., 2009) with optical spectra using TiO and VO band indices or near infrared spectra using $\mathrm{H}_{2} \mathrm{O}$ band indices and aggregated by Hillenbrand et al. (2013) in their Table 3. Some of these targets had been observed in multiple surveys with different molecular indices. For these targets, we preferentially assign the optical spectral type over IR spectral type due to the larger uncertainty in IR data associated with variability in young stars as described in Simon (2020). For the 15 targets with a range of spectral types listed, we use the median spectral type, e.g. for M6-M7 we adopt M6.5. This results in a total target list of 103 very low mass star ( $0.08-0.1 \mathrm{M}_{\odot}$ ) and brown dwarf ( $<0.08 \mathrm{M}_{\odot}$ ) ONC members.

From the list of ONC members with spectral types M6-M9.5, we first limited our source list to those that appeared in the area covered by the HST Treasury Program of the ONC, resulting in 94 sources remaining. Then, we limited our source list to those above a signal-to-noise ( $\mathrm{S} / \mathrm{N}$ ) minimum of 15 (the equivalent to a few hundred counts) as it is challenging to detect companions around faint primaries. This minimum was set for each broadband filter meaning that as long as a target had a $\mathrm{S} / \mathrm{N}$ of at least 15 in all its images in a single filter, it was included as a target in the sample ( 84 sources remaining). Lastly, we limited our source list to objects with a maximum pixel value below 55,000 counts, which excludes sources affected by saturation, analogous to the procedure of AK06. These filtering processes left the sample with 79 sources that were within the field of view and had sufficient $\mathrm{S} / \mathrm{N}$ in at least one broadband filter to be analyzed with the double-PSF fitting tool.

For a source with the maximum pixel value equal to 55,000 counts, the entire PSF contains $\sim 250,000$ counts. This flux corresponds to a $0.2 \mathrm{M}_{\odot}$ and a $0.03 \mathrm{M}_{\odot}$ object in the F435W and F850LP filters respectively with no extinction, and a $0.07 \mathrm{M}_{\odot}$ object in the F850LP filter with a
moderate amount of extinction (e.g. $\mathrm{A}_{v}=3$ ). The lower bound of our sample cut-off ( $\mathrm{S} / \mathrm{N}=15$, $\sim 500$ total counts) corresponds to a $0.017 \mathrm{M}_{\odot}$ and a $0.005 \mathrm{M}_{\odot}$ object in the F435W and F850LP filters, respectively, with no extinction and a $0.05 \mathrm{M}_{\odot}$ object and a $0.007 \mathrm{M}_{\odot}$ object with a moderate amount of extinction. Therefore, higher mass and low extinction brown dwarfs are more likely found in the bluer filters while lower mass and higher extinction brown dwarfs are more likely found in redder filters, see Fig. 2.16.

We then ran the double-PSF binary algorithm on our sample and set a chi squared threshold to indicate a reasonable fit to that in which a six-parameter model has a p-value equal to $0.1, \chi_{v}^{2}=$ 1.774. Below this value, we do not reject the null hypothesis that the data could have come from our model. This resulted in a sample of 75 members found with $\mathrm{S} / \mathrm{N} \geq 15$ and $\chi_{v}^{2} \leq 1.774$ in at least one broadband filter. Sources can be excluded from the sample based on goodness of fit criteria due to either the presence of a higher order companion or due to high differential nebulosity. In our sample, only four sources were excluded due to either being within a proplyd (one target) or in a region of high nebulosity (three targets).

### 2.6 Characterizing our Sensitivity

### 2.6.1 Completeness

First, we will characterize the ability of our binary PSF-fitting method to recover known binary systems before explaining how we determine whether or not a given double-PSF fit is representative of a true binary detection. The sensitivity of this method is a function of the $\mathrm{S} / \mathrm{N}$ of the target, the separation between primary and companion, the difference in magnitude between the two, and the filter in which the data were taken. The $\mathrm{S} / \mathrm{N}$ of a target is dependent on both the mass of the target and the interstellar extinction to the target. For two objects of the same mass, the object with higher extinction will have a correspondingly lower $\mathrm{S} / \mathrm{N}$, and it will be more difficult to recover faint companions around that source. Conversely, it will be easier to recover faint companions around the source with less extinction because the source is brighter and therefore there is a larger contrast where we can see fainter objects between the source and the background limit, see Fig. 2.1.

In order to distinguish between a real binary and a false positive result from our algorithm, we had to first determine the sensitivity of our method. This is a function of separation and difference in magnitude, as well as $\mathrm{S} / \mathrm{N}$ of each source. We created artificial binaries from the PSF models of AK06 based on the location of the source. To create the companion source, we add another PSF at the defined location and with the specified flux ratio relative to the primary. To mimic a photon-noise limited observation (like expected from our data), we add Poisson noise to each pixel until the artificial binary was at the desired S/N. Since the data on ACS/WFC is under-sampled,
interpolation of the data to create sub-pixel shifts in the PSF would change the distribution of flux in each pixel and introduce more error. The PSF models of AK06 are super-sampled, and we can create artificial binaries at sub-pixel separations from the models instead of re-sampling the data. This allows us to accurately replicate the PSF of a binary system without losing information about the PSF if we interpolated the real data. We created binaries at multiple separations, random position angles, and differences in magnitude depending on the desired $\mathrm{S} / \mathrm{N}$ of the sample.

The S/N ratio of each source was calculated with the following equation over all pixels in the $21 \times 21$ pixel stamp that encompassed each source where the error is the same as described in Sec. 2.4:

$$
\begin{equation*}
S / N=\frac{\sum_{i=1}^{N}\left(\operatorname{data}_{i}-\overline{\mathrm{bkgd}}\right)}{\sqrt{\sum_{i=1}^{N} \sigma_{i}^{2}}} \tag{2.3}
\end{equation*}
$$

The magnitude bins we sampled were dependent on the $\mathrm{S} / \mathrm{N}$. For higher $\mathrm{S} / \mathrm{N}$ artificial binaries, we sampled integer (1.0-5.0) pixel separation binaries with $\Delta$ mag down to 6.0 mags and sub-pixel ( $0.4,0.6$, and 0.8 ) separation binaries with $\Delta \mathrm{mag}$ down to 4.0 mags. For lower $\mathrm{S} / \mathrm{N}$ artificial binaries, we sampled in a similar fashion, but down to lower contrast (e.g. 4.5 mags for integer pixel separation binaries of $\mathrm{S} / \mathrm{N}=30$ ). This is again due to the fact that the range in $\Delta$ mag space in which we can detect companions is directly related to the $\mathrm{S} / \mathrm{N}$ of the target. We created 500 binaries in each bin for each $\mathrm{S} / \mathrm{N}$ and ran the double-PSF code on these sources.

In our double-PSF fitting code, the AMOEBA routine samples the six binary parameter space as described in Sec. 2.4. We save each step taken by AMOEBA and its corresponding $\chi_{v}^{2}$ value. Because we created these artificial binaries, we know the true binary parameters values for each binary. Therefore, we can evaluate the goodness of fit of the double-PSF model at the exact value of the known binary parameters. If that $\chi_{\nu}^{2}$ value is $>$ some critical value, then we can consider that binary not recovered by our method. We select a critical value for the $\chi_{\nu}^{2}$ distribution corresponding to a certain probability that the known binary parameter values come from the model that was fit. Here, we select the critical value $\left(\chi_{\nu}^{2}=1.21\right)$ where there is a $99 \%$ probability that a $\chi_{v}^{2}$ value less than this critical value for a given set of parameters could be drawn from distribution of our model fit parameters. If the double-PSF fitting routine is complete for binaries of a given separation and $\Delta$ mag, we expect to recover $99 \%$ of the 500 binaries within that bin, showing that our method can accurately recover these binaries. We evaluate this metric for every artificial binary created within each bin in separation and $\Delta$ mag space for all $\mathrm{S} / \mathrm{N}$ values of all filters. When the method begins to become incomplete, this recovered fraction will drop below $99 \%$. This cutoff value of $99 \%$ ensures that we expect to have failed to recover $<1$ binary within both the stellar sample ( 276 unique


Figure 2.1: $99 \%$ recovery lines for all $\mathrm{S} / \mathrm{N}$ tested in the four broadband filters of ACS used in the HST Treasury Program of the ONC. The different colors represent the recovery ability of our code for various $\mathrm{S} / \mathrm{N}$ values. As expected, our code can recover fainter and closer companions around brighter targets. The angular resolution of our algorithm also improves as the $\mathrm{S} / \mathrm{N}$ of the target increases. Above this line, we are confident that our double-PSF fitting algorithm is recovering nearly all binaries and our method is complete. From left to right and top to bottom: F435W, F555W, F775W, and F850LP.
sources) and the very-low mass stellar and sub-stellar sample ( 75 unique sources). Fig. 2.1 shows the $99 \%$ recovery line for each $\mathrm{S} / \mathrm{N}$ tested for each filter used. This curve serves to define where we are confident our sample is complete. Importantly, the completeness of this method varies for different $\mathrm{S} / \mathrm{N}$ values. A companion separated from the primary by three pixels with a $\Delta \mathrm{mag}$ of three mags will be detectable for all targets with $\mathrm{S} / \mathrm{N} \geq 90$ in all filters, but will be undetectable around targets with $\mathrm{S} / \mathrm{N} \leq 70$ in all filters.

### 2.6.2 False Positive Analysis

In addition to characterizing our completeness, we must also investigate the reliability of our fitting code. We can utilize false positive information to define the region of high probability detections. A false positive occurs when our binary fitting code converges on a binary fit to a single star, but with a $\chi_{v}^{2} \leq 1.774$ (as detailed in Sec. 2.5). We use the separation and $\Delta \mathrm{mag}$ values from the binary fits to artificial singles in order to determine the region in which our algorithm converges on a best-fit binary model, but the source is not a true binary.

The AMOEBA routine samples the six dimensional binary parameter space, fitting various binary models each with a calculated $\chi_{\nu}^{2}$, until converging. When fitting to a single, our doublePSF fitting code will fit the primary PSF accurately while the secondary PSF is fit to the residuals of the primary PSF or to the background pixels. Similar to the recovery of artificial binaries, the location in separation vs. $\Delta$ mag space of false positive fits depends on the $\mathrm{S} / \mathrm{N}$ of the source and the filter used, e.g. fitting to background pixels occurs at lower contrast around lower S/N targets.

We created 1000 artificial single stars built from the models in the AK06 PSF libraries for each filter and specified $\mathrm{S} / \mathrm{N}$, adding Poisson noise to simulate a generic observing scene. Then, we ran our double PSF-fitting routine on each of the artificial single stars, using the best fit from a coarse grid search in the six dimensional binary parameter space as an input to the downhill simplex algorithm (same process as for fitting binaries).

We use all steps and their associated $\chi_{\nu}^{2}$ within each fit to all 1000 single stars of a given $\mathrm{S} / \mathrm{N}$ and filter in order to characterize the distribution of expected fits to single stars of the given $\mathrm{S} / \mathrm{N}$ and filter. First, we calculated the chi squared probability, $\mathrm{P}\left(\chi^{2}\right)$, for each fit AMOEBA makes to each artificial single while stepping to reduce the $\chi^{2}$ :

$$
\begin{equation*}
P\left(\chi^{2}\right) \propto \chi^{2(\operatorname{dof} / 2)-1} e^{-\chi^{2} / 2} \tag{2.4}
\end{equation*}
$$

where dof is the degrees of freedom equivalent to the number of data points (i.e. pixels) minus the number of free parameters in the model (the six binary parameters). From the $\mathrm{P}\left(\chi^{2}\right)$ equation, we calculate the $\mathrm{P}\left(\chi^{2}\right)$ of each step while fitting to each artificial single star.

Then, we define the region of interest where the code is likely to fit the binary model to the data
(whether it is fitting to a real companion, the background, or the residuals of the primary) in terms of separation, centered on the primary, from 0-10 pixels and $\Delta \mathrm{mag}$ from $0-10$ mags with bin sizes of 0.1 pixels and 0.1 mags. Within each bin, we select the best fit to each single, i.e. highest $\mathrm{P}\left(\chi^{2}\right)$, and normalize the resulting distribution to one. This creates a probability distribution in separation and $\Delta$ mag space for the double-PSF fitting routine to an artificial single star. We repeat this process for all 1000 artificial single stars for a given $\mathrm{S} / \mathrm{N}$ and filter, which results in 1000 separate probability distributions of binary fits to artificial single stars. We sum all of these 1000 distributions, normalizing the result to one, which results in one distribution of all of the binary fits to single stars with the same $\mathrm{S} / \mathrm{N}$ and in the same filter. This process samples the entire region of interest and allows us to determine where in separation and $\Delta$ mag space the code is likely to converge if it is in fact fitting to a single star. Lastly, we sum vertically in $\Delta \mathrm{mag}$ space for each separation bin to find the value below which a certain percentage of the false positive fits will lie. This process is performed for all filters and all $\mathrm{S} / \mathrm{N}$ values.

In Fig. 2.2, we show two examples of this in the F435W filter for $\mathrm{S} / \mathrm{N}=30$ and 130. The color scale corresponds to the false positive probability of any given separation bin below which the corresponding fraction of the false positive fits will lie. We plot the $0.1 \%$ false positive probability in both figures to show the value below which $99.9 \%$ of false positive fits lie. The binary best fit to a single star will only converge $0.1 \%$ of the time above this value. Black circles represent the best fit binary parameters to the 1000 artificial singles, all of which lie below the $0.1 \%$ false positive probability line. The mean $\chi_{v}^{2}$ of the 1000 best fits to these single stars of a given $\mathrm{S} / \mathrm{N}$ and filter is 0.99 , indicative of no unmodeled noise terms. Binary fits above this value are likely binary detections. We define this as the reliability of our method, where fits with a false positive probability $>0.1 \%$ are unreliable. The corresponding curves are shown in Fig. 2.3 for each filter and S/N.

Fig. 2.4 gives an example of the $0.1 \%$ false positive probability curve for a $\mathrm{S} / \mathrm{N}=90$ target in the F435W with the completeness line for binaries of the same S/N in the F435W filter overplotted. It is evident that the completeness limit from Sec. 2.6 .1 and the $0.1 \%$ false positive probability curve are overlapping. This is the case across all $\mathrm{S} / \mathrm{N}$ values and filters. These results lead us to conclude that our sample is complete down to the $0.1 \%$ false positive probability line, and we do not expect to miss any real binaries above this limit. Therefore, we do not have to correct for incompleteness over the sensitivity of our survey.

Additionally, we compared the results of binary fits to artificial singles to binary fits to real singles within one filter and one $\mathrm{S} / \mathrm{N}$ as an example of our method. We identified sources within the data that had a $\mathrm{S} / \mathrm{N} \sim 30$ in the F435W filter that were well fit with a single PSF. Each source was run through the binary-fitting code, and we repeated the process above to derive the false positive maps similar to Fig. 2.2. In Fig. 2.5, we show the $0.1 \%$ false positive probability line when fitting


Figure 2.2: False positive probability maps in separation and $\Delta$ mag space. The color scale represents the false positive probability where larger differences in magnitude correspond to a higher likelihood of a false positive fit. We show two examples in the F435W filter with low S/N (30) and high $\mathrm{S} / \mathrm{N}$ (130). Over-plotted are the $0.1 \%$ false positive probability lines and a preliminary completeness limit from a more conservative approach detailed in (De Furio et al., 2019). The black circles represent the best fit binary parameters from the double PSF-fitting algorithm to the 1000 artificial single stars. All 1000 best fits fall below the $0.1 \%$ positive probability line, indicating that fits above this line are inconsistent with a single source.


Figure 2.3: The $0.1 \%$ false positive probability curves for all specified $\mathrm{S} / \mathrm{N}$ values and the four broadband filters as described in Sec. 2.6.2. The point estimates represent the detected companions to brown dwarf primaries that are listed in Tables 2.3 and 2.4 and are color-coded based on $\mathrm{S} / \mathrm{N}$ to match the corresponding reliability limit of the source.
our binary PSF model to real singles and artificial singles. Their overlap, particularly at small separations, indicates that the empirical PSFs of AK06 accurately model the data.

From the false positive maps, we can then calculate a false positive probability for each target based on its resulting chi squared probability distribution in separation and $\Delta$ mag space from the binary fitting routine. As above, we create a probability distribution in separation and $\Delta$ mag space from all the steps taken within the double-PSF fitting routine to a given source. We multiply this probability distribution by the corresponding false positive distribution of the same $\mathrm{S} / \mathrm{N}$ (as exemplified in the heat map in Fig. 2.2) and take the sum to derive the false positive probability of the fit to the data (here one image of one source). Most of our targets appear in multiple images of the Treasury Program data as well as in multiple filters. To calculate the false positive probability of a source with multiple images within a filter, we combine the false positive probabilities within


Figure 2.4: Plotted are the completeness limit and $0.1 \%$ false positive probability curve associated with targets of $\mathrm{S} / \mathrm{N}=90$ in the F 435 W filter.
each image of the filter:

$$
\begin{equation*}
F P_{\text {filter } 1}=F P_{i} \times F P_{i+1} \times \ldots \times F P_{N} \tag{2.5}
\end{equation*}
$$

where $\mathrm{FP}_{\text {filter } 1}$ is the false positive probability of one target within filter1 and $\mathrm{FP}_{i}$ is the false positive probability of one image of that target within the same filter. We then use the false positive probability derived from all images within the filter, $\mathrm{FP}_{\text {filter } 1}$, to determine whether or not that target has a detected companion or if it is classified as a single. Here, we define sources as detected binaries if the false positive probability is $\leq 0.1 \%$.

If the target appears in multiple images within multiple filters, we can also combine those false positive probabilities for a global false positive probability across all filters:

$$
\begin{equation*}
F P_{\text {total }}=F P_{\text {filter } 1} \times F P_{\text {filter } 2} \times \ldots \times F P_{\text {filter } N} \tag{2.6}
\end{equation*}
$$

where $\mathrm{FP}_{\text {total }}$ is then used to determine whether or not that target has a detected companion.
This combination of false positive probabilities requires the code to be fitting to the same feature within all images and in all filters. Therefore, we must confirm that we are identifying the same feature in all the binary fits to every image of the same source. We can verify this by measuring


Figure 2.5: $0.1 \%$ false positive probability lines for actual single stars and artificial singles built from the empirical PSFs of AK06 for $\mathrm{S} / \mathrm{N}=30$ targets.
the similarity between the chi squared probability distributions that result from the binary fits to a given target in multiple images. We measure this similarity through the Bhattacharyya coefficient (BC). This statistic quantifies the amount of overlap between any two distributions, and is defined as:

$$
\begin{equation*}
B C=\sum_{i=1}^{N} \sqrt{p_{i} \times q_{i}} \tag{2.7}
\end{equation*}
$$

where there are N bins in our multivariate parameter space and p and q are the two probability distributions in question for the two different images.

This metric is bound between 0 and 1 where 0 indicates no overlap, and 1 indicates complete overlap. We tested the extent to which this metric would distinguish between two distributions by creating two identical normal distributions and varying their centers, moving them further apart. Then, we calculated both the Bhattacharyya coefficient and the sigma difference between the two distributions. We found that at a $3 \sigma$ difference, the Bhattacharyya coefficient equals 0.1 . Therefore, there is $99.7 \%$ confidence that a Bhattacharyya coefficient below 0.1 is indicative of two distinct distributions. We use this critical value to confirm the similarity between probability distributions in two images (if $\mathrm{BC}>0.1$ ) in order to combine their false positive probabilities for a global false
positive probability. When a Bhattacharyya coefficient $<0.1$ occurs, we select the image with the lowest $\chi_{\nu}^{2}$ to calculate the false positive probability and ignore the other image.

This is done among all images of the same source in the same filter where we calculate the BC between images in the three dimensions associated with the companion: separation, position angle, and difference in magnitude. The false positive probability of that target within a filter ( $\mathrm{FP}_{\text {filter } 1}$ ) will then be used to assess whether or not there was a detection, where we define a false positive probability $>0.1 \%$ as a non-detection. If that source appears in multiple filters we calculate the BC in the two dimensions that are consistent across all filters: separation and position angle. The false positive probability $\mathrm{FP}_{\text {total }}$ is then used to assess binarity in the same way that $\mathrm{FP}_{\text {filter } 1}$ is used to assess binarity if the target appears in one filter.

### 2.6.3 Limitations of the Model

We recognize that there are limits to the application of this code for multiplicity surveys. The most obvious and important limitation is that our model cannot detect triple or higher order systems. A true visual triple system would produce high residuals when fit with our model. Such systems are outside the scope of our study, but also rare for low-mass stellar, very low-mass stellar, and sub-stellar primaries.

An additional complication of our model comes in regions of high, structured background. The residual background in the data will decrease the $\mathrm{S} / \mathrm{N}$ and can potentially mask the existence of a companion. This is especially important in the centers of young, star-forming regions. Future work refining our model will include fitting a 2D surface to local background in order to mitigate the effects of nebulosity, resulting in better fits for those particular sources in structured background environments.

Lastly, some of the sources in our sample were only found in one frame. It is possible that a cosmic ray could have hit the detector at the same location as the source or the candidate companion. This effect would result in a poor fit because the observed structure of the PSF would be altered by the cosmic ray and poorly fit with the PSF models. However, this is unlikely to have impacted our survey as it was also rare.

### 2.7 Results

In this section, we present the results of our multiplicity analysis from the samples of low-mass stellar and very low-mass stellar plus sub-stellar primaries. We also describe the comparison of these multiple populations to those of the Galactic field and various star-forming regions of differing environment.

### 2.7.1 Low-mass Stellar Primaries

### 2.7.1.1 Detections

We made 76 detections of 44 unique companions across all filters from the sample of 276 cluster members. Twenty-one detections were made in the F435W filter, 24 in the F555W filter, 29 in the F658N filter, 2 in the F775W filter, and 0 in the F850LP filter. Three detections were made only in the F435W filter, five in only F555W, ten in only F658N, and two in only F775W. Thirteen detections were made in both the F435W and F555W filters, 13 in both the F435W and F658N filters, 14 in both the F555W and F658N filters, and 8 in the F435W, F555W, and F658N filters. Twenty-five of the companions were previously detected (Köhler et al., 2006; Reipurth et al., 2007; Robberto et al., 2013; Duchêne et al., 2018; Strampelli et al., 2020). The redder filters had fewer detections due to saturation effects. The F658N filter enabled the detection of the most companions because the narrow bandpass decreases the number of saturated sources. In Table 2.1, we present the photometry: the combined magnitude of the system and the difference in magnitude between the primary and companion. We constructed a color-magnitude diagram (Fig. 2.6) for all of the sources in our sample that were observed in the F435W and F555W filters, where both components of binary detections are shown. Figures 2.7-2.12 show an image of each detection made in every filter in which it was found.

The estimated projected separations range from 14-196 au (0.034"-0.49" or 0.68-9.8 ACS/WFC pixels) assuming a distance of 400 pc (Großschedl et al., 2018), and mass ratios range from 0.3 0.97. We estimate masses using the isochrones produced from the BT-Dusty evolutionary models (Chabrier et al., 2000; Allard et al., 2001, 2011, 2012) as they have updated opacities (Barber et al., 2006). We assume a cluster age of 2 Myr , the average age of the stellar population (Reggiani et al., 2011), and the extinction to each source as derived from Da Rio et al. (2016). They used their estimated effective temperature of each source to derive the intrinsic $(J-H)$ color of the system and the observed (J-H) 2MASS color to estimate the extinction, assuming a 2 Myr isochrone. With these extinction values and the 2 Myr BT-Dusty isochrone, we estimate masses for the primary and companion of each binary system from the color information of Table 2.1, assuming the same extinction to both components. In Table 2.2, we present the estimated physical parameters of each binary system along with essential values from the double-PSF fitting process.

We investigated whether excess disk emission could impact the derivation of extinction for our binary detections. We took the 2MASS JHK photometry and created a color-color plot comparing to the observed colors of known pre-main sequence stars (Pecaut and Mamajek, 2013a). Significant disk emission would cause the observed near-IR photometry to be in excess of that expected from the photosphere, where the reddest photometry has a larger difference, causing motion toward the right in Fig. 2.6. With the inclusion of the reddening vector (Cardelli et al., 1989) and the classical


Figure 2.6: Left: Color magnitude diagram for all the sources that were included in our sample with F435W and F555W data. The detected binaries are plotted with both the primary and secondary components. The solid lines are the BT-Dusty 1-3 Myr isochrones with specific masses chosen for reference. The black dashed line represent the extinction vector derived from Cardelli et al. (1989). Right: The J-H vs. H-K color-color plot for the sources with detected companions within our survey (black circles), showing no obvious signs of disk excess. Over-plotted are the observed pre-main sequence (PMS) and main-sequence (MS) colors of Pecaut and Mamajek (2013a), PM13, the reddening vector (Cardelli et al., 1989), and the classical T-Tauri star (CTTS) locus from Meyer et al. (1997).

T-Tauri locus (Meyer et al., 1997), we show that there is no large near infrared excess observed.
Because sources were found in multiple filters, we used the data from the reddest filter in which they were found to estimate masses as excess emission from accretion shocks may impact blue/UV photometry (Azevedo et al., 2006). We do not use data from the $\mathrm{F} 658 \mathrm{~N}\left(\mathrm{H}_{\alpha}\right)$ filter to calculate masses as it will not be representative of the flux from the photosphere.

### 2.7.1.2 Chance Alignments

In order to perform a statistical analysis of our results, we must determine the probability that our candidates are not physically associated with their primaries, i.e. chance alignments. There are three potential sources of contamination in binary surveys of star clusters: 1) foreground stars, 2) other cluster members, and 3) background sources. We used the source list from Robberto et al. (2013) which contains all targets within the field of view (not just members) in each broadband filter to estimate the stellar surface density. First, we define the center of the cluster at the location of Theta 1 Ori C, the most massive star in the cluster. Then, we create 10 successive circular annuli

Table 2.1: We list the observed magnitude information of each binary system. In each set of two columns, we present the total magnitude of each system and the difference in magnitude between the primary and companion. These values are the weighted mean calculated from all exposures of the target where the error is the $68 \%$ confidence interval.

| Source \# | Total Mag (F435W) | $\begin{gathered} \Delta \mathrm{mag} \\ (\mathrm{~F} 435 \mathrm{~W}) \end{gathered}$ | Total Mag (F555W) | $\begin{gathered} \Delta \mathrm{mag} \\ (\mathrm{~F} 555 \mathrm{~W}) \\ \hline \end{gathered}$ | Total Mag (F658N) | $\begin{gathered} \Delta \mathrm{mag} \\ (\mathrm{~F} 658 \mathrm{~N}) \\ \hline \end{gathered}$ | Total Mag (F775W) | $\begin{aligned} & \Delta \mathrm{mag} \\ & (\mathrm{~F} 775 \mathrm{~W}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | - | - | - | $16.96 \pm 0.01$ | $1.1 \pm 0.1$ | - | - |
| 2 | $19.49 \pm 0.01$ | $0.57 \pm 0.15$ | - | - | $15.97 \pm 0.01$ | $0.46 \pm 0.15$ | - | - |
| 3 | - | - | - | - | $15.39 \pm 0.01$ | $0.04 \pm 0.04$ | - | - |
| 4 | - | - | - | - | $15.84 \pm 0.01$ | $0.20 \pm 0.02$ | - | - |
| 5 | $21.32 \pm 0.02$ | $0.38 \pm 0.15$ | $19.18 \pm 0.01$ | $0.42 \pm 0.04$ | - | - | - | - |
| 6 | - | - | $20.79 \pm 0.01$ | $0.51 \pm 0.3$ | - | - | - | - |
| 7 | - | - | - | - | $16.32 \pm 0.01$ | $0.25 \pm 0.02$ | - | - |
| 8 | $20.51 \pm 0.02$ | $2.88 \pm 0.04$ | $18.63 \pm 0.01$ | $3.46 \pm 0.01$ | $15.99 \pm 0.01$ | $2.58 \pm 0.02$ | - | - |
| 9 | - | - | - | - | $14.91 \pm 0.01$ | $1.10 \pm 0.01$ | - | - |
| 10 | $20.60 \pm 0.01$ | $1.22 \pm 0.03$ | $19.42 \pm 0.01$ | $0.22 \pm 0.02$ | - | - | - | - |
| 11 | - | - | $18.61 \pm 0.01$ | $0.77 \pm 0.15$ | $16.46 \pm 0.02$ | $0.8 \pm 0.15$ | - | - |
| 12 | - | - | $21.56 \pm 0.03$ | $0.3 \pm 0.2$ | $18.20 \pm 0.02$ | $0.61 \pm 0.09$ | - | - |
| 13 | $20.56 \pm 0.01$ | $0.9 \pm 0.3$ | $18.96 \pm 0.01$ | $0.95 \pm 0.3$ | - | - | - | - |
| 14 | - | - | $20.45 \pm 0.01$ | $0.2 \pm 0.2$ | - | - | - | - |
| 15 | $22.00 \pm 0.02$ | $0.54 \pm 0.06$ | $20.11 \pm 0.02$ | $0.41 \pm 0.02$ | $17.67 \pm 0.02$ | $0.52 \pm 0.03$ | - | - |
| 16 | - | - | - | - | $14.65 \pm 0.01$ | $1.56 \pm 0.01$ | - | - |
| 17 | - | - | - | - | $15.44 \pm 0.01$ | $1.84 \pm 0.02$ | - | - |
| 18 | $21.06 \pm 0.01$ | $0.30 \pm 0.14$ | $19.08 \pm 0.01$ | $0.5 \pm 0.2$ | $16.46 \pm 0.02$ | $0.4 \pm 0.2$ | - | - |
| 19 | $19.15 \pm 0.01$ | $0.01 \pm 0.01$ | - | - | $15.33 \pm 0.01$ | $0.22 \pm 0.01$ | - | - |
| 20 | - | - | $21.74 \pm 0.05$ | $0.48 \pm 0.08$ | - | - | - | - |
| 21 | - | - | - | - | $15.62 \pm 0.01$ | $0.04 \pm 0.02$ | - | - |
| 22 | $19.92 \pm 0.01$ | $0.99 \pm 0.09$ | $18.76 \pm 0.01$ | $0.41 \pm 0.03$ | - | - | - | - |
| 23 | $19.81 \pm 0.01$ | $0.43 \pm 0.04$ | - | - | - | - | - | - |
| 24 | - | - | $19.48 \pm 0.02$ | $1.54 \pm 0.15$ | $16.53 \pm 0.02$ | $1.7 \pm 0.3$ | - | - |
| 25 | - | - | $20.36 \pm 0.01$ | $0.87 \pm 0.03$ | $17.91 \pm 0.04$ | $0.8 \pm 0.15$ | - | - |
| 26 | $20.98 \pm 0.01$ | $1.46 \pm 0.11$ | $19.20 \pm 0.01$ | $1.66 \pm 0.05$ | $16.71 \pm 0.02$ | $1.27 \pm 0.07$ | - | - |
| 27 | $20.89 \pm 0.01$ | $0.34 \pm 0.02$ | $19.22 \pm 0.01$ | $0.12 \pm 0.02$ | $16.83 \pm 0.02$ | $0.42 \pm 0.02$ | - | - |
| 28 | $19.63 \pm 0.02$ | $0.23 \pm 0.02$ | - | - | - | - | - | - |
| 29 | $20.79 \pm 0.01$ | $0.33 \pm 0.03$ | $18.43 \pm 0.01$ | $0.10 \pm 0.01$ | $16.40 \pm 0.01$ | $0.28 \pm 0.02$ | - | - |
| 30 | - | - | $20.45 \pm 0.01$ | $2.2 \pm 0.1$ | - | - | - | - |
| 31 | $18.64 \pm 0.01$ | $1.43 \pm 0.01$ | - | - | - | - | - | - |
| 32 | $18.87 \pm 0.01$ | $2.23 \pm 0.02$ | - | - | $15.45 \pm 0.01$ | $1.79 \pm 0.02$ | - | - |
| 33 | $19.17 \pm 0.01$ | $0.19 \pm 0.02$ | - | - | $15.49 \pm 0.02$ | $0.17 \pm 0.02$ | - | - |
| 34 | - | - | $22.12 \pm 0.03$ | $0.62 \pm 0.06$ | - | - | - | - |
| 35 | - | - | $21.36 \pm 0.03$ | $1.33 \pm 0.03$ | $18.41 \pm 0.03$ | $0.27 \pm 0.04$ | - | - |
| 36 | - | - | - | - | - | - | $19.49 \pm 0.02$ | $0.16 \pm 0.02$ |
| 37 | $19.22 \pm 0.01$ | $0.86 \pm 0.02$ | - | - | $15.34 \pm 0.02$ | $0.94 \pm 0.03$ | - |  |
| 38 | - | - | - | - | - | - | $17.61 \pm 0.01$ | $0.27 \pm 0.01$ |
| 39 | $22.53 \pm 0.02$ | $0.09 \pm 0.07$ | $20.76 \pm 0.01$ | $0.8 \pm 0.2$ | $18.11 \pm 0.02$ | $0.20 \pm 0.08$ | - | - |
| 40 | $21.24 \pm 0.04$ | $0.7 \pm 0.2$ | $19.19 \pm 0.02$ | $0.71 \pm 0.03$ | $16.92 \pm 0.05$ | $0.62 \pm 0.08$ | - | - |
| 41 | - | - | - | - | $17.08 \pm 0.02$ | $0.08 \pm 0.03$ | - | - |
| 42 | - | - | $20.51 \pm 0.02$ | $1.12 \pm 0.03$ | $17.83 \pm 0.01$ | $0.88 \pm 0.04$ | - | - |
| 43 | $20.51 \pm 0.02$ | $0.6 \pm 0.2$ | $19.06 \pm 0.01$ | $0.5 \pm 0.3$ | - | - | - | - |
| 44 | - | - | - | - | $15.45 \pm 0.01$ | $1.96 \pm 0.02$ | - | - |

Table 2.2: Candidate binaries with masses ( $\mathrm{M}_{\odot}$ ), mass ratios (q), projected separations in arcseconds, physical separation in au, and position angles in degrees. To estimate masses, we used the 2 Myr BT-Dusty isochrone and the $\mathrm{A}_{v}$ estimates from Da Rio et al. (2016). We assumed a distance of 400 pc (Großschedl et al., 2018). Binary parameters are the weighted mean calculated from all exposures of the target where the error is the $68 \%$ confidence interval. We also show the $\mathrm{S} / \mathrm{N}$ of the target for the filter within which it is brightest along with the $\chi_{v}^{2}$ associated with that filter.

| Source \# | 2MASS ID | $\mathrm{M}_{\text {prim }}$ $\left(\mathrm{M}_{\odot}\right)$ | $\begin{gathered} \mathrm{M}_{\text {sec }} \\ \left(\mathrm{M}_{\odot}\right) \end{gathered}$ | q | $\begin{gathered} \mathrm{A}_{\nu} \\ \text { (mag) } \\ \hline \end{gathered}$ | Projected Sep. (arcseconds) | Physical Sep. <br> (au) | PA (deg) <br> ( E of N ) | $\chi_{v}^{2}$ | S/N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | J05341202-0524196 |  | ( | - | - | $0.05 \pm 0.001$ | $20.2 \pm 0.4$ | 254.91 | 1.19 | 164 |
| 2 | J05342650-0523239 | 0.20 | 0.15 | 0.78 | 1.14 | $0.054 \pm 0.001$ | $21.68 \pm 0.4$ | 283.21 | 1.37 | 370 |
| 3 | J05342753-0528284 | - | - | - | - | $0.050 \pm 0.002$ | $20.0 \pm 0.4$ | 236.64 | 1.72 | 517 |
| 4 | J05344083-0528095 | - | - | - | - | $0.210 \pm 0.001$ | $83.0 \pm 0.4$ | 45.22 | 1.63 | 350 |
| 5 | J05344878-0517464 | 0.30 | 0.26 | 0.87 | 2.93 | $0.063 \pm 0.002$ | $25.2 \pm 0.8$ | 96.16 | 1.52 | 389 |
| 6 | J05345009-0517121 | 0.14 | 0.10 | 0.72 | 2.68 | $0.034 \pm 0.002$ | $13.6 \pm 0.8$ | 294.44 | 0.92 | 100 |
| 7 | J05345099-0517565 | - | - | - | - | $0.250 \pm 0.001$ | $100.0 \pm 0.4$ | 49.8 | 1.22 | 195 |
| 8 | J05345120-0516549 | 0.78 | 0.24 | 0.30 | 4.7 | $0.346 \pm 0.001$ | $137.2 \pm 0.4$ | 91.09 | 1.52 | 554 |
| 9 | J05345265-0529452 | - | - | - | - | $0.398 \pm 0.001$ | $159.0 \pm 0.4$ | 176.86 | 1.00 | 670 |
| 10 | J05345483-0525125 | 0.14 | 0.12 | 0.88 | 1.48 | $0.202 \pm 0.001$ | $80.8 \pm 0.4$ | 323.6 | 1.18 | 250 |
| 11 | J05345683-0521363 | 0.81 | 0.63 | 0.78 | 5.16 | $0.048 \pm 0.002$ | $19.0 \pm 0.6$ | 101.49 | 1.27 | 414 |
| 12 | J05350121-0521444 | 0.10 | 0.084 | 0.84 | 3.03 | $0.067 \pm 0.003$ | $27 \pm 1$ | 283.57 | 0.91 | 38 |
| 13 | J05350160-0524101 | 0.09 | 0.06 | 0.67 | 0.0 | $0.042 \pm 0.003$ | $16 \pm 1$ | 196.84 | 1.42 | 307 |
| 14 | J05350161-0533380 | 0.64 | 0.59 | 0.92 | 6.47 | $0.035 \pm 0.003$ | $14 \pm 1$ | 52.59 | 0.93 | 190 |
| 15 | J05350207-0518226 | 0.28 | 0.24 | 0.86 | 3.66 | $0.125 \pm 0.001$ | $49.8 \pm 0.3$ | 107.5 | 1.22 | 148 |
| 16 | J05350243-0520465 | - | - | - | - | $0.350 \pm 0.001$ | $140.2 \pm 0.4$ | 118.82 | 1.53 | 605 |
| 17 | J05350274-0519444 | - | - | - | - | $0.292 \pm 0.001$ | $116.8 \pm 0.4$ | 241.55 | 1.07 | 301 |
| 18 | J05350309-0522378 | 0.32 | 0.26 | 0.83 | 2.93 | $0.044 \pm 0.002$ | $17.5 \pm 0.8$ | 46.22 | 0.99 | 255 |
| 19 | J05350476-0517421 | - | - | - | - | $0.270 \pm 0.001$ | $110.0 \pm 0.2$ | 196.11 | 0.97 | 373 |
| 20 | J05350617-0522124 | 0.36 | 0.30 | 0.84 | 5.99 | $0.43 \pm 0.005$ | $172 \pm 2$ | 185.79 | 0.70 | 37 |
| 21 | J05350642-0527048 | - | - | - | - | $0.177 \pm 0.001$ | $70.8 \pm 0.4$ | 148.61 | 1.37 | 264 |
| 22 | J05350739-0525481 | 0.13 | 0.10 | 0.76 | 0.56 | $0.070 \pm 0.001$ | $28.0 \pm 0.4$ | 240.08 | 0.75 | 238 |
| 23 | J05350985-0519339 | 0.79 | 0.69 | 0.87 | 5.29 | $0.085 \pm 0.001$ | $34.0 \pm 0.4$ | 325.1 | 1.35 | 163 |
| 24 | J05351021-0523215 | 1.20 | 0.69 | 0.57 | 6.87 | $0.080 \pm 0.005$ | $32 \pm 2$ | 200.74 | 0.98 | 153 |
| 25 | J05351188-0521032 | - | - | - | - | $0.440 \pm 0.005$ | $176 \pm 2$ | 110.15 | 0.98 | 84 |
| 26 | J05351227-0520452 | 0.55 | 0.31 | 0.56 | 4.39 | $0.093 \pm 0.002$ | $37.2 \pm 0.8$ | 113.23 | 1.16 | 166 |
| 27 | J05351270-0527106 | 0.20 | 0.19 | 0.95 | 2.1 | $0.233 \pm 0.001$ | $93.2 \pm 0.2$ | 230.86 | 0.99 | 265 |
| 28 | J05351365-0528462 | 0.66 | 0.61 | 0.92 | 4.64 | $0.329 \pm 0.001$ | $131.5 \pm 0.2$ | 62.82 | 1.15 | 314 |
| 29 | J05351445-0517254 | 0.50 | 0.49 | 0.98 | 3.85 | $0.297 \pm 0.001$ | $118.6 \pm 0.4$ | 255.47 | 1.45 | 664 |
| 30 | J05351475-0534167 | 1.02 | 0.47 | 0.46 | 7.34 | $0.067 \pm 0.003$ | $27 \pm 1$ | 143.29 | 0.97 | 193 |
| 31 | J05351491-0536391 | 0.40 | 0.24 | 0.58 | 1.88 | $0.387 \pm 0.001$ | $150.6 \pm 0.4$ | 73.38 | 1.50 | 690 |
| 32 | J05351534-0519021 | 0.18 | 0.062 | 0.34 | 0.0 | $0.157 \pm 0.001$ | $63.0 \pm 0.4$ | 252.44 | 1.68 | 400 |
| 33 | J05351547-0527227 | 0.59 | 0.55 | 0.94 | 3.87 | $0.117 \pm 0.001$ | $47.0 \pm 0.4$ | 218.2 | 1.69 | 366 |
| 34 | J05351624-0528337 | 0.42 | 0.34 | 0.81 | 6.76 | $0.167 \pm 0.003$ | $67 \pm 1$ | 355.36 | 0.87 | 25 |
| 35 | J05351676-0517167 | 0.13 | 0.064 | 0.51 | 2.86 | $0.265 \pm 0.002$ | $105.8 \pm 0.8$ | 118.05 | 0.97 | 75 |
| 36 | J05351789-0518352 | - | - | - | - | $0.280 \pm 0.001$ | $111.8 \pm 0.4$ | 99.38 | 1.27 | 211 |
| 37 | J05351794-0525338 | 0.36 | 0.26 | 0.72 | 2.26 | $0.167 \pm 0.003$ | $67 \pm 1$ | 332.53 | 0.65 | 213 |
| 38 | J05351884-0522229 | 0.04 | 0.03 | 0.9 | 0.0 | $0.226 \pm 0.001$ | $90.6 \pm 0.4$ | 124.72 | 1.25 | 449 |
| 39 | J05351986-0531038 | 0.65 | 0.49 | 0.75 | 6.64 | $0.061 \pm 0.001$ | $24.2 \pm 0.4$ | 168.32 | 1.04 | 162 |
| 40 | J05352017-0523085 | - | - | - | - | $0.232 \pm 0.005$ | $93 \pm 2$ | 194.32 | 0.74 | 215 |
| 41 | J05352032-0536394 | - | - | - | - | $0.099 \pm 0.001$ | $39.6 \pm 0.2$ | 324.78 | 1.68 | 179 |
| 42 | J05352190-0515011 | 0.36 | 0.24 | 0.67 | 4.52 | $0.103 \pm 0.001$ | $41.4 \pm 0.4$ | 90.65 | 1.06 | 166 |
| 43 | J05352534-0525295 | 0.16 | 0.12 | 0.77 | 1.24 | $0.035 \pm 0.003$ | $14 \pm 1$ | 89.78 | 1.02 | 203 |
| 44 | J05352543-0521515 | - | - | - | - | $0.489 \pm 0.001$ | $195.6 \pm 0.2$ | 64.46 | 1.48 | 242 |



Figure 2.7: We display all the binary detections made in the F435W filter, showing one image per detection. The top panel shows the $21 \times 21$ pixel postage stamp cutout of the HST/ACS data, the middle panel shows our double-PSF model, and the bottom panel shows the residuals. Each binary is labeled with their Source \# that corresponds to a 2MASS ID listed in Table 2.2 and the estimated separation is given at the bottom of each image. Sources are listed left to right and top to bottom in order of increasing orbital separation. The colorbar shows the dynamic range of all the images in units of detector counts.


Figure 2.8: Same as Fig. 2.7 but for the F555W filter.


Figure 2.9: Continuation of Fig. 2.8.


Figure 2.10: Same as Fig. 2.7 but for the F658N filter.


Figure 2.11: Continuation of Fig. 2.10.


Figure 2.12: Same as Fig. 2.7 but for the F775W filter.


Figure 2.13: Stellar density as a function of angular distance from Theta 1 Ori C. We plot the stellar density for all four broadband filters used in this study, over-plot the $0.005 \mathrm{stars} / \mathrm{arcsec}^{2}$ line, and over-plot the distance from each brown dwarf binary detection to Theta 1 Ori C. Included are $1 \sigma$ error bars assuming the number of sources within each annulus is Poisson distributed.
each 30 " further from the center than the last. Within each annulus, we calculate the number of sources identified in Robberto et al. (2013) in the specified filter and calculate the stellar surface density. We take the midpoint of the annulus as its distance from Theta 1 Ori C and plot the stellar density in each filter as a function of distance from the center of the ONC, as seen in Fig. 2.13.

As expected, the stellar density is highest near the center, but flattens out around 0.001 stars $/ \operatorname{arcsec}^{2}$ after $\sim 250$ ". This result is consistent across all four broadband filters, with the redder filters having a higher density around 0.002 stars $/ \operatorname{arcsec}^{2}$. In our survey, we search for companions within a 10 pixel radius from each target. At a distance of 115 " from the cluster core (as defined by distance from Theta 1 Ori C), the stellar surface density is 0.0034 stars/arcseconds ${ }^{2}$ for the F435W and F555W filters, beyond which a vast majority of our sources for which we can estimate masses appear. We expect to have 0.74 chance alignments given this stellar surface density, a search radius of 0.5 ", and 276 sources in total. Since we used the entire catalog of sources from Robberto et al. (2013) without membership information, this includes foreground and background contaminants. Therefore, we conclude that all of the detections are likely physical binaries with no expected chance alignments.

### 2.7.1.3 Characterizing the Companion Population

For our stellar primary sample, we use a Bayesian approach in order to characterize the companion population in terms of its mass ratios, separations, and overall companion frequency. This approach preserves all information of the survey by including the contrast limits for each individual source in the sample, and does not lose information by excluding true detections at close separations or higher contrasts that are inaccessible to fainter sources in the sample. To do this, we first defined the detection limit for each source given the $0.1 \%$ false positive probability curves associated with their $\mathrm{S} / \mathrm{N}$, e.g. Fig. 2.3. At each separation, there is an associated achievable contrast. This contrast value is converted into a companion mass using the 2 Myr BT-Dusty isochrones, as described in Sec. 2.7.1.1, and the minimum mass ratio that can be detected at each separation. For sources that appear in multiple filters, we assign the mass ratio limit based on the lowest achievable mass ratio between filters. We then sum over mass ratios and orbital separations to construct a combined detection probability of the entire sample, see Fig. 2.14, where each value of mass ratio and orbital separation has a corresponding fraction of the sample over which we are complete to companions.

We carry out a Bayesian analysis similar to the approach of Fontanive et al. $(2018,2019)$ to fit models of the companion population to our data without the known biases of fitting binned histogram data (e.g. Allen, 2007; Kraus et al., 2011; Kraus and Hillenbrand, 2012). Bayes’ theorem

$$
\begin{equation*}
P(\theta \mid D) \propto P(D \mid \theta) P(\theta) \tag{2.8}
\end{equation*}
$$

is based on the concept that we can evaluate the likelihood function, $\mathrm{P}(\mathrm{D} \mid \theta)$, given the observed data (D) and some initial model distribution or prior, $\mathrm{P}(\theta)$, which then informs the model $(\theta)$ and produces a posterior distribution $\mathrm{P}(\theta \mid \mathrm{D})$ giving the probability that the model reproduces the data. From the posterior distribution, we can then derive the values of the model parameters that best fit the data with their associated errors as this gives a probability density function (PDF) for each variable of the model.

We assume simple functional forms for the mass ratio and projected orbital separations distributions guided by previous work. We define the mass ratio distribution as a power-law:

$$
\frac{d N_{1}}{d q} \propto \begin{cases}q^{\beta} & \text { if } \beta \geq 0  \tag{2.9}\\ (1-q)^{-\beta} & \text { if } \beta<0\end{cases}
$$

where $\beta$ is the power-law index, and the piecewise function ensures symmetry about $\mathrm{q}=0.5$ as defined in Fontanive et al. (2019). We define the projected orbital separation distribution as a log-normal:


Figure 2.14: Summed detection probabilities for all the 245 sources in our survey in which we can calculate masses. Red circles show the projected separation and estimated mass ratios for all detected companions. Red and yellow lines show the detection limits from our past surveys in De Furio et al. $(2019,2022 b)$, respectively. We use this map in Sec. 2.7.1.3 to model the separation and mass ratio distribution of the companion population in the ONC.

$$
\begin{equation*}
\frac{d N_{2}}{d a}=\frac{1}{\sqrt{2 \sigma_{\log a}^{2}}} e^{-\frac{\left(\log (a)-\log \left(a_{o}\right)\right)^{2}}{2 \sigma_{\log a}^{2}}} \tag{2.10}
\end{equation*}
$$

where $\log \left(\mathrm{a}_{o}\right)$ is the mean and $\sigma_{\log a}$ is the standard deviation of the distribution.
We use the python module PyMultiNest (Buchner et al., 2014a) that performs the Nested Sampling Monte Carlo analysis using MultiNest (Feroz et al., 2009a) to adequately sample our parameter space and estimate the best fitting model to our observations. Importantly, PyMultiNest also calculates the evidence of the model tested by integrating eq. 2.8 over all parameters which can then be used to compare different models. Nested sampling is based on generating a userdefined large number of live points that are sampled directly from the prior distribution with
their likelihoods evaluated and sorted. Then, points are sampled again from the priors until a point reaches a likelihood greater than the lowest likelihood of the original set of live points. This process continues to maximize the likelihood until the effect of sampling becomes negligible. Buchner et al. (2014a) describe this as a "scan vertically from the least probable zones to the most probable".

We define our likelihood function used in the sampling routine based on Poisson statistics and the physical parameters of our detected companions (Fontanive et al., 2018). First, the Poisson likelihood is calculated with:

$$
\begin{equation*}
\mathcal{L}_{p}=\frac{k^{d} e^{-k}}{d!} \tag{2.11}
\end{equation*}
$$

where $k$ (mean of the Poisson distribution) is the expected number of companion detections given the model and $d$ is the number of detections observed in the data. We evaluate the expected number of detections with

$$
\begin{equation*}
k=\sum_{i=1}^{n} p_{i} \times C F \times \frac{N}{n} \tag{2.12}
\end{equation*}
$$

where $C F$ is the companion frequency of the sample (mean number of companions per primary star) over all mass ratios and 10-200 au (our survey sensitivity in projected separation), $N$ is the total number of sources in our sample (here, 245), $n$ is the number of generated companions in the sampling process, and $p_{i}$ is the probability that the $i$ generated companion will be detected given our survey sensitivity. We assign $p_{i}$ based on the physical parameters of the generated companions and the probability that they would be detected in our survey, see Fig. 2.14. A companion generated with $\mathrm{q}=0.01$ and $\log (\mathrm{a})=1.0$ would result in $p_{i}=0.0$, but a companion with $\mathrm{q}=1.0$ and $\log (\mathrm{a})=$ 1.8 would result in $p_{i}=1.0$.

Each time we evaluate the likelihood of a model, we sample the prior distribution for $\beta, \log \left(\mathrm{a}_{o}\right)$, $\sigma_{\text {loga }}$, and $C F$. For our case, we do not have informed priors on the free parameters, so we generate flat distributions with $-5.0<\beta<5.0,0.0<\log \left(\mathrm{a}_{o}\right)<4.0,0.1<\sigma_{\log a}<5.0$, and $0.0<C F<1.0$. Priors for $\log \left(\mathrm{a}_{o}\right)$ and $\sigma_{l o g a}$ are log-flat, so that each au is equally weighted. Then, we generate the mass ratio and projected orbital separation distributions of eqs. 2.9 and 2.10 based on those sampled values. From each model, we generate $n=10^{4}$ companions, with mass ratios $=0-1$ and projected orbital separations $=10-200 \mathrm{au}$, and determine the detection probability $p_{i}$ for each based on Fig. 2.14. We sum over all $n$ generated companions to derive the expected number of detections $k$, and then compute the Poisson likelihood where $C F$ is a free parameter.

We then calculate the total likelihood given the information from the model and our real detections. As done in Fontanive et al. (2018), we use the sampled parameters to generate the model. We then multiply the model by the combined survey detection probability in mass ratio and projected
orbital separation space. This produces a joint distribution that gives the expected companion distribution based on the sensitivity of the survey. Then, we calculate the joint probability of each true detection from our survey given that sampled model distribution and our detection limits, $p_{j}$. The total likelihood is then calculated as:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{p} \times \prod_{j=1}^{d} p_{j} \tag{2.13}
\end{equation*}
$$

We use our list of detected multiple systems with estimated primary masses of 0.08-0.7 $\mathrm{M}_{\odot}$ ( 24 in total) to represent the low-mass stellar population as the companion properties can depend on primary mass. Stars with masses $>0.7 \mathrm{M}_{\odot}$ were only observable in F435W or F555W due to their high extinctions, typically $\mathrm{A}_{v}>5$ mag.

From our sample of 24 low-mass binaries in the ONC, we estimated the following four parameters over all mass ratios and projected orbital separation $10-200$ au with $1 \sigma$ errors ( $68 \%$ confidence interval): $\beta=2.01_{-0.80}^{+0.99}, C F=0.13_{-0.03}^{+0.04}, \log \left(\mathrm{a}_{o}\right)=1.71_{-2.17}^{+1.47}$, and $\sigma_{\text {loga }}=3.03_{-1.42}^{+1.32}$. As shown in Fig. 2.15, the parameters of the projected orbital separation distribution are unconstrained, likely due to our sensitivity between 10-200 au (only 1.3 orders of magnitude). Unless the distribution was very narrow, this search radius limited our ability to fit a log-normal distribution to the detected companions.

We then re-ran our fitting code assuming the separation distribution is flat in order to compare to our best fit from the four parameter model. We estimated the following two parameters with $1 \sigma$ errors: $\beta=2.08_{-0.85}^{+1.03}, C F=0.13_{-0.03}^{+0.05}$. The estimated mass ratio power law index and companion frequency were consistent between both models.

One of the useful features of nested sampling is calculating the Bayesian evidence of a particular model to which other models can be compared. The log-evidence of the four parameter model is -81.0 while the log-evidence of the two parameter (flat separation distribution) model is -80.8. Trotta (2008a) show that when comparing two models a difference in the log-Bayesian evidence $<$ 1 is inconclusive and therefore no distinction can be drawn between the two models. This allows us to conclude that the observed companion population is not better modeled by a log-normal distribution fit.

### 2.7.1.4 Comparison to the Galactic field

Many studies in the Galactic field have characterized the companion population and estimated the companion frequency as a function of primary mass. We can compare our results to those surveys in order to search for differences based on environmental impacts within the ONC.


Figure 2.15: Corner plots representing the posterior distributions of the companion population model used in our fit. Beta q is the exponent to the power law model of the mass ratio distribution, CF is the companion frequency over $\mathrm{q}=0-1$ and $\mathrm{a}=10-200 \mathrm{au}, \log \left(\mathrm{a}_{-} \mathrm{o}\right)$ is the mean of the log-normal separation distribution, and sigma_log(a) is the standard deviation of the log-normal separation distribution. The separation distribution is unconstrained with a log-normal, likely due to the limited range of our survey.

Reggiani and Meyer (2013) analyzed two Galactic field multiplicity surveys to characterize the mass ratio distributions of solar-type (Raghavan et al., 2010) and M-type (Janson et al., 2012) stars. They found the distributions of mass ratios between the two surveys consistent, and therefore combined the data and fit a power-law using the maximum-likelihood estimation of Feigelson and Babu (2012), resulting in $\beta=0.25 \pm 0.29$. Using the results of our model, we see a $2.1 \sigma$ difference between our fitted power-law exponent and that of Reggiani and Meyer (2013).

The sample of primary stars in the Janson et al. (2012) survey to which they detected companions had a significant portion of masses $>0.3 \mathrm{M}_{\odot}$. A significant portion of the sources in our sample however have a mass $<0.3 \mathrm{M}_{\odot}$ (see Fig. 2.6) potentially indicative of a difference in the mass ratio distribution of mid-late M-stars from our sample and early M-stars. Offner et al. (2023) performed a similar analysis as Reggiani and Meyer (2013) where they fit a power-law to the mass ratio distribution of the results from the Winters et al. (2019) field M-star survey. For primary masses $0.3-0.6 \mathrm{M}_{\odot}$, they find a power-law index of $0.1 \pm 0.4$, also a $2.1 \sigma$ difference compared to our model. However, they also found a power-law index of $0.7 \pm 0.5$ for primary masses 0.15 $0.3 \mathrm{M}_{\odot}$ (more similar to our sample, a difference of $1.4 \sigma$ ). We can also compare our results to the brown dwarf multiplicity study of Fontanive et al. (2018) who found a power law index of $6.1_{-2.7}^{+4.0}$ to their companion population. This results in a $1.7 \sigma$ difference compared to our survey.

In our survey, we were also able to constrain the companion frequency of our sample over mass ratios $=0-1$ and projected separations 10-200 au. We can compare these results to those of Susemiehl and Meyer (2022) who constrain the orbital separation distribution and companion frequency of low-mass stars in the Galactic field using a combination of multiple surveys that extend to primary masses of $0.13 \mathrm{M}_{\odot}$, more similar to our sample, see Fig. 2.6. We take eqs. 2.9 and 2.10 to define a new equation to characterize the companion frequency of a survey given the detection limits:

$$
\begin{equation*}
C F=C_{n} \times \int_{q_{1}}^{q_{2}} \frac{d N_{1}}{d q} \int_{a_{1}}^{a_{2}} \frac{d N_{2}}{d a} \tag{2.14}
\end{equation*}
$$

where $\mathrm{C}_{n}$ is an integration coefficient and CF is the companion frequency.
Susemiehl and Meyer (2022) model the semi-major axis distribution as a log-normal resulting in a peak $\log \left(\mathrm{a}_{o}\right)=1.68_{-0.16}^{+0.14}$ and $\sigma_{\log a}=0.97 \pm 0.19$, having corrected projected separations to physical separations using a multiplicative factor of 1.26 (Fischer and Marcy, 1992). They estimate the companion frequency over $0.6 \leq \mathrm{q} \leq 1.0$ and $0 \leq \mathrm{a} \leq 10,000$ au assuming the mass ratio distribution from Reggiani and Meyer (2013), resulting in $\mathrm{CF}=0.229 \pm 0.028$. Taking those bounds as the bounds of the integrals in eq. 2.14 , we can solve for the constant $\mathrm{C}_{n}$. We then integrate over the bounds of our own results $(0.0 \leq q \leq 1.0$ and $12.6 \leq \mathrm{a} \leq 252$ au after converting to physical separations with their same multiplicative factor) and arrive at an expected companion
frequency of the Galactic field over the sensitivity of our survey. We repeated this process $10^{4}$ times, sampling the companion parameters given their errors from Reggiani and Meyer (2013) and Susemiehl and Meyer (2022), evaluating the expected companion frequency each time. We estimate a companion frequency of $0.244_{-0.053}^{+0.076}$ over mass ratios $0-1.0$ and semi-major axes 12.6-252 $\mathrm{au}, 1.5 \sigma$ difference compared to our estimate in the ONC.

### 2.7.1.5 Comparison to Taurus-Auriga

Kraus et al. (2011) performed a multiplicity survey in Taurus, sensitive to companions between 3-5000 au. In order to directly compare our results to their companion population, we must restrict their sample of primary stars over a similar mass range and restrict the companion detections over a common separation and mass ratio to which our survey and theirs is sensitive. Therefore, we restricted their sample to sources with primary masses $\leq 0.45 \mathrm{M}_{\odot}$, where the mean primary mass of the sample is $0.31 \mathrm{M}_{\odot}$ compared to $0.29 \mathrm{M}_{\odot}$ in our ONC sample. Our Bayesian analysis evaluates the companion frequency over all mass ratios and projected separations $=10-200 \mathrm{au}$. Of the 34 stars in their sample with masses $<0.45 \mathrm{M}_{\odot}, 12$ had companions between projected separations of 10-200 au. To determine how this compares to our survey, we converted these results to a binomial distribution following the formalism of Burgasser et al. (2003). Then, we sampled the results of our companion frequency distribution and integrated the binomial distribution of the results of Kraus et al. (2011) from 0 to the sampled ONC companion frequency to determine the posterior probability that our ONC results resemble the observed Taurus results. Taking the mean of all the samples, we arrive at a probability of 0.002 that our ONC model can describe the Taurus observations.

### 2.7.2 Very Low Mass Stellar and Sub-stellar Primaries

### 2.7.2.1 Detections

Our sample consists of 75 ONC members that meet the selection criteria defined in Sec. 2.5.2 and are all classified as M6-M9.5. After analyzing each source in all images and filters, we detected 8 candidate binaries with false positive probabilities $<0.1 \%$ and binary fits with $\chi_{v}^{2}<1.774$. Two of these candidate companions were only identified in one filter (one in F555W and one in F775W). Six of these candidate companions were identified in at least two filters in all images in which they appeared. All detections were found in at least two images.

In general, there are three potential outcomes from the analysis in Sec. 2.6.2: 1) a well-detected binary with a false positive probability $\ll 0.1 \% ; 2$ ) a binary fit with a false positive probability $\gg 0.1 \%$; and 3 ) a fit with a false positive probability near $0.1 \%$ and binary parameters poorly constrained due to the influence of the primary PSF residuals or the background. Of the eight


Figure 2.16: Color-magnitude diagrams for the targets (open black squares) in our sample that have $\mathrm{S} / \mathrm{N} \geq 30$ in both filters represented in either diagram, corrected for distance ( 400 pc ). The solid lines denote the 1,2 , and 3 Myr isochrones from Allard et al. (2001), the dashed black lines denote the effect of interstellar extinction. The effective wavelength of each filter is used to calculate extinction with the procedure of Cardelli et al. (1989) Filled red circles are included to note parts of the isochrone corresponding to specific masses, $0.02-0.1 \mathrm{M}_{\odot}$ on the left, $0.01-0.1 \mathrm{M}_{\odot}$ on the right.
detections, seven were well-detected binaries in at least one filter in which they appeared, well above the completeness limit and reliability threshold. Only one detection (J05350957-0519426 at $0.028^{\prime \prime}$ ) was observed near the $0.1 \%$ false positive probability for a single image in a single filter with poorly constrained binary parameters. In all cases where the companion was bright enough to detect above the reliability threshold and the images were unsaturated, we detected the companion in all images of all filters. For the companion only identified in the F555W filter (J05351624-0528337), the primary was too faint to observe in the F435W filter, and the images were saturated in F775W and F850LP. For the companion only identified in the F775W filter (J05350957-0519426), the primary was too faint to detect in F435W and F555W, and the companion was too close in separation to detect in the F850LP filter (assuming the $\Delta$ mag in F850LP corresponded to the estimated mass ratio of the binary).

The projected separations of the candidate companions range from 11-121 au ( 0.028 " - 0.30", or 0.55-6.06 pixels on ACS). Two of these candidate companions, both with separations $>100 \mathrm{au}$, were previously detected by Reipurth et al. (2007), and one of these same two was identified in stellar sample where the primary mass estimate has been corrected based on the Hillenbrand et al. (2013) spectral type. One other candidate companion (J05351624-0528337) was previously identified in the stellar sample, but because this target only appeared in one filter, we could not estimate our own extinction value so we used the extinction estimate from the most recent spectroscopic observation. We adopt $\mathrm{A}_{v}=4.5$ from Kounkel et al. (2018), which, combined with the spectral type of Hillenbrand et al. (2013), resulted in a primary mass of $0.15 \mathrm{M}_{\odot}$, larger than the upper limit of our target sample. Therefore, this target was excluded from our sample, leaving us with 7 candidate very low mass star and brown dwarf binaries. The remaining five detections are new.

In Table 2.3, we present the observed color information derived for each source, i.e. the combined magnitude of the system and difference in magnitude between the primary and secondary in each filter. All binary detections have a $\Delta$ mag $<2$ mag across all filters, shown in Table 2.3 and Fig. 2.3. Our method is sensitive to companions at 4 mags in contrast, although this is only the case for high $\mathrm{S} / \mathrm{N}$ targets. For lower $\mathrm{S} / \mathrm{N}$ targets, we are sensitive to lower contrast companions. See Sec. 2.7.2.3 for a discussion on the sensitivity of a large sub-set of the sample and Sec. 2.7.2.4 for our statistical approach in determining that we do not have a bias against low mass ratio binaries. We also display the photometric information in two color-magnitude diagrams (CMDs) shown in Fig. 2.16. We limit the sources included to those with $\mathrm{S} / \mathrm{N} \geq 30$ in both filters that the CMDs cover. Included in the plots are the 2 Myr isochrone of Allard et al. (2001) and extinction vectors. These plots show that higher mass and/or lower extinction objects are more often found in the bluer filters while lower mass and/or higher extinction objects are more often found in the redder filters. In Table 2.4, we present the physical parameters of each binary (masses, separation, and position angle) and the measured values from our analysis (e.g. S/N and $\chi_{v}^{2}$ ).

Table 2.3: We list the observed magnitude information of each binary system. In each set of two columns, we present the total magnitude of each system in each filter followed by the difference in magnitude between the primary and companion. These values are the weighted mean calculated from all exposures of the target where the error is the $68 \%$ confidence interval. We use these values to estimate masses in Table 2.4. Where values are not listed, they did not fulfill the requirements listed in Sec. 2.5.2.

| Source \# | Total Mag <br> (F435W) | $\Delta$ mag <br> (F435W) | Total Mag <br> (F555W) | $\Delta$ mag <br> (F555W) | Total Mag <br> (F775W) | $\Delta$ mag <br> (F775W) | Total Mag <br> (F850LP) | $\Delta$ mag <br> (F850LP) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $23.07 \pm 0.04$ | $0.09 \pm 0.06$ | $22.10 \pm 0.03$ | $0.52 \pm 0.05$ | $18.74 \pm 0.01$ | $1.48 \pm 0.02$ | - | - |
| 2 | $23.10 \pm 0.04$ | $0.71 \pm 0.07$ | $21.20 \pm 0.02$ | $0.62 \pm 0.03$ | - | - | - | - |
| 3 | $19.92 \pm 0.02$ | $0.90 \pm 0.04$ | $18.76 \pm 0.01$ | $0.39 \pm 0.04$ | - | - | - | - |
| 4 | $23.55 \pm 0.03$ | $1.31 \pm 0.09$ | $21.35 \pm 0.01$ | $1.33 \pm 0.02$ | - | - | - | - |
| 5 | $20.92 \pm 0.02$ | $1.12 \pm 0.25$ | $19.24 \pm 0.01$ | $0.94 \pm 0.08$ | - | - | - |  |
| 6 | - | - | - | - | $20.67 \pm 0.02$ | $1.68 \pm 0.05$ | $18.89 \pm 0.02$ | $1.57 \pm 0.05$ |
| 7 | - | - | - | $18.80 \pm 0.01$ | $1.37 \pm 0.57$ | - | - |  |
| $8^{a}$ | - | - | $22.3 \pm 0.03$ | $0.72 \pm 0.06$ | - | - | - | - |

Note- a) This target is excluded from the final sample, see Sec. 2.7.2.1.

We estimate the extinction of each source with multi-filter data using the observed flux of the primary with ACS, the intrinsic model flux of the primary derived from Allard et al. (2001) based on the spectral type of the target, and the extinction law of Cardelli et al. (1989). For one target (J05350739-0525481), the estimated extinction is -1.4. This target was observed to have Ca II triplet emission lines in Hillenbrand et al. (2013) which are indicative of accretion. Shocks from accretion onto an object along magnetic field lines will cause excess emission in blue/UV wavelengths (Azevedo et al., 2006). This could cause a source to have higher flux in bluer filters, and could account for the negative extinction estimate. Since this negative extinction is non-physical, we assume an extinction of zero similar to the treatment of Herczeg and Hillenbrand (2014) and Kounkel et al. (2018).

We calculate masses using the isochrones of Allard et al. (2001), assuming that the derived extinction is the same for both the primary and secondary components of the binary. The ONC has an observed age spread of $\sim 1-3 \mathrm{Myr}$ (Reggiani et al., 2011; Beccari et al., 2017). If we assume ages of 1,2 , and 3 Myr , our mass estimates vary by $<20 \%$ while the mass ratio estimates vary by $<0.1$. Because we do not have individual age estimates of our detected binaries, we derived masses using the 2 Myr isochrone, the mean age estimated by Reggiani et al. (2011). If instead we use the COND models of Allard et al. (2001), all mass estimates change by $<25 \%$ while the mass ratio estimates vary by $<0.15$.

The physical separation is calculated assuming a distance of 400 pc to each target (Großschedl et al., 2018) and applying a correction factor of 1.16 to convert from projected to physical separation in a statistical sense (Dupuy and Liu, 2011). Fig. 2.17 shows one image of each detection in the F435W and F555W filters in order of separation. Fig. 2.18 shows the same but for the F775W and

Table 2.4: Candidate binaries with masses $\left(\mathrm{M}_{\odot}\right)$, mass ratios ( q ), projected separations in arcseconds, physical separation in au, and position angles in degrees. To estimate masses, we used the 2 Myr isochrone of Allard et al. (2001). We assumed a distance of 400 pc (Großschedl et al., 2018) and applied a correction factor of 1.16 to convert from projected separation to physical separation (Dupuy and Liu, 2011). Binary parameters are the weighted mean calculated from all exposures of the target where the error is the $68 \%$ confidence interval. We also show the $\mathrm{S} / \mathrm{N}$ of the target for the filter within which it is brightest along with the $\chi_{v}^{2}$ associated with that filter.

| $\#$ | 2MASS ID | $\mathrm{M}_{\text {prim }}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | $\mathrm{M}_{\text {sec }}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | q | $\mathrm{A}_{v}$ <br> $(\mathrm{mag})$ | Projected <br> Sep .(arcsec) | Physical <br> Sep. (au) | PA (deg) <br> $(\mathrm{E}$ of N) | $\mathrm{S} / \mathrm{N}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | J05350136-0524132 | $0.044 \pm 0.002$ | $0.036 \pm 0.002$ | 0.82 | 1.9 | $0.318 \pm 0.009$ | $148 \pm 4$ | $114 \pm 0.5$ | 335 |
| 2 | $\mathrm{~J} 05345805-0529405$ | $0.046 \pm 0.002$ | $0.037 \pm 0.002$ | 0.80 | 1.1 | $0.113 \pm 0.006$ | $52 \pm 2$ | $64 \pm 0.8$ | 167 |
| 3 | $\mathrm{~J} 05350739-0525481$ | $0.079 \pm 0.003$ | $0.065 \pm 0.002$ | 0.82 | $0.0^{a}$ | $0.070 \pm 0.003$ | $32 \pm 1$ | $153 \pm 0.8$ | 307 |
| 4 | J05351676-0517167 | $0.093 \pm 0.006$ | $0.050 \pm 0.003$ | 0.54 | 2.6 | $0.270 \pm 0.006$ | $124 \pm 2$ | $265 \pm 1.2$ | 87 |
| 5 | $\mathrm{~J} 05351404-0525499$ | $0.10 \pm 0.015$ | $0.063 \pm 0.007$ | 0.63 | 0.8 | $0.052 \pm 0.009$ | $24 \pm 4$ | $280 \pm 1.6$ | 197 |
| 6 | $\mathrm{~J} 05350313-0525364$ | $0.023 \pm 0.001$ | $0.012 \pm 0.001$ | 0.52 | 1.1 | $0.086 \pm 0.005$ | $40 \pm 2$ | $58 \pm 1.0$ | 141 |
| 7 | $\mathrm{~J} 05350957-0519426$ | $0.033 \pm 0.005$ | $0.021 \pm 0.004$ | 0.63 | $1.2^{b}$ | $0.027 \pm 0.007$ | $13 \pm 3$ | $129 \pm 2.8$ | 263 |
| $8^{d}$ | $\mathrm{~J} 05351624-0528337$ | $0.15 \pm 0.010$ | - | - | $4.5^{c}$ | $0.17 \pm 0.006$ | $67 \pm 2$ | $183 \pm 0.9$ | 32 |

Note- a) Our extinction estimate using photometry from the F435W and F555W filters was -1.4 . As explained in Sec. 2.7.2.1, this estimate is non-physical and instead we assume an extinction of 0.0 following the procedure of Herczeg and Hillenbrand (2014) and Kounkel et al. (2018). b) Extinction estimate taken from the source paper of the spectral classification (Riddick et al., 2007) due to the identification of the companion in only one filter. This value was used in order to derive mass estimates. c) Extinction estimate taken from most recent spectral observation (Kounkel et al., 2018) due to the identification of the companion in only one filter. This value was used in order to derive mass estimates. d) This target is excluded from the final sample used to calculate the companion frequency of the ONC as its estimated mass of $0.15 \mathrm{M}_{\odot}$ is above the upper bound to be included.


Figure 2.17: We show the binary detections of our survey in the F435W and F555W filters. For each panel, the top image is the postage stamp of the HST data, the middle image is our binary PSF best-fit model, and the bottom image is the residual. The binaries are listed from left to right in order of increasing projected separation. Each postage stamp is $21 \times 21$ pixels across, an angular size of 1.05 "x1.05". The images are displayed with an inverse hyperbolic sine stretch and the units are in counts.


Figure 2.18: Same as Fig. 2.17 but for the F775W and F850LP filters.

F850LP filters.

### 2.7.2.2 Chance Alignments

In order to perform a statistical analysis of our results, we must determine the probability that our candidates are not physically associated with their primaries, i.e. chance alignments. This can occur from foreground stars, background stars, and other cluster members along the line of sight. As in Sec. 2.7.1.2, we used the photometric list of Robberto et al. (2013) to derive the stellar surface density as a function of radius from the cluster core that takes into account any object within the region regardless of its membership. We search for companions within a 10 pixel radius from each target. The detected binary closest to Theta 1 Ori C is 151 " away. The highest stellar density of all broadband filters in our survey at 150 " from Theta 1 Ori C is 0.0045 stars $/ \operatorname{arcsec}^{2}$. Using this stellar density as the upper limit to the expected density within the cluster, we expect 0.0035 chance alignments per target within this search radius and 0.26 chance alignments for all 75 targets in our sample. Although we searched a radius of 0.5 " from the target, the widest detection was found at $0.3 "$. We expect to find 0.1 chance alignments to all 75 targets in the sample within a $0.3 "$ radius. Since we used the entire catalog of sources from Robberto et al. (2013) without membership information, this includes foreground and background contaminants. Therefore, we conclude that all of the detections are likely physical binaries with no expected chance alignments.

### 2.7.2.3 Calculating the Companion Frequency to Brown Dwarf Primaries

Before we can calculate a model independent companion frequency for $0.012-0.1 \mathrm{M}_{\odot}$ primaries in the ONC, we must define the common parameter space over which the detection method is sensitive to companions for a large sub-set of the sample, e.g. mass ratio and separation. The initial sample is defined in Sec. 2.5.2, but the sensitivity to companions depends on the $\mathrm{S} / \mathrm{N}$ of the targets and the filters in which those targets meet the requirements laid out in Sec. 2.5.2. To calculate the achievable contrast within an image for a given source, we take the value from the $0.1 \%$ false positive line shown in Fig. 2.3 at some specified separation. Then, we calculate the mass of a companion corresponding to that highest achievable contrast from the Allard et al. (2001) evolutionary models, assuming the primary has the mass associated with the defined spectral types of Hillenbrand et al. (2013), an age of 2 Myr , and the extinction of the companion is the same as the primary. For any given source that appears in multiple images in one filter, we calculate the $\mathrm{S} / \mathrm{N}$ of the target in each image and use the minimum $\mathrm{S} / \mathrm{N}$ to determine the achievable contrast for that source within all images of that filter. If the source appears in other filters, we repeat the $\mathrm{S} / \mathrm{N}$ calculations as before and determine the achievable contrast within each filter. Then, we select the lowest detectable companion mass achievable in a single filter as the companion detection threshold for a given target. Lastly, we calculate the mass ratio, $\mathrm{m}_{\text {comp }} / \mathrm{m}_{\text {prim }}$, for each source to determine the common mass ratio range for most of the sample at a given separation.

As shown in Fig. 2.3, the sensitivity of this method becomes background limited beyond about 2 pixels ( $0.1 "$ ) in separation. At the distance of the ONC ( $\sim 400 \mathrm{pc}$ ), this corresponds to a projected separation of 40 au . Many past surveys of field brown dwarfs (e.g. Close et al., 2003; Gizis et al., 2003; Reid et al., 2006; Fontanive et al., 2018) show that the separation distribution can be modeled by a log-normal distribution with a peak somewhere between 3-10 au, depending on primary mass and resolution limits. Additionally, the companion mass ratio distribution (CMRD) of field binaries with brown dwarf primaries is strongly peaked at one (e.g. Reid et al., 2006). Because the separation distribution peaks at small separation and half of our detections are within 40 au , we want to compare our detections to as much of the expected field population as possible and opt for a closer separation for common sensitivity. We also opt for a moderate mass ratio limit to maximize the number of targets included in the sub-sample since the field surveys are not sensitive to companions at low mass ratios and to include as many detected companions as possible.

Taking all of this into account, we define the range of common sensitivity for projected separations 20-200 au and from a mass ratio of $0.5-1.0$ which is applicable to 50 targets out of our initial sample of 75 . We are assured that the double-PSF fitting routine can detect all companions to these 50 targets (defined as the sub-sample) over mass ratios of 0.5-1.0 and projected separations of 20-200 au. Six of the seven detections in this survey had estimated mass ratios $>0.5$ and projected separations $>20$ au as well as high enough $\mathrm{S} / \mathrm{N}$ for the code to detect companions above a mass
ratio of 0.5 at 20 au . One detection was at a projected separation of 11 au and therefore excluded from this analysis. Out of this analysis, we calculate a companion frequency of $0.12_{-0.032}^{+0.06}$ for brown dwarf primaries $\left(\mathrm{M}_{\text {prim }} \leq 100 \mathrm{M}_{\text {Jup }}\right)$ in the ONC over projected separations 20-200 au and mass ratios 0.5-1.0. Errors on the companion frequency are estimated from binomial statistics where we define the upper and lower bounds based on the $68 \%$ confidence range of the binomial distribution (Burgasser et al., 2003).

### 2.7.2.4 Comparison to the Galactic Field

We next compare the observed companion frequency in the ONC to that of the Galactic field over the common sensitivity range of our sample, described in Sec. 2.7.2.3 . Reid et al. (2006) carried out an L-dwarf multiplicity survey in the Galactic field using the Near-Infrared Camera and Multi-Object Spectrometer (NICMOS). Their sample consists of field objects with masses $\sim 0.04$ $-0.09 \mathrm{M}_{\odot}$, where higher order multiples are very rare, making it an appropriate sample to compare to the binary results of our ONC survey, where $\mathrm{M}_{\text {prim }}=0.012-0.1 \mathrm{M}_{\odot}$. We characterize the binary population of the Galactic field using functional forms of the observed binary parameters: the CMRD modeled as a power law (eq. 2.9) and the physical separation distribution modeled as a log-normal (eq. 2.10). Reid et al. (2006) used a Bayesian analysis to estimate the values of the functional form variables that describe the observed field L-dwarf binary population: 1) companion frequency $\left(\mathrm{C}_{n}\right), 2$ ) mean of the physical separation distribution $\left.(\bar{a}), 3\right)$ width of $\log$ normal physical separation distribution $(\sigma)$, and 4) power-law index $(\beta)$ of the CRMD. Their Fig. 7 shows the posterior probability distributions of this four-parameter model with best fits: $\mathrm{C}_{n}=$ $0.24_{-0.02}^{+0.06}, \log (\bar{a})=0.8_{-0.12}^{+0.06}, \sigma=0.28 \pm 0.4$, and $\beta=3.6 \pm 1$.

We estimated the expected brown dwarf binary fraction of the Galactic field using eq. 2.14. First, we sampled each of the four posterior distributions of Reid et al. (2006) $10^{6}$ times. Then, we integrated eq. 2.14 over the common mass ratio and physical separation limits, $0.5<\mathrm{q}<1.0$ and $23<\mathrm{a}<230$ au to determine the companion frequency of each sample. We took the mean of this result as the expectation value for the companion frequency. To approximate error bars, we defined the upper and lower bounds as the $68 \%$ confidence interval of this resultant companion frequency distribution. We derive the inner and outer bound of the separation by converting projected separation to physical separation (Dupuy and Liu, 2011). These calculations result in an expected field companion frequency of $0.009 \pm 0.006$.

In order to compare the companion frequency of the Galactic field to that of the ONC, we took the binomial distribution formalism of Burgasser et al. (2003), described in Sec. 2.7.2.3, and integrated from 0 to the resulting companion frequency from each sampling above. This statistic determines the posterior probability of the field companion frequency being the real frequency of binaries in the ONC population, i.e. the probability that Galactic field binary population comes
from this ONC binary population. Then, we took the mean probability of all the sampling as the expectation value that the field sample companion frequency derived by Reid et al. (2006) is consistent with our ONC results. This procedure resulted in a mean probability of $10^{-6}$. This is evidence for an excess of very low mass star and brown dwarf binaries in the ONC compared to the Galactic field over $0.5<\mathrm{q}<1.0$ and $23<\mathrm{a}<230$ au.

Reid et al. (2006) calculate a strong preference for high mass ratio binaries for very low mass star and brown dwarf primaries in the Galactic field with a CMRD power-law of 3.6. We sought to determine whether we could statistically differentiate the observed mass ratio distribution of the ONC from that of the model of the Galactic field. To investigate this possibility, we sampled the Reid et al. (2006) posterior probability distribution of the power law index for the mass ratio distribution $10^{4}$ times, each time producing a companion mass ratio distribution that represent the Galactic field distribution. For every mass ratio distribution that we produced, we sampled it $10^{6}$ times, and then performed a two sample Kolmogorov-Smirnov test (KS test) against the observed mass ratios of the binaries in the ONC with separations $>20 \mathrm{au}$. The mean p-value resulting from this process is 0.02 , likely ruling out that the observed ONC population and the Galactic field CMRD come from the same parent distribution. We also tested the observed ONC population against a flat CMRD $(\beta=0.0)$ in the same manner as above, producing populations of $10^{6}$ binaries $10^{4}$ times. This results in a mean p-value of 0.42 , meaning we cannot rule out that the observed ONC population is drawn from a flat CMRD.

### 2.7.2.5 Comparison to Other Star-forming Regions

The Galactic field is an amalgamation of all the stars, brown dwarfs, and planetary mass objects that are produced within star-forming regions (SFRs) over the lifetime of the Galaxy. While the original environment of individual field objects is unknown, the binary populations within SFRs and older star clusters provide important information about the effects of environment and age on binary formation and evolution.

There have been many binary surveys of nearby SFRs and star clusters targeting brown dwarf primaries. In the following comparisons, we focus on four SFRs and star clusters of various sizes and ages: Taurus-Auriga (Taurus), Chamaeleon I (Cha I), Upper Scorpius (Upper Sco), and the Pleiades. To compare their very low mass star and brown dwarf binary populations to that of the ONC, we require that each primary have a mass $\leq 0.1 \mathrm{M}_{\odot}$ ( $\geq \mathrm{M} 6$ at 1 Myr ) and that the survey is sensitive to binary systems of $q \geq 0.5$ at projected separations $\geq 20$ au, except where specified.

In Taurus, a $\sim 1$ Myr old low-mass stellar association, we combine the results of four surveys: Kraus et al. (2006); Konopacky et al. (2007); Kraus and Hillenbrand (2012); Todorov et al. (2014). Restricting their sample to members $\geq$ M6, there are two detections out of a total sample of 60 objects, a companion frequency of $0.033_{-0.011}^{+0.041}$. In a similar manner to the comparison of the field
to the ONC, we sampled a binomial distribution that describes the companion frequency of Taurus and again integrated the ONC binomial distribution from 0 to the companion frequency of each iteration of the sampling procedure. Each integration returns the probability that the observed Taurus companion frequency is consistent with our results in the ONC. The p-value is 0.05 , and therefore we do not find any strong evidence for an excess of very low mass star and brown dwarf binaries in the ONC compared to Taurus over projected separations 20-200 au and mass ratios 0.5 -1.0.

In Cha I, a ~ 2 Myr (Luhman, 2004) low-mass stellar association, we combine the results of Ahmic et al. (2007), Lafrenière et al. (2008), and Todorov et al. (2014). Restricting their sample to members $\geq$ M6, there are zero detections out of a total sample of 24 sources. We use the same procedure described above to calculate the probability that this companion frequency is consistent with our results in the ONC. We obtain a p-value of 0.05 , and therefore we find no strong evidence for an excess of very low mass star and brown dwarf binaries in the ONC compared to Cha I over separations and mass ratios sampled. Additionally, Luhman (2004) made a serendipitous detection of a 240 au separation and $q=0.5$ brown dwarf binary in Cha I, a potential indicator of the existence of wide brown dwarf binaries in this particular stellar association, analogous to our findings in the ONC.

Upper Sco is the nearest OB association that likely contains over 2000 stars (Preibisch and Mamajek, 2008) and at 5 Myr old, could be an example of the future structure of the ONC, i.e. unbound, less dense and expanding outward (cf. Hillenbrand and Hartmann, 1998). Combining the results of Biller et al. (2011) and Kraus and Hillenbrand (2012), there is one detection (projected separation of 21 au ) out of a total sample of 40 targets. Repeating the method from above, we calculate a p-value of 0.06 that the Upper Sco companion frequency is consistent with our results for the ONC over separations and mass ratios sampled. If the ONC is unbound and evolves in a manner that resembles Upper Sco, then the brown dwarf binary population of the ONC does not need to be disrupted through additional processing mechanisms, but may still lose some binaries as the cluster dissolves into the field, resulting in more statistically similar populations. It is expected that Upper Sco will directly contribute to the field as it expands.

Lastly, we compare the brown dwarf binary population of the ONC to the Pleiades, a 125 Myr old open cluster which likely contains over 1000 stars (Adams et al., 2001). An ONC-like cluster has been suggested as a potential precursor to the Pleiades through N -body simulations (Kroupa et al., 2001a). Combining the samples of Martín et al. (2000) and Garcia et al. (2015), there are zero detections out of a sample of 45 targets. Importantly, Martín et al. (2000) are sensitive to companions down to 27 au in projected separation, and therefore we must constrain the ONC sample to the same projected separation. Over projected separations 27-200 au and mass ratios 0.5-1.0, the ONC has a companion frequency of $0.10_{-0.028}^{+0.058}$. Following the method from above,
we calculate a p-value of 0.02 that the companion frequency of the Pleiades is consistent with the companion frequency of the ONC population over separations and mass ratios sampled. It is likely that the ONC will require further processing for its binary population to resemble that of the Pleiades at a comparable age. However, larger sample sizes in both clusters will help determine the level of similarity between these binary populations.

### 2.8 Implications

Our analysis of the companion population of low-mass stars in the ONC identified 44 companions and constrained the mass ratio distribution with a power law fit with exponent $\beta=2.08_{-0.85}^{+1.03}$ and a companion frequency $=0.13_{-0.03}^{+0.05}$ over $10-200$ au and $q=0-1$. Due to our limited sensitivity in separation, we could not place meaningful constraints on the separation distribution.

We identified a $2 \sigma$ difference between the power-law exponent of the mass ratio distribution for stars with masses $\geq 0.3 \mathrm{M}_{\odot}$ in the Galactic field from the studies of Reggiani and Meyer (2013) and Offner et al. (2023) and the results of our Bayesian analysis in the ONC for primary stars down to the hydrogen burning limit. Importantly, we find a $1.4 \sigma$ difference between the mass ratio distribution of our results and those of Offner et al. (2023) for primary mass 0.15-0.3 $\mathrm{M}_{\odot}$ and a $1.7 \sigma$ difference compared to the results of Fontanive et al. (2018) for brown dwarf primaries (likely due to their large errors), see Fig. 2.20.

Kraus and Hillenbrand (2012) searched for companions at separations $=7-5000$ au to stars with masses $0.07-0.5 \mathrm{M}_{\odot}$ in Taurus and Upper Sco, and found a trend in the mass ratio distribution similar to the field where $\beta=0.18_{-0.3}^{+0.33}$ for $0.3-0.5 \mathrm{M}_{\odot}$ primaries and $\beta=1.02_{-0.52}^{+0.59}$ for $0.15-0.3$ $\mathrm{M}_{\odot}$ primaries, see Fig. 2.20. Although these results are over a wider range of separations, the mass ratio distribution appears consistent with the Galactic field population for the same primary masses and also consistent with our results in the ONC for lower mass primaries ( $1 \sigma$ difference). These results are potentially indicative of a primordial mass ratio distribution that is an outcome of the star formation process and mostly unaffected by dynamical interactions (Parker and Reggiani, 2013), over the separations sampled.

Previous studies have identified preferential circumbinary disk accretion onto the companion as a mechanism to drive mass ratios toward unity (Young and Clarke, 2015; Satsuka et al., 2017). These companions can be produced through turbulent fragmentation or disk fragmentation, and can migrate inward through interactions with the circumstellar disk or gas from the natal cloud, producing separations like those seen in our survey (Bate et al., 2002, 2003; Offner et al., 2010). Bate (2012) simulated a turbulent molecular cloud using a radiation hydrodynamical simulation, and found the distribution of mass ratios to stars with masses $0.1-0.5 \mathrm{M}_{\odot}$ weighted towards equal masses with $63 \%$ of these multiple systems with $q>0.6$, and only $50 \%$ for stars $>0.5 \mathrm{M}_{\odot}$. These
processes may be applicable to our observations within the ONC as we see a mass ratio distribution weighted towards equal masses for low-mass primaries.

In addition, we do not find a difference between the companion frequency of the ONC and that of the Galactic field (Susemiehl and Meyer, 2022) for low-mass stars over $\mathrm{q}=0-1.0$ and semi-major axes $=12.6-252$ au, see Fig. 2.19. However, we find a probability of 0.002 that the companion frequency of the ONC can describe the observations of the low-mass T-association Taurus-Auriga.

High stellar density has been linked to lower companion frequency due to increased dynamical interactions that can disrupt a multiple system (Kroupa, 1995a; Kroupa et al., 2001a). The ONC is a high density star-forming region, $\mathrm{n} \sim 10^{3.5-4.5}{\mathrm{stars} \mathrm{pc}^{-3} \text { (Hillenbrand and Hartmann, 1998; Marks }}^{2}$ and Kroupa, 2012), that is thought to have experienced a cool-collapse phase which temporarily increases the density by roughly a factor of 10 followed by relaxation and expansion (Allison et al., 2009, 2010; Parker et al., 2011). Within temporary states of higher density, dynamical interactions become significant over 10-200 au and could have disrupted many stellar multiple systems resulting in the present day configuration of the companion population differing from the initial state. Based on the present day density of the ONC, most stellar multiple systems with separations of 10-200 au are not expected to disrupted in many 10s of Myr (Weinberg et al., 1987). Taurus-Auriga, is a low-mass, T-association, that has a low stellar density of 1-10 stars $\mathrm{pc}^{-3}$ (Marks and Kroupa, 2012; King et al., 2012; Parker, 2014). This region is not expected to have had a period of intense dynamical interactions, leaving the present day companion frequency likely very similar to the initial population. Additionally, the current state of the low-mass star companion population with separations $\lesssim 200$ au in Taurus will remain unchanged in the future, in excess of the Galactic field population.

Higher density regions like Westerlund $1\left(10^{5} \mathrm{M}_{\odot} \mathrm{pc}^{-3}\right)$ and Arches $\left(10^{5.5} \mathrm{M}_{\odot} \mathrm{pc}^{-3}\right.$, Clark et al., 2005), would experience an even higher level of dynamical processing, likely destroying many multiple systems with separations between 10-200 au. All types of star-forming regions will contribute to the Galactic field population, potentially with an equal number of stars over order of magnitude bins in total cluster stellar mass (Gieles, 2009). If the star-forming regions within the same stellar mass bin experienced roughly equal density states, it is possible that regions that do not experience very high density states (like Taurus) will contribute an excess of companions, ONC-like clusters will contribute a comparable number of companions, and even higher density regions like Arches will contribute a paucity of companions relative to the Galactic field population over these orbital separations. In this case, the ONC would be representative of a companion population averaged over all star-forming regions commensurate with the Galactic field population.

Interestingly, our analysis of the ONC very low mass star and brown dwarf binary population reveals an excess of wide ( $\mathrm{a}=23-230 \mathrm{au}$ ) binaries relative to the Galactic field over $\mathrm{q}=0.5-1.0$, unlike our results for low-mass stellar primaries, see Fig. 2.19. In comparison to other star-forming


Figure 2.19: Companion frequencies based on primary mass in the ONC and the Galactic field. Companion frequencies for the very low mass star and brown dwarf (BD) primaries are calculated over mass ratios $=0.5-1.0$ and separations $(a)=20-200$ au, those for low-mass stellar primaries are over mass ratios $=0-1$ and a $10-200 \mathrm{au}$. The companion frequency for BD primaries in the field is derived from the model of Reid et al. (2006), and M-type primaries in the field from the model of Susemiehl and Meyer (2022). We see an excess of companions to very low mass star and brown dwarf primaries in the ONC relative to the Galactic field. We find the companion frequency to low-mass stellar primaries is consistent with the Galactic field within the errors.


Figure 2.20: Adapted from Offner et al. (2023). Black points show the power-law indices of the mass ratio distribution model across primary masses from O-stars to low mass brown dwarfs in the Galactic field for $\mathrm{a}=1-100 \mathrm{au}$. Over-plotted in cyan and red are the power-law fit results of the mass ratio distribution for low mass stars in Taurus (Kraus et al., 2011) and the ONC (this chapter) respectively. We see no difference in the mass ratio distribution among the ONC, Taurus, and the field for late-M primaries. This is indicative of initial formation mechanisms invariant of stellar density. Over-plotted in red dashed lines are the expected power-law indices for $\mathrm{q}>0.3$ for mass ratio distributions that are the result of random sampling from a log-normal ( $\mu=0.22$, $\sigma=0.33$ ) initial mass function (Chabrier, 2003) for M-type and brown dwarf primaries and the Salpeter power-law for FGK- through O-type primaries (Salpeter, 1955). All observational results are roughly consistent with expectations from randomly drawing from the IMF within the errors (with some potential need for preferential accretion to increase the mass of the companion) except for solar-type primaries which may require significant processes to modify the companion mass.
regions, we find no strong evidence for an excess of very low mass star and brown dwarf binaries in the ONC relative to low mass stellar associations (e.g. Taurus and Cha I), but find a potential excess relative to the Pleiades.

Dynamical interactions have been invoked to explain how the companion frequency could decrease as unbound clusters dissolve into the Galactic field. If the ONC is unbound and all its stellar components become a part of the Galactic field population, dynamical interactions may reconcile the discrepancy we observe between its very low mass star and brown dwarf binary population and that of the Pleiades. On the other hand, if the ONC remains bound, it could ultimately resemble an open star cluster like the Pleiades (as suggested by Kroupa et al., 2001b), and still most likely would require a small amount of further processing.

Weinberg et al. (1987) explored how effectively encounters with other stars and giant molecular clouds (GMCs) can disrupt wide binaries. Using these calculations, Burgasser et al. (2003) determined that neither stellar nor GMC encounters in the Galactic field are likely to break up brown dwarf binaries with separations $<10^{4}$ au, highlighting the potential need for encounters with other cluster members.

We can calculate the typical lifetime of a specific binary within an ONC-like environment from eq. 28 of Weinberg et al. (1987). First, we approximate the stellar density in the region of the ONC in which these binaries exist, between $0.3-0.9$ pc from the cluster center. Da Rio et al. (2014) measured the stellar mass density distribution of the ONC (their eq. 3) as follows:

$$
\begin{equation*}
\rho_{\text {stars }}(r)=70 M_{\odot} p c^{-3}\left(\frac{r}{1 p c}\right)^{-2.2}, r<3 p c \tag{2.15}
\end{equation*}
$$

We then approximate the number density in this region by dividing the stellar mass density by the characteristic mass of $0.3 \mathrm{M}_{\odot}$ (Da Rio et al., 2012). For a binary of total mass $0.1 \mathrm{M}_{\odot}$ and separation of 100 au at 0.3 pc , the approximate stellar number density is $3.7 \times 10^{3} \mathrm{stars}^{\mathrm{pc}}{ }^{-3}$ and the characteristic lifetime is 5 Myr . The mean age of the ONC is estimated to be 2.2 Myr (Reggiani et al., 2011), so these observed binaries may not have existed long enough to be disrupted but they may not ultimately survive the current dense environment of the ONC. Importantly, Reggiani et al. (2011) and Beccari et al. (2017) find an age spread in the ONC stellar population. This leaves open the possibility that these wide binaries formed after the cool collapse phase and did not encounter an environment of significantly higher density that would almost assuredly destroy such low binding energy binaries. Instead, the disruptions may occur over the next several Myr and could explain both the discrepancy in the companion frequency and the CMRD of the brown dwarf primaries in the ONC relative to the Galactic field.

This scenario is consistent with that of Kroupa et al. (2003) who shows that dynamical interactions of wide ( $>20 \mathrm{au}$ ) very low mass star and brown dwarf binaries in an ONC-like cluster can
happen in $\sim 1$ Myr. Parker and Goodwin (2011) also show that clusters represented by virialized Plummer spheres of initial density comparable to the current density in the ONC (half-mass radius $=0.8 \mathrm{pc}$, see McCaughrean and Stauffer, 1994; Hillenbrand and Hartmann, 1998) can disrupt some wide very low mass star and brown dwarf binaries at separations $>10 \mathrm{au}$, although most of these binaries remain unaffected. While the ONC may already be significantly dynamically mixed, these simulations leave open the possibility for further dynamical interactions.

Conversely, we considered the possibility that these wide binaries will be hardened to the smaller separations seen in the Galactic field instead of disrupted through dynamical interactions. Many simulations of star clusters that account for dynamical interactions show that wider binaries are preferentially destroyed due to their low binding energy. Kroupa and Burkert (2001); Kroupa et al. (2001b); Parker et al. (2011); Parker and Goodwin (2012) all arrive at a decrease in wide binaries with no subsequent increase in small separation binaries after dynamical processing, indicative of the fact that wide binaries are not likely to harden.

Importantly, an excess of very low mass star and brown dwarf binaries is not inconsistent with our results for the stellar primaries. We found that the low-mass stellar companion frequency was consistent with the Galactic field, leaving no need for further dynamical interactions. Although these stellar binaries have similar separations to the very low mass star and brown dwarf binaries, the total binding energy of stellar binaries is significantly higher than that of the very low mass star and brown dwarf binaries. Additionally, the characteristic lifetime of the stellar binaries is between 4-20 times longer than that calculated for the very low mass star and brown dwarf binaries, using the Weinberg et al. (1987) derivation. If the ONC continues to expand and eventually expel most of its population into the Galactic field, the stellar binaries are very unlikely to be disrupted while the very low mass star and brown dwarf binaries are significantly more likely to be disrupted before large changes in the density. Even if the ONC remains bound, a large majority of its stellar content will be ejected to the field before the impact of further dynamical interactions would affect the stellar population as opposed to the likely impact on the very low mass star and brown dwarf binaries population.

On the other hand, Parker and Goodwin (2012) stress the potential of stochasticity in the destruction of binaries within ONC-like star clusters. They show that over separations 62 to 620 au the number of stellar binaries destroyed after 1 Myr can vary by a factor of $>2$, with a statistically significant difference, after only 10 realizations of the same cluster. Any apparent statistical difference of an observed young binary population of one star cluster could be a result of stochasticity in the destruction of binaries rather than evidence for a distinct formation mechanism or environmental impact, highlighting the necessity for an expansion of surveys in many environments.

### 2.9 Conclusions

We performed a multiplicity survey of low-mass stars and very low-mass stellar plus sub-stellar primaries in the ONC using a double-PSF fitting routine with empirical PSFs with archival HST/ACS data. To summarize the results of our survey:

1) Our binary detection routine is capable of identifying companions at 0.025 " for high $\mathrm{S} / \mathrm{N}$ sources, below the diffraction limit of HST. This resolution limit is competitive with that attained through the aperture masking interferometry technique with ground-based adaptive optics on 8 m telescopes, e.g. Duchêne et al. (2018), and kernel phase interferometry with HST, e.g. Pope et al. (2013).
2) We detected 7 candidate companions from our total sample of 75 very low-mass star and brown dwarf primaries ( $\mathrm{M}_{\text {prim }} \leq 0.1 \mathrm{M}_{\odot}$ ), two of which were previously found by Reipurth et al. (2007). We detected 44 companions out of the 276 low-mass stellar members in our sample. Twenty-five of the 44 were previously detected in other multiplicity surveys, leaving a total of 24 new companions found to the observed primaries. The closest companion detection is at a projected separation of 11 au ( 0.027 ").
3) For our sample of $\mathrm{M}_{\text {prim }} \leq 0.1 \mathrm{M}_{\odot}$, over physical separations of 23-230 au and mass ratios of $0.5-1.0$, we observed a companion frequency of $0.12_{-.032}^{+0.06}$ in the ONC. This result is distinct from the Galactic field over the same sensitivity range, $0.009 \pm 0.006$, with a probability of the field companion frequency being the true ONC companion frequency equal to $10^{-6}$.
4) Using a Bayesian analysis, we estimate the companion frequency as $0.13_{-0.03}^{+0.05}$ for low-mass stars in the ONC and the exponent of the power law to the mass ratio distribution as $2.08_{-0.85}^{+1.03}$ over projected separations of 10-200 au and all mass ratios. We find that the companion frequency of low-mass stars in the Galactic field is consistent with that of the ONC. However, we find a significant excess in Taurus relative to the ONC, with a probability of 0.002 that the companion frequency of the ONC can describe the observations in Taurus.
5) We find a $1.4 \sigma$ difference in the mass ratio distribution power law exponent derived for low-mass stars in the ONC $\left(2.08_{-0.85}^{+1.03}\right)$ compared to low-mass primaries $\left(0.15-0.3 \mathrm{M}_{\odot}\right)$ in the field ( $0.7 \pm 0.5$ ), a result consistent with that identified for low-mass primaries in Taurus and Upper Sco $\left(1.02_{-0.52}^{+0.59}\right.$, Kraus and Hillenbrand, 2012). These results are supportive of the hypothesis that the mass ratio distribution is mostly unaffected by dynamical processes and is the result of the star formation process itself (Parker and Reggiani, 2013), cf. companion frequency.
6) Based on the current high density environment of the ONC, dynamical interactions over the next few Myr could destroy very low mass star and brown dwarf binaries with low binding energies
(e.g. lower mass ratios, wider separations), but leave the wide stellar binaries mostly unaffected. If this is an important process within ONC-like clusters (as suggested by Weinberg et al., 1987; Burgasser et al., 2003), dynamical interactions could sculpt the very low mass star and brown dwarf binary population of the ONC to resemble that of the Galactic field or the Pleiades, while the current stellar population remains intact.
7) Our findings suggest that early dynamical processing of multiple systems in high density star-forming regions is important in sculpting the companion frequency, and that the ONC may be a more representative star-forming region that will contribute to the Galactic field than low-density regions like Taurus-Auriga.
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## CHAPTER 3

## Multiplicity in the Galactic Field: Probing the Low Mass Limit of Formation with Y-dwarf Primaries

The work presented in this chapter was originally published in the Astrophysical Journal and the Astrophysical Journal Letters. I am the first author of a paper (De Furio et al., 2023) presented in the second section on WISE J182831.08+265037.8 as a part of the James Webb Space Telescope (JWST) NIRCam Guaranteed Time Observations (GTO) team. The techniques and the Python code to determine multiplicity that I developed and used in the second section were later applied to a JWST Cycle 1 GO program (ID: 2473, PI: L. Albert, M. Meyer) of which I am a co-I. In this program, I supervised the application of the code to a sample of field Y-dwarfs which led to the discovery of a companion to WISE J033605.05-014350.4, a result published in Calissendorff et al. (2023) to which I also contributed to manuscript writing as second author. I would like to thank all those who contributed to the planning, development, and implementation of JWST and the NIRCam instrument in particular, without which none of this analysis could have been performed. Additionally, I would like to acknowledge all co-authors who contributed to the success of these programs. I would like to especially thank Charles Beichman, Ben Lew, and David Ciardi who performed spectral model fitting, Keck imaging analysis, and distortion characterization, searched for field brown dwarfs, and contributed to manuscript writing in the second section. In the third section, I would like to especially thank Per Calissendorff who used the companion detection techniques from the second section to detect W0336B and led manuscript writing.

### 3.1 Introducing Studies of Y-dwarfs

The star formation process produces objects over many orders of magnitude in mass. On the high mass end, stars form with masses over $100 \mathrm{M}_{\odot}$, while on the low-mass end brown dwarfs can be formed from star formation process down to $\sim \mathrm{M}_{J u p}\left(0.001 \mathrm{M}_{\odot}\right)$. Many studies are currently ongoing to explore the fundamental lower limit of the star formation process in young star-forming
regions using the JWST due to their increased luminosity at young ages. Importantly, previous mid-infrared space telescopes (e.g. Wide-field Infrared Survey Explorer, WISE) have identified isolated planetary mass objects within the Galactic field population with masses estimated between 5-20 $\mathrm{M}_{J u p}$, although highly uncertain due to their unknown ages and the degeneracy between age and luminosity for these objects. The lowest temperature field objects identified to date have Teff $<500 \mathrm{~K}$, the lowest temperature of which WISE 0855-0714 has Teff $\sim 250 \mathrm{~K}$, and are classified as Y-type brown dwarfs. These objects are approaching the temperature of Jupiter ( 130 K ) and serve as a test case for both the lower limit to star formation and planetary analogs with similar atmospheric physics. Importantly, as Y-dwarfs are a relatively newly observed phenomena, their formation is highly important in understanding the physics of star formation at low mass scales.

A frequent outcome of the star formation process across orders of magnitude in mass is multiplicity. However, little is known about the multiplicity of low-mass brown dwarfs, particularly at the lowest temperatures, i.e. the lowest masses. JWST offers an unprecedented opportunity to observe these objects and characterize their multiplicity due to its sensitivity in the thermal infrared, 3-5 microns (covering the peak emission for Y-dwarfs), and highly stable point-spread function allowing for diffraction limited imaging.

Previous multiplicity analyses of brown dwarfs in the Galactic field have identified a peak in the separation distribution of companions around 3-7 au with a mass ratio distribution weighted towards equal mass binaries. However, many of these studies are unable to resolve companions at separations within a few au, meaning the presence of companions to brown dwarfs at separations $\lesssim 3$ au is highly uncertain. Therefore, multiple programs on JWST have been devoted to searching for close, faint companions to the lowest mass brown dwarfs known in the Galactic field which would place strong constraints on star formation processes and possible mechanisms to produce multiples. In this chapter, I highlight two such programs on which I worked to explore field Y-dwarf multiplicity.

### 3.2 The Case of WISE J182831.08+265037.8

### 3.2.1 Abstract

The Y-dwarf WISE 1828+2650 is one of the coldest known Brown Dwarfs with an effective temperature of $\sim 300 \mathrm{~K}$. Located at a distance of just 10 pc , previous model-based estimates suggest WISE1828 +2650 has a mass of $\sim 5-10 M_{\mathrm{J}}$, making it a valuable laboratory for understanding the formation, evolution and physical characteristics of gas giant planets. However, previous photometry and spectroscopy have presented a puzzle with the near-impossibility of simultaneously fitting both the short $(0.9-2.0 \mu \mathrm{~m})$ and long wavelength $(3-5 \mu \mathrm{~m})$ data. A potential solution to this

Table 3.1: JWST NIRCam Observing Parameters (PID:\#1189)

| Instrument | Filter Pair | Readout | Groups/Int | Ints/Exp | Dithers | Total Time (sec) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NIRCam | F115W \& F335M $\left(\mathrm{CH}_{4}\right)$ | MEDIUM | 4 | 10 | 4 | 1632 |
| NIRCam | F140M $\left(\mathrm{H}_{2} \mathrm{O}, \mathrm{CH}_{4}\right) \&$ F360M | MEDIUM | 4 | 10 | 4 | 1632 |
| NIRCam | $\mathrm{F} 162 \mathrm{M}($ ref for F 140 M$) \&$ F470N $\left(\mathrm{H}_{2}\right)$ | MEDIUM | 4 | 10 | 4 | 1632 |

problem has been the suggestion that WISE $1828+2650$ is a binary system whose composite spectrum might provide a better match to the data. Alternatively, new models being developed to fit JWST/NIRSpec and MIRI spectroscopy might provide new insights. This article describes JWST/NIRCam observations of WISE 1828+2650 in 6 filters to address the binarity question and to provide new photometry to be used in model fitting. We also report Adaptive Optics imaging with the Keck 10 m telescope. We find no evidence for multiplicity for a companion beyond 0.5 au with either JWST or Keck.

### 3.2.2 Introduction

The WISE mission (Wright et al., 2010a) identified cool brown dwarfs (BDs) using their very red ([3.4]-[4.6] or hereafter W1-W2) colors (Kirkpatrick et al., 2011). The most extreme of these objects, with effective temperatures $T_{\text {eff }}<500 \mathrm{~K}$, have been typed as Y dwarfs (Cushing et al., 2011; Kirkpatrick et al., 2012). With W1-W2>4.2 mag, WISEP J182831.08+265037.8 (hereafter WISE $1828+2650$ ) was identified as one of the reddest of this small group of only two dozen Y dwarfs. Follow-up photometry and spectroscopy with the Hubble Space Telescope (HST), the Spitzer Space Telescope, and various ground-based facilities found weak emission between 1.0-1.7 $\mu \mathrm{m}$ marked by absorption due to $\mathrm{H}_{2} \mathrm{O}, \mathrm{CH}_{4}$ and $\mathrm{NH}_{3}$ (Cushing et al., 2011), extremely weak emission in the $K$ band $(2.2 \mu \mathrm{~m})$, followed by a sharp rise out to $5 \mu \mathrm{~m}$.

Astrometry from Keck, Spitzer and HST determined distances to the WISE Y dwarf sample ranging from 5-15 pc (Beichman et al., 2013; Martin et al., 2018; Kirkpatrick et al., 2019). With distances serving to constrain the absolute luminosity and typical ages of 3-10 Gyr inferred from their transverse motions, it was possible to fit the photometry and spectroscopy to evolutionary models to estimate masses from 5-10 $M_{\mathrm{J}}$. Beichman et al. (2014) and Kirkpatrick et al. (2019) put WISE $1828+2650$ at a distance of of $9.93 \pm 0.23 \mathrm{pc}$ and suggested an effective temperature of 400 K and a mass around $5 M_{\mathrm{J}}$.

WISE $1828+2650$ has proven to be exceptional even within the unusual class of Y dwarfs. Its extreme W1-W2 color, the difficulty in simultaneously fitting models to the 1-2 and 3-5 $\mu \mathrm{m}$ photometry, and WISE $1828+2650$ 's position at least 1 mag above the Y/T dwarf locus in the H-W2 color-magnitude diagram (Kirkpatrick et al., 2019, Figure 8) highlighted the challenges of


Figure 3.1: left) A color-composite image of 3 NIRCam filters, F162M, F335M and F470N showing one extremely red object at the expected position of WISE $1828+2650$. right) a zoom-in on the position of WISE 1828+2650. Colorbar in MJy/sr.
making satisfactory models for such cold objects. Leggett et al. $(2013,2017)$ suggested that WISE $1828+2650$ might be a binary system which would account for at least 0.75 mag of its separation from the Y/T locus. Most recently, Cushing et al. (2021) used 0.7-1.7 $\mu \mathrm{m}$ HST spectroscopy and a new generation of models (Marley et al., 2021a, the Sonora Bobcat models) to bolster the idea that WISE $1828+2650$ is an unresolved binary consisting of roughly equal mass objects with $T_{\text {eff }} \sim 275-350 \mathrm{~K}$. However, there remain challenges with the model ages ( $<1$ Gyr for a single object) and the subsolar values of $[\mathrm{M} / \mathrm{H}] \sim-0.5$ and $[\mathrm{C} / \mathrm{O}] \sim-0.6$ required to fit the existing data (Cushing et al., 2021).

With the expectation that JWST would help resolve these theoretical difficulties, we set out a program of imaging and spectroscopy, particularly in the key 3-10 $\mu \mathrm{m}$ region. The JWST NIRCam imaging data permit a search for faint companions at separations and sensitivity levels not previously possible as well as anchoring the fluxes of the higher-spectral resolution NIRSpec data. The spectroscopy provides critical diagnostics of physical conditions, composition, the presence or absence of clouds, and surface gravity in the $3-5 \mu \mathrm{~m}$ region where Y dwarfs emit most of their energy.

This section describes NIRCam imaging in six filters spanning 1-5 $\mu \mathrm{m}$ undertaken by the NIRCam Guaranteed Time Observation (GTO) team under PID\#1189. Companion studies will give results from NIRSpec and MIRI spectroscopy, and from a deep NIRISS search for a close companion. Section 3.2.3 describes the observations and Section 3.2.4 the data reduction procedures and results. Section 3.2.5 addresses the search for and limits to the presence of a close companion to WISE $1828+2650$ while Section 3.2 .6 presents fits to the spectral energy distribution of WISE $1828+2650$ and estimates of derived physical parameters. The section ends with a search for wide field companions (Section 3.2.7) and concluding remarks.

Table 3.2: NIRCam Photometry. ${ }^{1}$ First quoted uncertainty reflects only photometric accuracy based on aperture photometry. Values in parenthesis include an average $10 \%$ calibration uncertainty at all wavelengths estimated from the average of successive iterations of the calibration values (PHOTMJYSR and PIXAR_SR) available at MAST. The values listed here use image files created on 2022-11-11 using calibration software version 11.16.14 and photometric reference data from jwst_nircam_photom_0114.fits. Values below the solid line come from ground and space missions as given in (Martin et al., 2018; Liu et al., 2016; Kirkpatrick et al., 2019, 2021). ${ }^{2}$ Observation obtained using the NIRISS instrument.

| Filter | $\mathrm{F}_{\boldsymbol{v}}(\mu \mathrm{Jy})^{1}$ | Magnitude |
| :--- | :--- | :--- |
| F090W | $0.078 \pm 0.005(0.015)$ | $26.16 \pm 0.20$ |
| F115W | $0.311 \pm 0.005(0.03)$ | $24.39 \pm 0.10$ |
| F162M | $1.29 \pm 0.009(0.13)$ | $22.25 \pm 0.10$ |
| F335M | $2.41 \pm 0.013(0.24)$ | $20.23 \pm 0.10$ |
| F360M | $34.2 \pm 0.05(3.4)$ | $17.19 \pm 0.10$ |
| F470N | $340.4 \pm 0.62(34)$ | $14.16 \pm 0.10$ |
| F480M | $326 \pm 0.14(32)$ | $14.21 \pm 0.10$ |
| $\mathrm{~J}(1.25 \mu \mathrm{~m})$ | $0.65 \pm 0.23$ | $23.48 \pm 0.23$ |
| $\mathrm{H}(1.65 \mu \mathrm{~m})$ | $0.83 \pm 0.21$ | $22.73 \pm 0.13$ |
| K $(2.16 \mu \mathrm{~m})$ | $0.27 \pm 0.08$ | $23.48 \pm 0.36$ |
| Spitzer/IRAC $(3.55 \mu \mathrm{~m})$ | $48.1 \pm 1.0$ | $16.92 \pm 0.02$ |
| Spitzer/IRAC $(4.55 \mu \mathrm{~m})$ | $335.5 \pm 6.71$ | $14.32 \pm 0.02$ |
| WISE W2 $(4.62 \mu \mathrm{~m})$ | $310 \pm 14$ | $14.35 \pm 0.05$ |

### 3.2.3 Observations and Data Reduction

Table 3.1 describes the observing parameters for this program, using the long and short wavelength modules of NIRCam to observe WISE 1828+2650 simultaneously in a combination of narrow, medium and wide filters between 0.9 and $4.7 \mu \mathrm{~m}$. Data were obtained on 2022-07-28 UTC. The NIRISS full frame imager was used to obtain a long exposure in the F480M filter in a deep search for a close companion. The NIRISS results will be presented separately, but the photometry at that wavelength is presented here for comparison with models. NIRSpec and MIRI spectroscopy were also obtained at this time and are discussed separately.

NIRCam images in the six wavelength bands and the single NIRISS band were downloaded from the Mikulski Archive for Space Telescopes (MAST) at the Space Telescope Science Institute, specifically the "...i2d.fits" files which are the result of mosaicing the four dither positions obtained at each wavelength. The specific observations analyzed can be accessed via DOI ${ }^{1}$. Figure 3.1 shows a three- color, full-frame NIRCam image of the field around WISE 1828+2650 and is composed of images obtained at F162M (blue), F335M (green) and F470M (red) with a close-up around the position of WISE $1828+2650$. Only one object in the frame appears with the highly red color characteristic of a cool Y dwarf.

[^1]
### 3.2.4 Analysis

### 3.2.4.1 Photometry

Table 3.2 shows the results of standard aperture photometry using the astropy/photutils package (Astropy Collaboration et al., 2013, 2018, 2022; Bradley et al., 2020) with the image files created on 2022-11-11 and the calibration software version 11.16 .14 with photometric reference data from jwst_nircam_photom_0114.fits. We selected an aperture size corresponding to $70 \%$ encircled energy and the appropriate aperture correction from the CRDS database ${ }^{2}$. The F090W filter was the weakest detection with the total flux dependent on the selected aperture due to the poorly defined Point Spread Function. For small apertures with encircled energy < 50\%, the flux estimates in F090W were variable at the 20-30\% level. Beyond encircled energy of 50\%, the flux estimates were consistent at the $10 \%$ level, shown in the total uncertainty in Table 3.2. We adopted a large radius of 9.25 pixels encircling $85 \%$ of the total energy for the F090W filter. We also obtained photometry using the NIRISS imager in full frame mode (Willott et al., 2022) using the same procedure as described above.

Figure 3.2 shows the JWST results along with previous data from Spitzer, WISE, HST and Keck (Kirkpatrick et al., 2011; Leggett et al., 2015; Kirkpatrick et al., 2019; Cushing et al., 2021). WISE $1828+2650$ is detected at high signal-to-noise (SNR) in all filters with statistical uncertainties of just a few percent. However, we adopt a higher level of uncertainty for the absolute calibration in the model fitting. Successive MAST releases of these data from August-November 2022 have shown significant variations in the absolute calibration of the NIRCam filters used here. We adopt a uniform $10 \%$ uncertainty for the absolute photometric calibration in all filters.

We note the consistency between the JWST data and previous observations although different passbands can be expected to yield significant differences given the highly structured nature of the SED of cool BDs. The close agreement between multiple facilities at the wavelengths of peak emission around $4-5 \mu \mathrm{~m}$ is consistent with the general lack of variability in the brightness of WISE $1828+2650$. Brooks et al. (in preparation) investigated the variability of several hundred cold BDs observed in the Kirkpatrick et al. (2021) astrometric program using Spitzer. For WISE 1828+2650 they found a limit of $3 \%(3 \sigma)$ to the variability in IRAC Ch2 ([4.5]) in 28 observations spanning almost 8 years. A model fit based on the cloudless Sonora-Bobcat models (Marley et al., 2021a) is also plotted and will be discussed in Section 3.2.6.

### 3.2.4.2 Astrometry

As described in (Kirkpatrick et al., 2019),WISE 1828+2650 has a high proper motion ( $\sim 1 \mathrm{arcsec} / \mathrm{yr}$ ), mostly in right ascension, and a parallax corresponding to a distance of $9.93 \pm 0.23 \mathrm{pc}$. The
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Figure 3.2: The figure shows a combination of the new JWST photometry (large red circles), previous ground- based and space-based observations (large blue circles) (Kirkpatrick et al., 2011; Leggett et al., 2015; Kirkpatrick et al., 2019), and in the 1-2 $\mu$ m region the HST spectrum (Cushing et al., 2021, thin blue line). Horizontal bars denote the widths of the various filters. As discussed further in Section 3.2.6, we also plot as a thin grey line a cloudless Sonora (Bobcat) spectrum smoothed to R~3000 for the best fitting, binary object solution (Table 3.4). The black circles with dashed lines denote predicted fluxes as integrated over the relevant passbands for each filter (Marley et al., 2021a).
values listed in Table 3.3 were used to establish the pointing of the NIRCam, NIRSpec and MIRI observations in this program.

The F360M image was used to obtain the position of WISE 1828+2650. The high signal to noise ratio in this filter would imply a nominal positional accuracy of $\mathrm{FWHM} /(2 \times \mathrm{SNR})<5$ milliarcseconds (mas) where FWHM is the Full Width at Half Maximum of the Point Spread function. We calculated both center-of-mass and 2-D Gaussian fits to obtain the image centroid which yielded nominal accuracy of $<0.1$ pixel or $<6$ mas. Information in the FITS header was used to convert the pixel location into celestial coordinates (J2000, 2022.5699) as given in Table $3.3^{3}$

A comparison of the NIRCam positions of 31 unsaturated, proper-motion corrected Gaia stars ( $20 \mathrm{mag}>$ Gmag $>14 \mathrm{mag}$ ) across the $4 \operatorname{arcmin} \times 4$ arcmin field showed a small offset of order the measurement uncertainty with dispersion of $(\Delta \alpha, \Delta \delta)=10 \pm 10,7 \pm 6)$ mas, demonstrating that the reference frame is accurate to $\sim 5-10$ mas. However, Figure 3.3 shows that there remains some coherent distortions across the field of view.

The predicted position of WISE 1828+2650 was calculated at the JWST epoch incorporating stellar parallax (Smart and Green, 1977) using the rectangular coordinates of JWST's location in the solar system as given in the FITS header (reversed to give the coordinates of the Sun). The uncertainty in the F360M position is the combination of the centroid uncertainty and the uncertainty in the reference frame derived from the Gaia stars, $\pm 2$ mas, for a combined uncertainty of $\pm 4.4$ mas. The difference in the predicted vs observed positions is within the uncertainties derived from a Monte Carlo run in which the Kirkpatrick et al. (2021) values were varied according to their quoted uncertainties. The Monte Carlo distribution yielded uncertainties at the JWST epoch of 6.4 mas in right ascension and declination. The Predicted-JWST position difference is consistent with the existing parallax and proper motion values for WISE 1828+2650.

### 3.2.5 Search for Close Companions

### 3.2.5.1 Near-IR Observations

Previous observations with Keck and HST revealed no evidence for multiplicity at the level of 0.1 " (Beichman et al., 2013), corresponding to orbital separations of $>1$ au for equal brightness components. However, the Keck observations were done with the $40 \mathrm{mas} / \mathrm{pixel}$ wide-field camera mode with a typical resolution of $\sim 0.16 "$. New Keck observations were obtained 2022-Sep-08 UT with NIRC2 behind the laser guide star adaptive optics system (Wizinowich et al., 2000) in the narrow-field camera mode with a pixel scale of 0.009942 ".

Observations of WISE $1828+2650$ were made in the $H$ filter ( $\lambda_{o}=1.633 ; \Delta \lambda=0.296 \mu \mathrm{~m}$ ) with an integration time of 300 seconds per frame in a standard 3-point dither pattern that is used with
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Figure 3.3: Differences in the positions of 31 Gaia DR3 stars (selected for negligible parallactic motions and corrected for proper motion) relative to the positions observed by JWST in F360M. Individual Gaia stars are shown as black symbols with the arrow showing the difference in pixels ( 63 mas ), scaled by a factor of 200 for visibility. The position of WISE $1828+2650$ is shown as a red star. The colors in the image and the color bar encode the magnitude of deviation in mas. The maximum Gaia-JWST difference is 27 mas with an average of 10 mas and dispersion of 10 mas.

Table 3.3: NIRCam Astrometry of WISE 1828

| Observatory | Epoch <br> (MJD) | $\begin{aligned} & \text { RA } \\ & \text { RA (Equinox=J2000) } \end{aligned}$ | Dec (Equinox=J2000) | Parallax (mas) | $\mu_{R A}$ <br> (mas/yr) | $\begin{aligned} & \mu_{D E C} \\ & (\mathrm{mas} / \mathrm{yr}) \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Spitzer ${ }^{1}$ | 57094.09 | $\begin{aligned} & 277.131096( \pm 2 \mathrm{mas}) \\ & 18 \mathrm{~h} 28 \mathrm{~m} 31.463 \mathrm{~s} \end{aligned}$ | $\begin{aligned} & 26.844069( \pm 2 \text { mas }) \\ & +26^{\circ} 50^{\prime} 38.65^{\prime \prime} \end{aligned}$ | $100.3 \pm 2$ | $1016.5 \pm 0.8$ | $169.3 \pm 0.8$ |
| JWST (predicted) | 59788.5143 | $277.1334156 \text { ( } \pm 6 \mathrm{mas})$ $18 \mathrm{~h} 28 \mathrm{~m} 32.020 \mathrm{~s}$ | $\begin{aligned} & 26.8444348( \pm 6 \text { mas }) \\ & +26^{\circ} 50 ’ 39.965^{\prime \prime} \end{aligned}$ |  |  |  |
| JWST (F360M) | 59788.5143 | $\begin{aligned} & 277.1334164( \pm 10 \mathrm{mas}) \\ & 18 \mathrm{~h} 28 \mathrm{~m} 32.020 \mathrm{~s} \end{aligned}$ | $\begin{aligned} & 26.8444334( \pm 10 \text { mas }) \\ & +26^{\circ} 50^{\prime} 39.960^{\prime \prime} \end{aligned}$ |  |  |  |
| $\Delta$ Spitzer-JWST(pred) |  | -7.45" | -1.32" |  |  |  |
| $\Delta$ JWST (Pred-Obs) |  | $2.5 \pm 12 \mathrm{mas}$ | $-5.1 \pm 8.2$ mas |  |  |  |
| Gaia-JWST differences ${ }^{3}$ (mas) |  | $10.4 \pm 10.2$ (1.8) | $6.8 \pm 5.1$ (0.9) |  |  |  |

Note- ${ }^{1}$ Kirkpatrick et al. (2019). ${ }^{2}$ Absolute astrometric accuracy estimated by measurements of nearby Gaia stars. ${ }^{3}$ Difference in positions between 31 proper-motion corrected Gaia stars and their JWST values. The value in parenthesis is $\sigma$ _mean for the sample and represents an estimate of the overall precision of reference frame.

NIRC2 to avoid the noisier lower-left quadrant. The transparency and seeing during the night was highly variable and not all frames detected the BD. A total of 12 frames at 300 seconds each were acquired yielding a total on-source integration time of 3600 seconds.

The science frames were flat-fielded and sky-subtracted. The flat fields were generated from a median average of dark subtracted flats taken on-sky. The flats were normalized such that the median value of the flats is unity. The sky frames were generated from the median average of the dithered science frames; each science image was then sky-subtracted and flat-fielded. The reduced science frames were combined into a single combined image using a intra-pixel interpolation that conserves flux, shifts the individual dithered frames by the appropriate fractional pixels, and median-coadds the frames. The final resolutions of the combined dithers was determined from the full-width half-maximum of the point spread functions: 7.1 pixels $=0.071$ ".

The sensitivity of the final combined AO image was determined by injecting simulated sources azimuthally around the primary target every $20^{\circ}$ at separations of integer multiples of the central source's FWHM. The brightness of each injected source was scaled until standard aperture photometry detected it with $5 \sigma$ significance. The resulting brightness of the injected sources relative to WISE $1828+2650$ set the contrast limits at that injection location. The final $5 \sigma$ limit at each separation was determined from the average of all of the determined limits at that separation, and the uncertainty on the limit was set by the rms dispersion of the azimuthal slices at a given radial distance. The Keck data have a sensitivity close-in of $\Delta H \approx 1.5 \mathrm{mag}$ at $0.071 "$; the final sensitivity curve for the Keck image is shown in (Figure 3.4). No close-in stellar companions were detected and the FWHM of the WISE 1828+2650 is consistent with the brighter nearby star to the southeast (Gaia DR3 4585337218702066560). WISE $1828+2650$ is $\Delta H=3.4 \pm 0.2$ mag fainter than Gaia DR3 4585337218702066560.

The $H$-band magnitude of WISE $1828+2650$ as measured by the Keck data is $H=22.9 \pm 0.2$


Figure 3.4: Keck NIR AO imaging and sensitivity curve for WISE 1828+2650 taken in the $H$ filter. We can recover a companion at a contrast of $\sim 1.5$ magnitudes relative to the BD at separations greater than $0.071 "$. Inset: Image of the central portion of the NIRC2 image.
mag. Using the JWST F162M filter as a proxy for the H-band filter, this measurement is consistent with the infrared photometry determined directly from the JWST images (see Table 3.2).

### 3.2.5.2 NIRCam Observations

Although the aperture of JWST is smaller than that of Keck, JWST offers a highly stable point spread function (PSF) and much greater sensitivity at wavelengths where cold BDs are brightest. For the JWST data reported here, the best combination of spatial resolution and SNR in the JWST data comes in the F360M filter. A simple Gaussian fit of the image of WISE 1828+2650 compared to fits of two nearby stars shows no evidence for extent: FWHM(WISE 1828+2650) $=0.150 \pm 0.001$ " compared with $0.153 \pm 0.001 "$ and $0.150 \pm 0.001 "$ for the two stars.

We explored the data further by constructing realistic models of the PSF and searching for a potential companion at all separations within 0.25 ". Anderson and King (2000) and Anderson (2016) developed a novel technique applicable to multiple instruments on HST where they construct an "effective" PSF (ePSF) from bright single stars within a given image. The ePSF is intended to describe the contemporaneous realization of the theoretical PSF on the detector pixels given the wavefront during the observation. They build the ePSF first by identifying a sample of many bright stars in the image that appear to be singles and without contamination from cosmic rays or other stars. These stars are all centered at various positions within their peak pixel, giving many samplings of the distribution of flux of the center of the PSF. The initial ePSF is then generated by interpolating each PSF by the factor of user-defined oversampling, and taking the median. Then, an iterative process begins, comparing the ePSF to all stars in the sample, evaluating the median residual, and adding that on to the ePSF model. For our case, we generated an ePSF model $4 x$ oversampled, as recommended in Anderson (2016), after 20 iterations of the ePSF calculation, over 9x9 detector pixels. This analysis was performed using publicly available PSF building tools from the python package photutils (Bradley et al., 2020).

We chose the F360M data to perform this analysis as the number of bright sources in the F470N data was small which limits the production of a reasonable ePSF model. Also, the diffraction limit in F470N is $30 \%$ larger than in F360M, limiting the sensitivity to close companions. We also avoid the F335M filter due to the low signal to noise of WISE 1828+2650. Of the four pointings, two had reliable data for WISE $1828+2650$ without nearby cosmic rays or bad pixels contaminating its flux. Within each integration, we constructed a separate ePSF model from 57 and 63 separate stars (integration number 2 and 4, respectively), excluding WISE $1828+2650$ from the sample.

We then made a double-PSF fitting code that takes a cutout array of the data as input (here a 9x9 pixel array centered around WISE $1828+2650$ ) and then fits the best-fit binary model using the ePSF, an approach similarly implemented on HST, see Section 2. We use the python module PyMultiNest (Buchner et al., 2014a) that performs the Nested Sampling Monte Carlo analysis


Figure 3.5: Top row: WISE 1828+2650 cutout in F360M filter on the left, ePSF single model in center, and residuals on the right. Bottom row: WISE 1828+2650 cutout in F360M filter on the left, ePSF binary model in center, and residuals on the right. Units are in DN/s and the axes are in detector pixels ( 0.063 "/pixel). We used the level 2 pipeline product *cal.fits files to perform this analysis.


Figure 3.6: Shown is the difference in log-evidence between the binary-PSF model and single-PSF model performed on artificial binaries, made from the ePSF models. The threshold for strong evidence of the binary model fit over the single model fit is shown with a solid line (corresponding to a difference of 5). The diffraction limit and half the diffraction limit at 3.6 microns are shown for comparison as the vertical dash-dotted and dashed lines, respectively.


Figure 3.7: Binary model parameters from the recovery of a companion injected at 1.25 pixels in separation (Sep), a position angle (PA) of 90 degrees, and a contrast (Dmag) of 1.0 (left) and 3.5 (right) mag relative to the primary. These artificial binaries were constructed from empirical PSFs of NIRCam in the F360M filter. X and Y are the central pixel coordinates of the primary and Norm is the flux normalization of the primary.
using MultiNest (Feroz et al., 2009a) to derive the best-fit binary ePSF model to the data, by maximizing our chi-sqaured likelihood statistic. Our model consists of six parameters: $x$ and $y$ center of the primary, flux normalization of the primary, separation between the centers of the primary and secondary, the position angle of the center of the secondary relative to the primary, and the difference in magnitude between the secondary and primary. We define flat priors with -1.5 $\leq \mathrm{x}_{\text {cen }} \leq 1.5,-1.5 \leq \mathrm{y}_{\text {cen }} \leq 1.5,0.0<$ flux normalization $<40.0,0.01 \leq$ separation $\leq 4.0$ pixels, $0.0 \leq$ position angle $<360.0$, and $0.01 \leq$ difference in magnitude $\leq 6.0$ mag.

To both images of WISE 1828+2650 in F360M in question, the code converges to the edge of the prior in separation (4 pixels) and approaching that in difference in magnitude ( 5.6 and 5.8 mags in each), i.e. fitting to background noise. If instead we force the code to fit within the core of the PSF ( $0.01 \leq$ separation $\leq 2.0$ pixels) and exclude wide separations, the best fit converges to $0.14_{-0.03}^{+0.04}$ pixels in separation and $\Delta \mathrm{mag}=2.44_{-0.36}^{+0.34}$ in Frame \#2, and $0.28_{-0.06}^{+0.13}$ pixels in separation and $\Delta \mathrm{mag}=3.06_{-0.68}^{+0.74}$ in Frame \#4 (errors are $68 \%$ confidence interval). See Figure 3.5 for the comparison of our binary PSF model to the data.

However, our binary PSF-fitting code will always find a best fit binary solution regardless of whether a true binary is present. If the object in question is a single point source, the code will either fit a companion to the brightest residuals in the background (e.g. the 4 pixels in separation
and $\Delta \mathrm{mag} \sim 5.5-6 \mathrm{mag}$ initial fit) or to the residuals in the core of the source as models are photonnoise limited and have uncertainties (e.g. the resulting best fit when forced to fit a companion at separations $<2$ pixels).

In order to determine whether we can recover a companion with these values, we constructed many artificial binaries from the ePSF models at various separations and differences in magnitude with the same signal to noise as our F360M data. Then, we ran our double-PSF fitting code and a modified version that just fits a single PSF (3 variables: $\mathrm{x}_{c e n}, \mathrm{y}_{c e n}$, and flux normalization) on those same artificial binaries. PyMultiNest also calculates the evidence of the model in question by taking the integral of the likelihood times the prior over all parameters which allows us to test different models and determine which model is preferred given the data.

Trotta (2008b) define a difference in the log-evidence between two models of 5 as being strong evidence for one model over another (with a probability of 0.993 that the higher evidence model is preferred). For a given companion at some separation and difference in magnitude, we compare the log-evidence of the binary-PSF model to that of the single-PSF model.

In Figure 3.6, we show the log-evidence difference between the binary and single ePSF model fits based on separation and difference in magnitude of our artificial binaries. We define our sensitivity as the point where the difference in log-evidence between the binary and single PSF models equals 5. With our binary fitting tool and ePSF models, we can resolve companions down to $\sim 0.8$ F360M pixels ( $0.05^{\prime \prime}$ ) in separation for an equal brightness companion and are sensitive to companions at $\Delta \mathrm{mag}=2.5$ beyond 2 F360M pixels ( 0.126 "). See Figure 3.7 for the posteriors for a fit to a binary at 1.25 pixels in separation and $\Delta \mathrm{mag}=1.0$ and 3.5. For the $\Delta \mathrm{mag}=3.5$ companion, the parameters (separation, position angle, and difference in magnitude) are unconstrained.

In addition, we fit a single PSF model to the WISE $1828+2650$ data set. The difference in log-evidence between the single and binary PSF models is 3.5 , less than the threshold for a detection. In Fig. 3.5, we show both the single and binary PSF models compared to the data, demonstrating how the binary fit does not significantly improve the residuals. Therefore, we are confident that the best-fit binary model solution to WISE 1828+2650 in the F360M filter is not a true detection of a companion, and that we can rule out an equal mass companion beyond 0.5 au and a $\Delta m a g=2.5$ companion beyond 1.25 au . Fainter companions at larger separations can also be ruled out although these would not help resolve the problem of excess brightness of WISE $1828+2650$ relative to model predictions. Such models generally require an equal mass system as discussed below (Section 3.2.6).

The incidence of binarity among BDs is generally low, $10 \%-30 \%$, compared with higher mass stars (Burgasser et al., 2007; Raghavan et al., 2010). While less is known about the multiplicity of the coldest T/Y BDs, there is evidence that the incidence of binarity may be even lower than for warmer BDs, with Opitz et al. (2016) failing to find any companions in the range of 0.5-2 au among
the five Y dwarfs they examined with AO imaging. Similarly, Fontanive et al. (2018) estimated a companion frequency $<10 \%$ for T-Y dwarfs with separations tightly peaked at 3 au, e.g. Luhman 16 AB (Luhman, 2013). However, it should be noted that separations $\leq 3$ au are not well explored. If indeed WISE $1828+2650$ is a binary as inferred from the spectral modeling presented by Cushing et al. (2021), then high resolution JWST NIRSpec spectra may reveal a double lined system, given an appropriate orbital plane inclination. Furthermore, two 5-10 $M_{\mathrm{J}}$ objects orbiting at 0.5 au would have a period of 3-5 years and a typical orbital velocity of $\sim 5 \mathrm{~km} / \mathrm{s}$ which might be discernible in multiple epochs of high SNR spectra to yield masses for the two objects.

### 3.2.6 The Spectral Energy Distribution and Model Fits

The broad wavelength coverage of JWST NIRCam photometry from 1 to $5 \mu \mathrm{~m}$ is ideal for characterizing the spectral energy distribution (SED) and inferring the bulk atmospheric properties of BDs. We include thirteen ground- and space-based photometric points (i.e, Table 3.2) in our spectral energy distribution fitting. We considered a number of models for this comparison: Sonora Bobcat and Cholla (Marley et al., 2021a), ATMO (Phillips et al., 2020b) chemical-equilibrium (CEQ) models, ATMO chemical non-equilibrium models with strong vertical mixing (CNEQ-strong), and the Linder et al. (2019) models. We selected cloudless Sonora models ${ }^{4,5}$ as the most up to date compared, e.g. with older COND models, or the recent Linder et al. (2019) models which are limited to low mass objects ( $<2 M_{\mathrm{J}}$ ). The Sonora Cholla models do not go to sufficiently low temperatures for this study and the ATMO 2020 models gave similar results but with higher reduced chi-squares than the Sonora Bobcat models.

We defer discussion of the new Leggett et al. (2021b) models to a companion study on the NIRSpec low and high resolution spectroscopy (Lew et al in preparation). Leggett et al. (2021b) noted that their new model failed to fit the total luminosity of WISE $1828+2650$ as a single object and assumed an equal mass binary.

We used the Sonora model grid that comprises temperatures from 200 to 600 K , gravities from $\log (\mathrm{g})$ of 3.0 to $5.5 \mathrm{~ms}^{-2}$, metallicities $[\mathrm{M} / \mathrm{H}]$ from -0.5 to 0.5 . The ATMO model grid assumes an atmosphere with solar metallicity and span a range of temperature from 100 K to 900 K and of gravity from $10^{2.5} \mathrm{cms}^{-2}$ to $10^{5.5} \mathrm{cms}^{-2}$. The ATMO chemical non-equilibrium models with strong vertical mixing assume an eddy diffusion coefficient of $10^{6} \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ at a gravity of $10^{4.5} \mathrm{cms}^{-2}$ and decreases with higher gravity (see Figure 1 in Phillips et al. 2020b). We linearly interpolated the models to construct a model spectra grid with a smaller spacing in temperature, gravity, and metallicity. We adopt a distance of 9.93 pc reported by Kirkpatrick et al. (2019).

[^4]In the model fitting process, we examined two cases: a single object or a binary with different temperatures. For the SED fitting, we performed the least-squares fit to the thirteen photometric points. For the binary case, we require the two objects to share the same age and metallicity. To enforce the equal-age constraints, we first calculate the age based on the free parameters temperature $T_{1}$ and gravity $g_{1}$ of one component of the binary using the Sonora evolution model. We then calculate the expected gravity $g_{2}$ of the second component based on the calculated age and sampled temperature $T_{2}$ of this object. Therefore, both components of the binary share the same age, where $g_{2}$ is thus a derived value based on $T_{1}, g_{1}, T_{2}$ and $M$. We calculate the chi-squared values of the binary models over the grid of temperature, gravity, metallicity, and radius of the binary components. We use the bootstrapping method to estimate the uncertainties of the fitted parameters. With the bootstrapping method, we randomly re-sample the thirteen photometric points for 10,000 times and refit the models to the resampled datapoints with the least squares method. We then calculate the 99.7 percentile range of the fitted parameters as the $3 \sigma$ confidence ranges, as shown in Table 3.4.

In Table 3.4 and Figure 3.8, we show the best-fit parameters and display the corner plots associated with the fits to show the correlation between the parameters in our SED fitting. In the binary case, the chi-squared map suggests that the primary shares a similar temperature ( $\Delta T<50 \mathrm{~K}$ ) to the secondary when both components have non-negligible radii ( $R_{1}$ and $R_{2}>0$ ). We also calculate the combined radius, which is the square root of the sum of the two radii squared $\left(\sqrt{R_{1}^{2}+R_{2}^{2}}\right)$, for the binary case. The combined radius is moderately constrained, with a 99.7 percentile range of 1.15-2.83 $R_{J}$ and a median value of $1.67 R_{J}$, where the best-fit radius of the single model is $1.67 R_{J}$. Both the single and binary fits favor effective temperature of around 330 K , low metallicity $([\mathrm{M} / \mathrm{H}=-0.5])$, and low gravity $(\log (g)=4)$. However, the best fit models suggest that the single model requires a lower mass object $\left(2 M_{\mathrm{J}}\right)$, while the binary model requires two higher mass objects $\left(\sim 4 M_{\mathrm{J}}\right)$. Our single model has a lower reduced $\chi^{2}$ than the binary model, although both are too high to adequtely represent the data. We note that the best-fitted radius of $1.67 R_{J}$ in the single BD case may be unphysically large, and that an equal-temperature binary may be preferred in this case, as suggested in previous studies of WISE $1828+2650$ (e.g., Beichman et al., 2013; Leggett et al., 2013, 2017; Cushing et al., 2021; Leggett et al., 2021b)

A striking characteristic of the SED fits for both the single and binary cases is their predicted youth, with best-fit ages between 0.3-0.7 Gyr which is at odds with the likely dynamical age of WISE $1828+2650$, although these young ages are not well constrained in our model. As previously noted (Beichman et al., 2014), WISE $1828+2650$ is not associated with any known young cluster. This original conclusion is bolstered by application of the Banyan $\Sigma$ tool $^{6}$ (Gagné et al., 2018) which puts the probability that WISE $1828+2650$ is a field object at $99 \%$ independent of its as yet
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Figure 3.8: The $\chi_{\nu}^{2}$ maps of the photometry fitting results for both the single object case (top) and the binary case (bottom). Both models fitting results suggest WISE 1828+2650 has a temperature of around 330 K , low metallicity, and low gravity. The blue crosses mark the location with the lowest $\chi_{v}^{2}$ that are listed in Table 3.4. The white regions are either outside of the considered temperature range (i.e., $T+\Delta T>600 \mathrm{~K}$ ) or incompatible with the Bobcat evolution model grid.
unknown radial velocity. We expect WISE 1828+2650 to have an age in the 2-4 Gyr range given its tangential velocity (Beichman et al., 2013), consistent with the mean age of 2.3 Gyr for a sample of BDs in the solar neighborhood (Dupuy and Liu, 2017), contrary to our modeling of the SED.

Based on the best-fit models, we extrapolate the flux density beyond the observed wavelength regions and estimate the bolometric luminosity. The estimated bolometric luminosity has $\log \left(L / L_{\odot}\right)$ of around -6.5 , as listed in Table 3.2. The bolometric luminosity of $\log \left(L / L_{\odot}\right)=-6.5$ is similar to the expected luminosity of a $\sim 400 \mathrm{~K}$ object at 1 Gyr . Our calculations indicate that the JWST broadband photometry covers about $16 \%$ of the bolometric luminosity, while the composite photometry comprising JWST, 2MASS, WISE, and Spitzer photometry accounts for around 55\% of the bolometric luminosity.

The discrepancy between models for cold BDs at long and short wavelengths is well known (Beichman et al., 2014) with models which fit well at long wavelengths failing to fit at short wavelengths and vice versa. This failure is prominent in our fits to the WISE 1828+2650 data, independent of metallicity or multiplicity. In all cases, the models, which fit reasonably at 4-5 $\mu \mathrm{m}$, fail badly at $1 \mu \mathrm{~m}$ with the models being a factor of $\sim 2$ brighter than observed at $1 \mu \mathrm{~m}$. Another striking feature is that both the F335M and F360M data points sit significantly above the predictions suggesting that the absorption in this part of the spectrum is less than expected. Further exploration of the possible temperature-pressure profile and atmospheric chemistry, such as those models in Leggett et al. (2021b), is essential to understand the atmospheric processes that drive the longstanding challenges in fitting the flux at near-IR and mid-IR wavelengths.

The SED fits to new JWST observations using two independent sets of models leave us in the uncomfortable position of either accepting a single object much younger than expected dynamically, or a near equal-mass binary system for which the NIRCam data finds no evidence at separations $>0.5$ au. Potentially the NIRSpec's high resolution spectroscopy will reveal a double-lined system which might resolve this problem. However, whether WISE 1828+2650 turns out to be a double, Figure 3.2 and the high $\chi^{2}$ values indicate significant deviations between the models and the emission of WISE 1828+2650.

At the fitted effective temperature of around 300 K , it is possible that sulfide, chloride, and water clouds form near or within the photosphere and affect the emission spectra (e.g., Morley et al., 2012, 2014b,a). However, Cushing et al. (2021) SED fitting results with Morley et al. (2014b) cloud models at solar metallicity give a higher reduced chi square than that with Sonora bobcat cloudless models with subsolar metallicity. Further exploring cloudy models under various atmospheric chemistry and metallicity is essential to understand the role of clouds in shaping the SED of WISE $1828+2650$. It is possible that the rotation rate and observed inclination of WISE $1828+2650$ cause significant luminosity deviations from a typical BD of similar temperature. Deviations as high as $20 \%$ have been estimated in comparing pole-on vs. equator-on viewed BDs at

Table 3.4: Spectral Model Fits to Photometry

|  | Primary |  |  |  |  | Secondary |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{T}_{e f f}$ (K) | $\begin{aligned} & \log g \\ & (\operatorname{cgs}) \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Mass } \\ & \left(\mathrm{M}_{J}\right) \end{aligned}$ | Radius $\left(\mathrm{R}_{J}\right)$ | $\mathrm{T}_{e f f}$ <br> (K) | $\log \mathrm{g}$ <br> (cgs) | Mass $\left(\mathrm{M}_{J}\right)$ | Radius ( $\mathrm{R}_{J}$ ) | Metallicity [M/H] | Age (Gyr) | $\chi_{v}^{2}$ | Degs. of Freedom | $\log \left(L / L_{\odot}\right)$ |
| Sonora Cloudless models |  |  |  |  |  |  |  |  |  |  |  |  |  |
| best-fit single | 325 | 3.6 | 2 | 1.83 |  |  |  |  | -0.5* | 0.3 | 180 | 9 | $-6.49 \pm 0.03$ |
| 99.7\% CI | 309-405 | 3.0-5.5 | 0.6-13 | 1.1-2.0 |  |  |  |  | -0.5 | 0.01-7 |  |  |  |
| best-fit binary | 337 | 4.0 | 4.4 | 1.38 | 330 | 4.0 | 4.1 | 0.90 | -0.5* | 0.7 | 231 | 7 | $-6.49 \pm 0.04$ |
| 99.7\% CI | 316-413 | 3.0-4.8 | 0.6-20 | 0.4-2 | 268-395 | 3.5-4.8 | 0.6-20 | 0-2 | -0.5 | 0.03-10 |  |  |  |
| ATMO Chemical Equilibrium models |  |  |  |  |  |  |  |  |  |  |  |  |  |
| best-fit single | 300 | 4.0 | 3.7 | 2 |  |  |  |  | 0 (fixed) | 1.0 | 256 | 10 | $-6.45 \pm 0.06$ |
| 99.7\% CI | 287-359 | 3.0-5.1 | 0.5-13 | 2-2 |  |  |  |  | - | 0.02-8.5 |  |  |  |
| best-fit binary | 300 | 3.6 | 1.5 | 1.9 | 300 | 3.6 | 1.7 | 1.4 | 0 (fixed) | 0.3 | 287 | 8 | $-6.36 \pm 0.05$ |
| 99.7\% CI | 279-400 | 3.0-4.8 | 0.5-20 | 0.4-2 | 279-400 | 3.0-4.8 | 0.5-20 | 0-2 | - | 0.02-10 |  |  |  |
| ATMO Chemical Non-equilibrium models with strong mixing |  |  |  |  |  |  |  |  |  |  |  |  |  |
| best-fit single | 294 | 4.3 | 5.5 | 2.0 |  |  |  |  | 0 (fixed) | 2.4 | 303 | 10 | $-6.46 \pm 0.06$ |
| 99.7\% CI | 259-359 | 3.0-5.0 | 0.5-11 | 2.0-2.0 |  |  |  |  | - | 0.02-9.9 |  |  |  |
| best-fit binary | 270 | 4.0 | 4.2 | 2 | 270 | 4.0 | 4.2 | 2 | 0 (fixed) | 2.1 | 320 | 8 | $-6.38 \pm 0.09$ |
| 99.7\% CI | 253-340 | 3.0-4.6 | 0.5-13 | 2-2 | 253-340 | 3.0-4.6 | 0.5-13 | 2-2 | - | 0.03-9.9 |  |  |  |

Note- ${ }^{1}$ The fitted parameters and the corresponding $99.7 \%$ percentile ranges for the single and binary objects cases. The mass, radius, and the secondary object's gravity are derived from the fitted parameters using the Bobcat evolution models. *The fitted metallicity is at the lower bound of metallicity grid.
high rotation rates (Lipatov et al., 2022), but it is currently unknown if this effect occurs for WISE 1828+2650. Important clues will come from the NIRSpec and MIRI spectroscopic observations spanning 1-12 $\mu \mathrm{m}$ at low and high resolution which are currently being analyzed.

### 3.2.7 A Search for Brown Dwarf Companions in the Field of View

The large field of view and great sensitivity of NIRCam are two of the instrument's great strengths. In addition to searching for a close companion we also looked for additional BD candidates which might or might not be associated with WISE 1828+2650. For example, Nonino et al. (2023) made a serendipitous discovery of a T dwarf ( $\mathrm{T}_{\text {eff }} \sim 600 \mathrm{~K}$ ) at a distance of $\sim 0.5 \mathrm{kpc}$ in a deep survey field adjacent to Abell 2744.

We used the source catalogs provided by Level-3 processing from STScI for our 6 filters. We selected F360M unconfused point sources (the "is_extended" flag set to FALSE and the nearest neighbor distance $\geq 1$ ") with $\operatorname{SNR} \geq 10$. To avoid unreliable sources which appear at the edges of the field due to having less than the full coverage of 4 dither positions, we selected objects only within the central $2^{\prime} x 2^{\prime}$ of the final F360M image. We selected sources in the other 5 filters (SNR $\geq 5$ ) in the same way and used the F360M objects as seeds for band merging using a radius of 0.2 ". We adopted the catalog values of aperture photometry based on $70 \%$ encircled value with pipeline-provided aperture correction. To enable a search for L,T and Y BDs we focused on filters optimized to find cold objects, requiring detections at F360M, F162M and F470N. Figure 3.9 shows 63 sources meeting these criteria. Sources around $0.5>[\mathrm{F} 360 \mathrm{M}]-[F 470 \mathrm{~N}]>0$ and $0<[\mathrm{F} 162 \mathrm{M}]-[\mathrm{F} 470 \mathrm{~N}]<2$ mag are likely stars with spectral types as cool as M9 or galaxies (Pecaut and Mamajek, 2013b) ${ }^{7}$.
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Figure 3.9: Color-Color plot for point sources detected in all three bands seeded with a high SNR detection in F360M. Blue circular symbols are sources in the WISE 1828+2650 field (WISE $1828+2650$ is in the upper right corner), the light blue crosses represent the progression of BDs from Kirkpatrick et al. (2019) plotted in using H band, Spitzer IRAC Ch1 and Ch2 similar to the JWST filters. Visual examination of the F360M image shows that four JWST sources that lie above the BD locus are slightly extended, very red galaxies. The lines denote sequence of early L to late T dwarfs based on Sonora Models (Marley et al., 2021a). The colors denote values of $\log (\mathrm{g})$ (black, 3.0 , blue, 4.0 , red, 5.0). The line type denotes different values of $[\mathrm{Fe} / \mathrm{H}]=(0$,thick; -0.5 , dashed; and +0.5 dotted).

Table 3.5: Highly Red Sources in WISE 1828+2650 Field. ${ }^{1}$ Epoch 2022.5699, uncertainties in milliarcseconds in parentheses; ${ }^{2}$ Top line is flux density in $\mu \mathrm{Jy}$, the second line is corresponding Vega magnitude. ${ }^{3}$ Full width at Half Maximum in F360M. This is to be compared with the FWHM of the WebbPSF of 0.17 ". ${ }^{4}$ Source is WISE1828+2650. ${ }^{5}$ Source to confusion with a nearby object.

| Label | RA2000 ${ }^{1}$ | DEC2000 ${ }^{1}$ | F090W ${ }^{2}$ | F115W ${ }^{2}$ | F162M ${ }^{2}$ | F335M ${ }^{2}$ | F360M ${ }^{2}$ | F470N ${ }^{2}$ | FWHM $^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 277.138408(60.) | 26.8286435(55.) | $1.06 \pm 0.00769$ | $4.08 \pm 0.00955$ | $0.911 \pm 0.00908$ | $6.23 \pm 0.0223$ | $5.66 \pm 0.0218$ | $4.24 \pm 0.0982$ | 0.15 " |
|  | 18 h 28 m 33.22 s | 26d49m43.12s | $23.33 \pm 0.0078$ | $21.59 \pm 0.0025$ | $22.62 \pm 0.011$ | $19.2 \pm 0.0039$ | $19.15 \pm 0.0042$ | $18.92 \pm 0.025$ |  |
| 2 | 277.160802(20.) | 26.8420123(16.) | $0.172 \pm 0.00651$ | $0.545 \pm 0.00633$ | $0.975 \pm 0.00975$ | $2 . \pm 0.0113$ | $2.27 \pm 0.0122$ | $2.5 \pm 0.0747$ | 0.23 " |
|  | 18 h 28 m 38.59 s | 26 d 50 m 31.24 s | $25.3 \pm 0.04$ | $23.78 \pm 0.013$ | $22.55 \pm 0.011$ | $20.43 \pm 0.0061$ | $20.14 \pm 0.0058$ | $19.5 \pm 0.032$ |  |
| $3^{4}$ | 277.133408(26.) | 26.8444326(4.3) | $0.078 \pm 0.005$ | $0.311 \pm 0.00446$ | $1.29 \pm 0.00857$ | $2.41 \pm 0.0132$ | $34.2 \pm 0.0511$ | $340 . \pm 0.619$ | 0.15 " |
|  | 18 h 28 m 32.02 s | 26d50m39.96s | $26.16 \pm 0.20$ | $24.39 \pm 0.015$ | $22.25 \pm 0.0072$ | $20.23 \pm 0.0059$ | $17.19 \pm 0.0016$ | $14.16 \pm 0.002$ |  |
| 4 | 277.16172(24.) | 26.8470549(26.) | $0.0796 \pm 0.00708$ | $0.323 \pm 0.00663$ | $0.562 \pm 0.00985$ | $1.93 \pm 0.0112$ | $2.14 \pm 0.012$ | $2.55 \pm 0.0752$ | 0.44 " |
|  | 18h28m38.81s | 26 d 50 m 49.4 s | $26.14 \pm 0.093$ | $24.34 \pm 0.022$ | $23.15 \pm 0.019$ | $20.47 \pm 0.0063$ | $20.2 \pm 0.0061$ | $19.48 \pm 0.032$ |  |
| 5 | 277.138946(24.) | 26.8479253(5.9) | N/A | $0.23 \pm 0.0043$ | $1.27 \pm 0.00946$ | $4.85 \pm 0.0166$ | $5.39 \pm 0.0176$ | $7.1 \pm 0.098$ | 0.18" |
|  | 18 h 28 m 33.35 s | 26 d 50 m 52.53 s | N/A | $24.71 \pm 0.02$ | $22.26 \pm 0.008$ | $19.47 \pm 0.0037$ | $19.2 \pm 0.0035$ | $18.36 \pm 0.015$ |  |
| $6^{5}$ | 277.152549(430.) | 26.8653645(380.) | $2.42 \pm 0.00887$ | $3.94 \pm 0.0116$ | $9.63 \pm 0.0276$ | $6.41 \pm 0.0218$ | $2.34 \pm 0.0225$ | $4.31 \pm 0.0968$ | 0.15 " |
|  | 18 h 28 m 36.61 s | 26 d 51 m 55.31 s | $22.44 \pm 0.004$ | $21.63 \pm 0.0032$ | $20.06 \pm 0.0031$ | $19.17 \pm 0.0037$ | $20.11 \pm 0.01$ | $18.91 \pm 0.024$ |  |

Figure 3.9 shows only one object in the color space occupied by BDs, WISE 1828+2650 itself in the upper right corner of the plot. Finally, there are 4 other red objects with colors around [F162M]-[F470N] >2 mag (Table 3.5). A sixth source with [F360M]-[F470N]~ 1.2 lies below the BD locus and appears to be contaminated by confusion with a nearby object. Visual inspection and measured FWHM of the four red objects shows two to be extended (Table 3.5). A more detailed examination of the images and comparison with the predicted WebbPSF ${ }^{8}$ image size shows that \#2 and \#4 have FHWM in the F360M image of 0.23 " and 0.43 ", respectively, compared with other point sources in the field ( 0.15 " in the mosaicked images) and the WebbPSF FHWM of 0.12-0.13" (Table 3.5). A third, \#5, may be slightly extended 0.18 ". The other two, \#1 and \#6, are point-like or only very slightly extended. Source \#3 is WISE 1828+2650. Extra-galactic objects with similar colors are being found in on-going deep imaging programs and are suggestive of a new class of highly dust obscured galaxy (Hainline et al, in preparation).

Figure 3.9 includes colors from a large sample of BDs from Kirkpatrick et al. (2021) using H-band, IRAC C1 and Ch2 as analogs for the JWST filters. The plot also includes loci of six different Sonora BD models evaluated in the JWST filters and ranging in surface temperature, gravity, and metallicity: $300<T_{E f f}<1700 \mathrm{~K}, \log (\mathrm{~g})$ of $(3,4,5)$, and $[\mathrm{Fe} / \mathrm{H}]$ of $(-0.5,0,+0.5)$. The comparison between the models and the Kirkpatrick sample show the well known problem that as the BDs become cooler, the models have a progressively harder time fitting the data.

The conclusion of this search and visual inspection of the six JWST images is that there are no obvious cool BD candidates in the WISE 1828+2650 field, but that there are a significant number of galaxies.
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### 3.2.8 Conclusion

This examination of the new $1-5 \mu \mathrm{~m}$ NIRCam data for WISE $1828+2650$ has confirmed what has been previously known about this source. It remains among the reddest and most challenging of the Y dwarfs to fit using existing models. Both the high SNR data at F360M and the data from the Keck telescope at $1.6 \mu \mathrm{~m}$ have failed to reveal a near-equal mass companion beyond 0.5 au . If, as has been suggested, a binary system offers a better chance of fitting the photometric models, the companion must orbit very close to WISE $1828+2650$ itself, $<0.5$ au. Such a companion might reveal itself through double lines in the spectroscopy. However, even the binary model fails to provide an improved fit to the existing photometric data. Further insights into the properties of this enigmatic object will come with the analysis of the NIRCam and MIRI spectroscopic data forthcoming shortly in other publications.

We must first acknowledge the many years of effort by thousands of scientists, engineers and administrators who made JWST such a dramatic success, exceeding many of its most important requirements. This international collaboration should be an inspiration to us all. The NIRCam team at the University of Arizona and Lockheed Martin's Advanced Technology Center brought great skill, expertise and dedication to realize the full power of this instrument. This work was supported by NASA through the JWST NIRCam project through contract number NAS5-02105 (M. Rieke, University of Arizona, PI). This work is based in part on observations made with the NASA/ESA/CSA James Webb Space Telescope. The data were obtained from the Mikulski Archive for Space Telescopes at the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS 5-03127 for JWST. These observations are associated with program \#1189.

We wish to thank Davy Kirkpatrick for valuable discussions. Some of the research described in this publication was carried out at the Jet Propulsion Laboratory, California Institute of Technology, under a contract with the National Aeronautics and Space Administration. M. De Furio benefited from support from JPL's Strategic University Research Partnership (SURP). Doug Johnstone is supported by NRC Canada and by an NSERC Discovery Grant. L.A. acknowledges support by the Canadian Space Agency under contract 9F052-170914/001/MTB. T.R. would like to acknowledge the support of the NASA Science Mission Directorate under WBS 411672.07.05.05.03.01.

Some of the data presented herein were obtained at the W. M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W. M. Keck Foundation. The authors wish to recognize and acknowledge the very significant cultural role and reverence that the summit of Maunakea has always had within the indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct observations from this mountain.

### 3.3 The Case of WISE J033605.05-014350.4

### 3.3.1 Abstract

We report the discovery of the first brown dwarf binary system with a Y dwarf primary, WISE J033605.05-014350.4, observed with NIRCam on JWST with the F150W and F480M filters. We employed an empirical point-spread function binary model to detect the companion, located at a projected separation of 0.084 ", position angle of 295 degrees ( E of N ), and with contrast of 2.8 and 1.8 magnitudes in F150W and F480M, respectively. At a distance of 10 pc based on its Spitzer parallax, and assuming a random inclination distribution, the physical separation is approximately 1 au . Evolutionary models predict for that an age of 1-5 Gyr, the companion mass is $5-11.5 \mathrm{M}_{J}$ and the primary mass is $8.5-18 \mathrm{M}_{J}$, corresponding to a companion-to-host mass ratio of $0.61 \pm 0.05$. Under the assumption of a Keplerian orbit the period for this extreme binary is in the range of 5-9 years. The system joins a small but growing sample of ultracool dwarf binaries with effective temperatures of a few hundred Kelvin. Brown dwarf binaries lie at the nexus of importance for understanding the formation mechanisms of these elusive objects, as they allow us to investigate whether the companions formed as stars or as planets in a disk around the primary.

### 3.3.2 Introduction

Brown dwarfs are cool sub-stellar objects with masses below the $\approx 80 M_{\text {Jup }}$ hydrogen burning limit (e.g. Burrows et al., 2001). Studies of the initial mass function for stars extend far into the sub-stellar regime, even below $5 M_{\text {Jup }}$ (Kirkpatrick et al., 2019), which sets a tight boundary condition on the processes through which brown dwarfs can form. These formation processes may be similar to mechanisms that drive star formation like gravitational collapse of giant molecular clouds, or analogous to those of giant planets through planetesimal growth in a circumstellar disk. Brown dwarfs could also form through entirely other modes such as ejection from star forming aggregates (Reipurth and Clarke, 2001).

Studies of the multiplicity of these objects is an efficient approach to constrain theories of their formation. Those studies can measure and constrain fundamental trends such as the orbital separation of binaries and the mass ratio, $q=M_{\text {companion }} / M_{\text {primary }}$. For stars, the orbital separation distribution appears well-fitted by a log-normal distribution for M-stars through solar-type stars with the peak in the distribution increasing with primary mass (Winters et al., 2019; Raghavan et al., 2010). The companion mass ratio distribution also appears to change as a function of primary mass (Duchêne and Kraus, 2013), changing from a bottom heavy to top heavy power law for O-stars to brown dwarfs (Offner et al., 2023). Brown dwarf binaries appear to be consistent with the orbital separation trend observed for higher mass multiples and typically form tighter orbital
configurations. Burgasser et al. $(2003,2006)$ studied T0 to T8 spectral types for multiplicity, finding all identified systems to have separations $<5$ au and mass ratios $>0.8$, thus confirming the trend. Those early studies were however limited by only being sensitive to mass ratios $>0.5$ and did not probe the full range of mass ratios. More recent works have extending previous findings across a broader range of mass ratios and separations and support this trend, e.g. Fontanive et al. (2018) $50 \%$ complete to equal mass companions down to $\sim 2$ au and $q=0.3$ beyond 10 au.

During the last decade we have seen an increase in the discoveries of brown dwarfs in the solar neighborhood, much to the efforts of deep imaging surveys and infrared missions such as the Wide-field Infrared Survey Explorer (WISE, Wright et al., 2010b). Cushing et al. (2011) discovered several brown dwarfs from WISE data to have spectral features which distinguished them from the previously known latest T-type dwarfs, providing a clear transition to the identified Y dwarf spectral class. These Y dwarfs represent an extreme in temperature among the field star populations of the Milky Way (Cushing et al., 2011; Kirkpatrick et al., 2019; Zalesky et al., 2019), and are used for probing the brown dwarf-exoplanet connection (Beichman et al., 2014). They have effective temperatures lower than 500 K , with some approaching that of Jupiter ( 130 K , Hanel et al., 1981). For brown dwarfs, Coulomb and electron degeneracy effects compete in the equation of state, dictating their structure so that typical radii are close to that of Jupiter (Burrows et al., 2011). Thus, the range of temperatures results in a range of luminosities.

Y dwarfs are much brighter at wavelengths $>4 \mu \mathrm{~m}$ than at shorter wavelengths, so for these objects the Near Infrared Camera (NIRCam) on JWST is orders of magnitude more sensitive than any other facility and the ideal tool for studying Y-dwarf multiplicity properties. Additionally, the 6.5 m primary mirror diameter of JWST and the pixel sampling of NIRCam allows us to probe higher angular resolutions than previously available to ground-based 10 m class telescopes (see Section 3.2.5.1) and HST in the near-IR. As part of a JWST Cycle 1 GO program (\#2473, Albert et al., 2021) ${ }^{9}$, we are conducting a survey of 20 Y dwarfs that is sensitive to companions beyond 1 au and down to $1 M_{\text {Jup }}$ given estimated sensitivity limits pre-launch (Ceau et al., 2019). This work will provide valuable information on the ability of low-mass brown dwarfs to form companions and place constraints on the specific processes that govern their formation.

Here we present our first discovery, a faint companion to the Y dwarf WISE J033605.05-014350.4 (hereafter W0336), the first Y+Y binary system.

[^8]

Figure 3.10: JWST/NIRCam images showing the aligned and scaled images of the target W0336 in each observed filter (left: F150W, right: F480M). North is up and East is to the left in the images. W0336 is identified with a yellow arrow.

### 3.3.3 Observations and Reduction

W0336 was first discovered by Kirkpatrick et al. (2012) using WISE data and the unresolved system has been classified as a Y0 dwarf (Martin et al., 2018) ${ }^{10}$ with an estimated effective temperature of $T_{\text {eff }}=460 \pm 79 \mathrm{~K}$ (Kirkpatrick et al., 2021). Spitzer (Werner et al., 2004) observations were used to measure the astrometry of the object (Martin et al., 2018; Kirkpatrick et al., 2019), and here we adopt the results from Kirkpatrick et al. (2021) with a parallax of $\pi=99.8 \pm 2.1$ mas and proper motions of $\mu_{\text {RA }}=-251.5 \pm 0.9 \mathrm{mas} / \mathrm{yr}$ and $\mu_{\text {DEC }}=-1216.1 \pm 0.93 \mathrm{mas} / \mathrm{yr}$.

We observed the target with JWST/NIRCam on 2022 September 22 at 12:49:44 UT, obtaining images in both F150W and F480M filters simultaneously. The source was observed with NIRCam imaging mode using a 5-point subpixel Small-Grid-Dither pattern for a total exposure time of 2630.509 seconds with the BRIGHT1 readout pattern. The data were reduced by the official JWST pipeline with the data processing software version 2022_3a, and downloaded from the MAST archive based on calibration software version 1.7.2 ${ }^{11}$. The unresolved photometry of the system was estimated using the photoutils Python package (Bradley et al., 2020) and the JWST photometric reference data jwst_nircam photom_0114.fits. An aperture size equal to $70 \%$ encircled energy was adopted together with appropriate aperture corrections in accordance to the JWST Calibration

[^9]Reference Data System. We employed our analysis on the intermediate data reduction step, level 2 pipeline product *cal.fits files, further described in Section 3.3.4. In addition to the standard calibrated images we performed our own background subtraction by fitting an annulus with 10-15 pixel radius centered upon the target.

We verified the positions of the target W0336 for the two bands by overplotting their respective images. The images from each band are shown in Figure 3.10, illustrating that W0336 appears brighter in the longer wavelength band F480M. The images have been rotated with respect to the instrument aperture positional angle (NIRCam APA) of $271.61^{\circ}$ in the F150W band and $270.79^{\circ}$ in the F480M band at the time of the observations, so that North is up and East is to the left in the images. We also cross-referenced the position of W0336 with publicly available Hubble Space Telescope images from GO-16229 ${ }^{12}$ in the F160W filter, verifying the position and motion of the system compared to background sources.

### 3.3.4 Empirical Point Spread Function Analysis

In order to search for companions at small separations, we applied a binary-PSF fitting routine using empirically derived PSF models, thoroughly described in Sec. 3.2.5.2. This analysis was based on the empirical PSF (ePSF) construction described by Anderson and King (2006) and has been applied to find close companions on sub-pixel scales using Hubble Space Telescope images, see Chapter 2.

We constructed the ePSF for each filter using three other Y-dwarfs which were observed close in time to W0336 (WISE J035934.06-540154.6, WISE J030449.03-270508.3, and WISE J041022.71+150248.4), within a 36 hour window. We used a pixel box size of $11 \times 11$ pixels centered upon the flux peak of the selected sources, and constructed a $4 \times$ oversampled PSF model. Each source was observed with a pattern of five sub-pixel dither positions, allowing for more detailed sub-pixel modeling of the ePSF. All dither positions were used in making of the ePSF for a total of $3 \times 5=15$ sources for the final combined ePSF in each filter. The PSF for a relatively wide bandpass can vary between objects if those objects have different spectral energy distributions through the filter. We therefore chose these sources to ensure consistent color and similar SNR to retain the integrity of the expected PSF of a Y-dwarf and to minimize wavefront error drifts over a short amount of time in order to optimize our estimation of the astrophysical scene.

We then used the ePSF to fit both single and double PSF models to the Y-dwarf data. We employed a Nested Sampling routine using the PyMultiNest Python package (Buchner et al., 2014a) that performs the Nested Sampling Monte Carlo analysis using MultiNest (Feroz et al., 2009a). Our single model consists of three parameters: $x$ and $y$ center position and flux normalization of

[^10]the target source. Our binary model consists of six parameters: $x$ and $y$ center of the primary, flux normalization of the primary, separation between the centers of the primary and secondary, the position angle of the center of the secondary relative to the primary, and the flux ratio between the secondary and primary $\left(f_{\mathrm{r}} \equiv f_{\mathrm{B}} / f_{\mathrm{A}}\right)$. The priors to the primary coordinates were set as flat over $\pm 1.5$ pixels from the centre of the pixel box. The companion parameter priors were set as flat over separations between 0.5-5.0 pixels, as we do not expect to be sensitive to companions closer in than half a pixel and we limited the search to the size of the pixel box. The positional angle prior was set to be flat between $0-360^{\circ}$ and the flux ratio prior log-uniform over $10^{-4}-1$.

PyMultiNest calculates the Bayesian evidence of the model, which we used to determine whether a binary or single model fits the data better. We first fit each dither position individually to ensure that the companion was detected in every image, while also verifying consistency and check for possible bad frames. We then fit all dither positions simultaneously, treating the $x$ - and $y$-positions of the primary as free parameters for each dither position while keeping the parameters for the secondary component the same for all dithers as they will be conserved between dithers, for a total of 14 parameters to be varied in the binary model fit. Figure 3.11 displays the data, the single and binary model fits, and their residuals in the F480M filter. The best fit values for both filters are presented in Table 3.6.

### 3.3.5 Results and Discussion

The empirical PSF analysis provides a compelling first look at these data. This is the only companion found with this method in our sample of 16 Y dwarfs observed to date, and the first companion ever discovered around a Y dwarf primary. Although these are small number statistics, the observed frequency of companions in our sample $\left(1 / 16=6_{-2}^{+12} \%\right)$ is consistent with the companion frequency to late T-dwarfs (8\%) over mass ratios of $q=0.2-1.0$ and separations of $a=0.1-1000$ au (e.g. Fontanive et al., 2018). Future work will characterize the companion population and estimate the companion frequency over mass ratios and orbital separations sampled across our entire survey.

Table 3.6 gives the angular separation and orientation of the resolved system. The values are estimated from the median of the probability density function obtained from PyMultiNest, with errors being the $16 \%$ and $84 \%$ percentiles. The separation measured in pixels is converted into milliarcseconds using the nominal plate scale from the JWST user documentation ${ }^{13}$ of $63 \mathrm{mas} / \mathrm{pixel}$ and $31 \mathrm{mas} /$ pixel for the F480M and F150W filters respectively. We adopt the angular separation of 0.084 " measured in the F480M filter where the companion is brighter. Given the distance of $10.02 \pm 0.21 \mathrm{pc}$ from the Spitzer parallax, the estimated separation corresponds to a projected separation of $0.89_{-0.10}^{+0.07}$ au. This separation is consistent with what one would expect given the
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Figure 3.11: Images displaying the pipeline calibrated data of W0336 in the F480M band are in the left column, models are in the middle column, and their corresponding residuals when the models have been subtracted from the data are in the right column. The top row shows a single model fitted to the data, and the middle row shows a binary double ePSF model. The bottom row depicts the same binary model as the middle row, but only showing the primary component from that fit to better highlight the companion seen in the residuals after subtracting the primary component from the data. The units are in DN/s. The color scheme in the images are scaled to a power law with an exponent of 0.5 , and the color bar for the binary model residual image has been scaled to match the single model residual image to better highlight the smaller residual and improved fit.


Figure 3.12: Color-magnitude diagram for W0336 in the NIRCam filters used in this work. The open star corresponds to the unresolved system, and black filled points indicate the resolved components. Model sequences are shown for effective temperatures and surface gravities indicated in the legend. All models are for cloud-free solar metallicity atmospheres, however the Sonora models (Marley et al., 2021b) are in chemical equilibrium, while the ATMO2020++ models (Phillips et al., 2020a; Leggett et al., 2021a) include disequilibrium chemistry and also an adjusted pressure-temperature profile. The masses along the right axis are taken from the Sonora evolutionary models of Marley et al. (2021b), for $\log g=4.5$ and the temperatures indicated along the sequences.
orbital separation distribution from Fontanive et al. (2018) for late T and early Y dwarfs with a peak at $2.9_{-1.4}^{+0.8}$ au in projected separation. The probability of the companion being a background contamination is extremely low given its proximity to the primary. Assuming a randomly uniform distribution of objects brighter than the companion W0336B in the field of view of our NIRCam images, we obtain a probability of $\sim 4 x 10^{-6}$ for a chance projection at the same separation as the discovered companion.

Table 3.6 also gives the measured F150W and F480M Vega magnitudes for the unresolved system and for the resolved components, where the resolved magnitudes are calculated from our contrast measurements of flux ratio between the components. Figure 3.12 shows a color-magnitude diagram for the system, together with model sequences. There are two recent model families which apply cloud-free atmospheres and cover the low luminosities of the W0336 system - the Sonora Bobcat models (Marley et al., 2021a) and the ATMO2020 models (Phillips et al., 2020b; Leggett et al., 2021b). The ATMO2020 models include disequilibrium chemistry and a physicallymotivated empirical adjustment to the atmosphere's pressure-temperature profile (see discussion in Leggett et al., 2021b). Figure 3.12 shows that the two model sets predict very similar values of $M_{\text {F150w }}$ for a given $T_{\text {eff }}$ and gravity, although the F150W - F480M colors can differ. The models are thus expected to provide reliable estimates of $T_{\text {eff }}$ for the W0336 system, given in Table 3.6. The uncertainties in $T_{\text {eff }}$ have been estimated from the range of $M_{\text {F150w }}$ values calculated by the models for plausible ranges in gravity and metallicity (Table 9 of Leggett et al., 2021b).

There are no constraints on age for this isolated system. However studies of the solar neighborhood, and of low mass stars and brown dwarfs in particular, suggest a likely age range for this system of 1-3 Gyr (e.g. Dupuy and Liu, 2017). The ATMO2020 models and Figure 3.12 on the other hand suggest that the age of the system may be older than 5 Gyr , and also that the system has approximately solar metallicity (not shown). However, the uncertainty in the measured F150W F480M colors, and systematic differences in the models, means that surface gravity cannot be fully constrained, which would have constrained mass and age.

Nevertheless, Table 3.6 gives estimates of mass for the W0336 components for ages of 1 Gyr and 5 Gyr, derived from our absolute magnitude estimates and the Sonora evolutionary models (Marley et al., 2021a). The mass-estimates range from 8.5-18.0 $M_{\text {Jup }}$ for the primary and 5.0-11.5 $M_{\text {Jup }}$ for the secondary, and the mass ratio of the system is around $q=0.6$, at the low end of the distribution found for low-mass binaries with masses $\leq 40 M_{\text {Jup }}$ inferred from Lyon/COND models (Fontanive et al., 2018). Interestingly, W0336B appears to lie at or below the deuterium burning limit of $13 M_{\mathrm{Jup}}$, sometimes used as a boundary between brown dwarfs and planets (Spiegel et al., 2011). If the system is 2 Gyr old or younger, both components lie below this limit. In any case, the companion joins a growing list of cold brown dwarfs and isolated young brown dwarfs which may serve as a constraint on the minimum mass for opacity limited fragmentation.

Table 3.6: Properties of the W0336 binary system

| Band | F150W | F480M |
| :--- | :---: | :---: |
| Separation [mas] | $89.8_{-4.1}^{+3.8}$ | $83.7_{-8.2}^{+4.9}$ |
| Position angle [deg E of N] | $299.1 \pm 3.4$ | $295.4_{-2.6}^{+2.3}$ |
| Contrast [mag] | $2.82_{-0.11}^{+0.19}$ | $1.81_{-0.31}^{+0.14}$ |
| W0336 AB | $21.97 \pm 0.01$ | $14.52 \pm 0.01$ |
| W0336 A | $22.05 \pm 0.01$ | $14.71_{-0.05}^{+0.02}$ |
| W0336 B | $24.87_{-0.10}^{+0.18}$ | $16.51_{-0.26}^{+0.12}$ |
| Component | Primary | Secondary |
| $T_{\text {eff }}[\mathrm{K}]$ | $415 \pm 20$ | $325_{-10}^{+15}$ |
| $M$ [ $M_{\text {Jup }}$ ] (1 Gyr) | $8.5 \pm 1$ | $5 \pm 1$ |
| $M$ [ $M_{\text {Jup }}$ ] (5 Gyr) | $18 \pm 2$ | $11.5 \pm 1$ |
| Physical separation [au] | $0.97_{-0.09}^{+0.05}$ |  |
| Orbital period [years] | $7 \pm 2$ |  |
| Mass fraction $q=M_{\mathrm{B}} / M_{\mathrm{A}}$ | $0.61 \pm 0.05$ |  |

Applying the conversion factor of 1.16 between projected and physical orbits from Dupuy and Liu (2011) for isotropic randomly distributed inclinations with the measured distance, we find the W0336 binary to be separated by $0.97_{-0.09}^{+0.05}$ au. Combining this with the mass-range from the evolutionary models, a tentative orbital period can be estimated for the system of 5-6 years in the higher system mass scenario, and 7-9 years in the lower system mass case. A dynamical mass from orbital monitoring could thus be obtained in a relative short time span for the system. The system is far too faint for Gaia to observe any astrometric acceleration that could otherwise aid to place dynamical mass constraints.

Among the few brown dwarf binaries where the primary has spectral type of T8 or later, few have been reported to be low $q$ systems: WISEPC J121756.91+162640.2 (T9+Y0, 12+8 $M_{\text {Jup }}$ ) and WISEPA J171104.60+350036.8 (T8+T9.5, 20+9 $M_{\text {Jup }}$ Liu et al., 2012). However, both these systems have much larger separations of $\sim 8-15$ au and break from the expected orbital distribution trend otherwise observed. Dupuy et al. (2015) reported on the T+Y dwarf binary WISE J014656.66+423410.0, with a similar projected separation as W0336 of $0.93_{-0.12}^{+0.16}$ au, albeit with a higher mass ratio $q \geq 0.9$. That W0336 in contrast is a tightly bound system with low mass-ratio is an intriguing discovery. With the low number statistics for these extreme systems it is unclear whether they represent the true binary population of ultracool dwarfs or can be considered as peculiar systems. It is also possible that many systems go undetected where the separation is too
tight for them to be retrieved. Indeed, W0336 confirms that late-type and low-mass brown dwarf binaries exist and survive in tight configurations, and surveys approaching sub-au separations are needed to discover them. Such endeavors could be taken using for example Kernel Phase Interferometry (Ceau et al., 2019).

Follow-up spectroscopic and photometric observations over a wide wavelength range are needed to further constrain the properties of both the primary and its companion. Sub-stellar binaries on small separations such as these can be resolved with integral field units to obtain valuable spectral information (e.g. Calissendorff et al., 2019). Such multiple pairs, assuming a common formation age and composition, represent critical constraints on atmospheric physics as well as the theory of formation and evolution of sub-stellar companions.

We thank the reviewer for the constructive comments. This work is based on observations made with the NASA/ESA/CSA James Webb Space Telescope. The data were obtained from the Mikulski Archive for Space Telescopes at the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS 5-03127 for JWST. These observations are associated with program \#2473 and can be accessed via 10.17909/9zgc-m183. Support for program \#2743 was provided by NASA through a grant from the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS 5-03127. L.A. acknowledges support of the Canadian Space Agency through contract 22JWGO1-11. T.L.R. would like to acknowledge the support of the NASA Science Mission Directorate under WBS 411672.07.05.05.03.01. This work was authored by employees of Caltech/IPAC under Contract No. 80GSFC21R0032 with the National Aeronautics and Space Administration.

## CHAPTER 4

## Multiplicity in the Galactic Field: Probing Intermediate Mass A-type Primary Stars

The work presented in this chapter was originally published in the Astrophysical Journal in De Furio et al. (2022c) with a second paper in preparation and planned for submission in fall of 2023. I led the proposal writing through NSF's NOIRLab community access program (PropID: 2020B-0290; PI: M. De Furio) and later through the CHARA consortium. I also led the observing, data analysis, statistical interpretations, and the manuscript writing. I would like to give special thanks to Tyler Gardner and Gail Schaefer for helping with and carrying out a portion of the observations. Also, I would like to give special thanks to Tyler Gardner and John Monnier for their outsized role in data reduction and analysis. I would also like to thank all my co-authors.

### 4.1 Abstract

We present results from our long-baseline interferometry (LBI) survey to constrain the multiplicity properties of intermediate-mass A-type stars within 80pc. Previous multiplicity studies of nearby stars exhibit orbital separation distributions well-fitted with a log-normal with peaks $>15 \mathrm{au}$, increasing with primary mass. The A-star multiplicity survey of De Rosa et al. (2014), sensitive beyond 30 au but incomplete below 100 au , found a log-normal peak around 390 au. Radial velocity surveys of Am stars (chemically peculiar and slowly rotating intermediate mass stars) identified a significant number of very close companions with periods $\leq 5$ days, $\sim 0.1 \mathrm{au}$, a result similar to surveys of O- and B-type primaries. With the improved performance of LBI techniques, we can probe these close separations for normal A-type stars where other surveys are incomplete. Our sample consists of 54 A-type primaries with estimated masses between $1.44-2.93 \mathrm{M}_{\odot}$ and ages 10-790 Myr, which we observed with the MIRC-X instrument at the CHARA Array. We use the open source software CANDID to detect 7 companions, and perform a Bayesian demographic analysis to characterize the companion population. We find a separation distribution consistent with
a flat distribution, and estimate a power-law fit to the mass ratio distribution with index $-0.22_{-0.88}^{+0.94}$ and a companion frequency of $0.25_{-0.11}^{+0.16}$ over mass ratios $0.1-1.0$ and projected separations 0.01 27.54 au. We find a posterior probability of $0.53,0.007$, and 0.04 that our results are consistent with extrapolations based on previous models of the solar-type, A-type, and B-type companion population, respectively. Our results suggest that the models for A-type stars at close separations must be improved, that the close companion population to A-type stars is comparable to that of solar-types, and that close companions to B-type stars are likely more frequent which is potentially indicative of increased disk fragmentation for stars $\gtrsim 2.5 \mathrm{M}_{\odot}$.

### 4.2 Introduction

Multiplicity is a common outcome of the star formation process, the properties of which, e.g. orbital separation and mass ratio, seemingly depend on the primary mass of the system (Duchêne and Kraus, 2013; Moe and Di Stefano, 2017). Multiple systems tend to form through two common processes: disk fragmentation (Adams et al., 1989; Bonnell and Bate, 1994; Kratter et al., 2008) and turbulent fragmentation (Goodwin et al., 2004a; Offner et al., 2010). Disk fragmentation is thought to account for the origin of companions at separations on the order of the size of the disk (10-100s au), while turbulent fragmentation is thought to account for the origin of companions at wider separations (100s-1000s au). Close companions ( $0.1-10 \mathrm{au}$ ) are found around various types of stars regardless of mass (e.g. Reid et al., 2006; Raghavan et al., 2010; Sana et al., 2012), but additional processes are needed to explain their separations. Orbits can shrink, even for initially wide binaries, through interactions between the companion and infalling gas from the natal cloud, direct interactions with a circumstellar disk, and dynamical interactions of unstable multiple systems (Bate et al., 2002, 2003; Offner et al., 2010; Bate, 2012). These small separation companions have significant impacts on our fundamental understanding of planet formation and stellar evolution, as well as star formation.

Many volume-limited surveys have characterized the stellar multiple population based on primary star mass, mass ratio, and orbital separation. They find that the companion orbital separation distribution can be fitted as a log-normal distribution with a peak $>15$ au that increases with primary mass. Low-mass M-type primaries have a companion separation peak around 20 au (Janson et al., 2012; Winters et al., 2019), solar-type primaries have a peak at 50 au (Raghavan et al., 2010), and A-type primaries have a peak around 390 au (De Rosa et al., 2014). However, the A-type multiplicity survey of De Rosa et al. (2014) is incomplete for separations < 100 au , leaving open the possibility for a significant population of close separation companions to A-type primaries.

Radial velocity surveys of chemically peculiar Am stars with small rotational velocities identified a significant number of very close companions with a characteristic period of 5 days, $\sim 0.1$ au
(Abt and Levy, 1985; Carquillat and Prieur, 2007). Close companions could drive the decreased rotational velocity and thus the peculiar chemical composition of Am stars. But, a similar peak has been identified for O-type primaries (Sana et al., 2012). Interferometric studies of OB primaries in the Orion Nebula Cluster found a bi-modal distribution with peaks at $\sim 1$ au and 400-600 au (Gravity Collaboration et al., 2018). A similar population of close companions to normal A-stars would be vitally important to understanding possible planetary architectures around intermediatemass stars and the formation mechanisms required to form small separation binaries as a function of primary mass.

If small separation companions to intermediate mass stars are common, they could represent a likely formation mechanism of Type Ia supernova progenitors, i.e. white dwarfs with masses $\geq 0.7 \mathrm{M}_{\odot}$ evolved from intermediate mass stars (Cummings et al., 2018). One such binary with a high mass ratio could result in the double-degenerate scenario where two white dwarfs with masses $\sim 0.7-0.8 \mathrm{M}_{\odot}$ form and eventually merge, producing a Type Ia Supernova as its combined mass exceeds the Chandrashekhar mass limit (Webbink, 1984). These types of multiples could also produce the single-degenerate scenario where a white dwarf accretes hydrogen from a close companion star and eventually detonates when surpassing the Chandrashekhar mass limit (Whelan and Iben, 1973).

Identifying close companions to A-stars with the radial velocity method can be more difficult than to solar-type stars as their spectral lines are quite broad due to their fast rotation (Borgniet et al., 2019). Radial velocity surveys also require frequent observations over multiple years to detect companions at several au in separation for a typical A-type star. Extreme adaptive optics (AO) systems can achieve angular resolutions down to $\sim 20$ milli-arcseconds (mas), but cannot resolve the region in which Am stars have close companions ( $\sim 0.1 \mathrm{au}$ ) at distances $>5 \mathrm{pc}$. Therefore, we used the Michigan Infra-Red Combiner-eXeter (MIRC-X) instrument (Anugu et al., 2020) on the long-baseline interferometric array at the Center for High Angular Resolution Astronomy (CHARA, ten Brummelaar et al., 2005) to observe a sample of A-type stars within 80 pc and search for close companions down to separations of 0.5 mas.

In Section 4.3, we describe the data and the methods to identify companions. In Section 4.4, we present the companion detections, describe our detection limits, and characterize the close companion population of A-type primary stars. In Section 4.5, we compare our results to various multiplicity surveys and discuss the implications. In Section 4.6, we summarize our conclusions.

### 4.3 Methods

### 4.3.1 Observations

We observed 57 A-type stars over the course of six nights (UT December 20-21, 2020, May 6-8 and July 30, 2022) at the CHARA Array with the MIRC-X instrument in the near-infrared H photometric band ( $\sim 1.6$ microns), listed in Table 4.1. The CHARA Array is an interferometer made up of six 1-meter telescopes which operate in the optical and near infrared with baselines ranging from 34-331 meters. MIRC-X is a beam combiner instrument (Monnier et al., 2006; Anugu et al., 2020) that operates in the near infrared, using all CHARA telescopes. All of our observations were taken in the grism mode with $\mathrm{R} \sim 190$. This spectral mode allows us to search out to wide angular scales ( $\sim 0.3 ")$ as the increased spectral dispersion increases the interferometric field of view (Anugu et al., 2020). At the same time, the spectral resolution is not so high that flux is spread out across many spectral channels, reducing the signal-to-noise ( $\mathrm{S} / \mathrm{N}$ ) and thus reducing the achievable contrast. The R190 grism is ideal for observing our relatively bright targets (typically H $=4-5.5 \mathrm{mag})$ and searching for companions on wide angular scales. One other target (HD 31647) was observed on UT October 21, 2021 with a 5 telescope setup (missing telescope W2) using both MIRC-X (R190) and MYSTIC (prism, R50) (Monnier et al., 2018), a beam combiner in the same vein as MIRC-X which operates in the K-band ( $\sim 2.2$ microns), making our sample size a total of 58. The ten stars observed on July 30, 2022 were also observed simultaneously with MIRC-X (R190) and MYSTIC (R50), identified in Table 4.1.

For each target, we had the same observing sequence: 10 min source integration, the standard shutters sequence (Anugu et al., 2020), and repeated 10 min source integration. For HD 56537, we performed 5 min source integrations instead due to the high flux of the primary to achieve equivalent $\mathrm{S} / \mathrm{N}$ to all other targets. Throughout our 2020 run, we observed calibrator stars for every few targets using an observing sequence of 5-10 min integrations, shutters, followed by 5-10 min integrations. Two of our calibrators (HD 15734 and HD 78234) are resolved binaries, and instead we opted to use science targets well fit by a single star model to calibrate other targets observed in proximity, see Table 4.3. We opted to observe more science targets instead of more frequent calibrators because our search for companions relies on closure phases and does not need highly calibrated visibilities, see Sec. 4.3.3. For our 2022 run, we observed no calibrators and all science targets as the majority of targets in our previous run were identified as singles.

### 4.3.2 Data Reduction

We used the standard MIRC-X data pipeline (version 1.3.3) to produce OIFITS files for each night, described in Anugu et al. (2020). The MIRC-X pipeline and its documentation is maintained

Table 4.1: Table of sources in our sample with Modified Julian Date (MJD) of observation. Listed spectral types, ages, and masses for each star were taken from De Rosa et al. (2014) who describe their method of estimating age and mass in their Appendix. Distances and their errors ( $16 \%$ and $84 \%$ confidence level) were extracted from the Gaia DR3 archive (Gaia Collaboration et al., 2016, 2022; Babusiaux et al., 2022), except where noted. *Observed with both MIRC-X and MYSTIC at CHARA Array. a) Distance from De Rosa et al. (2014) using the Hipparcos catalog (Hip, 1997).

| Target Name | SpType | Distance (pc) | $\begin{gathered} \text { Age } \\ \text { (Myr) } \end{gathered}$ | Mass $\left(\mathrm{M}_{\odot}\right)$ | MJD |
| :---: | :---: | :---: | :---: | :---: | :---: |
| HD 1404* | A2V | $43.00_{-0.33}^{+0.34}$ | 200 | 2.26 | 59790.43 |
| HD 4058* | A5V | $54.77_{-0.65}^{+3.39}$ | 250 | 1.9 | 59790.45 |
| HD 5448 | A5V | $42.37_{-0.19}^{+0.11}$ | 450 | 2.39 | 59203.08 |
| HD $11636^{a}$ | A5V | $18.27_{-0.25}^{+0.25}$ | 630 | 2.01 | 59204.08 |
| HD 14055* | A1Vnn | $35.744_{-0.58}^{+0.60}$ | 100 | 2.57 | 59790.48 |
| HD 15550 | A9V | $71.77_{-0.56}^{+1.84}$ | 790 | 1.84 | 59204.14 |
| HD 20677 | A3V | $48.11_{-0.25}^{+0.30}$ | 250 | 2.11 | 59203.18 |
| HD 21912 | A3V | $56.29_{-0.15}^{+0.16}$ | 40 | 1.77 | 59203.16 |
| HD 24809 | A8V | $63.76{ }_{-0.11}^{+0.12}$ | 100 | 1.70 | 59203.22 |
| HD 28910 | A8V | $46.97{ }_{-0.37}^{+0.38}$ | 630 | 2.21 | 59204.22 |
| HD $29388^{\text {a }}$ | A6V | $47.1_{-1.2}^{+1.2}$ | 630 | 2.17 | 59204.19 |
| HD 31647* | A1V | $49.91_{-0.29}^{+0.29}$ | 30 | 2.39 | 59508.56 |
| HD 32301 | A7V | $57.55_{-1.87}^{+4.80}$ | 630 | 2.22 | 59204.25 |
| HD 46089 ${ }^{\text {a }}$ | A3V | $63.7_{-1.5}^{+1.5}$ | 560 | 2.20 | 59203.29 |
| HD $48097{ }^{\text {a }}$ | A2V | $43.6{ }_{-1.3}^{+1.3}$ | 30 | 1.94 | 59203.32 |
| HD $56537^{a}$ | A3V | $30.9{ }^{+0.2}$ | 320 | 2.39 | 59204.28 |
| HD 59037 | A4V | $55.91_{-1.44}^{+3.84}$ | 500 | 2.16 | 59203.35 |
| HD 66664 | A1V | $65.89_{-0.58}^{+0.70}$ | 320 | 2.42 | 59204.33 |
| HD $74198^{a}$ | A1IV | $55.6{ }_{-0}^{+0.6}$ | 320 | 2.49 | 59204.39 |
| HD 74873 | A1V | $54.82_{-0.14}^{+0.15}$ | 50 | 1.88 | 59204.36 |
| HD 77660 | A8V | $78.28_{-0.19}^{+0.20}$ | 710 | 1.81 | 59203.43 |
| HD 84107 | A2IV | $51.24_{-0.98}^{+2.38}$ | 10 | 1.44 | 59203.45 |
| HD $92941^{a}$ | A5V | $66.9{ }_{-1.4}^{+1.4}$ | 450 | 1.84 | 59204.48 |
| HD 97244 | A5V | $62.19_{-0.15}^{+0.18}$ | 60 | 1.72 | 59204.45 |
| HD 99787 | A2V | $69.64_{-0.89}^{+0.68}$ | 280 | 2.32 | 59203.48 |
| HD 106591 | A3V | $24.86{ }_{-2.58}^{+0.58}$ | 320 | 2.31 | 59706.22 |
| HD 106661 | A3V | $66.01_{-0.21}^{+0.09}$ | 400 | 2.29 | 59204.51 |
| HD 112734 | A5 | $73.73{ }_{-0.30}^{+0.44}$ | 40 | 1.69 | 59203.53 |
| HD $115271{ }^{\text {a }}$ | A7V | $74.1_{-2.4}^{+2.4}$ | 560 | 2.10 | 59203.59 |
| HD 118232 | A5V | $56.83{ }_{-0.35}^{+0.36}$ | 500 | 2.38 | 59706.27 |
| HD 120047 | A5V | $52.84_{-0.39}^{+0.79}$ | 500 | 1.78 | 59204.60 |
| HD 121164 | A7V | $73.60{ }_{-0.44}^{+0.58}$ | 500 | 1.97 | 59204.57 |
| HD 124675 | A8IV | $49.62_{-0.27}^{+0.27}$ | 500 | 2.38 | 59706.31 |
| HD 125161 | A7V | $29.86{ }_{-0}^{+0.97}$ | 50 | 1.81 | 59706.33 |
| HD 130109 | A0V | $43.46{ }_{-0}^{+0.45}$ | 320 | 2.71 | 59705.32 |
| HD 141378 | A5IV | $53.77_{-0.19}^{+0.20}$ | 250 | 2 | 59705.35 |
| HD 147547 | A9III | $61.84_{-0.56}^{+0.51}$ | 500 | 2.5 | 59707.37 |
| HD 152107 | A2Vspe... | $53.31_{-0.27}^{+0.27}$ | 400 | 2.31 | 59706.37 |
| HD 154494 | A4IV | $42.22_{-0.02}^{+0.20}$ | 280 | 2.02 | 59707.41 |
| HD 156729* | A2V | $52.08_{-0.06}^{+0.07}$ | 350 | 2.4 | 59790.18 |
| HD 158352 | A7V | $64.03_{-0.07}^{+0.05}$ | 630 | 2.1 | 59705.42 |
| HD 165777 | A4IVs | $27.72_{-0.60}^{+4.18}$ | 400 | 2.08 | 59705.45 |
| HD 173582 | A3 | $48.32_{-0.92}^{+0.96}$ | 400 | 2.13 | 59706.41 |
| HD 173607 | A5 | $49.17_{-0.25}^{+0.25}$ | 350 | 1.99 | 59706.45 |
| HD 173880 | A5III | $27.95_{-0.03}^{+0.04}$ | 110 | 1.94 | 59705.48 |
| HD 174602* | A3V | $74.20_{-1.10}^{+1.55}$ | 500 | 2.32 | 59790.22 |

Table 4.2: Continuation of Table 4.1

| Target Name | SpType | Distance <br> $(\mathrm{pc})$ | Age <br> $(\mathrm{Myr})$ | Mass <br> $\left(\mathrm{M}_{\odot}\right)$ | MJD |
| :--- | :---: | :---: | :---: | :---: | :---: |
| HD 177724 | A0Vn | $26.16_{-0.24}^{+0.24}$ | 130 | 2.93 | 59705.51 |
| HD 184006 | A5V | $37.54_{-0.24}^{+0.24}$ | 450 | 2.34 | 59706.49 |
| HD 192640* | A2V | $40.74_{-0.15}^{+0.15}$ | 40 | 2.71 | 59790.26 |
| HD 199254 | A4V | $61.29_{-0.52}^{+1.31}$ | 450 | 2.06 | 59705.53 |
| HD 204414* | A1V | $60.25_{-0.32}^{+0.39}$ | 200 | 2.19 | 59790.3 |
| HD 205835* | A5V | $67.33_{-3.14}^{+4.37}$ | 630 | 2.2 | 59790.33 |
| HD 210715* | A5V | $55.61_{-0.80}^{+0.65}$ | 500 | 2.04 | 59790.37 |
| HD 213558* | A1V | $31.75_{-0.20}^{+0.20}$ | 130 | 2.45 | 59790.39 |

Table 4.3: Table of calibrators. *) Observed with both MIRC-X and MYSTIC at CHARA Array. 1) Swihart et al. (2017), 2) Bourges et al. (2017)

| Calibrator <br> Name | UD diameter <br> $(\mathrm{mas})$ | Night <br> UT | UD Reference |
| :--- | :---: | :---: | :---: |
| HD 99787 | $0.303 \pm 0.024$ | 20 Dec. 2020 | 1 |
| HD 44851 | $0.58 \pm 0.014$ | 20 Dec. 2020 | 2 |
| HD 21912 | $0.276 \pm 0.007$ | 20 Dec. 2020 | 2 |
| HD 120047 | $0.308 \pm 0.008$ | 21 Dec. 2020 | 2 |
| HD 32301 | $0.479 \pm 0.033$ | 21 Dec. 2020 | 2 |
| HD 74198 | $0.362 \pm 0.024$ | 21 Dec. 2020 | 2 |
| HD 19066* | $0.85 \pm 0.06$ | 21 Oct. 2021 | 2 |
| HD 141378 | $0.314 \pm 0.009$ | 6 May 2022 | 2 |
| HD 158352 | $0.41 \pm 0.01$ | 6 May 2022 | 2 |
| HD 173880 | $0.47 \pm 0.05$ | 6 May 2022 | 2 |
| HD 124675 | $0.55 \pm 0.06$ | 7 May 2022 | 2 |
| HD 152107 | $0.39 \pm 0.03$ | 7 May 2022 | 2 |
| HD 184006 | $0.59 \pm 0.04$ | 7 May 2022 | searchcal |
| HD 161868 | $0.57 \pm 0.04$ | 8 May 2022 | JMMC |
| HD 174602* | $0.36 \pm 0.01$ | 30 July 2022 | 2 |
| HD 204414* | $0.282 \pm 0.009$ | 30 July 2022 | 2 |
| HD 14055* | $0.47 \pm 0.033$ | 30 July 2022 | searchcal |

on Gitlab ${ }^{1}$. This pipeline measures the visibilities, closure phases, and differential phases from each baseline pair in the raw interferometric data. We reduced our data with most of the default reduction parameters, setting the number of coherent integration frames (ncoh) to 10 . We used an oifits maximum integration time of 60 seconds, which is lower than the default value of 150 seconds. This allows us to search for wider binaries, which create signals in visibility and phase that vary on faster timescales.

To calibrate the data and produce our final OIFITS files we used a modified version of the MIRC-X pipeline, which uses similar routines in IDL as the pipeline for the previous Michigan InfraRed Combiner (MIRC, Monnier et al. 2007; Zhao et al. 2009; Che et al. 2011; Monnier et al. 2012). This routine is well-tested with previous MIRC data to properly flag and remove bad data, which can otherwise corrupt binary fits and lead to worse non-detection maps.

### 4.3.3 Data Analysis

In order to identify companions to the targets in our sample of A-type stars, we applied the open source python code CANDID (Companion Analysis and Non-Detection in Interferometric Data, Gallenne et al., 2015) to the OIFITS data of each observation. This code is designed to identify companions through a grid search of three dimensional space (position and flux ratio). It can use information from the visibilities, bi-spectrum amplitudes, and/or closure phases to perform binary model fitting for a given dataset. Closure phase is an interferometric quantity derived from the fringe phases of each pair of apertures within a closed triangle of three baselines (e.g. three telescopes), utilized to remove phase errors (Jennison, 1958; Rogers et al., 1974; Monnier, 2000; Monnier et al., 2004). For our purposes, we only used the closure phase information to find companions.

A symmetric brightness distribution will have measured closure phases of 0 or 180 degrees within the errors of the measurements for each combination of three telescopes. Any scene deviating from a point-symmetric object (e.g. a binary) will produce non-zero closure phases with amplitudes on the order of the amount of deviation (e.g. flux ratio). In this case, the grid search of CANDID will find the best-fit binary model that best replicates the observed closure phases including those deviating from zero.

CANDID provides a figure of merit in terms of $\mathrm{n} \sigma$ calculated from $\chi^{2}$ statistics, defined in Gallenne et al. (2015), to differentiate between a single source (uniform disk) and a binary model from the searched grid space. First, we used the closure phase and visibility information to best estimate the diameter of the primary star with CANDID, which we then used as the diameter of the uniform disk model. We then searched for companions within the closure phase data out to

[^12]Table 4.4: Detected binaries with resolved flux and flux ratio in percent relative to the primary, projected separations in arcseconds, position angles in degrees, uniform disk diameter of the primary and secondary in milli-arcseconds, and the reduced chi squared test statistic of a single star model and binary star model. All parameters were derived using CANDID fitting to the closure phase and visibility data. All detections achieved the maximum significance threshold on CANDID, $8 \sigma$.

| Target <br> Name | Resolved Flux <br> (\% Primary) | Flux Ratio <br> (\% Primary) | Projected <br> Sep. (mas) | PA (deg) <br> (E of N) | UD $_{1}$ <br> $(\mathrm{mas})$ | $\mathrm{UD}_{2}$ <br> $(\mathrm{mas})$ | $\chi_{\nu, 1}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Table 4.5: Physical separation in au, masses ( $\mathrm{M}_{\odot}$ ), and mass ratios (q). Companion masses are estimated using the MIST evolutionary models and the assumed primary mass and age from De Rosa et al. (2014), see Table 4.1. *) Mass may be overestimated due to high mass ratio and prior method of estimation. Mass ratios are still reliable. Cf. other A8V stars in sample.

| Target <br> Name | Physical <br> Sep. (au) | $\mathrm{M}_{\text {prim }}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | $\mathrm{M}_{\text {sec }}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | q |
| :---: | :---: | :---: | :---: | :---: |
| HD 5448 | $2.760 \pm 0.013$ | 2.39 | 0.60 | 0.25 |
| HD 11636 | $1.145 \pm 0.013$ | 2.01 | 1.05 | 0.52 |
| HD 28910* | $0.288 \pm 0.002$ | 2.21 | 2.12 | 0.96 |
| HD 29388 | $0.480 \pm 0.012$ | 2.17 | 0.67 | 0.31 |
| HD 48097 | $1.23 \pm 0.04$ | 1.94 | 0.40 | 0.21 |
| HD 205835 | $1.105 \pm 0.002$ | 2.20 | 1.57 | 0.71 |
| HD 210715 | $8.86 \pm 0.004$ | 2.04 | 0.70 | 0.34 |

separations of 0.3 ", the extent of the interferometric field of view in grism mode. We define $5 \sigma$ as the cutoff for companion detection as suggested by the CANDID authors.

Upon detection of a companion, we re-run CANDID using all available variables to derive the best fit binary model to the closure phase and visibility data. CANDID allows for the fitting of the diameter of both components of the binary as well as fitting the "resolved flux" value which represents the visibility at a baseline of zero, typically accounting for any errors in calibration. For binaries where we can resolve both components, our final binary model has six parameters: separation and position angle of the companion relative to the primary, the diameters of each components, the flux ratio between components, and the resolved flux of the visibility data. For binaries with only a resolvable primary, we assume a diameter of 0.01 mas for the companion and use a five parameter binary model. See Table 4.4 showing the values of each of these parameters for our detections. For two detections, HD 205835 and HD 213558, the squared visibilities were noisy, and it was difficult to estimate the diameters and resolved flux. Therefore, we only used the closure phases to identify companions and estimate fluxes. There was no obvious impact of a resolved primary on the derived companion parameters, and thus our exclusive use of the closure phases for these two sources is appropriate.

### 4.4 Results

### 4.4.1 Detections

We detected 7 companions out of the 58 A-type stars in our sample. All detections had a significance of $8 \sigma$, the maximum permitted value in CANDID, indicative of strong detections. These companions were detected at projected separations $=6-158$ mas (physical separation $=0.288$ -8.86 au ) with flux ratios $=1.5-80 \%$, see Fig. 4.1 and Table 4.4. Two of these detections, HD 11636 and HD 28910, were previously reported as spectroscopic binaries (Abt, 1965; Pourbaix, 2000) with only HD 11636 having reliable orbital parameters. Based on the inclination, eccentricity, and semi-major axis estimates of Pourbaix (2000), we estimate the range of possible projected separations for HD 11636 to be from 4-68 mas, consistent with our detection at 64 mas near apocenter. All seven targets to which we detected a companion (except HD 11636, too bright for reliable Gaia information) were reported as having a proper motion anomaly using Hipparcos and Gaia catalogs that could be indicative of a companion (Kervella et al., 2019). However, only two of the seven detections we made (HD 28910 and HD 205835) were identified in Gaia Data Release 3 (DR3) as a non-single star (Gaia Collaboration et al., 2022). Gaia DR3 reports a period of $58.94 \pm 0.09$ days and an eccentricity of $0.31 \pm 0.16$ for HD 28910 . Given our mass estimate of this system, see Table 4.5, and the period from Gaia, we estimate a semi-major axis of 0.48
au and a minimum and maximum distance from the primary as 0.33 and 0.63 au assuming the eccentricity from Gaia. Our estimate of 0.288 au is within the errors of the current Gaia estimate, indicative of a larger eccentricity than the median Gaia value. For HD 205835, Gaia DR3 reports a period of 596 days and an eccentricity of 0.51 . We estimate a semi-major axis of 2.16 au and a minimum and maximum distance from the primary as 1.06 and 3.26 au assuming the eccentricity from Gaia which is within the range of our estimate, 1.105 au . Only two other sources in our sample were identified in Gaia DR3 as being non-single stars, HD 21912 and HD 106591. HD 21912 has a spectroscopically identified companion with a period of 0.92 days (Gaia Collaboration et al., 2022), likely at a separation smaller than our sensitivity. HD 106591 has an astrometrically identified companion with a period of 53 days and eccentricity of 0.45 . Given its distance, the companion should have a distance of $\sim 0.2-0.5$ au (3-8 mas) from the primary, but without a companion mass estimate we are unable to determine whether such a source should be detectable in the interferometric data. All other sources within our sample had no companion detections in either our analysis or Gaia DR3.

Because the estimated ages of our targets range from 10-790 Myr, see Table 4.1, we estimated the masses of each companion using the MIST evolutionary models (Paxton et al., 2011, 2013, 2015, 2018; Choi et al., 2016; Dotter, 2016). We assumed the primary mass and age estimates from De Rosa et al. (2014). They estimated ages based on the source position on the color-magnitude diagram relative to theoretical isochrones, and estimated masses based on their 2MASS K-band magnitude and estimated ages. We adopt these values for the primary stars and use the MIST isochrones to determine companion masses from the magnitude differences derived in CANDID. The mass ratios ( q ) of the detected multiple systems range from $0.21-0.96$. The detections and the derived quantities of each system are listed in Table 4.5.

### 4.4.2 Detection Limits

CANDID offers a feature that derives the detection limit to any particular target. This is accomplished by injecting artificial companions at particular positions with specific flux ratios and evaluating the significance of a binary fit with those given values. The code then identifies the flux ratio at each step in separation where the detection significance level relative to the single star model is equal to $5 \sigma$, see Gallenne et al. (2015). Because it searches the entire field of view, any given separation would have many injected companions at many position angles. To determine the detection limit at any given separation without position angle bias, we take the 99th percentile flux ratio that returns the $5 \sigma$ result. In this case, there could be fainter companions at other position angles that correspond to the $5 \sigma$ limit. This process results in a flux ratio at all steps in separation in which we can recover companions. For targets with detected companions, CANDID also offers


Figure 4.1: Detection limits derived from CANDID for each source are plotted in black with the median value at each separation displayed in red. Detection limits correspond to the 99th percentile companion flux at a given separation that results in a $5 \sigma$ detection. Red circles represent the detections made in our survey at their given separation and contrast.
the ability to remove the signal of the detection and then carry out the detection limit procedure on the edited data. For sources with detected companions, we defined companion parameters by fitting the closure phase and visibility data for all free parameters, removed the signal, and then performed the detection limits procedure on the residual closure phase data.

Importantly, CANDID assume that errors in the interferometric observables are uncorrelated. However, interferometric observables are known to have correlated errors. Kammerer et al. (2020) estimated that the attainable contrast increases by a factor of 2 when estimating correlations as opposed to assuming uncorrelated errors. While assuming uncorrelated errors is a common approach to analyzing interferometric data (e.g. Gallenne et al., 2015; Lanthermann et al., 2023), it must be stated that this will only provide a conservative estimate to our limits, and does not achieve the absolute attainable contrast limit. No open-source software is available for the CHARA array that estimates correlations within the interferometric observables, and so we proceed with


Figure 4.2: Derived detection limit for HD 31647 as a function of radius from the central star on both the MIRC-X and MYSTIC instrument. These data were collected simultaneously with 15 min integrations.
our analysis acknowledging that detection limits are conservative estimates.
Achievable contrasts typically range from $\Delta \mathrm{H}=4.0-5.5 \mathrm{mag}$ beyond $\sim 10$ mas. The H -band mag of our targets range from 2.43-6.39 mag. For targets with $\mathrm{H} \lesssim 5.8$ mag, we can achieve typical contrasts under good conditions. For target with $\mathrm{H} \gtrsim 5.8 \mathrm{mag}$, the achievable contrast is $<4$ mag at 10 mas, especially with worse weather conditions. In Fig. 4.1, we show the detection limits for each source in our sample with the median value at each separation highlighted in red and the values of the detections represented by red circles.

Using the achievable contrast at a given separation, we can calculate the lowest mass of a detectable companion for each target as a function of separation. Given the age (ranging from 10-790 Myr) and mass of the primary from De Rosa et al. (2014), we use the MIST evolutionary models to estimate the lowest mass of a detectable companion, and the lowest mass ratio of a detectable multiple system, at each separation.

Six targets stand out as having poor sensitivity (higher mass ratio limits) relative to the rest of
the sample. All were observed during poorer observing conditions. Three of these are the faintest sources in our sample and have H-band $\geq 5.9 \mathrm{mag}$ (HD 77660, HD 24809, and HD 112734).

As an example of the detection limits with both MIRC-X and MYSTIC, we display the results for one target (HD 31647) which was observed simultaneously using 5 telescopes (instead of all 6) with 15 min total integration time. HD 31647 has $\mathrm{H}=4.98 \mathrm{mag}$, a typical brightness for our sample, and we are able to detect companions at the $5 \sigma$ level down to contrast of 5 mag beyond 10 mas with both MIRC-X and MYSTIC. The achievable contrast was similar between both instruments as shown in Fig. 4.2, but slightly better for MYSTIC.

### 4.4.3 Companion Population Analysis

Out of 58 A-type stars observed at CHARA, we detected seven companions. Four of these primaries had data that were very noisy and were not included in our final demographic analysis, which includes 54 A-type primaries. We must take into account our sensitivity to companions for each source in terms of flux ratio and separation in order to adequately characterize this stellar population.

As in Sec. 2.7.1.3, we can use the derived detection limits to each source and the estimated companion parameters of our detections to place constraints on the companion population. Detection limits in terms of mass ratio and projected separation were defined as described in Sec. 4.4.2, using the age and mass estimates of De Rosa et al. (2014), the MIST evolutionary models, and distance estimates from Gaia DR3. We then constructed a detection probability map to determine the sensitivity of the whole survey, see Fig. 4.3. Due to the different distances to our sources, the inner and outer working angle is not the same in terms of physical separation for each source and therefore there is a gradient of sensitivity up to the region of common sensitivity of all sources.

We model the companion population just as in Sec. 2.7.1.3 with two models. The two-parameter model assumes a power-law fit to the mass ratio distribution and a flat separation distribution. The four-parameter model assumes a power-law fit to the mass ratio distribution and a log-normal fit to the separation distribution. We generate companions over 0.01-27.54 au and $\mathrm{q}=0.1-1.0$, the range of sensitivity of our survey. Additionally, we define flat priors with $-5.0<\beta<5.0,0.001<\bar{a}<$ $20.0 \mathrm{au}, 0.1<\sigma_{\log a}<3.0$, and $0.0<C F<1.0$. Then, the Bayesian analysis is performed just as in Sec. 2.7.1.3.

From our sample of 54 A-type primaries, we estimated the following four parameters over mass ratios $=0.1-1.0$ and projected separation $0.01-27.54$ au with $1 \sigma$ errors ( $68 \%$ confidence interval): $\beta=-0.21_{-0.85}^{+0.83}, C F=0.23_{-0.1}^{+0.15}, \bar{a}=7.41_{-5.5}^{+8.3}$ au, and $\sigma_{\text {loga }}=1.62_{-0.83}^{+1.02}$. As shown in Fig. 4.4, the parameters of the projected orbital separation distribution are unconstrained, likely due to the low number of detections in our sample. For the two parameter model, we find: $\beta=-0.22_{-0.88}^{+0.94}, C F=$


Figure 4.3: Summed detection probabilities for all the 54 sources in our survey. Red circles show the projected separation and estimated mass ratios for all detected companions. We use this map in Sec. 4.4.3 to model the separation and mass ratio distribution of the companion population to A-type primaries within 80 pc.


Figure 4.4: Corner plots representing the posterior distributions of the companion population model used in our fit. Beta is the exponent to the power law model of the mass ratio distribution, CF is the companion frequency over $\mathrm{q}=0.1-1$ and $\mathrm{a}=0.01-27.54 \mathrm{au}$, mean a is the mean separation of the log-normal separation distribution in units of au, and sigma_log(a) is the standard deviation of the log-normal separation distribution. The separation distribution is unconstrained with a log-normal, likely due to the low number of detections in our survey.
$0.25_{-0.11}^{+0.16}$. Between these two models, the difference in the Bayesian evidence is 0.2 . Therefore, the comparison is inconclusive and we draw no distinction between the two models. This allows us to conclude that the observed companion population is not better modeled by a log-normal distribution fit compared to a flat separation distribution, and we will use the two-parameter model for further analysis.

### 4.5 Discussion

Our source list was derived from the De Rosa et al. (2014) VAST sample. We excluded sources with known Ap or Am spectral types, but did not make sample selections based on previously detected companions. Sources were then randomly selected based on the nights allocated. Of the seven binary detections we made over separations of 0.288-8.86 au, five of the sources were targeted for companion search through adaptive optics imaging and common proper motion analysis. Only one
was found to have a companion over separations sampled, HD 205835, at a separation of 454 au and mass ratio of 0.05 . Therefore, this is a triple system. HD 5448 was observed from 32-794 au and 3980-45000 au. HD 11636 was observed from 32-158 au and 3980-45000 au. HD 48097 was observed from 70-354 au and 1780-45000 au. HD 205835 was observed from 32-794 au and 3980-45000 au. HD 210715 was observed from 32-794 au.

### 4.5.1 Comparing the Companion Population to Models

### 4.5.1.1 Comparing the Mass Ratio Distribution

We derived a best fit power-law index of $-0.22_{-0.88}^{+0.94}$ to the mass ratio distribution for the close companions to A-stars. Interestingly, Moe and Di Stefano (2017) and El-Badry et al. (2019) both describe a model of the companion population to A-stars as weighted towards smaller mass ratios with an excess twin binary component by analyzing results for wider companions from De Rosa et al. (2014). Although we only have seven detections, five of those seven are smaller mass ratios between $\mathrm{q}=0.21-0.52$ where one $(\mathrm{q}=0.96)$ is considered a twin $(\mathrm{q} \geq 0.95)$.

The De Rosa et al. (2014) multiplicity survey of A-type stars is sensitive to companions beyond $\sim 30$ au and mass ratios $\geq 0.15$ for a majority of their sample. For companions between 30-125 au and 125-800 au, they describe the mass ratio distribution as a power law with a best-fit index $\beta=$ $-0.5_{-1.0}^{+1.2}$ and $-2.3_{-0.9}^{+1.0}$ respectively. Our results are consistent with both of these power-law fits given the relatively large errors in both our estimate and that of De Rosa et al. (2014). A future expansion of this survey would allow for a larger sample of detected companions which would greatly reduce errors on the power-law index to the mass ratio distribution.

### 4.5.1.2 Comparing the Companion Frequency

Previous surveys have estimated the companion frequency to A-type stars with methods other than long-baseline interferometry. Murphy et al. (2018) used a phase modulation technique on Kepler light curves (see Murphy et al., 2014) to identify companions to $\delta$ Scuti variable stars (type $\mathrm{A} / \mathrm{F}$ stars). With these data, they are sensitive to companions with periods $\gtrsim 100$ days where incompleteness becomes large, and $<1500$ days, or a $\sim 0.6-3.6 \mathrm{au}$. They found a companion frequency of $0.139 \pm 0.021$ after accounting for white dwarf companions (evolved higher mass stars that would have served as the primary before evolution). Roughly two-thirds of their companions have $\mathrm{q}>0.25$ after accounting for incompleteness, for a companion frequency of $\sim 0.095 \pm 0.021$. For our sample over $\mathrm{a}=0.6-3.6$ au (the sensitivity of Murphy et al., 2018) and $\mathrm{q} \geq 0.25$, we detected three companions out of the 54 sources in our sample for a rough companion frequency estimate of $0.06_{-0.02}^{+0.05}$, consistent with their results.

Table 4.6: Companion population parameters and sensitivities of each tested model with the resulting statistics, integrated over 0.01-27.54 au and mass ratios 0.1-1.0. 1) Raghavan et al. (2010), 2) De Rosa et al. (2014), 3) Rizzuto et al. (2013)

| Primary <br> Spectral Type | $\beta$ | $\log \left(\mathrm{a}_{o}\right)$ | $\sigma_{\log a}$ | CF | $\log (\mathrm{a})$ | q <br> range | Expected <br> range | Posterior <br> CF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FGK-type $^{1}$ | 0 |  | 1.7 | 1.68 | $0.61 \pm 0.02$ | $-2 \leq \log (\mathrm{a}) \leq 4$ | $\mathrm{q} \geq 0.1$ | $0.29 \pm 0.01$ |
| Probability |  |  |  |  |  |  |  |  |

Abt (1965) searched for companions to A-type stars using radial velocity measurements from many different publications. It is difficult to constrain the sensitivity of this program (i.e. mass ratio limits) due to undefined errors in some of the measured velocities from past observations. However, they give a measurement error of $\sim 2 \mathrm{~km} / \mathrm{s}$ for their own measurements, meaning they should be sensitive to stellar companions to intermediate mass stars from periods of roughly 100-1500 days, the sensitivity of Murphy et al. (2018). Nine of their detections have measured periods between $100-1500$ days for a companion frequency of $0.16_{-0.04}^{+0.06}$ or $0.13_{-0.04}^{+0.06}$ after accounting for expected white dwarf companions ( $21 \%$ of expected companions). These results are consistent with both the Murphy et al. (2018) results and our own.

Additionally, our survey is sensitive over a defined range of orbital separations and mass ratios that may not correspond to the same sensitivity of previous surveys. However, many large surveys have modeled the distribution of orbital separations and mass ratios of their companion population using functional forms. We can take those functions, and integrate them over the sensitivity of our survey to derive an expected companion frequency (CF) of the model over our sensitivity. Then, we can derive a probability that our observations can be described by this model, and determine whether the model is representative of our results. We use the models for the companion population to solar-type primaries (Raghavan et al., 2010), A-type primaries (De Rosa et al., 2014), and B-type primaries (Rizzuto et al., 2013) to determine if any may be consistent with our results.

For these other surveys, the mass ratio distribution is well-fit with a power law and the orbital separation distribution is well-fit with a $\log$-normal distribution with a peak $\left(\log \left(\mathrm{a}_{o}\right)\right)$ and a width ( $\sigma_{\text {loga }}$ ), see eqs. 2.9 and 2.10. Integrating the mass ratio distribution of eq. 2.9 and the orbital separation distribution of eq. 2.10 , we can calculate the expected CF over specified separations and mass ratios assuming they are independent:

$$
\begin{equation*}
C F=C_{n} \times \int_{q_{1}}^{q_{2}} \frac{d N_{1}}{d q} \int_{a_{1}}^{a_{2}} \frac{d N_{2}}{d a} \tag{4.1}
\end{equation*}
$$

First, we solve for $\mathrm{C}_{n}$ by sampling from the companion distribution parameter values of each survey (see Table 4.6) $10^{5}$ times, assuming Gaussian errors and integrating over the stated sen-
sitivities. Then, we used the value of the constant to calculate the expected CF assuming those companion parameters over the sensitivity of our sample, $\mathrm{q}=0.1-1.0$ and $\mathrm{a}=0.01-27.54 \mathrm{au}$. We integrate the posterior distribution of the companion frequency from our two parameter model, see Fig. 4.4, from 0 to the CF of each sampling stated above for the A-type model and from the CF of each sampling to infinity for the FGK- and B-type models. This ensures that the correct tail of the posterior distribution is evaluated to determine the posterior probability that the model can describe our observations of A-stars.

The expected companion frequencies are summarized in Fig. 4.5 where they are presented according to the individual survey. As shown in Table 4.6, the estimated posterior probabilities for the companion population models to solar-type, A-type, and B-type primaries are $0.53,0.007$, and 0.04 respectively. These results allow us to conclude that: a) there is a significant population of close companions to A-type stars that previous models from De Rosa et al. (2014) do not describe which must be modeled to have a complete picture of the companion population to intermediate mass stars, b) we find no evidence for a difference between the multiple population of our Atype sample and that of solar-type stars, and c) the companion frequency to B-type primaries is potentially larger than A-type primaries over mass ratios and separations sampled.

Additionally, it is important to note that Moe and Di Stefano (2017) refute the decrease of the separation distribution of De Rosa et al. (2014) for A-type primaries for a $<100 \mathrm{au}$. They argue that this decrease is due to incompleteness for $\mathrm{q}<0.2$, and calculate a consistent companion frequency per decadal bin in the log of the orbital period across roughly $a=20-50$ au and $a=50-450$ au, consistent with flat in log-period space. De Rosa et al. (2014) themselves argue that their model of the orbital separation distribution is inconsistent with the detected companions through radial velocity measurements of $\operatorname{Abt}$ (1965), and state that further observations are required to define the close companion population.

It is noteworthy that we excluded Am (chemically peculiar and weakly magnetic) and Ap (chemically peculiar and strongly magnetic) stars from our observed sample. Am stars have large companion frequencies at close separations (lower limit of 0.64, Carquillat and Prieur, 2007), while Ap stars are expected to have similar companion frequencies to their normal A-type counterparts. Abt and Levy (1985) hypothesize that the Am star (chemically peculiar and slowly rotating) phenomena are the result of a close companion causing tidal braking which slows the rotation of normal A stars. Once the rotation decreases below $\sim 100 \mathrm{~km} / \mathrm{s}$, diffusion within the star is allowed to bring metals to the surface which produces the metallic lines seen in Am stars (Michaud, 1980; Michaud et al., 1983). However, not all Am stars appear to have close companions, and the presence of metallic lines may need to be explained without tidal braking. One hypothesis is that as the star evolves off the main sequence, its expansion will slow down the rotation rate (Abt and Levy, 1985) below $100 \mathrm{~km} / \mathrm{s}$, allowing diffusion to proceed, producing the metallic lines seen in the Am spectra.


Figure 4.5: Companion frequencies based on spectral type of the primary star from the various models listed in Sec. 4.5.1.2. All frequencies are calculated over mass ratios $=0.1-1.0$ and separations $(a)=0.01-27.54 \mathrm{au}$. The companion frequency for Solar-type primaries is derived from the model of Raghavan et al. (2010), A-type primaries from the model of De Rosa et al. (2014) and this survey, and B-type primaries from the model of Rizzuto et al. (2013).

Estimates for the occurrence of Am stars among all A-type stars range based on effective temperature. Abt (1981) and Gray et al. (2016) find an Am star incidence of $\sim 30-35 \%$ among spectral types of A4-F1, but only a $\sim 5 \%$ incidence for A0-A3. We can estimate the anticipated companion frequency of our survey if we selected a similar fraction of Am stars as is observed in the field. Thirty stars in our sample have spectral types between A4-A9, and 24 have A0-A3. If those 30 A4-A9 stars had the $\sim 30 \%$ Am stars included in the sample, we would have observed 9 Am stars. Lower limits to the companion frequency of 0.64 mean we would expect to detect 6 companions to these hypothesized Am stars assuming we can detect all the companions, while the remaining 45 stars would have $\sim 6$ companions if they had the same occurrence rate of the real sample. This would result in a roughly $9 \%$ higher companion frequency than observed, still within the errors of our estimate. A volume-complete survey of all stars with masses $\sim 1.5-2.5 \mathrm{M}_{\odot}$ would allow us to definitively characterize the companion population for these intermediate mass stars.

### 4.5.2 Implications

Our analysis of 54 A-type stars within 80 pc observed with long-baseline interferometry reveals a companion frequency of $0.25_{-0.11}^{+0.16}$ over mass ratios $0.1-1.0$ and projected separations 0.01-27.54 au. In comparison to other multiplicity studies of stellar populations, we find that an extrapolation of the fitted companion properties to A-type primaries of De Rosa et al. (2014) cannot reproduce the observed companion frequency of our A-star survey over our sensitivity. However, they state that their model is inconsistent with previous detections at close separations and further investigations are required to define the companion population at small separations. We could not rule out their best-fit mass ratio distribution for either outer $(\beta=-2.3$ ) or inner ( $\beta=-0.5$ ) binaries based on our results. We do not find any strong statistical difference between the companion frequency of solar-type stars in the field (Raghavan et al., 2010) and our sample of A-type stars, over common mass ratios and separations sampled. However, we calculate a probability of 0.04 that the companion frequency to B-type stars can describe the observations to our sample of A-type stars. These companion frequencies are summarized in Table 4.6 and Fig. 4.5 where they are presented according to the individual survey.

It is important to note that six of the seven companions were found at separations between 0.2882.760 au . For many sources in our sample, our survey was sensitive to companions at separations greater than 2.760 au due to their distance (up to 78 pc ) and our ability to detect companions out to 0.3 ", yet only one was found. It is a potentially curious observation, and a larger survey would allow us to probe whether this defecit of companions beyond 2.760 au is statistically significant.

Companions formed through turbulent fragmentation (Goodwin et al., 2004a; Offner et al., 2010) are thought to originate at separations of $100 \mathrm{~s}-1000 \mathrm{~s}$ au, while companions formed through
disk fragmentation (Adams et al., 1989; Bonnell and Bate, 1994; Kratter et al., 2008) are thought to originate at separations on the order of the size of the disk, $10-100 \mathrm{~s}$ au. Various processes can reduce the separation of the companion below 10 au (Bate et al., 2003; Bate, 2012). These processes include accretion from the natal cloud, interactions with the circumbinary disk and gas in the natal cloud, dynamical effects within an unstable triple, the Kozai-Lidov mechanism, and more (Offner et al., 2010; Kratter, 2011; Moe and Kratter, 2018; Lee et al., 2019; Tokovinin and Moe, 2020). We cannot specifically determine which processes affected the binaries observed in our sample. However, we can conclude that these processes are important to a significant portion of the A-star population and are required to replicate our observations. Our results begin to place constraints on the companion population to intermediate mass A-type stars, and they indicate that such a population is significant and must be precisely characterized for a global understanding of star formation processes to intermediate mass stars. Our results also indicate a possible difference in companion frequency for A-type and FGK-type primaries relative to B-type primaries. If proven true, this may support the idea of an increased occurrence of disk fragmentation around stars more massive than $\sim 2.5 \mathrm{M}_{\odot}$ which could produce the large frequency of companions at such close separations. With a larger sample of A-type stars, we will be able to: a) place strong constraints on the companion frequency to A-type stars at close separations and look for differences as a function of primary mass, b) fit various mass ratio distributions to a larger set of companions to differentiate between potential formation mechanisms, and c) probe the functional form of the close companion orbital separation distribution which was unconstrained in this work.

### 4.6 Conclusion

We have conducted a survey of 54 nearby A-type stars within 80 pc using long baseline interferometry at the CHARA Array with the MIRC-X and MYSTIC instruments to search for close companions. To summarize the results of our survey:

1) We have shown that 20 min integrations with the Grism190 mode on targets with $\mathrm{H} \leq 5.8 \mathrm{mag}$ MIRC-X can achieve contrasts of 4-5.5 mag beyond $\sim 10 \mathrm{mas}$ and $3-4.5 \mathrm{mag}$ beyond 2 mas . We have also shown that MYSTIC has comparable, if not slightly better, sensitivity to faint companions compared to MIRC-X.
2) We detected 7 companions with projected separations 6-158 mas (0.288-8.86 au) and mass ratios $=0.21-0.96$. For our sample of A-type stars with masses of $1.44-2.93 \mathrm{M}_{\odot}$, we observed a companion frequency of $0.25_{-0.11}^{+0.16}$ over mass ratios $0.1-1.0$ and projected separations 0.01-27.54 au. This measurement is consistent with that of the spectroscopic survey of Abt (1965) and the pulsation timing analysis of Murphy et al. (2018) for AF-type primaries over separations and mass ratios sampled.
3) Our estimate of the companion frequency is larger than the calculated companion frequency after extrapolating the model fits of De Rosa et al. (2014) to the sensitivity of our survey with a probability of 0.007 that they can describe our observations. Although, they stated that further investigations are required to completely characterize the companion population down to small separations that are not included in their analysis.
4) Our estimate of the companion frequency is consistent with that of FGK-type stars, but we find a probability of 0.04 that the B-type companion population model can replicate our observed companion frequency to A-type primaries. This may be indicative of an increased occurrence of companions to B-type stars ( $\gtrsim 2.5 \mathrm{M}_{\odot}$ ), potentially due to a higher incidence of disk fragmentation.
5) Our detections are consistent with being drawn from both a flat and negatively weighted mass ratio distribution. A larger sample size is crucial to characterizing the mass ratio distribution of close companions to A-type stars, and hence constraining potential formation mechanisms.
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## CHAPTER 5

## Discussion

Multiplicity plays an important role in the formation of stellar populations across the mass spectrum. We must have a thorough understanding of the formation process of companions in order to obtain a comprehensive, predictive theory of star formation and understand how most stars form. The features of multiplicity are also key inputs to many other astrophysical phenomena from circumstellar disks and planets to Type Ia supernovae and gravitational waves sources. In this chapter, I discuss how my analyses impact our understanding of star formation as a function of primary mass and the effects of stellar environment. I also lay out open questions and speculate on their potential solutions that can be thoroughly explored with many of the same approaches described in this thesis.

### 5.1 Impact of Star-forming Environment on Companion Populations

In this section, we place observations of Class 0 protostars (young protostars where the majority of the final stellar mass is within the envelope yet to be accreted) in context of our observations of the companion population in the ONC and the impact of dynamics on the companion population. We also place our brown dwarf binary observations in the ONC in context of the theoretical framework of possible formation channels. Lastly, we discuss future programs designed to thoroughly explore companion populations in many varied star-forming environments and how these observations can answer the open questions of the origin of the Galactic field population, the precursor to OB associations, and impact of dynamics within regions of various stellar densities on companion populations.

### 5.1.1 Stellar Primaries

Observations of young protostars, as young as Class 0, in the Orion A, Orion B, and Perseus molecular clouds with the Atacama Large Millimeter Array (ALMA) show a prominent excess in observed companion frequencies compared to the field at separations $1,000-10,000$ au after accounting for line-of-sight projections (Tobin et al., 2022). Unfortunately, these radio surveys of protostellar systems cannot estimate masses. Therefore, it is unclear how low in mass ratio these surveys reach and thus the measured companion frequency serves only as a lower limit. They speculate that turbulent fragmentation and disk fragmentation are both at play in order to replicate the observed companion frequencies, and that migration must occur at some level to reduce the amount of very wide companions and move them to closer separations. However, they are incomplete below 20 au and cannot constrain the quantity required to migrate in order to replicate the field population. They claim an increase in companion frequency within regions of surface density $>30 \mathrm{pc}^{-2}$ compared to those in lower surface density regions, attributing this to fragmented cores closer in proximity to one another in higher density regions which provides more sources to become bound, a result tentatively supported in Kounkel et al. (2016). However, the regions they explored are relatively low density compared to the stellar density of regions like the ONC. While these wide protostellar companions may form during the early Class 0 phase, in high density regions like the ONC, dynamical disruptions of multiple systems are likely to reduce the companion frequency at wide separations within $<1$ Myr. Initial protostellar cores may frequently result in wide companions between 1,000-10,000 au, but dynamical interactions determined by the stellar density of the environment will shape the final configuration of the companion population.

Previous studies within the Taurus molecular cloud by Kraus et al. (2011) identify a significant excess of companions to stellar primaries over 3-5,000 au. My work in the Orion Nebula Cluster found that the companion frequency to low-mass primaries ( $0.1-0.7 \mathrm{M}_{\odot}$ ) over $10-200$ au was consistent with the Galactic field, but that Taurus was in excess of both the ONC and the field over those same separations. The differing companion frequencies between Taurus and the ONC can potentially be explained through the ALMA protostellar observations. Many companions form through turbulent fragmentation at wide separations, e.g. 100-10,000 au. For those at the widest separations ( $1,000-10,000 \mathrm{au}$ ), dynamical interactions at early times can disrupt a significant portion of the protostellar multiples. In the ONC, dynamical interactions have a larger impact on the frequency of companions at initially wide separations, preventing their future migration. This is especially important when dense environments experience a cool collapse phase that temporarily increases the stellar density by roughly an order of magnitude (Allison et al., 2009, 2010). In less dense environments, e.g. Taurus, dynamical interactions are much less likely to occur. With a longer amount of time to evolve without disruption, wide companions are able to migrate to closer separations due to dynamical friction from the gaseous envelope of both protostars, and can
eventually migrate within the disk of the primary as well (Bate et al., 2002, 2003). The inward migration increases the binding energy of the system, making it even more difficult to disrupt them.

Importantly, our analyses in Chapter 2 found that the power-law index of the fit to the mass ratio distribution was consistent between the field, the ONC, and Taurus for low-mass primaries over intermediate separations 10-200 au. The conserved shape of the mass ratio distribution may be crucial evidence for formation of low-mass stellar multiple systems invariant with respect to stellar density, and unaffected by local high-mass stars which impart a large amount of high energy photons into the gas. Parker and Reggiani (2013) performed an N-body simulation tracking the state of binary systems within a clustered environment. They concluded that the mass ratio distribution remains mostly unaffected by dynamical interactions because the perturbers that disrupt binary systems typically impart much larger energies than the binding energy ( $\mathrm{E}_{\text {bind }}=\mathrm{GM}_{1} \mathrm{M}_{2} / \mathrm{a} \propto \mathrm{M}_{1}^{2} \mathrm{q} / \mathrm{a}$ ) of the system itself. Therefore, disruptions are less sensitive to the mass ratio of the system, which usually modifies the binding energy by up to a factor of 10 ( $90 \%$ of companions exist in systems with $\mathrm{q}=0.1-1.0$ for a flat mass-ratio distribution), but are more sensitive to wide separations, which can range over many orders of magnitude out to $10,000 \mathrm{au}$. The significantly lower binding energy of wide companions would then mean that there are many more potential cluster members that could impart energies high enough to perturb those systems. In this scenario, companions form through both disk and turbulent fragmentation, migrating and accreting within the natal cloud and disk. Wide companion cores are disrupted in high density regions but remain intact in low density regions, allowed to continue their evolution. For cores that achieve intermediate separations, their mass ratios are determined by the initial core mass and the preferential accretion from the disk which would attain the same characteristic mass ratio distribution regardless of stellar density. The only tracer of this difference would be the companion frequency from intermediate to wide separations.

Using the formalism of Weinberg et al. (1987), we can estimate the characteristic lifetime of a binary system where catastrophic gravitational events disrupt the system, $\mathrm{t}_{\text {char }} \propto \frac{M}{a} \times \frac{1}{n} \propto$ $\frac{M_{1}(1+q)}{a} \times \frac{1}{n}$, where a is the separation of the binary, M is the total mass of the system, $\mathrm{M}_{1}$ is the mass of the primary, q is mass ratio, and n is number density. Mass ratio (by definition between $0-1$ ), can only impact this lifetime by a factor of two but the separation spans many orders of magnitude and has drastic effects. Within a high density environment, e.g. $\mathrm{n}=1000 \mathrm{pc}^{-3}$, a binary with a 100 au separation, primary mass of $0.2 \mathrm{M}_{\odot}$ and mass ratio $=0.1$ has a characteristic lifetime of $\sim$ 40 Myr. For separations of 1,000 and 10,000 au, the same binary has a characteristic lifetime of $\sim$ 4 Myr and 0.4 Myr respectively. Unbound star-forming regions will not remain at high densities for 10s of Myr, and therefore binaries at 100 au are expected to remain stable. However, wider systems at $1,000-10,000$ au can be easily broken up within $\lesssim 1-10 \mathrm{Myr}$. Therefore, companions between 1,000-10,000 au where the excess was observed among Class 0 protostars can be disrupted
in high density regions, while the same binary in a low density region cannot be broken up within the time it takes the region to dissociate (e.g. Taurus with $\mathrm{n} \sim 1-10 \mathrm{pc}^{-3}$ ). Potentially, this allows wide companions in low stellar density regions to migrate inward and would result in an excess of companions compared to high density regions. The effect of dynamics is clearly important in shaping the companion populations within star-forming regions, and the outcome is a useful tracer of the environment in which multiple systems are born. Potentially, these low density regions do not contribute a significant fraction of the Galactic field population. However, it is also possible that low density regions contribute more intermediate separation multiples than ONC-like regions, but even higher density regions (e.g. Westerlund 1) contribute much less intermediate separation multiple systems than ONC-like regions (Patience et al., 2002). In this case, the Galactic field population has significant contributions from all regions, but ONC-like regions serve as an average companion population. Future observations in more varied environments are required to pursue this hypothesis.

### 5.1.2 Sub-stellar Primaries

Within the Galactic field, multiplicity surveys targeting sub-stellar primaries find very few companions beyond 20 au . These surveys are often small to moderate in size, between about 50-90 targets, but find a companion frequency of $\sim 0.01$ for companions $>20$ au. Wide companions to brown dwarfs have been detected in the Galactic field (e.g. Softich et al., 2022), but are more frequently discovered in young star-forming regions (e.g. Luhman, 2004). In the ONC, we find a companion frequency of 0.12 to brown dwarf primaries, in excess of that observed in the Galactic field over 20-200 au and $q=0.5-1.0$. However, the sub-stellar multiplicity surveys we compiled in nearby star-forming regions typically only have up to a few dozen targets. This makes statistical comparisons of companion populations more difficult due to large error bars. Relative to the Pleiades, we calculate a probability of 0.02 that its companion frequency to brown dwarfs is the same as that observed in the ONC. As the Pleiades is bound and a potential outcome of an ONC-like region (Kroupa et al., 2001a), it follows that dynamical interactions of wide sub-stellar binaries over 100 Myr could reduce the observed companion population of the ONC to resemble that of the Pleiades and also the field. We estimate that the observed sub-stellar binaries with the lowest binding energy can be broken up within 5 Myr and those with higher binding energies may take 10s of Myr. However, if the ONC remains bound as expected, a sizable number of these sub-stellar binaries will be disrupted.

Interestingly, Kraus and Hillenbrand (2012) estimated the power-law index to the mass ratio distribution for very low-mass/sub-stellar primaries ( $0.07-0.15 \mathrm{M}_{\odot}$ ) in Taurus and found an index $=4.0_{-1.6}^{+1.9}$ for companions at $<25$ au and an index $=-0.3_{-0.5}^{+0.7}$ for companions at $>25 \mathrm{au}$. In our
estimates in the ONC over 20-200 au, we find that the mass ratios of our detected companions result in a p-value of 0.02 for a KS-test comparison to the Reid et al. (2006) mass ratio distribution $(\gamma=3.6 \pm 1.0)$ but 0.42 relative to a flat mass ratio distribution. While the Kraus and Hillenbrand (2012) sample was preferentially higher mass to our own and only had twelve detections, if these trends hold, it is possible that wide companions to brown dwarfs are disrupted in higher density regions (therefore not frequently seen in the field) while the closer companions were able to migrate inward at early times and competitively accrete within the disk of the primary building the mass ratio closer to one and thus a power law index highly biased to higher mass ratios (e.g. $\gamma=3.6$ for L-dwarf field sample, 6.1 for T-dwarf field sample, Reid et al., 2006; Fontanive et al., 2018). For example, if we assume that companions to brown dwarfs are drawn from the IMF through turbulent fragmentation and that the IMF can be modeled as a log-normal down to very low masses (Chabrier et al., 2000), then the resulting mass ratio distribution would be effectively linear where $\gamma \sim 1.0$ for the $\sim 0.07 \mathrm{M}_{\odot}$ primaries in the Reid et al. (2006) sample (and more steeply peaked for lower mass primaries). While biased to higher mass ratios, the estimated power-law fit to the field data is even steeper, likely requiring preferential accretion within the disk to increase the mass ratio distribution to resemble that observed in the Galactic field population. As most companions to brown dwarfs in the field are within 10 au of the primary and would interact with the disk, this is a plausible mechanism to produce the observed field brown dwarf binaries (high q and a $\lesssim 10$ $\mathrm{au})$. The remaining wide systems in low density regions will then be the likely origin of the rare wide brown dwarf binaries found in the field (e.g. Softich et al., 2022).

### 5.1.3 Future Work

With the work carried out in this thesis, it is evident that environment plays a significant role in shaping the companion population of low-mass stellar and sub-stellar primaries. The primordial population is likely independent of stellar density, but then sculpted by migration and dynamical interactions. Over time, associations dissolve into the Galactic field population and even bound clusters expel a majority of their members into the Galactic field. Importantly, neither Taurus nor the ONC are likely dominant contributors to the Galactic field population. Taurus is a low mass, low density T-association that is likely a less common location for star formation compared to its higher density, similar mass counterparts. The ONC is a high density yet bound cluster, and remaining bound is an infrequent outcome for star-forming regions ( $\sim 10 \%$ of stellar mass remains bound in long-lived clusters, e.g. the Pleiades, Johnson et al., 2016; Krumholz et al., 2019). The embedded cluster mass function predicts that equally spaced logarithmic bins in cluster mass creates a similar number of stars assuming the same IMF across 50-1000 $\mathrm{M}_{\odot}$ (Lada and Lada, 2003), but this does not include stellar density as an input. Therefore, we must explore the companion populations of
more varied environments that span the possible range of stellar density and stellar mass in order to identify the major contributors to the Galactic field population and determine the extent to which dynamical interactions impact the companion populations across a broad range of primary masses and orbital separations.

Embedded clusters are intermediate density regions ( $\sim 100-1000 \mathrm{M}_{\odot} \mathrm{pc}^{-3}$, see Fig. 5.1) between Taurus and the ONC, have hundreds to thousands of members (spanning the embedded cluster mass function range), and account for up to $90 \%$ of all stars formed in giant molecular clouds (Lada and Lada, 2003), perhaps representing the most likely mode of star formation. These regions are also likely to become unbound after the gas is expelled from the region in contrast to regions like the ONC that are bound. Many embedded clusters exist within the Orion molecular clouds as well as others at comparable distances. An HST Cycle 30 program (ID 17141, PI: De Furio) is designed to observe NGC 1333, a more moderate density cluster, and perform a similar analysis to that presented in Chapter 2 across $0.01-1.0 \mathrm{M}_{\odot}$. Based on distance estimates to NGC 1333, projected separations down to 7.5 au are attainable. Other embedded clusters like IC 348 and NGC 2024 have JWST GTO programs dedicated to directly imaging these regions with NIRCam as a probe of the low mass end of the IMF (e.g. GO-1190, PI: Meyer). With an improved characterization of the bottom of the IMF, we will have strong predictions on the mass ratio distribution through turbulent fragmentation, particularly important for brown dwarf primaries. With these observations, multiplicity analyses can also be performed in a similar manner to Chapter 2 and 3.

Future JWST programs with NIRCam (some already planned through the GTO consortium, ID: $1190,1202,1228,1229$, and 1256) at 3-5 microns can efficiently target many embedded regions that would allow for the probe of the youngest regions closest to the primordial population attainable. This would then allow us to explore the sequential effects of dynamics, observing regions $\lesssim 1 \mathrm{Myr}$ to those between 1-10 Myr given similar densities. This would also allow for observing through highly extincted populations (e.g. NGC 2024), down to very low mass primaries (i.e. the opacity limit of fragmentation, due to JWST's unparalleled sensitivity), and image many cluster members simultaneously with the large NIRCam field of view while requiring only a few fields per region. Observing more regions also reduces the likelihood of companion population statistics from being stochastic which Parker and Goodwin (2012) warn can occur for individual regions.

In addition to embedded clusters, OB associations are another type of star-forming region that is likely a common location for stars to form. These regions are present-day low density environments with hundreds to thousands of stars as well as high mass stars. They are observationally unique from a region like Taurus due to the presence of high mass stars and the sheer amount of stars formed within them, but are not physically unique from lower mass T associations other than size. However, their origin is still debated. They could emerge from the expansion of an embedded cluster after the removal of its gas, and simply be an older phase of this star-forming region (Hills,


Figure 5.1: Example star-forming regions as a function of highest stellar density experienced throughout its lifetime, with estimates from Parker (2014). As differences in companion populations are seen between low density and high density regions, we must explore more moderate density regions to determine whether the companion population has a strong dependence on stellar density. Image credit left to right. Chamaeleon I: S. Volskiy (Chilescope.com), R. Eder, IC 348: NASA, ESA, J. Muzerolle, E. Furlan, K. Flaherty, Z. Balog, and R. Gutermuth, NGC 2024: NASA, ESA, N. Da Rio, G. Kober, ONC: F. Summers, M. Robberto.

1980; Kroupa, 2001; Goodwin and Bastian, 2006). However, recent observations of sub-structure within these regions indicates that they could form in situ having only ever experienced this low density environment, as sub-structures should be erased by the other cluster members in higher density regions (Könyves et al., 2010, 2020; Wright et al., 2022). If they emerge from embedded clusters, their primordial populations would have experienced significantly higher densities than presently observed which would sculpt their companion populations. If they formed in situ, multiple systems are likely unaffected by dynamical interactions due to the low density (Parker and Meyer, 2014). Therefore, their origin and their prevalence as a major contributor to the Galactic field population can be probed through their companion populations. It is difficult to perform high angular resolution surveys on OB associations as sources must be observed individually over large fields. However, with the launch of the Nancy Grace Roman Space Telescope planned in 2026, large regions can be observed with the Wide Field Instrument in the near infrared with diffraction limited imaging down to $\sim 0.1 "$ and nearly $100 x$ the field of view of HST WFC3/IR. Other approaches to characterizing the multiplicity of OB associations are currently ongoing. One approach is to use the Gaia observatory to search for potential binary signatures within the archival data. The renormalised unit weight error (RUWE) is a measure of how well a single PSF fits the data, and poor fits are likely an indication that a companion exists. Gaia cannot resolve these companions or detect them astrometrically, but Wood et al. (2021) mapped out the region of angular separation
and contrast space where high RUWE values correspond to known binary parameters, sensitive over 0.03-1.0" and $\Delta \mathrm{G}=0-5 \mathrm{mag}$. With this metric, one can identify the sub-set of a region with companions over 0.03-1.0" from Gaia RUWE values, and observe only these systems to obtain accurate companion parameters. Then, the entire region can be characterized over this parameter space while only observing the sub-set of binary candidates. One such program is underway in Orion OB1a and OB1b (Briceño et al., 2019) using Keck/NIRC2-LGSAO (PID 121/2023B_N238, PI: De Furio) and Gemini speckle interferometry (GN-2023B-Q-226, GS-2023B-Q-218, PI: De Furio) where $\sim 20 \%$ of the region must be followed up from the ground to characterize their companion populations over 12-400 au.

Another important factor in the formation of multiple systems is the metallicity of the starforming region in which these systems form. Previous analyses identified an increase in the frequency of multiples at close separations for solar-type stars with low metallicity, and a significant decrease for regions with high metallicity, from $[\mathrm{Fe} / \mathrm{H}]=-1.0$ to +0.5 (Moe et al., 2019). This was attributed to the gas of a circumstellar disk being coupled to the dust which radiates more efficiently as metallicity decreases and the opacity of the dust decreases. This more efficient cooling therefore makes the disk more susceptible to fragmentation. This was not observed for very low metallicity solar-type stars $([\mathrm{Fe} / \mathrm{H}]<-1.0)$ or for higher mass stars as they are already very susceptible to disk fragmentation. El-Badry and Rix (2019) saw a similar effect for stars with masses $0.45-1.5 \mathrm{M}_{\odot}$ with suspected unresolved companions between 50-200 au from the Gaia archive. However, this has never been observed for low-mass stars. Offner et al. (2010) concluded from simulations that low-mass stars are stable to disk fragmentation, but perhaps at low metallicities their disks will cool enough to fragment. We can explore this in more distant young star-forming environments that are currently too far away to probe 10-200 au separations. This is a particularly interesting question to answer for sub-stellar primaries as they become very faint with age and are difficult to observe within the Galactic field. Future thirty meter class telescopes with adaptive optics will provide diffraction limited imaging in the near infrared. The Extremely Large Telescope (ELT) will have a 39.3 m diameter, and will be able to achieve 5 milli-arcsecond (mas) resolution, equivalent to 20 au at a distance of 4 kpc . The MICADO instrument on the ELT is a wide-field imager that will operate with the multi-conjugate adaptive optics module to achieve 5 mas resolution (with 4 mas pixels) within a 50.5 " $x 50.5$ " field of view. Although this is $\sim 6 \mathrm{x}$ smaller than HST WFC3/IR, the attainable resolution is 20x larger without having severely undersampled pixels. With this instrument, we will be able to explore star-forming regions with high angular resolution at distances never before studied. Sh2-284, the lowest known metallicity star-forming region in the Galaxy, is at a distance of 4.5 kpc making the diffraction limit at 1 micron comparable to $\sim 23 \mathrm{au}$. These types of observations will allow us to directly probe the effects of metallicity in the formation of companions at very early times, particularly at separations $<200$ au and down to sub-stellar primaries.

Star-forming regions span orders of magnitude in size, density, and number of stars. These environments eventually populate the Galactic field population and can produce differing companion populations. With the onset of the largest space- and ground-based telescopes to date, the impact of dynamics on companion populations within young star-forming regions can be thoroughly described. These telescopes also allow us to probe the lowest masses that can be produced through the star formation process and thus test the many theoretical processes that produce stars, brown dwarfs, and multiple systems.

### 5.2 Formation of Stellar and Sub-stellar Multiples as a Function of Primary Mass

As described in Section 1.4, companion properties in the Galactic field population appear to heavily depend on primary mass. The peak in the separation distribution appears to decrease with primary mass from solar-type primaries to brown dwarf primaries (Duchêne and Kraus, 2013), where higher mass A- through O-stars appear to have a flat separation distribution across a broad range of separations (Moe and Di Stefano, 2017). Additionally, the power-law index of the fit to the mass ratio distribution increases as primary mass decreases, e.g. from $-1.4 \pm 0.4$ to $4.8 \pm 2.2$ for O-type primaries to brown dwarf primaries over 1-100 au (Offner et al., 2023). These observed populations must be a direct result of turbulent and disk fragmentation, additional migration and accretion, and dynamical interactions both within the star-forming region and within the Galactic field. Some features of the field companion population have been thoroughly described and well explained, e.g. for higher mass O and B stars as well as FGK stars for $\mathrm{q}>0.1$ (Raghavan et al., 2010; Rizzuto et al., 2013; Sana et al., 2014). However, other features within the field population remain either unconstrained or incomplete.

There is also a reported trend that the companion frequency continues to decrease as a function of primary mass through low-mass brown dwarf primaries (Fontanive et al., 2018). However, some comparisons between M-type, FGK-type, and A-type primaries in the Galactic field over 0-10,000 au and $\mathrm{q} \geq 0.6$ finds that the companion frequencies are more similar than appreciated (Susemiehl and Meyer, 2022). This analysis was performed by assuming functional forms (e.g. log-normal and power law), calibrating each survey to the observed companion frequency over its region of sensitivity, and integrating over the defined parameter space. While this result would seem to contradict reported companion frequency trends, it is important that these field surveys frequently suffer from incompleteness for which they do not correct and likely bias these results. In the same vein, analyses of the mass ratio distribution for low-mass stellar and sub-stellar primaries appear to show the power-law index increasing as primary mass decreases, but these estimates have large
error bars for brown dwarf primaries, making it difficult to truly identify significant differences with respect to their stellar counterparts.

Open questions still remain in the demographics of companions for particular primary masses and over specific separations in the Galactic field. In this section, I describe how results from this thesis inform our understanding of multiplicity in the Galactic field, and discuss potential programs that would greatly improve our characterization of companion populations for A-type stellar, M-type stellar, and brown dwarf primaries.

### 5.2.1 Intermediate Mass Stars

Previous spectroscopic surveys in the Galactic field observed chemically peculiar A-type stars that make up $\sim 15 \%$ of all A-stars ( $30-35 \%$ of A4-F1 stars), yet the vast majority of typical A-type stars were ignored (Abt, 1961; Carquillat and Prieur, 2007). A survey of $\delta$ Scuti variable stars (Murphy et al., 2018) characterized the companion population between $0.6-3.6$ au for A and F stars in the field. A direct imaging survey by De Rosa et al. (2014) observed A-type primaries in the field, and were sensitive beyod 30 au but incomplete below ~ 100 au . In this thesis, we observed 54 A-type field stars with the MIRC-X and MYSTIC instruments on the CHARA array and found a significant population of close companions over 0.01-27.54 au and $q=0.1-1.0$, with a companion frequency of $0.25_{-0.11}^{+0.16}$, and constrained the power law index of the mass ratio distribution, $\gamma=-0.22_{-0.88}^{+0.94}$. This power-law index is consistent with a flat distribution, potentially resulting from disk fragmentation and turbulent fragmentation plus migration and preferential accretion. On the other hand, the companion frequency appears consistent with the FGK-type population, but lower than that of Btype stars. If true, then enhancement in the occurrence of disk fragmentation may begin at masses > $2.5 \mathrm{M}_{\odot}$. However, we only detected seven systems in our survey which leaves large error bars on the companion parameters. Therefore, a volume-complete sample of all primaries with intermediate masses 1.5-2.5 $\mathrm{M}_{\odot}$ at distances $\lesssim 50 \mathrm{pc}$ ( $\sim 230$ sources) using long-baseline interferometry would serve as the definitive statistical analysis of such a close companion population.

If the companion frequency increases continuously from FGK-stars (Raghavan et al., 2010) to Btype (Rizzuto et al., 2013) stars at close separations, with signs of competitive accretion in the mass ratio distribution, that would be evidence for enhancement of companions by disk fragmentation. Our results do not distinguish between the companions to A-type stars and FGK stars, but do show potential differences relative to B-type stars. In Fig. 1.3, analyses of field multiplicity surveys show a trend in the mass ratio distribution as a function of separation from FGK stars to O and B stars. However, the A-type population is not well characterized. With a large volume-complete survey extending from the current sample, we can characterize the companion population of A-type stars, and reduce the measured errors on the companion properties from the 54 star sample. The
trend in companion frequency across $\sim 1-3 \mathrm{M}_{\odot}$ will determine whether disk fragmentation occurs continuously from $\sim 1 \mathrm{M}_{\odot}$ or sharply near $2.5 \mathrm{M}_{\odot}$.

### 5.2.2 Low-Mass Stars and Brown Dwarfs

Most M-star surveys do not have a large sample of primaries between 0.1-0.3 $\mathrm{M}_{\odot}$ (e.g. Ward-Duong et al., 2015). Large changes in the companion frequency are reported between M-type stars ( $\sim$ $0.30-0.40$ ) and brown dwarfs ( $\sim 0.10-0.25$ ). Also, brown dwarf surveys typically have small sample sizes which result in large 1 -sigma error bars on the companion frequency of order 0.05-0.1. Due to the incompleteness in low-mass stellar primaries and uncertainties in brown dwarf companion statistics, it is unclear how companion properties change as a function of primary mass at the low mass end of the mass spectrum. Because of the apparent change in the mass ratio distribution and companion frequency between early M and TY-dwarfs, we must explore the companion populations for mid-/late-M and L-dwarfs to identify either a smooth transition or a steep break in companion properties.

The early M-star (0.3-0.6 $\mathrm{M}_{\odot}$ ) population characterization would benefit greatly from a Bayesian demographic analysis. However, most surveys report statistics relative to some average contrast curve or correct for incompleteness after assuming a given model of the mass ratio or separation distribution. They also suffer from incompleteness at low mass ratios or small separations, that can leave surveys susceptible to biases not accounted for within their errors. There are two straightforward ways to improve our understand of this companion population. One way is to gather reported contrast curves on a source by source basis and companion detections across a broad range of surveys and perform a Bayesian demographic analysis similar to Sec. 2.7.1.3. This approach is complicated as most surveys do not present or report contrast curves in an easily digestible way, and it may suffer from Malmquist bias of the parent sample. Another possible approach is to perform a new volume complete survey within $10-20 \mathrm{pc}$ using 4 m class telescopes to resolve companions down to 0.1 ". With the sensitivity to 1-2 au and the derived contrast curves, a Bayesian analysis can be easily performed to determine the companion frequency and to characterize the mass ratio distribution and separation distribution. For the lower mass stellar portion ( $0.08-0.3 \mathrm{M}_{\odot}$ ), a similar analysis needs to be performed that will allow for the distinction between the higher mass M -stars and brown dwarfs, if one exists. Both samples must have hundreds of stars in order to produce small error bars. For a sample of 500 stars assuming a companion frequency of 0.30 , we derive binomial errors to the companion frequency of 0.02 , significant improvement over previous work. With the HRCAM at the 4.1m Southern Astrophysical Research Telescope, the typical limiting magnitude is $\mathrm{I}=12 \mathrm{mag}\left(\sim \mathrm{a} 0.1 \mathrm{M}_{\odot}\right.$ star from $\left.1-10 \mathrm{Gyr}\right)$ and one can observe $\sim 100$ stars per night and detect companions through speckle interferometry down to 0.1 " (Tokovinin et al., 2022). In 10 nights,

1000 stars spanning $0.1-0.6 \mathrm{M}_{\odot}$ can be observed to definitively constrain the companion population demographics down to small separations and high contrasts. On top of these analyses, the Gaia mission is expected to detect the astrometric signal from the presence of companions to sources with G mag $\gtrsim 21 \mathrm{mag}$. As the mission runs for five years, a $0.4 \mathrm{M}_{\odot}$ star with a $0.2 \mathrm{M}_{\odot}$ companion at 2.5 au in separation will complete one orbit within that time. Therefore, companions can be detected astrometrically with Gaia up to a few au in separation for primaries near the sub-stellar limit within $\sim 20 \mathrm{pc}$. Further away and lower mass primaries will not be strongly detected due to their low flux in the G band. The combination of Gaia and speckle imaging would provide strongly constrained estimates to the companion frequency and the parameters of the separation and mass ratio distributions to which we can compare to other surveys as a function of primary mass with sensitivity across a broad range of separations.

For the even lower end of the primary mass range, brown dwarf surveys in the Galactic field typically have small sample sizes, and resolution near the expected peak in the brown dwarf companion separation distribution. To combat the problems with large error bars across the substellar mass range, a large multiplicity survey of brown dwarfs with sensitivity down to $\sim 1$ au is needed. These programs are expensive and require large ground-based telescopes with laser AO or space-based imaging of sources individually. Luckily, many brown dwarfs have been previously observed in separate HST programs with various science goals. Through a review of the HST archive, up to 370 brown dwarfs can be explored for multiplicity using the same techniques as those described in Chapter 2 which would result in the largest brown dwarf multiplicity survey to date. Assuming a 0.15 companion frequency, we achieve 0.02 error bars for the full sample and 0.03 error bars if we split the sample in half for a high mass and low mass portion. A smaller number of detections and sample size in our stellar multiplicity ONC survey achieved power-law index errors of 1, whereas current errors for the low-mass brown dwarfs of Fontanive et al. (2018) are $+4 /-3$. We would be able to see where and how the companion frequency, the peak of the separation distribution, and the power-law index to the mass ratio distribution change as a function of primary mass with a much greater degree of certainty compared to current studies. Current work with JWST (e.g. GO-2473, PI: M. Meyer, L. Albert) is targeting the coldest (i.e. oldest or lowest mass) primaries (Y-dwarfs) in a search for close companions, described in Chapter 3. This analysis will probe mass ratios down to $\sim 0.05-0.1$ and separations down to 0.5 au . With well defined limits and a larger sample of brown dwarfs at the lowest mass ends, these analyses can be incorporated into a larger sample, like described above, to determine whether trends in the companion properties continue to decrease throughout the sub-stellar mass range. As these objects are the lowest mass free-floating field objects found to date, this analysis will serve as the best characterization of the companion population approaching the fundamental limit of turbulent fragmentation. With the detection of the first Y-Y dwarf binary system at 1 au in separation, this
program is already producing results that allow us to constrain the population of companions to the lowest primary masses explored. Companions may exist at closer separations $<1$ au which can be explored with the onset of ELTs and with JWST spectroscopy searching for radial velocity signals.

We can also use the Very Large Telescope Interferometer (VLTI) and GRAVITY instrument to explore separations down to 1 mas for very low mass primaries. The dual-field wide mode of VLTI/GRAVITY allows for fringe tracking on references stars with $\mathrm{K} \leq 10.5 \mathrm{mag}$ with the science channel simultaneously focused on targets with $\mathrm{K} \leq 17.5 \mathrm{mag}$ as long as the reference is within 30 " of the science target. For $10 \mathrm{M}_{J}$ objects with ages of 5 Myr and within a distance of 300 pc , VLTI/GRAVITY has the ability to resolve companions down to 1 mas as long as there is a brighter reference within 30". While appropriate references for fringe tracking may not exist for many field brown dwarfs, we can identify references within star-forming regions for sources with masses approaching the limit of fragmentation. We can define the primordial companion population to very low mass brown dwarfs within star-forming regions at separations down to 0.1 au for objects with distances of 100 pc . These observations achieve separations so far unattainable with any other observing technique for field brown dwarfs and would also allow for a comparison of the previously observed field companion population to that at very young ages beyond $\sim 1 \mathrm{au}$.

These observations of low-mass stars and brown dwarfs are complementary to the work performed in star-forming regions. The targeted star-forming regions discussed in Sec. 5.1.3 are too distant to resolve companions down to 1 au , but can detect Jupiter mass primaries while testing the impact of dynamics. These observations in the Galactic field will both define the final state of multiple systems at close separations as well as probe star formation processes down to $\sim 1$ au. Mass ratio differences in the Galactic field as a function of separation have never before been shown for M-type stars or brown dwarf primaries. We identified a potential signal in our brown dwarf survey in the ONC, but cannot resolve companions down to the closest separations. With a thorough characterization of the companion population to primaries of $\sim 0.01-0.6 \mathrm{M}_{\odot}$ in the Galactic field, we can search for differences as a function of separation and primary mass. Then, we can compare the observations to purely being drawn from the IMF, or if further accretion after fragmentation was required to produce higher mass ratio systems. As low-mass stars are likely stable to disk fragmentation (at least for solar metallicity Offner et al., 2010), we can test the two hypotheses of either being drawn directly from the IMF with no further processes modifying the companion or requiring additional accretion to modify the companion properties.

While much is known about the companion population to stars in the Galactic field, there are still many open questions which must be explored through future analyses. These surveys have substantial consequences for our understanding of specific star formation processes that occur across the mass spectrum and across a broad range of orbital separations. With the success of the JWST and expectations of Roman and the ELT, there are many aspects of multiplicity formation
and evolution that will be answered in the years to come.

## CHAPTER 6

## Summary and Conclusion

In my thesis, we explored the formation of multiple systems both as a function of environmental properties and primary mass. This work utilized novel approaches to high angular resolution imaging as well as long-baseline interferometry to detect companions in a variety of astrophysical situations. While much is known about the formation of multiple systems, many questions still remain about the dominant formation mechanisms as a function of primary mass, mass ratio, and orbital separation. With better knowledge of companion populations as a function of primary mass, orbital separation, metallicity and environmental stellar density, we can construct a predictive theory of star formation that generates observed stellar populations in star-forming galaxies.

First, we used wide-field, diffraction limited imaging on the Hubble Space Telescope to explore the companion population of brown dwarf and low-mass stellar primaries within the Orion Nebula Cluster (ONC) down to 0.025 " ( 10 au at 400 pc ). We implemented a double point-spread function (PSF) fitting algorithm using empirically derived PSFs in order to detect companions within the wide field imaging data on the Advanced Camera for Surveys (ACS). We demonstrated the ability of this technique to recover companions down to $0.025 "(0.5$ ACS pixels, $\sim 0.5 \lambda / \mathrm{D})$. Then, we applied this technique to a sample of known brown dwarf and low-mass stellar members. We detected seven companions to 75 very low-mass stars and brown dwarfs ( $\sim 0.012-0.1 \mathrm{M}_{\odot}$ ), five of which are new detections. We also detected 44 companions to 276 low-mass stellar members ( $0.08-0.7 \mathrm{M}_{\odot}$ ), 19 of which (mostly at close separations) are new.

With these detections and defined detection limits to all sources $\left(M=0.1-0.7 \mathrm{M}_{\odot}\right)$ in the sample, we performed a Bayesian analysis of the companion population to the stellar primaries. We estimate a companion frequency of $0.13_{-0.03}^{+0.05}$ and the index of the power law fit to the mass ratio distribution as $2.08_{-0.85}^{+1.03}$ over projected separations of $10-200$ au and all mass ratios. The mass ratio distribution is consistent with both the Galactic field population and the companion population in Taurus and Upper Sco, indicating a possible sign of a formation mechanism independent of stellar density. We find that the companion frequency to low-mass stars in the ONC is consistent with the Galactic field, but that there is a probability of 0.002 that it can describe the observed companion population in Taurus, thus likely differing populations.

In our analysis of the companion population to very low mass stars and brown dwarfs, we find a companion frequency of $0.12_{-.032}^{+0.06}$ over physical separations of 23-230 au and mass ratios 0.5-1.0. In comparison to the Galactic field population, there is a probability of $10^{-6}$ that our results in the ONC can be modeled by the observations of field L-dwarfs, see Reid et al. (2006). Additionally, we see no evidence for a difference between this companion population and that of Chamaeleon I, Upper Sco, and Taurus for very low mass star and brown dwarf primaries. However, we estimate a probability of 0.02 that these results can be replicated by the observations within the Pleiades, potentially indicative of the impact of dynamics within bound clusters over 100 Myr . Further analysis predicts that many of these detected wide companions to brown dwarf primaries will be broken up by dynamical interactions within $5-10 \mathrm{Myr}$, while the stellar population will remain mostly stable due to larger binding energies. This effect will likely reduce the companion frequency to resemble that of the Galactic field and the Pleiades.

Our observations of the ONC suggest that dynamical processing of multiple systems during early periods of the life of a dense star cluster is important in shaping the companion population, particularly at wide separations. These results point to the possibility that the ONC may serve as a more representative star-forming region that will contribute to the Galactic field than low-density regions like Taurus-Auriga. However, neither of these types of regions (bound high density and unbound very low density) are thought to be common environment in which stars form. Future observations of OB associations, low density yet very large regions, and embedded clusters, high density yet eventually unbound regions, will provide significant evidence to probe the impact of stellar density on the formation and evolution of multiple systems. These environments represent perhaps two stages of evolution of the same type of region, i.e. embedded cluster expanding into an OB association, or have different initial environmental properties. Current programs in Orion OB1a and Orion OB1b are in preparation with both the Gemini (GN-2023B-Q-226, GS-2023B-Q-218, PI: De Furio) and Keck Observatories (PID 121/2023B_N238, PI: De Furio) to probe companion populations down to $\sim 10$ au. Other programs with HST in NGC 1333 (ID: 17141, PI: De Furio) and JWST (ID: 1190, PI: Meyer) in NGC 2024 will explore the companion population to low-mass stars and brown dwarfs within these embedded clusters with intermediate stellar densities and compare to that of Taurus and the ONC. This work will produce a large exploration of companion populations down to $\sim 10$ au within various environments to determine the impact of stellar density on the formation of multiple systems.

In addition to this work in the ONC, I explored multiplicity within the Galactic field over specific regimes of primary mass where multiplicity properties are underexplored. An in depth exploration has significant ramifications on our understanding of when and how specific formation processes occur. We used the JWST to explore the companion population to the coldest free floating objects in the Galactic field, Y-dwarfs. This work utilized imaging data from NIRCam and NIRISS as a
part of two separate programs, a GTO program (ID:1189) and a Cycle 1 GO program (ID:2473).
Within the GTO program, we obtained photometry of WISE1828+2650 with seven separate filters which were difficult to reproduce with our current state-of-the-art atmospheric models of planetary mass objects. Due to this discrepancy, this source was predicted to have a close companion which may better reproduce the observed data. With the NIRCam imaging data in the F360M filter, we explored the possibility of the presence of a close companion. We implemented a double-PSF fitting routine that incorporates an empirical PSF model which we derived from other sources within the field of view. Artificial binary tests show the ability to recover companions down to $0.05 "$ in the long-wave channel, $\sim 0.5 \lambda / \mathrm{D}$, with this technique. We were unable to detect the presence of a companion down to $0.05 ", 0.5$ au at 10 pc , and find that the single PSF model fits the data equally well as a double PSF model. Without the detection of a companion, either one exists at even closer separations or more advanced atmospheric modeling is required to explain the peculiar observations. Current programs are underway that obtained NIRSpec and MIRI spectroscopy of WISE1828+2650 which will further investigate its atmospheric properties.

The larger Cycle 1 GO program is designed to explore multiplicity to all known field Y-dwarfs unobserved within the GTO consortium, a sample of 20 sources. This program obtains long exposures in the F 480 M and F 150 W filters, intended to detect companions down to $1 \mathrm{M}_{J}$ beyond 1 au . While observations are still ongoing, we report the detection of the first Y-Y dwarf binary system, W0336-0143, using the same double-PSF fitting technique as before. The companion is detected in both the F150W and F480M filters at a separation of $\sim 84$ mas $(0.97 \mathrm{au})$ and a $\Delta$ mag of 2.82 and 1.81 , respectively. We estimate effective temperatures of 415 and 325 K for each component of the system, and masses of 8.5-18 and 5-11.5 $\mathrm{M}_{J}$ ( 1 and 5 Gyr estimates), respectively, for a mass ratio of 0.61 . This system is the first of its kind, and with an estimated orbital period of seven years, ideal for follow-up observations to obtain dynamical masses and study the spectral energy distribution of each component of the system. With the completion of the observations and the search for companions, a demographic analysis will also be implemented with the tools outlined above to place constraints on the companion population for the lowest mass primaries ever explored. Following the demographic analysis, we will be able to understand the possible formation mechanisms that would produce a companion to such a low mass system as W0336.

The last portion of my thesis explored another area of multiplicity that was underexplored, the close separation companion population ( $\lesssim 30 \mathrm{au}$ ) to intermediate mass A-type stars. Previous spectroscopic studies of Am stars, chemically peculiar and slowly rotating, find a large companion frequency with a lower limit of 0.64 Carquillat and Prieur (2007). We set out to observe chemically normal A-type stars within 80 pc to characterize their multiplicity within the same separation regime as the spectroscopically identified companions. Using long-baseline interferometry, we observed 58 sources with the MIRC-X instrument (11 with MYSTIC) at the CHARA Array, 54 of which
had usable data for our analysis. We identified seven companions with the CANDID open-source software that have projected separations between 0.288-8.86 au and mass ratios 0.21-0.96. We defined detection limits to each source with the commonly used technique offered within CANDID, see Gallenne et al. (2015). Then, we performed a Bayesian demographic analysis, and estimate a companion frequency of $0.25_{-0.11}^{+0.16}$ and a power law index for the mass ratio distribution of $-0.22_{-0.88}^{+0.94}$ over mass ratios 0.1-1.0 and projected separations 0.01-27.54 au. We also determined that a flat separation distribution models the data just as well as a log-normal distribution. From these estimates, we can conclude that the De Rosa et al. (2014) model cannot replicate the observations of close companions to A-type stars, a result they speculated about in their own analysis. We also find no evidence for a difference between the companion frequency to solar-type field stars and that of A-stars over mass ratios and separations sampled, while we do find a probability of 0.04 that the B-type companion model can reproduce our results. This analysis leads us to conclude that a larger, volume-complete survey of A-type stars will allow us to constrain the companion population parameters to high precision while potentially answering whether the occurrence of companions has a strong dependence on primary mass with either a continuous or sudden increase over $\sim 1-3 \mathrm{M}_{\odot}$.

With these observations of field brown dwarfs and A-type stars, we have improved the characterization of their companion populations and extended the companion exploration to primaries in the planetary mass regime. While this work provides important constraints, many questions still remain. Future planned work will attempt to extend the sample of A-type stars to a volume-complete sample with hundreds of primaries to obtain high precision estimates of the companion population properties. In addition, proposed work with the Hubble Space Telescope is planned to perform a multiplicity survey of $\sim 370$ field brown dwarf primaries, the largest sample to date, which would greatly improve the statistical description of the companion population down to planetary mass primaries. These analyses will allow us to compare the observations to various formation models, e.g. turbulent fragmentation or disk fragmentation with preferential accretion, placing strong constraints on the origin of observed companion populations. Many theoretical questions still remain about the formation of multiple systems, and with the implementation of modern telescopes and detection techniques we may yet have the capacity to generate a complete, predictive theory of star formation.

## APPENDIX A <br> Wavefront Error Recovery and Companion Identification with the James Webb Space Telescope

The work presented in this appendix has been submitted for publication in the Astronomical Journal, and we are currently working on revisions for re-submission based on the reviewer report. This work was done in collaboration with NASA Jet Propulsion Laboratory through a Strategic University Research Partnership grant with the University of Michigan. I led and performed the data simulations, data analysis, statistical comparisons, and manuscript writing. I want to give special thanks to Alexandra Greenbaum for leading the simulation code (ami_sim) which we use in this appendix, and to Steph Sallum for performing the interferometric analysis on these same data for direct comparison to our technique. I want to also thank Marie Ygouf and Graça Rocha for their mentorship and support throughout this project as well as all other collaborators for their contribution to this project.


#### Abstract

A. 1 Abstract

The James Webb Space Telescope is orders of magnitude more sensitive than any other facility across the near to mid-infrared wavelengths. Many approved programs take advantage of its highly stable point spread function (PSF) to directly detect faint companions using diverse high-contrast imaging (HCI) techniques. However, periodic re-phasing of the Optical Telescope Element (OTE) is required due to slow thermal drifts distorting to the primary mirror backplane along with stochastic tilt events on individual mirror segments. Many programs utilize observations of a reference star to remove the stellar contribution within an image which can cost a significant portion of the total allocated time. We present a high-contrast imaging technique for the NIRISS instrument that uses the measured wavefront error (WFE) from a phase calibration observation (performed roughly every 48 hours) as prior information in a Bayesian analysis with nested sampling. This technique estimates the WFE of a given observation and simultaneously searches for faint companions, without


using a reference star. We estimate the wavefront error for both full aperture and aperture masking interferometry (AMI) imaging modes using three low order Zernike coefficients per mirror segment to generate synthetic PSFs and compare to simulations. We compare our technique to traditional interferometric analysis in realistic NIRISS F430M simulations both relative to the photon noise limit, and through recovering an injected companion with contrast of 8 mag at 0.2 ". Our use of wavefront error measurements in place of a calibrator will save significant amounts of observing time in most HCI observing modes.

## A. 2 Introduction

Thousands of exoplanets have been discovered over the last twenty years, revealing a large diversity of properties (Gaudi et al., 2021). These planets span orders of magnitude in mass, radius and semi-major axis, and exhibit varied atmospheres. Exoplanets are most commonly detected using the radial velocity method (Mayor and Queloz, 1995) and the transit method (Charbonneau et al., 2000). However, these methods are indirect and typically sensitive at separations < 10 au . Direct imaging is another observing technique that can detect exoplanets, and is most sensitive at wide separations where high contrast is achievable (Bowler, 2016). Through the direct detection of exoplanets, we can test the accuracy of theoretical models, obtain spectra to characterize atmospheres, and constrain fundamental models of planet formation. With the launch of the James Webb Space Telescope (JWST, Gardner et al., 2006), many programs will utilize high contrast imaging techniques over 0.6-28 microns to explore wide separations, sensitive to planetary masses previously unattainable from the ground.

Many observing and post-processing techniques have been developed to increase sensitivity to planets by removing the stellar contributions present within the image. Reference differential imaging (RDI) involves observations of an assumed single star close in time to the target of similar spectral type, followed by subtraction of the two to identify a faint companion in the residuals (Lafrenière et al., 2009). Ground-based applications of this technique are sensitive to changes in the atmosphere and works best in scenarios with stable telescope optics and pointspread function (PSF). Another approach to high-contrast imaging (angular differential imaging, ADI) takes advantage of angular diversity. From the ground, ADI involves many integrations of a target over an extended period of time with the telescope rotator turned off to allow for motion of the field of view due to the Earth's rotation (Marois et al., 2006). This causes a potential companion to rotate in the image while keeping quasi-static speckles of the star at the same position. ADI is also applied to space-based imaging where the target is observed at multiple angles after the roll of the telescope, also referred to as roll subtraction. Principal component analysis (PCA) is a post-processing technique applied to various high-contrast imaging data sets which attempts to
reconstruct the PSF of an observation fitting an orthogonal basis set to the images determined by variation in the data and estimating the component coefficients within each integration (Jee et al., 2007; Amara and Quanz, 2012; Soummer et al., 2012). However, these post-processing techniques are difficult to perform on small angular scales ( $<1$ ") due to either the physical size of a coronagraphic mask, the dominance of residual starlight, or the evolution of speckles in groundbased imaging on a faster scale than the time required for the rotation to translate to motion of one full width at half maximum (Marois et al., 2006).

Aperture masking interferometry (AMI, Haniff et al., 1987; Tuthill et al., 2000) is an observing mode that utilizes a pupil mask to convert the telescope into a non-redundant interferometric array where the interference of the light from each sub-aperture produces an interferogram from which interferometric observables can be extracted. Analyses are then applied to the interferometric observables (e.g. closure phases, squared visibilities) after calibration from reference star observations. Kernel-phase interferometry (KPI, Martinache, 2010) is a similar interferometric analysis but applied to full aperture direct images. With knowledge of the telescope pupil, models in the interferometric observables are explored to find a signal from the planet that deviates from the expectations of a point source (e.g. closure phases equal to zero, squared visibilities equal to one). These techniques are most sensitive to companions at close separations.

Space-based imaging offers significant advantages over ground-based imaging. The PSF is stable due to the location of the telescope above the atmosphere. JWST provides an excellent opportunity for directly imaging exoplanets as it has a significantly larger diameter than previous infrared telescopes (e.g. 0.85 m diameter of Spitzer) and there is low background emission in the thermal infrared. JWST is unique compared to other space-based telescopes in that it has 18 hexagonal mirror segments that define the primary mirror. Within the pupil and filter wheels of the NIRCam short-wave channel, four weak lenses are used to inject a specified amount of defocus roughly every two days for wavefront sensing and control (WFSC) operations to measure the integrity of the PSF (Perrin et al., 2016). The optical path difference (OPD) is extracted from these observations, and then evaluated to determine any required fine-phasing due to changes in the OPD over time, correcting for large rms residuals when appropriate using actuators on each mirror segment. Small wavefront drifts occur gradually due to minor changes in the equilibrium temperature (Perrin et al., 2018; McElwain et al., 2023) which will be realized over the two days of observing between WFSC operations (e.g. 8-50 nm Rigby et al., 2022).

Many high-contrast imaging programs observe a reference star directly before or after the target star in order to perform RDI and minimize the amount of residual WFE between observations (e.g. Hinkley et al., 2022b). Reference stars are chosen based on their proximity to the target and with similar color and brightness as the target in order to ensure a similar PSF, requiring roughly the same amount of time as that on target. Instead, it is possible to use synthetic reference PSFs as
models in post-processing techniques due to the optical stability of JWST, its slowly varying PSF, and frequent OPD measurements (Greenbaum et al., 2023). Additionally, synthetic PSF models constructed from the measured OPD can be used as prior information to inform a fitting routine that accounts for WFE drifts through modeling the instrumental OPD to estimate both the signal and the wavefront simultaneously (Ygouf et al., 2013, 2016; Cantalloube et al., 2018; Ygouf et al., 2020).

In this paper, we investigate the WFE estimation technique with JWST imaging simulation tools where we construct synthetic PSFs from an instrument model (informed by simulated WFS OPDs) and compare to simulated data in order to estimate the real OPD used in constructing the simulation. We simultaneously search for faint companions within the simulated data and evaluate our ability to detect them relative to other post-processing techniques. Our method uses publicly available OPD maps and does not require the use of a reference star, significantly reducing the total charged time for a high contrast imaging program.

In Section 2, we describe the process of constructing simulated data and our estimation routine. In Section 3, we present the achievable contrast of this technique for both full pupil and AMI imaging modes, compare them to other post-processing techniques, and demonstrate the ability to recover an injected faint companion. In Section 4, we discuss the utility of this method and its practical application, as well as potential future development. In Section 5, we summarize our conclusions.

## A. 3 Methods

Our method requires the knowledge of JWST's optics and the wavefront error associated with the optical telescope element (OTE) measured during WFSC operations. Because the OTE does not experience major changes in wavefront error, we can use this information as priors to perform a Bayesian analysis with nested sampling to estimate the wavefront error during the observation while simultaneously searching for a companion and estimating its position and flux.

## A.3.1 Simulations

First, we describe the simulation tools used to produce NIRISS images, the components of the WFE that define the specific structure of a simulated PSF, and our approach to simulating a real JWST observing program.


Figure A.1: Input transmission to POPPY for the full pupil (left) and AMI (right) observing modes. X and y units are pixels.

## A.3.1.1 Tools

POPPY (Physical Optics Propagation in PYthon, Perrin et al., 2012) is a python package that can be used to simulate PSFs of a given optical system. It requires user defined inputs that characterize the pupil geometry, the primary mirror diameter, the wavefront error for the observation, detector characteristics, and the desired field of view and sampling of the constructed image. It is used within WebbPSF (Perrin et al., 2014) to simulate realistic expectations of JWST images.

We use POPPY to produce a noiseless PSF for both the full pupil and AMI observing modes for NIRISS. Using POPPY, as opposed to WebbPSF, is crucial to directly compare estimated OPD maps to those that are used to produce the simulated images. We define the OPD as a combination of the prelaunch predicted OTE OPD with an added correction, specified by a Zernike polynomial expansion to describe the OPD at a field point in NIRISS, both of which are available through WebbPSF. Zernike polynomials are a set of complete orthogonal basis functions on the two-dimensional unit disk. Each Zernike polynomial describes a specific type of optical phase aberration that can contribute to the WFE (e.g. tip/tilt, astigmatism, defocus, coma). Each type of aberration can be more or less prominent depending on the position of the science instrument (SI) along the optical axis and the location on the detector where a target is observed. POPPY contains a function that converts Zernike coefficients into an OPD map, which we use before combining the SI and OTE contributions of WFE. Then, we import the transmission corresponding to each observing mode, i.e. JWST pupil or aperture mask, see Fig. A.1. Lastly, we define the details of the detector and the image we require for our program: plate scale of NIRISS ( 0.065 "/pixel), field of view (4" x 4"), sampling factor (5x), and wavelength ( $4.2784 \mu \mathrm{~m}$, the effective wavelength in the F430M filter). With this information, we can then produce a noiseless PSF model for NIRISS.

We import this oversampled PSF model into ami_sim ${ }^{1}$, a python package intended to simulate realistic data from NIRISS with detector level noise effects (Thatte et al., private communication). ami_sim injects typical appropriate noise sources including photon noise, dark current, read noise, and background. It also simulates the flat field error, as well as incorporating pointing error through sub-pixel shifts between integrations and Gaussian smoothing to represent small motion during the integration. These pointing errors are set to 1 milli-arcsecond (mas) as is the measured value on JWST from commissioning (Rigby et al., 2022). Expected noise effects not included are 1/f noise, inter-pixel capacitance, charge migration from saturated pixels, and the brighter/fatter effect.

We then define the number of groups per integration, number of integrations used in the simulation, and the electron count rate in order to simulate the desired observing program. The count rate is derived from the JWST Exposure Time Calculator (ETC) using the same observing setup as ami_sim and scaled to the desired magnitude and spectrum of the target. ami_sim convolves the input oversampled PSF with a user-defined scene to produce the detector-sampled image, e.g. single star, star with faint companion, etc. ami_sim then produces a data cube of the astrophysical scene with the number of frames equal to the number of integrations.

## A.3.1.2 Components of Wavefront Error

The final observed PSF is a function of the wavefront error of the entire optical system (OTE + SI), geometric distortion, and detector-level effects such as plate scale and pixel response, all of which depend on field position to varying degrees. The primary mirror of JWST is made of 18 hexagonal mirror segments which are all aligned and co-phased to produce a single PSF (Dean et al., 2006). Each segment has mechanical supports with actuators which can be controlled to ensure the fidelity of the PSF. Below, we summarize all components of the total OPD used to construct a simulated PSF which are more thoroughly described in Perrin et al. (2018) and Rigby et al. (2022). As our technique depends on the estimation of the WFE, it is important to understand the various contributions and how those can be taken into account when producing synthetic PSFs.

Some components of the overall WFE are time-invariant. The OTE has static features caused by its physical characteristics, e.g. small imperfections due to mirror polishing, that are seen as high frequency errors. In Fig. A.2, we show the static wavefront error of the OTE, measured at the X-ray and Cryogenic Facility at NASA’s Marshall Space Flight Center (McElwain et al., 2023).

There are also low frequency errors from internal SI WFE that vary across the focal plane. These can be modeled by a set of Zernike polynomial coefficients, some examples of which are publicly available through WebbPSF for multiple field points across an instrument's focal plane. However, these effects can be measured and are expected to be time invariant, allowing for their detailed
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Figure A.2: The static wavefront error of the JWST OTE measured in lab. Units are meters. X and y units are pixels.
modeling on sky given the position of a target (e.g. Nardiello et al., 2022). These static WFE variations arise from differences in how different portions of the internal optics are illuminated depending on the position of a star in the field. Ground cryovac testing campaigns have shown the SI WFE variations to be stable (Sullivan et al., 2016). Shown in Fig. A. 3 is the internal WFE for the NIRISS instrument at various positions along the field of view. There are also small OTE field-dependent WFEs, but they similarly introduce low frequency errors and their inclusion is not required to test our ability to recover the WFE of an observation thus not included in our model (see Sec. A.3.2).

Lastly, micro-meteorite impacts can effectively change the time-invariant WFE of the OTE instantaneously by introducing new imperfections to the mirror segments (McElwain et al., 2023). These impacts will remain unaltered unless another micro-meteorite type event occurs in the same location. Therefore, any micro-meteorite impacts must be included in any model of the WFE to accurately reproduce the real PSF of a given observation. These are characterized during on-sky WFSC operations and can then be included in the OPD model.

In addition to static WFE features, there are dynamic contributions which alter the total wavefront error, which in turn affects the observed PSF. Two effects are due to changes to the angle of the sunshield relative to the incident solar radiation causing differential thermal changes across the primary mirror backplane. One effect is that the backplane will expand or contract. Another effect is the thermal expansion of the frill which is connected to the primary mirror, generating motion


Figure A.3: Internal WFE measurements in NIRISS from ISIM CV3 testing (Aronstein et al., 2016). The left image gives WFE measurements at each input field point, and the right image gives the WFE model across the entire detector. Image credit: WebbPSF Documentation https://webbpsf.readthedocs.io/en/latest/ (Perrin et al., 2014)
of the segment supports and introducing segment specific wavefront drift. A small component of the dynamic wavefront drift is due to oscillations from heater switching on the Integrated Science Instrument Module Electronics Compartment (IEC). The last potential dynamic contribution to the wavefront error is a "tilt event". These are large motions of individual mirror segments that typically occur only one segment at a time, seemingly due to changes of stress on the backplane, which can cause large changes in the wavefront error very quickly (adding ~20-40 nm rms WFE, McElwain et al., 2023). In the case of tilt events, they are discovered during WFS measurements and then corrected, where that WFS OPD can also be used to build an accurate model of the observed PSF. All of these components combined will change the total wavefront error between WFSC operations and the observation in question, resulting in a modified PSF.

These dynamic contributions will cause the WFE to drift over time, and therefore these factors must be included in modeling an example WFE for a given observation. Leisenring et al. (in prep.) developed simulation tools (pyNRC) for various observing modes on NIRCam ${ }^{2}$. Within pyNRC, they simulate the processes listed above that can cause the OPD of the OTE to change over time. These processes follow specific functional forms which will drift the OPD by an expected amount and with an expected pattern. Given an input amount of time and pitch angle relative to the Sun, the effects from changes in the equilibrium temperature can be calculated and the difference in the WFE estimated. As shown in Fig. A.4, the wavefront drift is confined to individual segments and the wings of the primary mirror. It follows a low frequency pattern across individual segments. In order to simulate the appropriate data for our technique, we first construct the OPD map (containing
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Figure A.4: The difference in the OTE OPD after simulating some input amount of drift equivalent to rms residual WFE $\sim 5 \mathrm{~nm}$. Differences in the WFE are both specific to individual segments and affect the segments connected to each wing (leftmost and rightmost three segments).
contributions from the OTE and SI) to serve as the WFSC measured OPD. Then, we drift this OPD using pyNRC to represent a large motion of 45 degrees relative to the pitch angle of the Sun over the course of 24 hours, the expected longest time between WFSC observations. That drifted OPD is used to generate a PSF with POPPY which is then imported into ami_sim to include detector-level noise sources and generate a data cube of the target observation.

## A.3.1.3 Simulating a Real Observing Program

For our purposes, we chose to simulate a planned observing program using NIRISS AMI for highcontrast imaging. GO-1843 (PI: Kammerer) will observe HD 206893 in order to directly image HD 206893 B in the F380M, F430M, and F480M filters. HD 206893 B (first discovered by Milli et al., 2017) has a dynamical mass estimate of $27.4_{-2.3}^{+2.3} \mathrm{M}_{\text {Jup }}$ (Hinkley et al., 2022a) with a semi-major axis of $9.7_{-0.3}^{+0.4}$ au from the star at $40.707 \pm 0.067 \mathrm{pc}$ (Gaia Collaboration et al., 2018) and a very red color with a contrast of 7.91 mag in $\mathrm{L}^{\prime}(3.8 \mu \mathrm{~m})$ on VLT/NACO. To generate a simulation of this target observation in AMI and FP modes, we extract the electron count rate (here $2.15 * 10^{6}$ $\mathrm{e}^{-} / \mathrm{s}$ in the AMI case and $1.138 * 10^{7} \mathrm{e}^{-} / \mathrm{s}$ in the FP case) as input to ami sim from the JWST ETC using the planned observing setup in the F430M filter and scaling the flux to 2MASS $\mathrm{K}_{s}=5.593$ mag with a spectrum of a blackbody with $\mathrm{T}_{\text {eff }}=6500 \mathrm{~K}$ for this F5V star.

The exposure configuration for GO 1843 consists of observations with the F430M filter using 2177 integrations of 8 groups for a total exposure time of $\sim 1523 \mathrm{~s}$. ami_sim produces the same number of frames in the data cube as integrations. In order to avoid making a computationally prohibitive algorithm fitting to 2177 frames, we instead produce 14 frames to which we can compare our model. The total exposure time is $\sim 25 \mathrm{~min}$ with each frame representing a co-added image over $\sim 1.8 \mathrm{~min}$. These 14 frames serve as co-added slices of the observation as the wavefront is not expected to change in any meaningful way during the course of this relatively short observation. We conserve the number of total groups for the planned observation to correctly simulate the noise and the expected signal-to-noise. Instead of 2177 integrations of 8 groups each, we produce a data cube of 14 integrations of 1244 groups in ami_sim which does not include saturation effects. We simulate the two observing modes for a target without a companion to define sensitivity limits (see Sec. A.4.1) and with a companion that has the expected features of HD 206893 B at the time of observation to determine our ability to recover and estimate the parameters of a known injected companion (see Sec. A.4.3). The target observation both with and without a companion was simulated using the drifted OPD to represent the expected rms residual WFE between the WFSC operations and the real observation, as stated in Sec. A.3.1.2.

## A.3.2 Estimation

## A.3.2.1 Modeling the Wavefront Error

Our synthetic PSF model is generated from OPD maps using POPPY in the same manner as the simulations. High frequency errors are static, and the portion of the WFE that is dynamic is either confined to the wings or to individual mirror segments, see Fig. A.4. Therefore, we chose the hexagonal mirror segment specific Zernike coefficients (Hexikes) to serve as the basis with which we construct an OPD map. We use three Hexike terms per segment (piston, tip, and tilt) to realistically model the WFE without being computationally prohibitive as the WFE drift is limited to the piston, tip, and tilt coefficients (see Fig. A.4). Our model to reproduce full pupil images contains 54 Hexike parameters ( 3 for each of the 18 segments), and that for AMI images contains 21 Hexike parameters ( 3 for each of the 7 segments).

While Hexike coefficients are appropriate to model low frequency errors across individual mirror segments, high frequency errors cannot be well modeled with a reasonable number of Hexike coefficients. Importantly, the high frequency errors are a direct result of mirror imperfections that are well measured on the ground and are continuously monitored through WFS observations. We can use the known high frequency errors to inform our model of the remaining segment specific low frequency WFE drift. Our model of the total WFE of a given observation is a combination of the static WFE (shown in Fig. A.2) and the estimated low frequency error on a segment by segment basis where the Hexikes are free parameters.

## A.3.2.2 WFE Optimization and Companion Detection

We perform a Bayesian analysis using the Nested Sampling Monte Carlo routine to derive the best fit PSF model to our simulations with the python module PyMultiNest, a fast sampling technique that derives the Bayesian evidence of the input model (Feroz et al., 2009b; Buchner et al., 2014b; Golomb et al., 2021). PyMultiNest generates a user defined number of live points that sample the prior distribution and evaluates the likelihood of the sampled model solution. It then lists these likelihood values in order from highest to lowest likelihood, and re-samples the prior distribution. Samples with likelihoods higher than the previous list of likelihoods are then saved to that list with the rest rejected, ensuring a maximization of the likelihood of the model. PyMultiNest continues this process of sampling and rejecting model solutions until the difference in the likelihood of new samples is negligible. The evidence is the integral of the likelihood times the prior over all parameters which allows us to test different models and determine which model is preferred given the data, e.g. if a star with a companion is preferred over just a star.

Our free parameters are the three Hexike coefficients to each mirror segment (which combined with the static WFE produces a total WFE), three parameters describing the primary star ( x and


Figure A.5: Left: First simulated frame from data cube produced by ami_sim in the AMI observing mode for NIRISS. Center: Image produced with the maximum likelihood estimate of the WFE for the simulated image. Right: Residuals of first simulated frame minus our maximum likelihood estimated image. Note: Colorbar scales are the same for the left and center image, but different for the right image. Units are ADU.


Figure A.6: Left: Simulated WFE of target for AMI observation. Center: Maximum likelihood estimate of the WFE. Right: Residuals of simulation minus estimate. Note: Colorbar scales are the same for the left and center image, but different for the right image. Units are meters.


Figure A.7: Left: First simulated frame from data cube produced by ami_sim in the AMI observing mode for NIRISS. Center: Image produced from the WFSC OPD that was used to define the priors in our technique. Right: Residuals of first simulated frame minus image produced from WFSC OPD. Note: Colorbar scales are the same for the left and center image, but different for the right image. Units are ADU. Residuals from just subtracting the WFSC OPD (i.e. not fitting for the WFE) are higher compared to Fig. A. 5 where we show the results after fitting for the WFE.
y position of the center of the PSF and flux), and three additional parameters for each additional source in the field (separation between center of primary star and center of companion, position angle of companion, and difference in magnitude between primary and companion). The total WFE is used to generate a PSF model from poppy, and the astrophysical scene is constructed using that PSF and the positions of all sources included in the model. We then evaluate the log-likelihood of the model by comparing the constructed astrophysical scene to all the frames of the simulation from ami_sim. The log-likelihood is defined by a chi squared where n is the total number of pixels in all simulated data frames and $\sigma_{\gamma, i}$ is the photon noise in each pixel $\left(\sqrt{( }\right.$ data $\left.\left._{i}\right)\right)$ :

$$
\begin{equation*}
\mathcal{L}=\sum_{i=1}^{n}-0.5 \times\left(\frac{\operatorname{model}_{i}-\operatorname{data}_{i}}{\sigma_{\gamma, i}}\right)^{2} \tag{A.1}
\end{equation*}
$$

For a scene with a single star, we center the data in the brightest pixel and set the priors as flat for the central position of the star: $-0.13 " \leq \mathrm{x}_{\text {cen }} \leq 0.13 "$ and $-0.13 " \leq \mathrm{y}_{\text {cen }} \leq 0.13$ ". The flux of the star is defined as a normalization constant to the PSF model from POPPY where we define a flat prior between $10^{5}-10^{12}$. For a scene with a star and a companion, we define the stellar priors the same as above, and define the companion priors as flat: 0.5 pixels $\leq$ separation $\leq 10.0$ pixels from the center, 0 degrees $\leq$ position angle $<360$ degrees, and $3.0 \mathrm{mag} \leq \Delta \mathrm{mag} \leq 10.0 \mathrm{mag}$.

Importantly, we must also set the priors to each Hexike coefficient that will define the estimated WFE of the target observation. As stated in Sec. A.3.1.2, a realistic observation for our highcontrast imaging program includes a realization of an OPD map intended as a stand-in for the measured OPD during WFSC operations that is then drifted to produce the target observation. To
set the priors for the Hexike coefficients in estimating the WFE of the target observation, we take this WFSC OPD map, subtract the static WFE, and deconstruct the residual into its constituent Hexike coefficients for each mirror segment using the decompose_opd function in POPPY and a mask for each segment. We also perform the same task for the drifted OPD used to represent the WFE at the time of observation to determine the amount any individual Hexike is expected to drift. The maximum difference in any Hexike between the WFSC OPD and the drifted OPD then serves as the amplitude for the priors of each Hexike, centered around the Hexike value of the deconstructed WFSC OPD. We found that at most, a given Hexike term will drift 20 nm , and therefore our priors are the deconstructed WFSC OPD Hexike terms $\pm 25 \mathrm{~nm}$.

## A. 4 Results

We applied our companion detection and WFE estimation technique on the simulations of the observing program GO 1843 to determine how well we expect to recover companions. We performed this analysis on both AMI and FP simulations of single stars and a star with an injected companion. Then, we compared our expected performance to other post-processing techniques that utilize the observation of a reference star.

## A.4.1 Sensitivity Limits of Technique

To derive sensitivity limits, we applied our WFE estimation technique to a simulation of an observation of a single star, defined in Sec. A.3.1.3.

In the AMI case, we show the image produced from the maximum likelihood estimate of our 24 parameter model (3 Hexikes for each of the 7 mirror segments, 3 parameters for the position and flux of the star) relative to the first frame within the simulated data cube in Fig. A.5. In Fig. A.6, we show our ability to recover the WFE of the simulated data. The pattern of the residual WFE corresponds to higher order Zernike polynomials, which were not included in our model. Higher order terms contribute a small amount to the overall WFE, but their inclusion in the model introduces degeneracies that prevent accurate estimates of the piston, tip, and tilt terms of each mirror segment within a reasonable run-time of the algorithm. In this case, the code often over-fits the data and the dominant first three coefficients are less well constrained, hence our use of 3 Hexikes per mirror segment. In Fig. A.7, we also show the image produced from subtracting the PSF generated from WFSC OPD from the simulated images. In comparing the residuals in Figs. A. 5 and A.7, the WFE drift introduces features in the fringes of the AMI PSF, both in the center and where the sub-apertures constructively interfere to create additional peaks in the image further from the center. Our WFE estimation technique models the change in OPD that creates these features


Figure A.8: Left: First simulated frame from data cube produced by ami_sim in the full pupil observing mode for NIRISS. Center: Image produced with the maximum likelihood estimate of the WFE for the simulated image. Right: Residuals of first simulated frame minus our maximum likelihood estimated image. Note: Colorbar scales are the same for the left and center image, but different for the right image.
allowing for a deeper search for companions.
We also applied our technique to simulations of the full pupil observing mode. For this mode, we show the image constructed from the maximum likelihood estimate of our model compared to the simulated data in Fig. A.8. In Fig. A.9, we show the recovered WFE relative to the WFE used to simulate the target observation. As with the AMI case, the residual WFE appears to follow the pattern associated with higher order Zernike polynomials. The estimate of the wavefront with 54 parameters already requires long computation time, and any increase in number of coefficients per segment would both increase degeneracy and make computation times prohibitively long. In Fig. A.10, we also show the image produced from subtracting the PSF generated from WFSC OPD from the simulated images. In comparing the residuals in Figs. A. 8 and A.10, the WFE drift introduces large features in the PSF at separations close to the star. Our WFE estimation technique models the change in OPD that creates these features allowing for an improved search for companions at close separations.

In Figs. A.11, we show the contrast curves derived from our maximum likelihood estimate of the WFE of the target observation for both the AMI and FP observing modes, respectively. We measure our ability to recover companions by taking the difference between each frame of the simulated observation and the image produced from the maximum likelihood estimate model. Then, we define successive annuli, centered on the star, with a 0.14 " width equivalent to the full width at half maximum (FWHM) in the F430M filter ( $\sim 2$ pixels). Within each annulus, we construct adjacent circular sub-apertures with diameters equivalent to the FWHM and calculate the flux within each sub-aperture over all frames. We then evaluate the $t$-test distribution for a $5 \sigma$ detection given the calculated standard deviation and number of sub-apertures within the annuli. We use the approach


Figure A.9: Left: Simulated WFE of target for full pupil observation. Center: Maximum likelihood estimate of the WFE. Right: Residuals of simulation minus estimate. Note: Colorbar scales are the same for the left and center image, but different for the right image.


Figure A.10: Left: First simulated frame from data cube produced by ami_sim in the full pupil observing mode for NIRISS. Center: Image produced from the WFSC OPD that was used to define the priors in our technique. Right: Residuals of first simulated frame minus image produced from WFSC OPD. Note: Colorbar scales are the same for the left and center image, but different for the right image. Residuals are higher compared to Fig. A.8.


Figure A.11: Left: $5 \sigma$ contrast curve for the AMI case. Right: $5 \sigma$ contrast curve for the full aperture case. The dot-dashed line corresponds to the raw contrast, the dotted line corresponds to the contrast curve when using the WFSC OPD to reconstruct a single star, the dashed line corresponds to the contrast curve derived after the application of our WFE estimation method, and the solid line corresponds to the photon noise limit. The black dot represents the values of the source injected and recovered in Sec. A.4.3. Our Bayesian wavefront estimation improves on current PSF subtraction methods that utilize the temporally closest WFSC measurements of the OPD across all separations in the AMI case and for separations $<0.4$ " in the FP case.
of Mawet et al. (2014) (in their Sec. 3.4) to correct for small sample sizes (i.e. at small angles due to a low number of sub-apertures) to arrive at the flux that corresponds to the $5 \sigma$ value above the residuals within each annulus. We calculate the flux of the primary star by summing the pixels within an aperture with diameter equivalent to the FWHM centered on the primary. With this measurement, we can compare the detectable flux to that of the primary for an achievable relative contrast measurement in flux ratio or $\Delta \mathrm{mag}$. We also perform this calculation for the raw contrast of the simulated images, the contrast after subtracting the PSF generated from the WFSC OPD, and the contrast after subtracting the simulated images with no noise from those with only photon noise to define the photon noise limit. The difference between the WFSC OPD results and that of our method demonstrate the improvement our technique generates after WFE drift of the telescope.

## A.4.2 Traditional Interferometric Analysis with Calibrator

Interferometric analysis is commonly performed on AMI imaging data in order to search for faint, close companions. Interferometric analysis techniques on AMI data take advantage of a non-redundant aperture mask, such as that utilized on NIRISS (Greenbaum et al., 2015; Sivaramakrishnan et al., 2022) where the squared visibilities and closure phases are calculated from the data. Closure phases are an interferometric quantity derived from the fringes of each pair of
apertures within a closed triangle of three baselines (e.g. three sub-apertures), utilized to remove phase errors (Jennison, 1958; Rogers et al., 1974; Monnier, 2000; Monnier et al., 2004). Any scene deviating from a point-symmetric object (e.g. a binary or an extended structure) will produce non-zero closure phases with amplitudes on the order of the amount of deviation (e.g. flux ratio). This technique relies on the observation of a reference star in order to account for any bias in the closure phases as a result of differences in detector levels effects (e.g. charge migration) and to second order wavefront drift, thus increasing total program observing time.

Sallum and Skemer (2019) applied this technique to simulations of JWST data. We apply their same algorithm to the simulation produced in our paper to determine the sensitivity limits of this technique. We use a single star as a reference that was produced from an OPD with rms residual WFE of 5 nm relative to the simulated target observation (roughly the expected WFE drift through the course of a full JWST reference-target observation). This serves as the calibrator source to remove bias, after which the derived closure phases and squared visibilities are used to estimate sensitivity.

Because these observables are in the Fourier plane and not the image plane, the definition of the sensitivity to companions cannot be the same as done in Sec. A.4.1. In this case, the closure phases and squared visibilities of the simulated single star were extracted and then fitted with a grid of single companion models with varying separation, position angle, and contrast. For each grid point, the difference in $\chi^{2}$ is calculated between that binary model and the null (no companion) model. These values are averaged over position angle, and for each value in separation a $\Delta \chi^{2}$ interval is then used to determine the single companion contrast that would be distinguishable from the no companion model with $5 \sigma$ significance. This detection limit is defined as $\chi^{2}-\chi_{\text {single }}^{2}=25$. We also estimate the theoretical photon noise limit for these data with the interferometric observables using the method of Ireland (2013). These limits are shown in Fig. A.12.

Although we cannot use the same statistical method to compare techniques, we can compare the ability of each technique relative to its calculated theoretical detection limit, the photon noise limit. These limits are arrived at in differing ways, but give an indication as to how these methods compare. Shown in Fig. A. 13 is the ratio of the $5 \sigma$ recovery limit to the photon noise limit for each method. The traditional interferometric analysis sensitivity is estimated in the interferometric observables, while the sensitivity estimate of our technique is carried out in the image plane. The traditional interferometric analysis is sensitive at roughly twice the photon noise limit (due to the 5 nm rms residual WFE from the reference star to the target), while our technique is sensitive between roughly 1.1-2.0x the photon noise limit across 1 ". The absolute attainable contrast with the traditional interferometric analysis is roughly 9 mag beyond 0.1 ", while ours is roughly 7.5 mag, but both approach the photon noise limit as these numbers are derived in different ways.


Figure A.12: Contrast curve for the AMI case using traditional interferometric post-processing analysis (Sallum and Skemer, 2019) on the observables. The dotted line is the sensitivity limit that corresponds to a $\chi^{2}-\chi_{\text {single }}^{2}=25$, where $\chi^{2}$ is the value associated with a single companion model. The solid line is the theoretical photon noise limit for these data derived with the technique of Ireland (2013). This contrast curve is extended to small, sub-pixel separations as the sensitivity is defined based on the $\Delta \chi^{2}$ calculation from closure phases.


Figure A.13: Comparison of the sensitivity limit of each technique in the AMI case to its estimated photon noise limit. The two techniques must be evaluated in different ways, and this comparison shows the ability relative to its theoretical limit estimates. Both techniques approach their theoretically derived photon noise limits.

## A.4.3 Companion Recovery

Both our WFE estimation technique and the technique of Sallum and Skemer (2019) are designed to detect and characterize faint companions. As a more direct test of the ability of each technique, we created a simulation of a faint companion and attempted to recover the signal with both methods. We simulated the expected scene for GO 1843 with a companion at 0.2055 " in separation from the central star $(\sim 1.5 \lambda / D), \Delta \mathrm{mag}=8 \mathrm{mag}$ in the F 430 M filter, and a position angle of $-71.57^{\circ}$.

We applied our WFE estimation and companion search method on these data. Shown in Fig. A. 14 are the posteriors of the companion parameters that were estimated with our technique. The maximum likelihood estimate gives the following parameters: separation of the companion $=$ $0.195^{\prime \prime}$, position angle $=-70.7^{\circ}$, and contrast $=7.85$ mag. The median and the enclosed $68 \%$ of the marginalized posterior are given in Table A. 1 These estimated companion parameters are within the $68 \%$ confidence interval encompassing the known companion parameters. In addition, we applied our WFE estimation routine to this data fitting only a single star and no companion. After evaluating the Bayesian evidence of the fit with and without a companion, we find a difference of 1300 in favor of the fit with a companion, evidence for a strong detection (Trotta, 2008a). See Fig. A. 17 for the posteriors of both the companion parameters and the Hexike coefficients of each mirror segment that define the WFE estimate.

We then applied the Sallum and Skemer (2019) technique to the same data and show the posteriors of the companion estimate in Fig. A.15. We also show the measured closure phases of the simulated data and the fitted closure phases of the binary model in Fig. A. 16 that are indicative of a binary detection. The real companion signal is being detected with this technique as well. The estimated companion parameters, displayed in Table A.1, are: $\mathrm{PA}(\circ)=-72.53_{-1.20}^{+1.31}$, separation $(\rho)=0.210_{-0.008}^{+0.006}$, and contrast $=8.19_{-0.15}^{+0.18} \mathrm{mag}$. The companion is detected within roughly the $68 \%$ confidence interval for each parameter, and underestimates the contrast likely due to an underestimate of the closure phase errors. The error bars for the fitted companion parameters are comparable to those of our technique. It appears that in detecting such a faint companion, the ability to estimate accurate parameters are comparable between techniques.

Importantly, the injected companion has parameters that are below the $5 \sigma$ limit of our technique shown in Fig. A.11. Our estimate of the sensitivity limit is based on aperture photometry. However, the PSF of an AMI image has significant azimuthal structure and is well spread out, making our image plane WFE estimation technique more sensitive to faint companions than a $5 \sigma$ aperture photometry limit can illustrate. Therefore, this injection/recovery approach displays the power and similar performance of both the traditional interferometric technique and our WFE estimation technique. To attain more precise limits and comparisons, future work may depend on rigorous injection/recovery and false positive analysis.


Figure A.14: Posterior distributions for the companion parameters derived for HD 206893 B using our novel technique. Blue lines are the simulated values, and left/right black dashed lines enclose $68 \%$ of the marginalized posterior around the median (central black dashed line). Displayed values are the median with the enclosed $68 \%$ of the marginalized posterior.

Table A.1: True parameters of the injected companion, estimate of the companion values with traditional interferometric analysis, and estimate of the companion values with our WFE estimation technique (median with $68 \%$ marginalized posterior enclosed).

|  | Separation <br> (arcsec) | Position angle <br> (degrees) | $\Delta \mathrm{mag}$ <br> $(\mathrm{F} 430 \mathrm{M})$ |
| :---: | :---: | :---: | :---: |
| Truth | 0.2055 | -71.57 | 8.0 |
| Traditional Interferometric Analysis | $0.210_{-0.000}^{+0.006}$ | $-72.53_{-1.20}^{+1.31}$ | $8.19_{-0.15}^{+0.18}$ |
| Our WFE Estimation Technique | $0.20 \pm 0.01$ | $-72.82_{-5.85}^{+4.77}$ | $7.81_{-0.19}^{+0.28}$ |



Figure A.15: Posterior distributions for the companion parameters derived for HD 206893 B using traditional interferometric analysis techniques in the interferometric observables. Blue lines are the true simulated values.


Figure A.16: Closure phases of the model with a companion compared to the measured closure phases. This is indicative of a companion detection.

## A. 5 Discussion

## A.5.1 Utility of method

Our technique utilizes WFSC information (scheduled to be taken every 48 hours) to inform a WFE estimation routine that models the OTE OPD for a given data set. This technique is paired with a companion search that allows for the simultaneous fitting of the WFE, primary star parameters, and companion parameters. With the success of this routine, we have proven the effectiveness of using synthetic PSF models to estimate the WFE of the target observation and perform high contrast imaging post-processing for full pupil and AMI data on the NIRISS instrument. The use of synthetic PSFs and WFSC information as priors to estimate the WFE reduces observing time by nearly $50 \%$, providing significant efficiency for highly coveted JWST time.

As shown in Figs. A. 7 and A.10, the WFE drift accumulated from changes in equilibrium temperature of the telescope will introduce significant differences in the PSF, especially at close separations. The application of our technique provides a marked improvement on the modeling of the PSF, allowing for the search for companions at close separations, see Figs. A. 5 and A.8. For the AMI case, the constructive interference of the light through the seven sub-apertures creates bright fringes far from the core of the PSF, distinct from the full pupil case. This PSF is more sensitive to small changes in an individual Hexike coefficient. Combined with the small number of Hexike coefficients required to model the WFE, this results in a reduction in degeneracy between Hexike terms and allows for the improved modeling of the WFE and better achievable contrast, see Fig. A.11. In the FP case, the improvement from our WFE modeling is concentrated in the core of the PSF where we gain sensitivity over the WFSC model at separations $<7$ pixels ( 0.455 ").

We also set out to determine if we could recover companions expected from scheduled JWST programs. We simulated a companion at 0.2055 " in separation and 8 magnitudes in contrast in the F430M filter, as expected for JWST observations of HD 206893 (GO-1843). We are able to recover the companion while simultaneously estimating the WFE, see Fig. A.14. As shown in Fig. A.15, the companion parameter estimates from our novel technique in the AMI observing mode are comparable to that of Sallum and Skemer (2019) applied to the same simulated data. Although the estimated sensitivity limits differ between techniques, the approach to derive these limits are in two different planes. Therefore, the injection and recovery of a faint companion at a close separation shows the direct ability of both techniques, the traditional interferometric technique with a reference star and our WFE estimation technique without a reference star.

## A.5.2 Future Development and Applications

There are several ways to improve on this technique and topics to explore using synthetic PSFs. In Figs. A.11, we show the contrast curves for this technique in AMI and FP modes, respectively. Full pupil PSF modeling is difficult due to the many degeneracies among the mirror segments and Hexike values. However, we can improve on WFE modeling if we simultaneously fit FP and AMI images (Greenbaum and Sivaramakrishnan, 2016). Our fitting routine converges on the Hexike values of each segment for AMI quickly, but it is a much slower process with just FP data. If we fit both simultaneously, then the Hexikes for 7 of the 18 segments used in AMI observing will converge quickly, and that information will be able to break many degeneracies with the 11 other segments. As AMI imaging blocks $\sim 80 \%$ of the light from the target, one would only need $\sim 20 \%$ increased observing time to have comparable flux in both observing modes.

In this paper, we applied our novel technique to a single source, like will be performed in most high-contrast imaging programs. However, it should be noted that this type of technique can be applicable to wide-field images as well. The position along a detector will introduce low frequency WFE, as described in Sec. A.3.1.2, due to internal optics and the position along the focal plane. This effect can be extensively modeled with efforts currently ongoing (e.g. Nardiello et al., 2022). However, the WFE contribution from the OTE will be constant across the field of view. With an estimate of low frequency errors based on position, we can also model the WFE from the OTE using all sources in the field of view as inputs. This type of analysis can also be useful when applied to future space missions like the Nancy Grace Roman Space Telescope (Roman) with the Wide-Field Instrument, a 0.28 square degrees field of view, where thousands of sources can be simultaneously observed to inform the WFE model.

Importantly, we showed that the residual WFE unaccounted for with our technique appears to be constructed of higher order Hexike coefficients. Because the drift is known to be confined to the first three Zernike coefficients of each mirror segment, the residual WFE from higher order coefficients is a result of not knowing the WFE associated with a given detector position. With the measured description of the low order WFE based on detector position, we can also improve upon our high contrast imaging approach as we model the three coefficients per segment that contain the drift.

Reference PSF modeling can also be useful for traditional interferometric post-processing techniques. The extracted interferometric observables are fit with models that describe the expected scene (e.g. one point source vs. two point sources). Importantly, biases exist in these observables that must be precisely calibrated, hence the observation of a reference star directly before or after the target. However, it is possible to instead use the WFSC information to produce PSF models and calibrate the bias in the interferometric observables. This procedure would also increase the efficiency of any observing plan by removing the observation of the reference star, like with our
technique.
This technique is planned to be applied as part of the Cycle 1 program, GO-2627 (PI: M. Ygouf). In this program, JWST WFSC operations will be performed to derive the OTE OPD. Then, successive observations with NIRCam full pupil imaging and coronagraphic imaging are performed on a target, followed by another set of WFSC observations to again evaluate the OTE OPD which may have changed due to WFE drift from slewing. To determine the ability to estimate the WFE of a given observation, a technique similar to what we presented here will be applied to the full pupil and coronagraphic imaging. These estimates will be compared to the measured OTE OPD to determine how well this type of analysis performs on these different observing modes.

Other future space missions, like Roman, will also focus heavily on coronagraphic imaging with the goal of achieving contrasts of $10^{-9}$. One feature of Roman is its active wavefront control which is intended to maintain a highly stable PSF during the course of observations (Kasdin et al., 2020). The low order wavefront sensing and control is viable for $\mathrm{V}<5 \mathrm{mag}$ and operates continuously. Higher order wavefront errors can be estimated during reference star observations, and corrected for during target observations. Additional higher order wavefront sensing measurements are taken once per day and evaluated from the ground that can inform post-processing analyses. A residual WFE will still remain due to WFE drift which can be modeled by a technique like our own. Also, removing the reference star will significantly reduce observing time if post-processing techniques like ours can be informed by other wavefront sensing observations. Many future missions plan to incorporate WFS information into their high-contrast imaging observations, and WFE optimization routines will still be necessary to improve the modeling of the PSF due to changes from WFE drift. This technique is broadly applicable across many observing modes allowing for observer flexibility based on target characteristics, and with its proven efficacy will increase the efficiency of highcontrast imaging programs.

## A. 6 Conclusion

In this paper, we implemented our post-processing technique that utilizes JWST WFS information as priors to estimate the WFE of an observation with synthetic PSF models while simultaneously searching for a companion. This analysis is performed on JWST/NIRISS AMI and FP imaging simulations. For the first time, we have extract the posterior distributions for both the WFE and companion parameters simultaneously using pyMultiNest. With this technique, we found:

1) Our estimate of the WFE of the target observation is an improvement over the WFE derived from simulated WFSC data. In the AMI case, our WFE estimate improves the modeling of the PSF over all separations sampled, while in the full pupil case it improves the PSF model for separations $<0.455$ ".
2) This technique achieves contrasts close to the photon noise limit in the AMI case. This is in part due to the reduced number of degeneracies between primary mirror segments from seven subapertures as opposed to the 18 mirror segments in the full pupil case. However, this achievement is also due to the extended structure of the AMI PSF, more sensitive to small changes in the Hexike coefficients.
3) The derived sensitivity limit of our technique is less than a factor of two times the derived photon noise limit. Although evaluated in a different plane than our technique, the traditional interferometric technique appears sensitive to companions at roughly twice the derived photon noise limit when there is $\sim 5 \mathrm{~nm}$ WFE drift from the calibrator star, displaying the comparable performances of both techniques.
4) We have proven the ability to recover a faint, close companion with a contrast of 8 magnitudes in the F430M filter and a separation of 0.2055 " ( $1.5 \lambda / \mathrm{D}, 3.16$ NIRISS pixels). The recovery of the companion parameters performs comparably to the traditional interferometric post-processing techniques.
5) Our approach shows the ability to perform high contrast imaging without a reference star observation, significantly reducing the total allocated time for such a program.
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Figure A.17: Corner plot showing the estimate of the Hexike coefficients for each of the seven mirror segments used in an AMI observation (H1-H21), in addition to the companion parameters simultaneously estimated (PA, $\rho(\mathrm{arcsec}), \Delta(\mathrm{mag})$. H1-H3 represent the piston, tip, and tilt coefficients for the first mirror segment. Subsequent groups of three Hexikes correspond to the same coefficients for separate mirror segments. Blue line is known values. Black dashed lines are the median value and $68 \%$ confidence interval.
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