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Abstract 

 

Over the years, various models were developed to capture the mechanism behind the 

mitotic clock. In short, the clock network centers on the cyclin-dependent kinase (Cdk1), such that 

its oscillatory rising and falling activity directs the cell through a series of steps which define one 

mitotic cycle. When a collection of these oscillators couple, they synchronize. In particular, early 

embryogenesis is marked by a series of synchronous cell divisions across the length of the embryo 

in various systems, e.g. Drosophila (approximately 0.5mm in length) and Xenopus (approximately 

1.2mm in diameter). This synchrony allows embryos to simply grow in viability prior to 

differentiation, at which point, cell types diverge, and the physical form of the organism begins to 

take shape. However, the large size of these embryos implies a faster coordinating effect than 

diffusion alone.  

Work in the field proposes a mechanism for such spatial coordination in the form of mitotic 

waves. However, this literature describes waves which fall into two categories: canonical trigger, 

or bistable waves, and recently proposed sweep waves.  These two types of waves are separated 

by both the speeds at which they propagate and the biochemical mechanisms behind their 

formation. Nevertheless, recent work proposes a model by which sweep waves may transition to 

trigger waves if cycles slow heterogeneously over time. To this point, little-to-no work exists 

studying the time dependence of mitotic waves in either context. 

Using Xenopus extracts and a Cdk1 FRET sensor, I exploit the slowing of oscillations in 

extracts to demonstrate such a transition for the first time. Moreover, I show how the addition of 

nuclei entrains the system to the trigger wave regime. Finally, using a novel approach utilizing 



 xiii 

metaphase-arrested extracts, I produce one-dimensional directed mitotic waves without 

reconstituted nuclei. With this setup, I reinforce the notion of entrainment explicitly, as well as 

probe the possible differences between mitotic waves in systems with and without nuclei, finding 

the speed scaling of the former to be significantly slower. Additionally, my work lays the 

groundwork for this system to be used in the future to systematically study perturbations to these 

waves. In total, the presented work offers the first direct observation of mitotic waves in Xenopus, 

explains their time-dependent behavior, and displays a unique method for exploring biochemical 

waves experimentally.
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Chapter 1  

Introduction 

Across the span of living organisms, the capacity to adapt and respond to the 

environment is essential. As a result, biological systems at all scales—cells, tissues, organisms—

exist in a constant state of flux: DNA replicating, cells dividing, tissues growing, bodies moving. 

Such systems rely on biochemical interactions to ensure the accurate and precise execution of 

many of these processes. In many cases, these interactions occur cyclically and form a broad 

class of processes known as biochemical oscillations. Due to their ubiquity and fundamentality, 

it is of great importance that the timing and regularity of these processes be maintained. In fact, 

disturbances can lead to various diseases and maladies such as cancer or insomnia.  

Thus, a significant fraction of research across disciplines focuses on understanding the 

design and function of such oscillators. In the Yang lab, multiple projects focus on one of two 

oscillating systems: the cell cycle and somitogenesis. In work on the cell cycle, almost all efforts 

are focused on single oscillators: cell cycles reconstituted in single micro-emulsion droplets. 

Through it, the lab hopes to discern the fundamental behavior of this invaluable process, 

including how it modulates its own function in response to environmental changes such as 

temperature or extraneous drugs. In the case of somitogenesis, while still considering oscillators 

generally, focuses more on collections of oscillators and how they communicate to form large-

scale structures: in this case, somites. Here, my fellow graduate students study tissues, either 

intact or disassociated, to understand the coupling between different oscillatory systems over 

large distances. 
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My work sits at the intersection of these two classes of projects, focusing on how 

collections of mitotic oscillators couple together to form patterns and transmit information 

through biochemical waves. In this chapter, I will introduce the physical and biochemical history 

of biological oscillators and waves, laying the groundwork for my research work and its place in 

the field. Some of the following has been adapted from my previously published review (Puls 

and Yang, 2018).  

1.1 Biochemical Oscillators  

The nature and function of biological oscillators are very diverse. These oscillations are 

ubiquitous throughout nature and play a fundamental role in preserving life and fostering growth 

across evolutionary scales. In our own bodies for example, neurons fire on the scale of sub-

seconds; single cells replicate and divide throughout the course of a day; and our inherent 

circadian rhythms inform our sleep schedule each night (Figure 1.1). As demonstrated in Figure 

1.1, the timescales at which biochemical oscillators functions span orders of magnitude, pointing 

to the wide array of biological machinery at work (Li and Yang, 2018). Indeed, starting at the 

level of the nucleus, some oscillators involve the regulation of transcription/translation of genes; 

some oscillations are formed by proteins and other molecules interacting in the cytoplasm of 

cells; and yet others function at the cell membrane via ion-ion channel interactions (Li and Yang, 

2018). Thus, both the type and scale of biological oscillators varies significantly across life.  

Moreover, biological oscillations serve myriad functions depending on their nature and 

context (Figure 1.1). For example, some oscillators generate frequency-specific signals to 

inscribe regulatory information for gene expression and cell decision making processes: e.g. the 

signal transduction pathway of Ca2+ signaling (Isomura and Kageyama, 2014; Cai et al., 2008). 
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However, in most cases, and particularly relevant here, oscillators function as the pacemaker, or 

timekeeper, to control the regularity of a particular function. We are familiar with many of these 

pacemakers in our daily lives. Our heartbeats (Brown et al., 1979), breathing (Paydarfar and 

Eldridge, 1987), and sleep schedule (Bell-Pedersen et al., 2005; Forger and Peskin, 2003; Forger, 

2017) all operate at regular and predictable frequencies through the function of an underlying 

pacemaker. To expand on the last example somewhat, the circadian clock, which regulates our 

sleep schedule, is found across the spectrum of organisms on earth. In short, this clock produces 

24-hour rhythms in the activity of genes—one of which is aptly named the Period gene—which 

affect an organism’s wakefulness and alertness (Forger, 2017). Regardless of function or 

makeup, biological oscillators play a critical role in biological regularity.  

1.1.1 The mitotic clock and its underlying biochemical network 

One of the most important processes in all of biology, cell division, is regulated by a 

well-studied pacemaker oscillator called the mitotic clock (Figure 1.2 B). The cell cycle (DNA- 

Figure 1.1 Biological Oscillators Span Orders of Magnitude in Period 

Biological oscillators span orders of magnitude in period, ranging from fractions of seconds for neural spikes (left), 

to days for menstrual cycles (right). In order from right to left, examples of oscillators and their corresponding 

periods: neural spikes (Ainsworth et al., 2012), cardiac impulses (Cai et al., 2008), cell cycles (Murray and 

Kirschner, 1989), somite formation (Oates et al., 2012), circadian clocks (Bell-Pederse et al., 2005), and menstrual 

cycles (Grieger and Norman, 2020). 
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replication-division cycle) is defined by the sequence of events by which cells replicate DNA 

and partition the copies into daughter cells such that each daughter receives precisely one copy 

of the genome (Tyson and Novak, 2015). In the case of non-growing cells (such as Xenopus 

laevis early embryos), this process(es) encompasses the entirety of a cell’s lifetime and can be 

considered complete in that regard. Due to its importance in both development and life generally, 

biologists devoted much time and effort to understanding its function and control.  

Like many essential well-conserved biological oscillations, including the circadian clock, 

the cell cycle clock shows significant evolutionary conservation, a fact which allowed early work 

to take place in many various model organisms. In yeast, Leland Hartwell and colleagues 

identified cell division genes via the use of cdc mutants (Hartwell, 1971; Hartwell et al., 1974); 

while in Xenopus laevis embryos, the proteins promoting cell cycle progression, collectively 

deemed M-phase promoting factor (MPF), were identified (Masui and Markert, 1971; Smith and 

Ecker, 1971). Subsequently, other work realized MPF and Cdc2 to be homologs, connecting 

decades of disparate intellectual threads, in different organisms (Gautier et al., 1988). Working 

off the foundational work in yeast, other studies revealed two cdc genes which regulate cell cycle 

length (Nurse, 1976; Nurse, 1985). These genes, as discovered later, code for the kinase Wee1 

and the phosphatase Cdc25, which inhibit Cdc2 via phosphorylation and activate it via 

dephosphorylation, respectively (Russell and Nurse 1987; Russell and Nurse, 1986). After the 

discovery of two proteins which accumulate throughout the cell cycle, cyclin A/B (Evans et al., 

1983), the purification of MPF led to its identification as a heterodimeric protein kinase made up 

of Cdc2—eventually renamed Cdk1 (cyclin-dependent kinase)—and one of these, cyclin B 

(Lohka et al., 1988; Dunphy et al., 1988; Gautier et al., 1988). This represented a significant 

breakthrough in our understanding of the cell cycle. 
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Figure 1.2 Two Representations of the Cell Cycle Network 

A) Cell cycle pathway diagram of Xenopus laevis (adopted from Kyoto Encyclopedia of Genes and Genomes 

[KEGG] database.  B) The central regulator of the mitotic clock, the complex Cdk1-cyclin B, is itself regulated by 

many other entities. Yang and Ferrell simplified the complex network to what is presented above (2013). Namely, 

the synthesis of cyclin B acts as a positive input by facilitating the formation of the Cdk1-cyclin B complex. The 

complex itself promotes its own activation by activating its activator, Cdc25, and inhibiting its inhibitor, Wee1. 

Finally, a negative feedback loop with APC/C controls the degradation of the complex (cyclin B) at the onset of 

anaphase.  
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For the final piece of the puzzle, Xenopus frog egg extracts—a technique to be described 

in the next section—facilitated the discovery of the specific roles of these constituent parts. In 

seminal and field-defining work, Murray and Kirschner (1989) used these extracts to show cell 

cycle progression through interphase depended only on cyclin B synthesis; and the cycle’s exit 

from mitosis hinged on the degradation thereof through ubiquitination via the enzyme APC/C 

(anaphase-promoting complex/cyclosome). Yet other works in extracts crystalized the function 

of Wee1 and Cdc25. Both are phosphorylated by the active form of Cdk1: this inactivates Wee1, 

Cdk1’s inhibitor, while activating Cdc25, Cdk1’s activator, forming double-negative and double-

positive feedback loops, respectively (Kumagai and Dunphy 1992; Tang et al., 1993; Mueller et 

al., 1995). Of course, the field has continued to delve deeper into the specific functions of the 

relevant molecules, but at this point, we can consider the fundamental network of the cell cycle 

oscillator to be complete (Figure 1.2 B).  

In summary, as cyclin B is synthesized, it binds to Cdk1, functionalizing it for regulation 

(Solomon et al., 1990). Wee1 and Cdc25 interact with the Cdk1-cyclin B complex through 

double-negative and double-positive feedback loops, respectively. Finally, Cdk1, at some 

threshold of activity, activates its own inhibitor, APC/C, via multi-site phosphorylation, which in 

turn tags cyclin B for degradation through ubiquitination, resetting the entire cycle (Nurse, 1990; 

Figure 1.2 B). In reality, the biochemical network underpinning this oscillator contains numerous 

(hundreds) of different interacting molecules with distinct temporal and spatial functions (Li and 

Yang, 2018; Figure 1.2 B). Moreover, the cell cycle (if not all biological oscillators) exists in a 

context containing other necessary pathways and often couples or inputs to them in nontrivial 

ways, an innumerable number of possible factors to consider (Yang et al., 2010). However, it 

remains useful to consider this reduced form of the oscillator to study these specific feedback 
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loops in granular detail, on top of which other details can be added. Furthermore, this simplified 

network remains sufficient to broadly capture the behaviors we observe and dovetails with the 

advent of cell free extracts.  

1.1.2 Recapitulating mitotic oscillations in Xenopus laevis extracts 

Cell-free systems are simplified in vitro tools used to study the corresponding in vivo 

counterparts. Centrifugation separates cellular components by density and allows the cytosolic 

portion to be extracted to probe the biochemical machinery in a controlled and simplified 

environment. Early efforts focused on prokaryotes, most commonly E. coli, given their relative 

simplicity compared to eukaryotes (Spirin et al., 1998). To this day, bacterial cell extracts 

facilitate large-scale protein synthesis and pharmacological antibody development (Carlson et al., 

2012). Cell extracts offer many advantages compared to working with live cells. For one, cell 

extracts contain the minimal components necessary for activity, reducing the complexity induced 

by cell-cell and membrane interactions. Further, by combining hundreds of cells together, 

extracts afford significantly larger volumes of material which can greatly increase the possible 

throughput of experiments. Finally, though the list goes on, working in extracts offer increased 

flexibility to introduce extraneous perturbations in the form of mRNAs, proteins, drugs, 

fluorescent reporters, etc. which otherwise prove difficult to introduce into live cells. As a result, 

this strain of synthetic biology proves invaluable for modern science.  

However, this technique need not be limited to prokaryotes. As discussed in some detail 

previously, the frog species Xenopus laevis has been crucial to unraveling the intricacies of cell 

cycle oscillations. While early work with this model system occurred in vivo, Murray and 

Kirschner revolutionized studies in Xenopus by proposing a method for producing egg extracts 

which support multiple cell cycle oscillations (1989). By activating eggs via electrophoresis, 
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these extracts were capable of proceeding through a few cycles of nuclear division, establishing 

an environment for careful study of cell cycle biochemistry (Murray and Kirschner, 1989). This 

system subsequently facilitated many discoveries fine-tuning our understanding of these 

oscillations. In particular, quantitative measurements indicated that the Wee1/Cdc25 response to 

Cdk1 exhibits high non-linearity, i.e. ultrasensitivity (Pomerening et al., 2003; Pomerening et al., 

2005; Kim and Ferrell, 2007), and that this ultrasensistivty makes the oscillations more robust 

(Ferrell, 2008). Additionally, the other leg of the network—the Cdk1-APC/C interaction—was 

also found to behave with a similar level of ultrasensitivity and includes an implicit time delay 

which also contributes to the oscillator’s robustness (Ferrell, et al., 2011; Yang and Ferrell, 

2013). In this way, decades of work in Xenopus extracts significantly expanded the working 

knowledge of cell cycle mechanisms: ultrasensitivity, time delay and positive/negative feedback 

loops. 

What is more, modern advancements in microfluidics allow us to encapsulate small 

amounts of extract into oil droplets, creating “artificial cells” which artificially replicate single-

cell experiments (Guan et al., 2018). Such droplets proceed through dozens of cycles, many more 

than bulk extracts and, when tracked over time, provide detailed time traces of mitotic activity 

through various cell cycle reporters (Guan et al., 2018). Moreover, using multiple fluidic 

channels and precise pressure control, extracts can be supplemented with wide, continuous 

ranges of perturbative factors such as drugs, recombinant mRNAs or ATP (Li et al., 2021). 

Maryu and Yang used this system to provide insight into the effect of nuclei on cell cycle period 

(Maryu and Yang, 2022). Yet other work explored the effect of cytoplasmic density dilution on 

mitotic oscillations and discovered a hysteretic response (Jin et al., 2020). Moving forward, the 

Yang lab’s work continues to expand on this droplet system to probe additional details of mitotic 
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oscillations. Ultimately, the Xenopus cell free system, in its many iterations, enables relatively 

simple, yet meaningful, manipulation of the cell cycle.  

1.1.3 A mathematical model for cell cycle oscillations 

Alongside, if not in conjunction with, experimental work, efforts to capture the dynamics 

of cell cycle oscillations in a mathematical model began in earnest in the decades following the 

discovery of the central network described above. However, the seminal work on this matter 

came from Bella Novak and John Tyson in the form of a pair of nonlinear differential equations 

(1983 a, b). Through their model, loosely based on the quintessential FitzHugh-Nagumo (FHN) 

model, they proposed the series of feedback loops functioned as a mitotic bistable trigger 

(Fitzhugh, 1961Novak and Tyson, 1993 a, b). Moreover, it produced numerous novel 

predictions: a cyclin threshold for Cdk1 activation/inactivation, relaxation oscillations in cycling 

extracts, among others (Novak and Tyson, 1993 a,b). These predictions eventually all saw 

confirmation experimentally in various works over time, leaning heavily on the Xenopus extract 

system (Sha et al., 2003; Pomerening et al., 2003; Chang and Ferrell et al., 2013). As a result, the 

general conceptualization of the Novak-Tyson model captures important details of cell cycle 

oscillations.  

Stemming from the continued work in Xenopus discussed above, Novak and Tyson’s 

model underwent a series of refinements over the years, culminating in the relatively complete 

model we now consider the canonical model for Xenopus mitotic oscillations (Yang and Ferrell, 

2013). As mentioned earlier, this work identified the main negative feedback loop—that between 

Cdk1 and APC/C—as an ultrasensitive switch with substantial time delay (Yang and Ferrell, 

2013). Additionally, outside including more accurate experimental measurements of the various 

rate constants, the ultrasensitivity of the feedback loops was made explicit by replacing the 



 10 

Goldbeter-Koshland function with Hill functions of known coefficient (Yang and Ferrell, 2013). 

When discussing modeling work further on in this dissertation, it is this model we considered. 

However, one prediction from this line of cell cycle models not yet discussed involves the 

propagating waves of Cdk1 activity (Novak and Tyson, 1993a), the central focus of this 

dissertation and that which I will now describe in the following section.  

1.2 Traveling Waves in Spatially-Coupled Biochemical Oscillator Systems 

Expanding on single oscillators, biological systems often exist as populations of entities 

and exhibit collective behavior. As our understanding of the complexity of such biological 

systems progresses, a substantial question arises: how do cells, tissues and other populations 

coordinate these complex processes in time and space over contextually relevant distances? In 

the simplest case, molecules spread throughout space through random diffusion, flattening peaks 

in local concentration. In other cases, motor proteins “carry” their cargo at distance-independent 

speeds throughout the cell through what is known as active transport. Faster still, pure fluid flow 

can achieve quite quick communication: circulation of hormones through our bodies occurs on 

the order of tens of seconds (Hall, 2010). However, these mechanisms, though obviously 

effective in some cases, pose significant limitations: diffusion is slow over long distances; 

whereas active transport requires specific infrastructure not universally available to all systems; 

and many systems do not admit fluid flow between constituents (Deneke and Di Talia 2018). In 

earlier embryonic development, for example, cell division events occur largely synchronously 

across millimeter length scales in a context lacking specific transport machinery and any 

substantial fluid flow between cells (Chang and Ferrell, 2013; Deneke et al., 2016).  

Instead, over the past few decades, the community devoted much work to studying 

traveling waves as a plausible mechanism for quick, long-distance signaling. Pacemaker 
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oscillators embedded in an excitable medium may trigger waves that propagate over long 

distances (Gelens et al., 2014). In physics and chemistry, the Belousov-Zhabotinsky oscillator 

has been known to display propagating waves in multiple dimensions (Winfree 1972). From 

these observations, the mathematical theory of traveling waves in chemical reactions quickly 

developed (Tyson and Keener, 1988). Classically, traveling waves develop when bistable 

dynamics are coupled in space, primarily by diffusion. This mechanism is shared by the 

conventional picture of biochemical waves—deemed “trigger waves”—and observed in myriad 

systems: e.g. mitotic trigger waves in Xenopus laevis, most notably for our discussion (Chang 

and Ferrell, 2013). Due to their relatively fast speed and robustness, they serve their 

corresponding biological functions well. In this section, I will provide a brief overview of the 

history of biochemical traveling waves, discuss the discovery of mitotic waves, and then address 

lingering questions within the field. 

1.2.1 Theoretical mechanisms and examples of biochemical traveling waves 

Let us begin this discussion by first stepping back from biology to focus on a purely 

chemical system. The canonical example is the Belousov-Zhabotinskii (BZ) wave, named for the 

two scientists who discovered the chemical reaction in question (Belousov, 1956; Zaikin and 

Zhabotinskii, 1970). This system is defined by an oxidation-reduction reaction which occurs in 

solutions of citric (or malonic) and sulfuric acid in the presence of cerium ions (Belousov, 1956; 

Zhabotinskii, 1964). The cerium ions undergo autocatalytic oxidation, oscillating between 

oxidation states, causing the solution to change colors repeatedly over time (Zhabotinksii, 1964).  

If conducted in thin layers, this reaction produces spontaneous target patterns of wavefronts 

(backs) of oxidation and reduction (Zhabotinksii, 1970). What is more, modifications to the 

central reaction destroy the spontaneity of the waves but allow them to be triggered in space and 
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time (Winfree, 1972). In other words, the dormant media is excitable, the term now used to 

define this entire class of systems (Tyson and Keener, 1987). The BZ system represented the first 

well-known and well-studied example of such an autocatalytic oscillator, and the “BZ wave” is 

now considered the canonical example of traveling chemical waves. 

Returning to biology, living systems exhibit realizations of a fundamentally similar 

mechanism in myriad contexts. Axons fire in the brain and produce action potentials which 

propagate at speeds upwards of ~600 m/min to initiate reflex response (Swadlow and Waxman, 

2012). Waves of calcium ions move through various types of cells at slower, but still faster than 

diffusion, speeds of ~60 μm/min (Stricker, 1999). Of particular interest here, Cdk1 activity also 

propagates through suspensions of Xenopus egg extract at similar speeds to that of the calcium 

wave (Chang Ferrell, 2013; Nolet et al., 2020). The latter system is the focus of this writing and 

will be discussed in more detail below.  

In all of these cases, despite their disparate constituent parts and contexts, the central 

trigger wave mechanism therein can be captured by coupling diffusion and reaction (reaction-

diffusion) dynamics including positive feedback and nonlinearity (Gelens et al., 2014). These 

dynamics often, if not always, exhibit bistability, excitability and/or relaxation oscillations. 

Bistability and excitability are both dynamics with two—a high and a low activity—steady 

states: both stable, and one stable plus one unstable, respectively (Gelens et al., 2014). 

Relaxation oscillations are characterized by two slow refractory periods at low and high activity, 

connected by fast activation and inactivation processes, resulting in sharp, spiky oscillatory 

profiles (Gelens et al., 2014). Diffusion encourages mixing of molecules in space. This mixing 

can encourage the system to cross the threshold between steady states, after which the reaction 

dynamics rapidly amplify activity (Tyson and Keener, 1988). In other words, if one imagines a 
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small region in space with high concentrations of active molecules—whether through 

heterogeneity or some biochemical event—these molecules slowly diffuse outward and promote 

their neighbors’ own activation (Figure 1.3). This process repeats throughout the system, leading 

to wavefronts.  

In particular, the FHN model presents a relatively simple realization of these behaviors 

with careful choice(s) of parameters (Gelens et al., 2014). Reaction-diffusion dynamics of the 

model display propagating high-state arrest, singular traveling pulses and wave trains, 

Figure 1.3 The Mechanisms of Bistable and Traveling Pulse Propagation 

A) Propagation of bistable fronts. Active particles from the stable region diffuse out into the metastable region, 

increasing the local activity. Positive feedback causes the activation of the mixed region, broadening the stable 

region. This process repeats across the system, leading to stable arrest. B) Propagation of traveling pulses. In the 

case of traveling pulses in excitable systems, the same process governs activation at the front of the pulse. However, 

negative feedback leads to inactivation at the back of the pulse. Traveling wave trains follow the same logic but 

repeated in time. 

 



 14 

respectively (Figure 1.3) (Gelens et al., 2014). In any of these cases, theoretical predictions for 

the speed follow from Luther’s formula 𝑣 ≈ 2 √𝐷 ∕ 𝜏 , where D is the diffusion constant and τ is 

roughly the doubling time of the positive feedback (Luther, 1906). For the biological examples 

mentioned above, rough estimates for D and τ give speeds of 600-1200 m/min for action 

potentials, ~5 μm/s for calcium waves, and ~60-120 μm/min for Cdk1 waves, all in good 

agreement with observed values (Hodkin and Huxley, 1952; Stricker, 1999; Chang and Ferrell, 

2013). While the FHN model does not explicitly model any of these systems accurately, it 

remains illustrative and qualitatively predictive as an example. However, for more specific 

discussion, we now turn to explore our main focus, mitotic waves. 

As a brief aside, in one dimension, the picture is as depicted in Figure 1.3. However, in 

higher dimensions, two different topologies arise: target waves and spiral waves (spherical and 

scroll waves in three dimensions) (Tyson and Keener, 1988). Target waves represent the higher 

dimension extension of the mechanism discussed. In this case, the pulses in question materialize 

as rings of activity, rather than singular fronts. Alternatively, spiral waves arise due to non-zero 

curvature effects in higher dimensions and presents as spirals (hence the name) rotating around 

some central node (Tyson and Keener, 1988). Both topologies appear throughout biology, 

oftentimes in the same system. For example, when amebae of Dictyostelium discoideum (slime 

mold) are starved, they signal to each other through traveling waves of the molecule cyclic AMP 

which take on both target and spiral patterns simultaneously (Tomchik and Devreotes, 1981). In 

Xenopus, calcium signaling also emerges as plane and spiral waves (Lechleiter et al., 1991).  My 

work presented in this dissertation is solely devoted to waves in one dimension, but it is 

important to point out the added complexity in higher dimensions. 
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At this point, it is useful to also define another class of patterning, “phase waves,” and 

point out how they differ from the previously discussed trigger waves. In brief, phase waves 

arise due to an underlying gradient in the timing of a set of oscillators (Tyson and Keener, 1988). 

The gradient produces the visual effect of a wave-like pattern, without the physical transmission 

of a signal. In this way, no coupling—whether through diffusion or some other function—

connects their function across space. As a result, the “speed” of these non-physical waves can be 

arbitrarily large and is proportional to the reciprocal of the spread in phase (Tyson and Keener, 

1988). Due to the lack of spatial coupling, phase waves pass through physical barriers inserted 

between two parts of a system, while trigger waves are absorbed (Tyson and Keener, 1988). 

While present alone in many circumstances, phase waves often accompany trigger waves. For 

example, the wavefront of the BZ wave represents the signaling oxidation wave, while the wave 

back of reduction is a phase wave created by the refractory period of the reaction. Much of the 

focus of the work presented here rests on this distinction, as will be seen in the coming chapters. 

1.2.2 Mitotic waves establish standard developmental time in embryogenesis 

In early embryogenesis in organisms such as Xenopus, embryonic cells initially proceed 

through a series of fast cell divisions (Foe and Alberts, 1983; Deneke et al., 2016). These mitotic 

cycles lack many features of mature cells—e.g. gap phases and zygotic gene transcription—

which only arise after the mid-blastula transition (MBT) (O’Farrell, 2015). In this way, such 

early stages correspond to proliferation alone: the organism favors pure growth towards viability, 

rather than the relatively complex process of differentiation and specialized function. For this 

reason, it is key these cycles remain roughly synchronized prior to MBT, so that they share a 

similar cellular state once differentiation begins. Throughout this process, mitotic events occur 
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within minutes of each other. However, due to the size of such embryos, diffusion alone remains 

far too slow to coordinate said synchrony (Chang and Ferrell, 2013; Deneke et al., 2016).  

Indeed, previous work highlights the existence of waves of mitotic events—both in vitro 

and in vivo—which propagate at speeds sufficiently high to communicate across the lengths of 

the embryo (Chang and Ferrell, 2013; Deneke et al. 2016). In Xenopus, about 1 hour post-

calcium wave, a mitotic wave transverses over the embryo, from the congressed pronuclei to the 

pole (Hara, 1971; Chang and Ferrell, 2013). Work in egg extracts demonstrated that the Cdk1 

network eventually admits such waves, using nuclear envelope breakdown (NEB) to illustrate 

their propagation after a few early, largely synchronous cycles (Chang and Ferrell, 2013). In this 

system, late-time waves propagate as trigger waves, and not some phase wave artifact of an 

underlying gradient, which the authors confirmed by cutting the tube—inserting a physical 

barrier—and observing the absorption of the fronts at the barrier (Chang and Ferrell, 2013). 

However, early-time patterns remained diffuse and not easily classified by trigger waves (Chang 

and Ferrell, 2013). By inhibiting Wee1, the authors also disrupted the “trigger” and extracts 

showed decreased propensity for waves (Change and Ferrell, 2013). Moreover, by adding 

diffusion to the well-established Cdk1 cell cycle model, numerical simulations also exhibit wave 

propagation, just as in the FHN model described previously (Chang and Ferrell, 2013). 

When discussing traveling waves in this light, it is often important to highlight the 

origination point of the fronts. We call this point the pacemaker of the wave, much like its 

namesake oscillator, in that such a point or region oscillates faster than its surroundings and 

drives the system at its given frequency. In their modeling work, Chang and Ferrell introduced 

an explicit pacemaker—introducing heterogeneity to the Cdc25 term to increase local 

frequency—to drive waves (2013). They argued this could represent the centrosome which 
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maintains a higher level of Cdc25C in the cell (Chang and Ferrell, 2013). Similarly, recent 

studies argued that reconstituted nuclei may act as pacemakers for mitotic waves in Xenopus 

(Afanzar et al., 2020; Nolet et al., 2020). It is proposed nuclei accumulate active clock 

constituents--namely Cdk1, but also Cdc25 and Wee1, among others—by importing them inside 

the nuclear membrane throughout the cell cycle, which leads to a local increase in the oscillatory 

frequency (Nolet et al., 2020; Nolet and Gelens, 2021). Nuclear spacing also impacts wave 

propagation as heterogenous distributions thereof can also affect local Cdk1 concentrations, 

leading to waves (Nolet et al., 2020; Nolet and Gelens, 2021). In follow-up work from the Ferrell 

lab, they showed nuclei themselves, not the earlier proposed centrosome, act as trigger wave 

sources (Afanzar et al., 2022). 

Results from the Yang lab confirmed this. Maryu and Yang demonstrated nuclei indeed 

perform some concentrating effect on clock constituents (most notably Cdk1) and speed up 

oscillations when cyclin B concentration is not high, confirming the proposed pacemaker 

mechanism, at least locally. They discerned this effect when both droplets in question stem from 

the same bulk extract supplemented with sperm DNA; in contrast, extracts which lack sperm 

DNA at all oscillate even faster (Maryu and Yang, 2022). Thus, while nuclei seemingly speed up 

oscillations locally, the addition of sperm DNA slows oscillations globally. Furthermore, an 

extension of this view leads to the prediction that higher densities of nuclei (pacemakers) should 

facilitate faster wave propagation due to a localized boost-like mechanism (Rombouts and 

Gelens, 2020). These works highlight the role of nuclei both in oscillatory and wave dynamics. 

1.3 Remaining open questions  

In this introduction, I reviewed the history and literature surrounding mitotic oscillations 

and waves, with particular focus devoted to seminal papers detailing the existence of mitotic 
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trigger waves (Change and Ferrell, 2013) as well as the identification of nuclei as mitotic wave 

pacemakers (Afanzar et al., 2020; Nolet et al., 2020). While these works identify and visualize 

waves both in vitro and in vivo, little-to-no work exists connecting these disparate threads.  

Specifically, except for minor discussion by Afanzar et al. (2020), effectively no work 

touches on the nature of mitotic waves in the absence of driving via nuclei. Chang and Ferrell 

(2013) offer a model which describes such a system, but choose to drive it artificially (i.e. with a 

non-physiological term, as their own future work displays) and do not utilize it to answer 

mechanistic questions. Relatedly, due to the choice of reporters, the field lacks explicit 

measurement of Cdk1 waves in Xenopus, and thus, do not yet fully understand their behavior. 

Collectively, this poses the question: without pacemakers, how do we characterize spontaneous 

patterns in a spatially homogenous excitable medium? How does the system go from first 

proceeding through a series of fast, synchronous oscillations to admitting trigger waves when 

cycles slow? Moreover, how do these patterns change as the oscillatory characteristics (namely, 

period) change over time? And as an extension, how does this picture change when the system is 

both compartmentalized and driven by nuclei?  

With all of this in mind, my Ph.D. work strives to touch on and answer some of these 

questions. The work begins with a focus on the time dependence of mitotic waves and how 

perturbations to the extract system affect this dependence. In particular, I investigate the role of 

nuclei in wave propagation, and the differences between waves in systems with and without 

them. Stemming from lessons learned in these experiments, I then propose a novel method for 

generating directed waves in vitro  ̧a setup with demonstrated efficacy in facilitating systematic 

tuning and investigation of wave properties. Further, I present the first direct evidence of Cdk1 

waves in Xenopus using a Cdk1-FRET sensor. Finally, through work with our collaborators, I 
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offer a generalized picture of mitotic waves in Xenopus. Using properties of cycling extracts to 

describe wave behavior over time, I frame these observations in the context of a transition from 

phase to trigger waves over time. The vast majority of this work is currently being prepared and 

will be submitted for peer review in the immediate future. 
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Chapter 2  

The Discovery of Mitotic Sweep Waves and its Impact on Our Understanding of  

Mitotic Waves in Xenopus laevis Extracts   

In the introductory sections above, I outlined the theoretical predictions and subsequent 

experimental realization(s) of mitotic trigger waves. However, as alluded to, little work exists 

studying the evolution of these waves over time. Published experiments demonstrate trigger 

wave dynamics only after a few cycles and leave the characterization of these early cycles to 

future analysis (Chang and Ferrell, 2013; Nolet et al., 2020). To this point, recent work published 

in 2016 and 2018 addresses discrepancies between the behavior of mitotic waves in early 

Drosophila embryogenesis and the predictions from traditional bistable reaction-diffusion 

models (Deneke et al., 2016; Vergassola et al., 2018). In follow-up work, authors from the same 

group showed that this system could admit trigger waves if oscillations slowed in a particular 

manner or heterogeneities were introduced. In this light, trigger (or bistable) waves are not the 

end of the story.  

In this Chapter, I will discuss the discovery of mitotic sweep waves and how they differ 

from the traditional picture of trigger waves. I summarized this work in a review article, the 

relevant parts of which are adapted to form some of what follows (Puls and Yang, 2018). Next, I 

address follow-up work from the Di Talia lab which proposes a possible sweep-to-trigger wave 

transition in Xenopus extracts. I will then present modeling work that I conducted with a fellow 

graduate student which posits the plausibility of such a transition, which I will use to motivate 

subsequent chapters.  
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2.1 Advances in the Field Highlight the Importance of Time-dependent Wave Behavior 

2.1.1 Mitotic sweep waves in Drosophila melanogaster embryos 

Much like Xenopus and other metazoans, the fruit fly embryo undergoes a series of rapid, 

roughly synchronous divisions post-fertilization (O’Farrell, et al., 2004). The question of 

coordinating this synchrony similarly highlights the need for a mechanism which travels faster 

than diffusion. However, in Drosophila, two main details separate it from our previous 

discussion. First, Drosophila embryos display waves of mitotic completion that traverse the 

entirety of the embryo (hundreds of microns) in mere minutes at early stages, speeds much faster 

than what could be achieved by traditional bistable models (Deneke et al., 2016). Second, the last 

few cycles preceding the maternal-to-zygotic transition exhibit slowing periods due to S-phase 

lengthening: this hints at a time-dependent cell cycle which traditional models of trigger waves 

do not consider (Daneke, et al., 2016). Together, these two facts pointed to a more careful 

consideration of this phenomenon. In ground-breaking work, Vergassola, et al. (2018) offered a 

model for waves which propagate fast enough to explain what is observed in vivo. Further, the 

authors noted distinct spatial dynamics which forgo the classical picture of a stable regime 

invading into and promoting a metastable regime (Figure 2.1). Instead, spatial gradients in Cdk1 

activity are largely preserved (Figure 2.1), while the overall levels are swept upwards, producing 

what the authors deemed “sweep waves” (Vergassola et al., 2018).  

To explain this distinct behavior, the authors proposed a time-dependent modification to 

the reaction term in the mitotic circuit. In short, the relevant biochemical reaction terms remain 

untouched, but an additional term that depends explicitly on time is added to the chemical force 

(Vergassola et al., 2018). The effect of the time dependency is to drive an initially bistable 

forcing term through a transition to a monostable state across the duration of one cycle. To 
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rigorously define this new class of waves, they break Cdk1 activation over the cell cycle into 

three phases: i) at low overall activity levels of Cdk1, spatial gradients develop via diffusion and 

reaction kinetics; ii) constant-force mechanics sweep the activity quasi-uniformly up, preserving 

the gradients; iii) non-linear forcing dynamics take over and push the system to the high-activity 

stable state in a manner which conserves spatial linearly-varying time delays (Figure 2.1) 

(Vergassola et al., 2018). This distinction between trigger and sweep waves is summarized in 

Figure 2.1.  

Figure 2.1 Sweep vs Trigger Wave Dynamics 

A) Comparison of time-dependence of activation rates for slow, bistable cycles (left) and fast, sweep cycles (right), 

according to Hayden et al. (2022). The dashed line indicates the line of zero activation rate. Slow cycles retain 

bistability over time, as indicated by the two outer zero crossings, along with a single unstable steady state in the 

middle. Alternatively, fast cycles see the activation rate sweep up over the course of one cycle, losing both the low-

stable and unstable steady states, leaving only the high stable steady state. B) Comparison of front propagation for 

the two cases. As described earlier, bistable fronts propagate through a series of diffusion-activation steps (Left). 

Sweep waves, conversely, follow a three-step process (Right): i) Diffusion-reaction kinetics couple to form spatial 

gradients of activity. ii) Constant force mechanics push activity up uniformly in space. iii) Non-linear force 

dynamics push the system to the remaining (high) steady state. 
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As the authors note, this mechanism produces waves that propagate at significantly 

elevated speeds compared to the bistable (time-independent) case. Moreover, this, ultimately, 

leads to wave-like spreading which scales faster (~7/12) than trigger waves (~1/2) with the rate 

of Cdk1 activation in S-phase (Vergassola, et al., 2018). They also find distinct scaling 

dependencies on the diffusion constant which diverge from the classical mode where the speed 

scales as 𝐷1/2. Although this involves dynamics which exhibit spatial de-coupling and thus, may 

be akin to kinematic or “phase” waves, earlier ligation experiments (Deneke et al., 2016) and 

simulation results by Vergassola et al., (2018) indicate that these traveling waves are kinematic 

and not simply indicative of underlying phase gradients. Thus, Vergassola et al., (2018) argue 

that “sweep waves” represent a distinct phenomenon in which the embryo trades bistability—a 

once-thought necessary component—for wave speed to best facilitate rapid development of 

Drosophila embryos. 

2.1.2 Genetic modifications in Drosophila embryos suggest sweep-to-trigger wave transition 

In the above works, the clock itself determines the type of wave admitted. Wild-type 

Drosophila cells exhibit a mitotic clock similar to that of Xenopus. Importantly, however, the 

inclusion of the kinase Chk1 in Drosophila causes mitosis to slow down for late (10-13) cycles 

(Vergassola et al., 2018). In their original paper, the authors remarked that Xenopus extracts also 

exhibit period lengthening over time and suggested a possible link between sweep and trigger 

waves, as a result (Vergassola et al., 2018; Guan et al., 2018). To underline this, in more recent 

work, authors from the same lab questioned whether Drosophila embryos could, indeed, admit 

trigger waves if cycles were sufficiently slowed (Hayden et al., 2022). In this work, the authors 

identify a sweep-to-trigger transition when the characteristics of sweep waves—loss of 

bistability and the synchrony of said loss—are removed in Drosohphila.  
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As a first step, they utilized a temperature chamber to probe mitotic cycles and periods at 

a range of temperatures. They demonstrated that embryos displayed progressively slower cycles 

as the temperature decreased, as one might expect (Hayden et al., 2022). However, this slowing 

occurred homogeneously throughout the cycle, meaning Cdk1 activity profiles exhibited collapse 

under a rescaling of time (Hayden et al., 2022). Moreover, across all temperatures, the embryos 

admitted sweep waves, not trigger waves (Hayden et al., 2022). They then hypothesized a 

heterogeneous slowing of the cycle could unlock this potential transition. 

To do so, they generated Polo kinase heterozygous embryos. Unlike the temperature-

dependence, or other genetic mutations they tried, these embryos exhibited cycles which slowed 

only during initial activation (interphase) and largely preserved the activation time at the onset of 

Figure 2.2 Qualitative Test for Classifying Wave Type 

A) Activity profiles shifted by their means for bistable/trigger (left) and sweep (right) waves. Sweep wave profiles 

exhibit collapse as they preserve spatial gradients, while trigger wave profiles continue to resemble traveling pulses. 

Dashed lines indicate each profile is centered upon zero after mean subtraction. B) In this text, we will sometimes 

instead present profiles which are shifted downward linearly from the first timepoint’s mean. We believe this makes 

traveling pulses easier to observe in noisy data. 

 



 25 

mitosis (Hayden et al., 2022). Importantly, some of these embryos did, in fact, display trigger-

like waves, instead of sweep waves (Hayden et al., 2022). As a result, the authors concluded 

some sort of sweep-to-trigger transition must exist as cycles slow heterogeneously. To 

distinguish them, they proposed a simple illustrative test, of sorts, to classify patterns as either 

sweep or trigger-like waves. In short, sweep-like patterns roughly collapse onto each other when 

their mean is subtracted off, due to the fact these waves preserve spatial gradients (Figure 2.2) 

(Hayden et al., 2022). Conversely, trigger-like patterns do not collapse and instead present as the 

classical picture of traveling pulses (Figure 2.2.). This offers the field a qualitative measure for 

distinguishing these two types of waves. The authors proposed such a transition could also exist 

in Xenopus and called for direct measurements of Cdk1 activity in extracts to resolve this open 

question. This proposal serves as the motivating force behind what follows.  

2.2 Demonstrating Time-dependent Wave Dynamics in an Energy-dependent Model 

Before turning to experimental data, I first offer some analysis of numerical simulations 

to further motivate the following chapters. In collaboration with another graduate student in the 

lab, Franco Tavella, I adapted the model published by Guan et al. which accounts for cycle 

slowing in extracts (Guan et al., 2018). Unless specified, the parameters used are the same as by 

Guan et al. and are given in Table 2.1. In this model, the authors include ATP consumption in the 

cell cycle through the parameter r which ultimately changes the ratio between the Wee1 and 

Cdc25 feedback loops with Cdk1 (Guan et al., 2018). By asserting a linear (or some other 

monotonically increasing function) increase in r over time, the system exhibits period 

lengthening corresponding to increased rising period, or interphase duration, while the mitotic 

phase remains largely unchanged, and also captures the observed cyclin accumulation of extracts 

(Figure 2.3) (Guan et al., 2018). This change in period, though perhaps not the mechanism itself, 
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mirrors what Hayden et al. reported in their Drosophila Polo mutants, i.e. not a simple rescaling 

of time, but a heterogeneous change in the underlying timescales (Hayden et al., 2022). As such, 

I offer it as a suitable model for comparison in Xenopus. 

Table 1 Parameter Values for ODE and PDE Simulations of ATP-Depletion Cell Cycle Model 

Parameter Value 

𝑘𝑠𝑦𝑛𝑡ℎ 1.0 nM/min 

𝑎𝑑𝑒𝑔 0.0106 nM/min 

𝑏𝑑𝑒𝑔 0.04 nM/min 

𝐾50_𝑑𝑒𝑔 32.0 nM 

𝑛𝑑𝑒𝑔 17.0 

𝑎𝑐𝑑𝑐25 0.16 nM/min 

𝑏𝑐𝑑𝑐25 0.8 nM/min 

𝐾50_𝑐𝑑𝑐25 30.0 nM 

𝑛𝑐𝑑𝑐25 11.0 

𝑎𝑤𝑒𝑒1 0.08 nM/min 

𝑏𝑤𝑒𝑒1 0.04 nM/min 

𝐾50_𝑤𝑒𝑒1 35.0 nM 

𝑛𝑤𝑒𝑒1 3.5 

𝑟 0.7-1.6 

D 6e-4 mm^2/min 
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To understand this evolution, I plot the nullclines for various values of r along its linear 

trajectory (Figure 2.3). As r increases, the Active Cdk1 nullcline moves to the right, with the 

unstable steady state also moving up the cyclin B nullcline (Figure 2.3). This leads to limit cycle 

oscillations of increasing period referenced earlier (Figure 2.3). By r = 1.6 for this parameter set, 

the Cdk1 nullcline crosses the lower cyclin B branch, leading to the creation of two more steady 

states, one of which is stable, at which point the system exhibits arrest in the low-activity 

Figure 2.3 ATP-Consumption-Dependent Cell Cycle Dynamics 

A) Timecourses for Cdk1 activity as the parameter r increases. r models the consumption of ATP in extracts. As 

ATP is consumed, the period of oscillations increases up and until cell cycle arrest in the inactive state. B) Cdk1-

Cyclin nullclines for the values of r plotted in A. Initially, the system exhibits a single unstable steady state which 

admits limit cycle oscillations. As r increases, this nullcline shifts to the right, until it breaches the lower branch of 

the cyclin B, creating a stable steady state. C) The various timescales of the system as a function of r. The period 

increase is primarily, if not completely, due to an increase in the rising period, or interphase duration. This mirrors 

what Hayden et al. reported when they observed a sweep-to-trigger wave transition. 
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(interphase) state (Figure 2.3). In this regime, the system exhibits excitability, where single 

pulse-like “oscillations” can be generated if the system is kicked out of its stable point. Thus, the 

increase in r can be viewed as a transition of the system from an oscillatory to an excitable state.  

To capture wave dynamics in this model, I added a diffusion term and solved the 

resulting PDE with Gaussian noise using the Python package py-pde (Zwicker, 2020). Beginning 

with stationary values for r, I solve the system for small r, where the system is far from 

excitability. In this case, one can observe roughly synchronized oscillations with clear patterning 

Figure 2.4 Wave Dynamics in an ATP-Depletion Model of the Cell Cycle 

A) Kymographs at fixed values of  r. Top: At low values of r, the system exhibits fast, largely synchronous 

oscillations. Bottom: At high values, conversely, the system displays trigger-like pulses. B) Kymograph for r 

linearly increasing in time. In this case, the system transitions from fast, quasi-synchronous oscillations at early 

times, to trigger waves at late times.  
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at small timescales (Figure 2.4, A, Top). Conversely, if I solve the system at a given level of r 

near this excitable state, but importantly still oscillatory, then the system admits trigger-like 

waves from early times onward (Figure 2.4, A, Bottom). This implies that when the system 

exhibits excitability, noise is sufficient to kick the system out of the steady state, causing pulses 

to propagate as described previously. If I, instead, allow r to increase over time, as in the energy-

depletion model, we observe patterns that transition from one regime to the other (Figure 2.4, B). 

Figure 2.5 Spatiotemporal Patterns Confirm Sweep-to-Trigger Transition in the Model 

A) Zoomed-in snapshots of early-time fast waves (Left) and the corresponding spatial profiles (Right) of the 

normalized Cdk1 concentration over time from the kymograph in Figure 2.4, B. These are sweep waves, confirmed 

by the preservation of spatial gradients. B) The same for late-time slow, trigger waves.  
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Unsurprisingly, repeating this simulation, but without Gaussian noise, the system oscillates 

synchronously (not shown).  

Indeed, zooming in to the scale at which sweep waves are relevant—hundreds of 

microns—then I find the apparent speed of these patterns to be on the order of sweep waves 

(Figure 2.5, A). Conversely, the clear trigger waves propagate at speeds one would expect 

(Figure 2.5, B). The spatial profiles plotted as in Hayden et al. (2022) confirm this observation. 

As such, this model appears to capture a phase/sweep-to-trigger-like transition over time in a 

Xenopus model, just as suggested by the literature (Hayden at al., 2022). This is possibly not 

surprising since the time-dependence of r both creates a time-dependent potential as is seemingly 

required for sweep waves, but also matches the form of said time-dependence Vergassola et al., 

used in their original model. Though implicit, rather than explicit, here, the accumulation of 

cyclin that this model recapitulates mirrors their reasoning behind including a time-dependent 

potential in the first place (Vergassola, et al., 2018). In theory, similar behavior could exist in the 

real system. 

Moreover, to lend more credence to this model, I modeled Wee1 inhibition to test 

whether this exhibits a similar phenomenon to what is observed experimentally in Chang and 

Ferrell, 2013. Indeed, as Wee1 inhibition increases, one can observe two main behaviors. First, 

the lifetime of oscillations increases (Figure 2.6). This corresponds to Wee1 inhibition 

broadening the range of values of r for which oscillations are sustained. Second, and more 

importantly, Wee1 inhibition lengthens the time for trigger waves to appear (Figure 2.6). This 

matches what was presented experimentally and again, lends credence to the behaviors we 

observe using this model (Chang and Ferrell, 2013). 
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Though illustrative, I do not intend this to necessarily depict the actual mechanisms at 

work. Nevertheless, the experimental evidence for slowing oscillations and wave speeds is clear 

(Chang and Ferrell, 2013; Guan et al., 2018; Nolet et al., 2020), implying some network-level 

time dependence, but no analysis or meaningful discussion thereof exists. Moreover, no 

Figure 2.6 Wave Dynamics as Wee1 Inhibition Increases 

Wee1 Inhibition Lengthens Cycle Lifetime and Delays Trigger Wave Formation. As the strength of the 

Wee1feedback loop decreases—as simulated by the model parameter bw—the time for which cycles exist (their 

lifetime) increases. Additionally, this inhibition, possibly as a result of the former effect, delays the appearance of 

trigger waves. Both of these observations match what was previously shown experimentally (Chang and Ferrell, 

2013) 
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consideration has been paid to what early-time patterns represent, nor how they give way to 

definable trigger waves. In the data and analysis I will present in the following chapters, we will 

offer more precise measurements and discussion of this possible transition, as well as offer a 

generalized picture of time-dependent wave dynamics in Xenopus. 

2.3 Conclusion 

In this comparatively brief chapter, I outlined the mechanisms and behavior of proposed 

mitotic sweep waves in Drosophila embryogenesis. These waves are argued to act fundamentally 

differently than trigger waves and as a result, manage to coordinate development on a 

significantly faster scale. However, in vitro experiments in Xenopus extracts also display patterns 

which cannot be explained by a trigger-like mechanism. Thus, Hayden et al., proposed a sweep-

to-trigger transition in Xenopus stemming from genetic modifications of embryos that slowed 

oscillations heterogeneously and admitted trigger waves.  

Using an existing energy-dependent cell cycle model, I demonstrated such a transition, 

indeed, could exist in a model of mitotic oscillations in Xenopus. This model qualitatively 

recapitulates the behavior of the extract system where trigger waves develop over time while 

oscillations slow down due to interphase lengthening through some yet-unconfirmed mechanism. 

In the following chapters, I will report experiments on this general behavior, and with our theory 

collaborators, will provide a detailed explanation for time-dependent wave behavior in Xenopus 

extracts. 
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Chapter 3  

In vitro Mitotic Waves Exhibit a Phase or Sweep-to-Trigger Transition  

As discussed, much of our focus rests with elucidating the details of time-dependent 

wave behavior, the motivating details of which are contained in Chapter 2. However, our interest 

extends to the purpose and role of reconstituted nuclei in wave formation and propagation. At the 

time we began this project, the only existant research in the field illustrated the existence of 

mitotic trigger waves in vitro (Chang and Ferrell, 2013) and calcium waves in vivo (Gerhart, 

1980). The former work relied on extract experiments supplemented with sperm DNA to 

reconstitute nuclei, and offered a model which presupposed the existence of pacemakers within 

the system (Chang and Ferrell, 2013). The latter demonstrated the import of coordination of the 

mitotic clock in early embryogenesis, but merely suggested the possible existence of mitotic 

waves in embryos with only a pronucleus (Gerhart, 1980; Chang and Ferrell, 2013). Future work 

would identify nuclei as pacemakers (Afanzar et al., 2020; Nolet et al., 2020). The former briefly 

touched on waves without nuclei, highlighting their existence, but did not delve too deeply into 

their behavior (Afanzar et al., 2020). Thus, I set out to investigate both time-dependent wave 

behavior, and whether a compartamentalized system behaves differently than a spatially 

homogeneous system as a function of time. 

First, I will outline the basics of our experimental setup, including extract preparation, 

choice of reporters and imaging details. Second, I will present data depicting how mitotic waves 

develop and evolve from phase-like to trigger-like as cycles slow down. Third, I will discuss data 

which suggests nuclei act to entrain the system to the trigger-like regime.  
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This work was completed in collaboration with Lendert Gelen’s lab, in particular his 

post-doc Daniel Ruiz Reynés. To note the contributions, I performed all experiments, processed 

the images, created the initial data analysis pipeline and assisted with the subsequent analysis. 

Daniel refined the pipeline, helped with theoretical framing and conducted numerical simulations 

which will appear in our manuscript. The majority of this work (Sections 3.3 and 3.4, 

specifically) is adapted from a manuscript which will imminently be submitted for review. 

3.1 Experimental Setup and Methods  

3.1.1 Extract preparation  

To capture mitotic waves in vitro, I made cell-free cycling extracts from Xenopus laevis 

eggs following a published protocol (Figure 3.1, A) (Murray, 1991) with one main modification 

(Guan et al., 2018). In brief, I replaced electrical shock activation with the addition of calcium 

ionophore A23187 (200 ng/μL), as previously demonstrated (Guan et al., 2018). Extracts were 

then supplemented with various reporters, drugs and/or sperm DNA, depending on the 

experimental conditions desired (Figure 3.1, B). Historically, the field tended to restrict the 

dilution of extract —i.e. added reporters, drugs, etc.—to no more than 10%: where dilution here 

means [1 – Volume Extract/Total Volume] (Murray, 1990). However, during the course of my 

thesis research, work from the Yang lab demonstrated increased dilution can improve the number 

of cycles, with the best activity coming around 20% dilution (Jin, et al. 2021).  As a result, the 

data described here come from extracts of different dilution levels. For data taken before the 

above revelation, the dilution never exceeds 10% but is not constant; for data acquired after, the 

dilution is kept constant at 20%. Due to a fortuitous confluence of timings, for data presented 

throughout this publication, experiments using the FRET sensor were conducted with extracts at 

20% dilution; otherwise, the <10% rule applied. Importantly, in this small range, dilution appears 
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to only affect the lifetime and number of cycles, not any other physical property such as period 

(Jin, et al., 2020). Regardless of this fact, extracts were subsequently loaded into long (~30mm) 

sections of Masterflex PTFE tubing (inner diameter 150 μm) via aspiration, cut with a razor into 

2-3mm sections while submerged under mineral oil, and then recorded using time-lapse 

epifluorescent microscopy [Olympus IX-83]. Given the dimensions of the tubing used, tubes 

Figure 3.1 Experimental Procedure for Generating Mitotic Oscillations in 1D Tubes 

A) Schematic of extract preparation. In general, we follow published protocols (Murray, 1990; Guan et al., 2018) 

with the singular change of replacing electro-shock activation with calcium ionophore. Cycling extracts are then 

loaded into quasi 1D Teflon tubing using a syringe, cut under oil to the desired length, and then imaged. B) The 

mitotic network and a selection of reporters. In the lab, we have access to many different reporters which capture 

different information about the clock. Cyclin B-YFP reports cyclin synthesis; Securin-CFP reports APC/C activity; 

the Cdk1-FRET sensor directly reports Cdk1 activity; and various NLS signals report the downstream event(s) of 

nuclear-envelope breakdown. 
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were organized into, at most, groups of five in one direction. We did not observe any significant 

contamination between tubes, even when forcing them into such close proximity. 

To capture both oscillation and wave dynamics, I added various combinations of cell-

cycle reporters and nuclei-markers plus sperm chromatin (Figure 3.1, B). The general setup 

mirrors what others from the Yang lab previously demonstrated in droplets (Guan et al., 2018). 

To summarize, de-membranated sperm chromatin (sperm DNA) was prepared according to 

previously published methods (Murray, 1990) and stored at -80˚C. I added sperm DNA in 

various dilution factors ranging from 50-200x, resulting in roughly 5 nuclei/mm along the length 

of the tube, though this number varied significantly tube-to-tube. Some literature exists regarding 

the spacing of nuclei in extract (Cheng and Ferrell, 2019), though I did not necessarily observe 

similar behavior in our experiments. For reporters, I used green fluorescent protein- nuclear-

localization signal (NLS-GFP), NLS-mCherry, Securin-CFP nRNA, Cyclin B-YFP mRNA and a 

Cdk1-FRET sensor. Both NLS sequences visualize the formation and breakdown of nuclear 

membranes over the course of mitosis. During interphase, nuclei spontaneously form around 

exogenous sperm DNA, into which NLS-GFP(mCherry) translocates through nuclear pores 

(Figure 3.1, B). At the beginning of mitosis, this membrane breaks down, resulting in rapid 

diffusion of NLS-GFP to an approximately uniform distribution (Figure 3.2, A). The NLS-

mCherry protein functions similarly but can be imaged simultaneously with other non-red 

reporters, as seen in Appendix X. To capture biochemical dynamics, Both Securin and cyclin B 

are substrates of APC/C: they both accumulate during interphase, peak at metaphase, and then 

quickly degrade at the end of mitosis (anaphase) (Figure 3.3, B; Figure 3.4, A). Therefore, both 

reporters indicate the progression of the mitotic cycle. One significant difference between these 

two reporters is their interaction with nuclei. Due to cyclin B’s binding to Cdk1, it also 



 37 

translocates into the nucleus throughout the cycle (Figure 3.4, A). As a result, cyclin B-YFP 

enables simultaneous detection of nuclei and the biochemical signal (Figure 3.4, A).  

However, these reporters also exhibit some undesired properties. For one, mRNA-based 

reporters require accumulation over time. This fact makes early cycle detection difficult and 

often impedes any observation whatsoever (Figure 3.3, B). Further, synthesis of new protein 

outpaces degradation, so these signals exhibit significant amplitude and baseline increases over 

the course of the extract’s lifetime (Figure 3.3, B; Figure 3.4, A). Moreover, since neither of 

these tagged proteins (cyclin B and Securin) display sensitive response throughout the cycle, the 

oscillatory waveform appears quite broad. While not precisely problematic, this distorts the 

kymographs and adds complexity to parameter selection for analysis pipelines. Moreover, they 

cannot provide any information regarding the relative (or absolute) durations of interphase and 

mitosis, possibly relevant information. Additionally, a downside particular to using cyclin B to 

report oscillations comes from its role as a positive input to the clock (Pomerening et al., 2003). 

As work from the Yang lab utilized to great effect, cyclin B-mRNA tunes the clock period 

downward (Maryu and Yang, 2022). In my experiments, cyclin B-YFP-mRNA was added at 

concentrations of 6-10 ng/μL. Since I was not considering the effect of cyclin B tuning in any 

given experiment, I did not take care to regulate the possible effect on period thereof. However, 

these experiments did exhibit faster periods, as a result. Finally, none (including NLS-based 

reporters) offer any information at all regarding Cdk1 activity.  

A post-doc in the Yang lab, Gembu Maryu, designed a Cdk1 FRET sensor for precisely 

this purpose (Maryu and Yang, 2022). A full description of the biosensor can be found in their 

publication, but here I present a short summary. The sensor relies on a donor-acceptor 

fluorescent protein pair and a Cdc25C sequence as a phosphorylation site for Cdk1 in the active 
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(mitotic) state (Maryu and Yang, 2022). When Cdk1 becomes activated, the sensor and ligand 

domains bind, and the resulting conformational change modulates the FRET efficiency which 

can be quantified by calculating the ratio of donor-to-acceptor emission intensities (Maryu and 

Yang, 2022). This sensor is specific to Cdk1 activity and demonstrates efficacy across many 

cycles (Maryu and Yang, 2022). Results using this novel sensor will be displayed below. 

3.1.2 Analysis methods 

Both fluorescence time series and kymographs were then analyzed to obtain the cycle 

period (frequency), number of cycles, and wave speed. For early experiments, I generated 

kymographs using Fiji’s stack montage feature with individual tubes cropped manually using the 

bright-field images as a guide. I then binned (average) over the width of the tube to reduce edge-

effects. If only NLS-based reporters were used, periods could be calculated manually using the 

frames of nuclear envelope breakdown (NEB) in consecutive cycles to denote the endpoints of 

one cycle. Otherwise, peaks in the mean intensity (across the entire tube) of the reporter were 

used similarly. Peaks were detected in either Matlab or Python, depending on the analysis 

pipeline in question. Wave speeds were also handled separately. In experiments with NLS-based 

reporters, lines were drawn manually, following the fronts of NEB. The slopes of these lines give 

the speed. Otherwise, the detected peaks were used, and lines were fit to subsections of each 

cycle which were deemed wave-like by eye. The fitted slope similarly gives the speed. 

For later experiments, when the length of the tube exceeded the field of view of the 

microscope (~3mm), grids of images were captured and subsequently stitched together using 

ImageJ’s Grid/Pairwise Stitching plug-in (Preibisch et al., 2009), in conjunction with my own 

pipeline code written in Fiji/Java. The wavefronts do not display sufficiently recognizable 

characteristics for the purposes of stitching. As a result, I used bright-field images from the first 
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frame to generate stitching parameters, then fed these parameters to ImageJ to stitch each 

channel at each frame consecutively. While capturing grids of images in this way results in a 

non-zero timestep between subsequent sections along a tube—and thus, some multiple of this dt 

between the first and last sections—this gap amounts to a few seconds, much smaller than the 

scale of the overall imaging timestep which is on the order of minutes. As such, this can be and 

is ignored for the purposes of analysis. The stitched stacks are then straightened using Fiji and a 

manually selected curve from the bright-field images as an input. This curve is unique to each 

tube, though the profiles of the tubing sections often followed roughly the same shape, so not 

much distortion is expected. Afterwards, the tubes are cropped so as to only include the inner 

dimension, again using the bright-field images as a guide. 

Additionally, calculation of the FRET ratio is handled separately. This Fiji code is 

summarized and given in Maryu and Yang (2022). I will briefly outline the procedure here. 

Images for the CFP-CFP (CFP) and CFP-YFP (FRET) channels are stitched separately, as 

previously discussed. Once assembled as individual stacks, the background is subtracted from 

each using Fiji and the “rolling” method. These channel signals are then divided at each frame: 

FRET/CFP. The resultant stack is the FRET Ratio which is ultimately used for any and all 

analysis. We do observe baseline decay over time, likely due to photobleaching (Maryu and 

Yang, 2022). This is corrected in post-processing for the purposes of analysis. Due to noise, this 

can result in some pixels of undefined and/or infinite intensity. This is handled later in post-

processing. For visualization purposes only, the CFP and FRET channels’ min and max values 

are determined manually and are used to generate the heatmaps displayed throughout. As 

indicated in each following figure, active Cdk1 corresponds to warm colors; inactive, cool 

colors. Due to the photobleaching-induced decay mentioned above, these heatmaps cool over 
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time. As stated in Maryu and Yang, 2022, they do not believe this represents an intrinsic signal 

reduction, but it should be noted. 

For the analysis of experiments conducted with the FRET sensor, a rotation student in our 

lab, Yeonghoon Kim, and I designed an object-orientated algorithm in Python to analyze spatial 

profiles of observed patterns. I will outline the procedure here. First, individual kymographs are 

corrected for the decaying baseline trend, and any NaN pixels are filled using the scikit-image 

function inpaint. Afterwards, I detect peaks for each time series at each pixel along the tube. The 

peaks themselves are then clustered into individual cycles using stock clustering algorithms 

(DBSCAN) in Python. Once cycles are identified and separated, the collection(s) of peaks are 

fitted and/or smoothed in space and time, after which slopes (and speeds) are calculated along 

each front by taking the numerical derivative of the fits at each point. Periods follow directly 

from the detected peaks, as discussed previously with other reporters. Additionally, the shapes of 

the first cycles are used as inputs to the noise distribution for numerical simulations that will 

appear in our manuscript. As mentioned, our collaborating post-doc Daniel Ruiz Reynéz would 

ultimately refine and implement this pipeline, from which the analysis that follows stems.  

3.2 Early Attempts to Realize Mitotic Waves With and Without Reconstituted Nuclei 

Provide Preliminary Evidence For Discrepancies in Time-Dependent Wave Propagation  

I began by capturing the dynamics of extracts with reconstituted nuclei using NLS-GFP 

to confirm previously published results (Figure 3.2). As shown, tubes containing nuclei 

demonstrate similar behavior as previously reported in the field (Chang and Ferrell, 2013; Nolet 

et al., 2020). Early cycles display noisy synchrony, to such an extent that classifying the patterns 

is non-trivial and after a short time, linear trigger wave fronts develop from a source 

nucleus(nuclei)—matching what has been reported previously (Figure 3.2, A). Tracking the 
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speed of these waves over time, I find an initially rapid decay in speed from roughly 50-60 

μm/min (as previously reported) up and until a much slower decay or leveling at around 20 

μm/min (Figure 3.2, B). This lower speed persists for many cycles, over long periods of time 

(Figure 3.2, C). Moreover, such speed slowing coincided with period lengthening consistent with 

our lab’s work in droplets (Figure 3.2, C) (Guan et al., 2018). As in droplets, I find an effectively 

monotonic increase in period over time (Figure 3.2, B, D). This results in the dispersion relation 

shown in Figure 3.2, D. I observe waves traveling at speeds seemingly independent of period at 

late times (Figure 3.2, D). This represents the first attempt in the field to quantify the dispersion 

relation for mitotic waves and I will expand on this notion later. This phenomenon remained 

Figure 3.2 Recapitulation of Mitotic Waves, Reported by NLS-GFP and Reconstituted Nuclei 

A) Representative kymograph. Nuclei spontaneously form around added sperm DNA, and NLS-GFP transolcates 

into the membrane(s). Waves appear as fronts of nuclear envelope breakdown (NEB) as indicated. B, C) Period and 

Speed plotted as a function of time. Scatter plot points represent individual wavefronts while the solid lines 

correspond to time-binned data. Error-bars give standard error. D) Dispersion relation. The tail of roughly constant 

speed as period lengthens implies a speed plateau for mitotic waves. Both period lengthening and speed slowing 

have been reported previously (Chang and Ferrell, 2013; Nolet et al., 2020). However, we are the first to consider 

the implications of the dispersion relation 
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consistent over multiple experiments and was not affected by small changes in sperm DNA 

dilution, indicating a general response.  

However, tubes without reconstituted nuclei display drastically different spatial patterns. 

For one, I do not observe clear linear wavefronts with any regularity; instead, these tubes 

oscillate roughly synchronously, with minimal or ambiguous patterning (Figure 3.3, A). As 

mentioned previously, early cycles largely averted detection due to low signal amplitude (Figure 

3.3, B). Occasionally, wave-like fronts would be observed emanating from the boundary, but 

these were few and far between, and when present, routinely arose at late cycles of long periods 

(Figure 3.A). As such, I lack sufficient statistics for representations of these fronts. Other 

patterns observed in the bulk almost always appeared non-linear in shape and significantly more 

diffuse in contour (Figure 3.3, A). Ultimately, I found these ambiguous patterns and the dearth of 

Figure 3.3 Recapitulation of Mitotic Waves, Reported by Securin-CFP 

A) Representative Kymograph. Early are difficult to characterize both due to the low amplitude of the signal, as well 

as their indeterminate shape. Wave-like patterns sometimes arise at late times when periods are long. B) Securin-

CFP intensity over time for the kymograph shown. Both the amplitude and baseline intensity increase from low 

values over time.  
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easily identifiable wavefronts frustrating. However, the visual discrepancy between systems with 

and without nuclei, particularly their disparate time dependence, was stark. 

To probe this further, I turned to cyclin B-YFP to capture wave dynamics in systems with 

and without nuclei in the same experiment. In these experiments, extracts were prepared as 

usual, with similar amounts of added sperm DNA as before (dilution ~100x). Reproduction of 

the nucleus-non-nucleus comparison yielded similar qualitative results as discussed above 

(Figure 3.4). Tubes with nuclei demonstrated more easily classifiable wavefronts, at earlier 

times, while tubes without displayed less clear patterning (Figure 3.4, A). However, for these 

Figure 3.4 Reconstituted Waves with and without Nuclei, Reported by Cyclin B-YFP 

A) Representative kymographs for tubes with (left) and without (right) reconstituted nuclei. The highlighted 

square region corresponds to the zoomed in snapshot below the full kymographs. The addition of nuclei 

seemingly increases the propensity for clear linear wavefronts. B) Quantification(s) of the speed (left) and 

period (middle) over time, as well as the dispersion relation (right). As before, we observe speed slowing 

coinciding with period lengthening over time. The dispersion relations mirror what can be observed 

qualitatively. Tubes without nuclei exhibit patterns of high speeds at shorter periods and are slower to decay 

to the observed speed plateau. 
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data, I had sufficient early-time amplitude to (at least roughly) quantify speeds in both 

conditions. As can be seen below, waves with nuclei exhibit significantly slower speeds than 

those without, especially initially (Figure 3.4, B). In particular, experiments with added sperm 

DNA display speeds which again decay quite quickly to this plateau. However, those without 

sperm DNA decay more slowly and persist at higher speeds for longer (Figure 3.4, B). This 

suggested to me, along with the clear qualitative dissimilarities, a meaningful difference between 

how waves with and without nuclei behave in time. However, I still lacked sufficient detail from 

these experiments to truly capture how, exactly, this difference manifests.   

3.3 Extracts without Reconstituted Nuclei Begin as Phase-like (or Sweep-like) Waves which 

Transition to Trigger Waves as Cycles Slow 

As well as remedying the myriad practical issues described above, the Cdk1-FRET 

sensor allows me to generate the first visualizations of mitotic waves as a biochemical signal of 

activity, rather than relying on downstream events such as NEB or APC/C-induced degradation. 

For these experiments, I used sections of tubing 2-5 times longer (~5-10mm) than those used 

previously, as indicated by the scale in the relevant figures. In part, this stems from my 

experience with the driven system (to be discussed in Chapter 4), but I also wanted to visualize 

patterns on larger length scales. As shown in previous sections, I found the patterns observed in 

early experiments, those in short (2-3mm) tubes, were often of wavelengths on the order of the 

system length itself, and thus difficult to distinguish. As such, the data presented below will 

hopefully present a clearer representation of the observable patterns. 

Beginning with the system without nuclei, I offer a representative kymograph for such an 

experiment in Figure 3.5, A. For presentation purposes, I present the FRET signal as a heatmap 

with cool colors corresponding to low Cdk1 activity, and warm colors similarly for high activity 
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(Figure 3.5, A). The explicit FRET donor-to-acceptor ratio is also given for a small slice (~10 

pixels) of the tube in Figure 3.5, B. Peaks in this signal are what allow me to cluster wavefronts 

(Figure 3.5, A). Periods (peak-to-peak) are also measured from these signals and are given in 

Figure 3.6. However, even visually, from both the kymograph and the FRET ratio trace, one can 

identify typical period lengthening due to a noticeable increase in interphase (cool regions in the 

kymograph). This trend matches what I observe in extracts generally. Additionally, I calculate 

the maximal time derivative of the activity (dA/dt) for each cycle. The purple points in Figure 

3.5, B represent these maxima for this kymograph, at that slice. 

Figure 3.5 Reconstitution of Mitotic Waves without Nuclei, Reported by Cdk1-FRET Sensor 

A) Representative kymograph. With the Cdk1-FRET sensor, Cdk1 activity is given by the heatmap where cool 

colors indicate low activity, and warm colors indicate high activity. In this way, wavefronts of Cdk1 activity appear 

as red/warm bands across the tube. The dark stripes are relics of stitching. The white line corresponds to a 

representative isolated front. B) Cdk1-FRET donor-to-acceptor ratio. This quantifies the heatmap in A). This trace 

corresponds to the activity at x = 10mm in A). As can be seen visually, the period lengthens over time, primarily due 

to the interphase duration increasing. The purple points are where dA/dt is measured. C) Mean-shifted spatial 

profiles, a la Hayden et al., 2022, for early (Top) and late (Bottom) cycles. At early times, the system exhibits phase 

(or sweep) waves, as indicated by the roughly conserved spatial gradients. Conversely, at late times, clear and 

obvious pulses travel through the system, indicating the presence of trigger waves. Take together, this points to a 

transition from phase/sweep to trigger dynamics over time as cycles slow. 
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I also observe obvious changes in spatial profiles over time. At early times, the patterns I 

observe resemble the so-called sweep waves highlighted in Drosophila embryos (Figure 3.5, C, 

Top). Taking a cue from Hayden et al. (2022), when I plot the FRET ratio spatial profile over 

consecutive frames for early cycles, we see a roughly uniform upswing in activity, with local 

peaks preserved, largely preserving spatial gradients (Figure 3.5, C, Top). While this does not 

equate to a strict proof for the existence of sweep waves in Xenopus—higher time resolution and 

parameter scaling are required to be certain—the similarity is striking. Additionally, early 

Figure 3.6 Quantification of Wave Properties for the Kymograph in Figure 3.5 

A) Period (Top), dA/dt (Middle) and Slope (Bottom) over time. Each quantity is calculated at each point in space 

and the resulting data is presented here binned, in time. We observe period lengthening (Top), roughly constant 

dA/dt (Middle) and slope which initially increases and then plateaus at later times. As early-time patterns often 

exhibit infinite speeds at this resolution, we instead calculate the slope = 1/ C) Slope (Top) and Speed (Bottom) 

densities as a function of period. We observe small (large) slope (speed) are early times and small periods that 

increase (decrease) to apparent plateaus as time and period increase. 
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experiments without the FRET sensor largely obscured this information due to prohibitively low 

reporter amplitude. As such, this represents the first clear look at early-time patterns in extracts. 

Conversely, at late times, the system exhibits clearly linear, trigger-wave-like fronts, 

usually emanating from one of the boundaries (Figure 3.5). Occasionally, waves originate from 

points in the bulk, but these are normally transient over a few cycles, at most. This behavior is 

consistent with results published previously (Alfanzar et al., 2020). The propensity for such 

boundary-driven waves appears much higher in my experiments in longer tubes than before in 

the smaller system. However, any possible system size dependence remains unknown. 

Nevertheless, when I repeat the process of plotting the spatial profile for successive frames, these 

trigger wave-like fronts appear as clear and obvious moving pulses (Figure 3.5, C, Bottom). As a 

result, this implies some sort of transition from sweep (or phase) waves at early, fast cycles, to 

trigger waves at late, slower cycles. However, I can also quantify this transition.  

Using the analysis pipeline I designed, I can isolate wavefronts and analyze them 

individually (Figure 3.5, A). To begin, I plot various quantities for the single kymograph 

presented in Figure 3.6 to familiarize the reader with the relevant trends. However, the trends 

hold for the complete dataset presented in Figure 3.7 and will be what I discuss in the text. As in 

droplets, I observe a roughly linear increase in the period over time, with some divergence at late 

times when extracts die (Figure 3.7, A, Top). Here, and for all future data presented in this way, 

a period of 0 minutes corresponds to the first cycle. While these data cannot fit into any 

subsequent analysis, I present them for completeness’ sake. As shown in Figure 3.7, A, Bottom, 

this increase in period is largely due to an increase in the rising period, or the duration of 

interphase, much like what Hayden, et al. (2022) report in their polo mutants. The rising period 

goes from representing 57% of the cycle duration at cycle 1, to 80% at the last cycle. This 
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suggests the system primarily experiences a slowing of the activation dynamics, rather than 

increased time spent in the active state. This all is consistent with the Yang lab’s analysis of 

cycles in droplets and our model of ATP depletion (Guan et al., 2018).  

I hypothesized that this may be accompanied by a decrease in the speed of activation, 

dA/dt, and a shift away from relaxation dynamics. To test this, I calculated the maximal 

derivative between wavefronts at each point, for each cycle. As can be seen in Figure 3.7, B, 

Top, this quantity remains fairly constant, or slightly decreasing, over time, suggesting the 

underlying oscillatory dynamics—that of a relaxation oscillator—do not change much. Instead, 

this again points to a time-dependent change in the ratio of the relative positive and negative 

feedback loop strengths. This idea will be used in the numerical work presented in our 

manuscript, agnostic of any biophysically specific mechanisms, such as ATP depletion. 

Figure 3.7 Time-dependent Measurement of Oscillation and Wave Properties for Extracts Sans Nuclei 

A) Period (Top) and period broken down into rising and falling portions (Bottom). Period monotonically increases 

over time, primarily due to an increase in the rising period. B) The maximal activation rate dA/dt (Top) and the 

slope (Bottom) over time. The activation rate is roughly constant, while the slope initially increases and then 

plateaus, corresponding to early, short periods and late, long periods, respectively. 
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For wave speeds, I calculate the derivative of the fronts in Time-Position space—the 

flipped orientation from the kymographs—because the patterns at early times often exhibit 

effectively infinite speed, at this resolution. As a result, I instead measure the slope in min/μm. 

As shown in the violin plot in Figure 3.7 B, Bottom, the slope generally increases over time, 

corresponding to a slowing of the speed. Again, the divergence at late time corresponds to 

disparate behavior as cycles end. When combined, these measurements allow me to construct a 

Slope-Period relation which presents as a monotonically increasing function, when allowing for 

Figure 3.8 Mitotic Wave Dispersion Relation Shows Phase-Trigger Wave Transition 

A) Slope-Period contour plot. The general trend combines those depicted in Figure 3.7. B) Speed-Period contour 

plot. C) Mitotic wave dispersion relation. This visualization highlights the existence of a transition from fast, short 

period patterns to slow, long period trigger waves: the first evidence for such a transition in Xenopus. Light-colored 

open squares correspond to LOWESS fits for individual experiments (connecting lines omitted for clarity), while the 

dark plot corresponds to the same for all the data combined. The colored points are taken from dark green curve and 

are meant to denote how the system moves along it in time. 
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late-time discrepancies (Figure 3.8, A). For the pooled data, I present the densities as contours 

due to the large number of data points (Figure 3.8, A, B). Converting from slope to speed, we 

can then create a dispersion relation for mitotic waves (Figure 3.8, B, C). To capture the trend in 

time, I apply LOWESS (locally weighted scatterplot smoothing) to both slope (speed) and period 

in time and then plot these against each other (Figure 3.8, C). This quantifies what I observe 

visually. At short periods (read: early times), the system exhibits phase or sweep waves of speeds 

much faster than trigger waves; however, these transients eventually die off as the system 

transitions to a regime dominated by trigger waves (Figure 3.8, C). To guide the reader in 

following this curve in time, a subset of points is plotted with their color indicating time (Figure 

3.8, C) 

This dispersion relation also appears to confirm what Hayden et al. report regarding a 

sweep-to-trigger transition (Hayden et al., 2022). Namely, a system which exhibits period 

lengthening due to heterogeneously changing time scales (interphase and mitosis) might also 

exhibit a transition from sweep to trigger waves. I cannot prove early-time patterns truly 

represent sweep waves. This would require much higher time resolution to facilitate accurate 

measurements of the activation rates and sweeping action Vergassola et al. use to justify their 

theory (Vergassola et al., 2018). However, these data offer the first quantification of the time-

dependent behavior of mitotic waves in extracts and point towards a bridge between our 

understanding of mitotic waves in different model systems and at different time scales. 

Numerical simulations of this system recapitulate our experimental findings. The details of the 

model will be available in our manuscript. 

However, this also poses the question: how does this transition change, if at all, when the 

system is perturbed? Specifically, as discussed, nuclei appear to play some role in wave 
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formation by acting as pacemakers (Afanzar et al., 2020; Nolet et al., 2020). Modeling work by 

the same labs demonstrates explicit and implicit inclusion of pacemakers drives waves at the 

pacemaker frequency, and that the response wave speed depends on this driving frequency 

(Rombouts and Gelens, 2020; Chang and Ferrell, 2013). This suggests that compartmentalizing 

the cytosol and/or introducing pacemakers might affect how the system transitions over time. 

The question then becomes, if so, how can we characterize this change? 

3.4 Reconstituted Nuclei Entrain the System to the Trigger-Wave Regime 

To answer this question, we reconstituted nuclei by supplementing extracts sperm DNA, 

as before. We begin our analysis at late times when trigger waves are easily identifiable. Since 

the FRET sensor contains an NLS-tag, I observe active Cdk1 import, as indicated by the nuclei 

flashing brightly red without the need for an additional NLS-specific sensor (Figure 3.9, A, 

Bottom). This occurs during interphase and coincides with a local depletion of active Cdk1 

Figure 3.9 Reconstitution of Mitotic Waves with Nuclei, Reported by Cdk1-FRET Senor 

A) Representative kymograph. The outlined rectangle corresponds to the zoomed-in slice below which shows how 

the nuclei import active Cdk1 during interphase. B) Spatial profiles for early (Left) and late (Right) cycles. As in the 

case without nuclei presented before, early cycles remain largely synchronized. The peaks in the profiles here 

correspond to the nuclei themselves which import active Cdk1 in interphase. Late cycles, alternatively, exhibit the 

traveling pulses of trigger waves. 
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outside the membrane, indicated by the cooler-colored regions surrounding the nucleus in 

question (Figure 3.9, A). Furthermore, even at a relatively coarse timescale, the pacemaker 

nucleus imports and contains more active Cdk1 earlier than its neighbors, as expected (Figure 

3.9). After NEB, active Cdk1 fills the local region and pulse-like waves propagate as usual 

(Figure 3.9, B, Bottom). As in the case without nuclei, the spatial profiles clearly indicate 

propagating pulses (Figure 3.9, B, Bottom). At early times, however, the picture looks 

qualitatively similar to what I see in tubes without nuclei. That is, despite nuclei visibly forming, 

I observe a comparable sweeping up of activity, though the effect is much noisier and punctuated 

by peaks associated with the nuclei themselves throughout the tube (Figure 3.9, B, Top). The 

Drosophila embryo also contains nuclei, as it is syncytial, but the data from the Di Talia group 

does not show any semblance of nuclei-dependent aggregation as we observe. This makes it 

difficult to compare spatial profiles across the two systems. 

Regardless, repeating the same workflow described previously to this compartmentalized 

system, I find qualitatively similar behavior for each of the relevant quantities: the period and 

slope both increase over time (Figure 3.10, A). While the periods do not differ significantly 

between the two conditions, the slope for these waves containing nuclei is persistently higher 

than that measured for tubes without nuclei (Figure 3.10, A). Moreover, the distribution of 

measured slopes as a function of period appears much broader (Figure 3.10, B). This discrepancy 

is made all the clearer when considering the dispersion relation. As shown, the transient 

phase/sweep patterns give way to trigger waves much more rapidly than in the systems without 

nuclei, as indicated by the quicker decay in speed (Figure 3.10, C). Again, the reader should 

equate the movement towards longer periods with the forward progression of time, as indicated 

by the timepoints plotted (Figure 3.10, C). The slight increase at late times is likely due to extract 
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death. Despite this, it is clear the addition of nuclei causes the system to admit trigger waves 

earlier in time, but also “earlier” in period (Figure 3.10, C).  

To quantify this difference, we can perform LOWESS smoothing to our slope density 

data over time and fit the decay to capture a characteristic entrainment time τ using the fitting 

equation 𝑦 =  𝑠𝑓 − 𝑎 𝑒−𝑡/𝜏. Here, the parameter 𝑠𝑓 gives the long-term speed plateau. 

Comparing the results between systems with and without nuclei, I clearly observe a more abrupt 

decay in the latter (Figure 3.11). Additionally, the entrainment time is significantly shorter for 

the data with nuclei—280 ± 5 min vs 940 ± 15 min—confirming what one observes visually. 

Interestingly, both fits produce a plateau slope around 0.02 min/μm implying similar long-period 

behavior and confirming each eventually follows the same dispersion relation. The resulting 

Figure 3.10 Nuclei Entrain the System to the Trigger Wave Regime 

A) Period (Top), dA/dt (Middle) and Slope (Bottom) over time for experiments with reconstituted nuclei. Generally, 

this system behaves similarly to that without nuclei, except for exhibiting higher (slower) slopes (speeds). B) Slope-

Period contour plots for both conditions. Experiments with nuclei display broader density profiles. C) Dispersion 

relations for both conditions. The addition of nuclei entrains the system to the trigger wave regime, as indicated by 

the faster decay to a slow-speed trajectory as period increases. Timepoints show evolution in time. As in Figure 3.8, 

light-colored open squares correspond to LOWESS for individual experiments (connecting lines omitted for clarity), 

while the dark trajectories represent all of the data for each condition, respectively. 
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speed of roughly 40 μm/min is higher than what we had observed previously, but that likely 

reflects batch-to-batch differences in extract.  As before, numerical simulations which treat 

nuclei as heterogeneous sinks of cyclin B synthesis also recapitulate these findings, the details of 

which will be available in our manuscript.  

To summarize, I consider this phenomenon to represent the nuclei entraining the system 

to the trigger wave regime. As mentioned in the introduction, previous work(s) identified nuclei 

as the pacemakers of mitotic trigger waves (Afanzar et al., 2020; Nolet et al., 2020). In that 

sense, the nuclei offer a nucleation point for singular wavefronts. In light of my work here, I 

extend this notion to argue that the nuclei perform a global role of bringing the system out of the 

phase/sweep wave regime and into the trigger wave regime. To be complete, these data generally 

follow the trends I and others in the field observed in past work. In systems without nuclei, 

patterns remain diffuse and exhibit fast speeds. Over time, trigger waves do develop, albeit 

slowly. Conversely, systems with nuclei develop trigger waves early and often. The result, in 

Figure 3.11 Nuclei Entrain the System to the Trigger Wave Regime 

Slope-time density plots with LOWESS smoothing (orange line) for experiments without (Left) and with (Right) 

reconstituted nuclei. The fitted plateau decay gives both the entrainment time τ and the slope plateau 𝑠𝑓. The 

entrainment time for experiments with nuclei is a factor of three faster than for those without, but the speed plateaus 

are similar. 
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terms of measurables, is that the former display fast speeds that slowly decrease as the period 

increases, while the latter display speeds that quickly decay and follow a trigger wave dispersion 

relation. My early data pointed to this conclusion, but the imprecision of the reporters I used at 

the time obfuscated this fact. 

3.5 Conclusion 

Throughout this chapter, I demonstrated the capacity to realize mitotic waves and 

patterning in vitro using cycling Xenopus laevis egg extracts. Using a broad spectrum of 

reporters, I first reproduced initial results from the field, including realizing mitotic waves using 

nuclear-localization-signal-based reporters. With these data, I demonstrated how these waves 

slow down over time until they reach a speed plateau, after which waves continue to propagate at 

a constant speed, despite persistent period lengthening. I also realized waves sans nuclei. These 

experiments produced qualitatively distinct patterns and when measured, displayed significantly 

faster speeds and less drastic decay to said speed plateau.  

I then expanded on these early results with the use of the Yang lab’s novel Cdk1 FRET 

sensor. In this way, I produced the first direct observation of Cdk1 waves in Xenopus extracts. 

Additionally, using the FRET sensor, I distinguished between early-time, phase or sweep-like 

patterns and late-time, trigger waves, in systems both with and without nuclei. This result ties my 

work into the larger picture of the field: the developing two-class picture of wave propagation. 

Taken together, I provide evidence for mitotic waves in two distinct systems: a purely 1D 

biochemical environment, and one compartmentalized by the presence of spatially relevant 

nuclei. These results demonstrate nuclei are not required for the existence of mitotic waves and 

qualitatively coincide with my preliminary work using other reporters. Instead, along with 

collaborators, I showed nuclei also function to organize wave propagation and entrain the system 
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to follow the trigger wave dispersion relation. In the next chapter, I will underline and reinforce 

the notion of entrainment by introducing an explicit driving force. 
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Chapter 4  

A System for Driving Mitotic Waves Confirms Entrainment and Increases the Feasibility 

of Systematically Studying Waves under Tuning Conditions  

To confirm and reinforce this notion of entrainment in mitotic waves, I turned to focus on 

driving waves explicitly. Furthermore, I wanted a way to control wave propagation 

systematically in order to perturb the oscillator without disrupting wave formation. Such a 

system could provide a direct test of mitotic waves in these two distinc contexts: that of a 

homogenous cytosol and one compartamentalized by nuclei. To accomplish this, I took 

inspiration from published work on driving apoptotic waves in vitro (Cheng and Ferrell, 2018). 

In this work, the authors utilized a reservoir of extract arrested in apoptosis (cell death) to drive 

an apoptotic signal through a tube filled with extract arrested in interphase (Cheng and Ferrell, 

2018). They distinguised between reservoir material diffusing into the tube using a fluorescent 

dye and the resulting apoptotic wave (Cheng and Ferrell, 2018). After reading this work, I 

realized that I could accomplish something functionally similar but with cyclcing extract. 

In this chapter, I will first describe the reasoning behind and the design of this novel 

experimental procedure, including the extracts used and their function. Then, I will demonstrate 

its efficacy in driving mitotc trigger waves with and without reconstituted nuclei, demonstrating 

that they may not function in the same manner. Finally, I will present some forward-looking data 

which provides evidence for the efficacy of this system for studing the effects of tunability on 

wave proapgation. The vast majority of this chapter is adapted from the same soon-to-be 

submitted work in collaboration with the Gelens laboratory. 
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4.1 CSF Extracts Drive Mitotic Waves in Tubes of Cycling Extract  

The reservoir in question is cytostatic-factor (CSF) extract which is derived from 

inactivated embryos arrested at meiosis-II (Masui and Market, 1971; Murray, 1991).  The 

biological details of CSF arrest remain somewhat in question, though the field largely agrees 

most signs point to the Emi family of proteins serving a critical role through their inhibition of 

APC/C (Schmidt et al., 2005), with possible additional function provided by the Mos-MAPK 

pathway (Yamamoto et al., 2005). Regardless, CSF extracts exhibit and maintain high Cdk1 

activity unless released from arrest by treatment with Ca+2 as we do in the cycling extract 

protocol (Good and Heald, 2018). Moreover, these extracts can be reliably frozen and stored for 

many months, giving us a reliable source of stable high-activity extract. Due to the self-

promoting activity of Cdk1 in the mitotic circuit, supplementing oscillating extract with CSF 

ought to result in forced activation and resulting traveling fronts.   

4.1.1 Design of a novel method for driving mitotic waves 

The CSF extracts were made following established protocols (Good and Heald, 2018) 

which are minimally adapted from the originals (Murray, 1991). Using laid eggs, I produced 

large quantities of extract (on the order of mL), vastly more than necessary for a single 

experiment (10-20 μL). To preserve said large quantities of extract, I implemented a freezing 

protocol adopted from Takagi and Shimamoto, 2017. Fresh extracts are centrifuged through a 

100 kDa-membrane filter in a bench-top rotor, producing concentrate and flow-through fractions 

(Takagi and Shimamoto, 2017). The individual fractions are then aliquoted, flash frozen with 

liquid nitrogen, and stored at -80˚C for many months. 

On the day of an experiment, one aliquot of each CSF fraction is allowed to thaw on ice, 

and when combined, are ready to be used. To maintain conditions across the reservoir and the 
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cycling extract, CSF extracts were also diluted to 20% with extract buffer. No reporters or drugs 

were added. I cut PTFE tubing into individual sections of ~10mm lengths and loaded each via 

aspiration such that the extract filled the tube in excess: visual inspection of the syringe adapter 

showed the fluid line exceeding the tube opening. I then dipped the tube into the CSF reservoir 

syringe-end first for 5-10 seconds to ensure fluidic contact between the cycling and CSF extracts. 

While the original apoptotic wave paper described maintaining contact between the reservoir and 

tubes for many minutes, I observed any contact longer than ~10 seconds resulted in mitotic arrest 

overtaking most, if not all, of the tube (Cheng and Ferrell, 2018). In fact, even at short dipping 

times, this sometimes occurred regardless. As such, care was taken to minimize the contact time. 

4.1.2 CSF-dipping creates an arrested region which drives waves 

To test this hypothesized mechanism, I first conducted a few proof-of-concept 

experiments with reliable reporters we had on hand in the lab (the FRET sensor, at the time, 

remained in testing), the results of which can be seen in Figure 4.1. Tubes (of length ~10mm) 

filled with cycling extract tube were dipped into a reservoir of CSF extract for a few seconds and 

then imaged as previously described. I first observe a roughly diffusive region growing from the 

dipped end (Figure 4.1, C, D). This is likely due to diffusion of the cytostatic factor itself. In the 

case of the tube with reconstituted nuclei reported by NLS-GFP, this materializes as a region 

without nuclei (Figure 4.1, C); in experiments without nuclei, this appears as a bright region of 

roughly uniform distribution, as indicated by the uniformly bright Securin-CFP signal (Figure 

4.1, D). Both signals are indicative of a high-Cdk1-activity-arrested (mitotic) state, supporting 

my hypothesis for the setup. Second, the system exhibits waves emanating from the arrested 

region (Figure 4.1, C, D).  Finally, these fronts eventually take over the entirety of the tube, 
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propagating for multiple millimeters at a time. In total, these preliminary experiments proved the 

plausibility of this driven-wave setup. 

4.2 Driven Mitotic Waves Display Fast and Permanent Entrainment 

After this early work, and in conjunction with the proven stability of the FRET sensor, I 

turned my focus to experiments combining these novel developments. As shown in Figure 4.2, 

the mitotic arrested region is confirmed by high FRET signal, indicating persistent high Cdk1 

activity. Although literature suggests cyclin B synthesis persists under CSF arrest (Schmidt et al., 

2005), I observe initially increasing Cdk1 activity as arrest sets in, but otherwise constant activity 

until extract death (Figure 4.2, A). This detail remains unexplained but does not impact the 

Figure 4.1 Design and Proof of Concept for CSF-Driven Mitotic Waves 

A) Schematic of CSF extract’s proposed effect on the cell cycle network. The field believes the cytostatic factor 

belongs to the Emi family and that it maintains arrest through inhibition of APC/C (Schmidt et al., 2005). B) 

Schematic of the CSF driving setup. 10-12mm sections of Teflon tubing are filled with cycling extract as before. 

The syringe-end, which was over-filled, is then dipped into a reservoir of CSF extract for at most 5 seconds. Tubes 

are then submerged under oil and imaged as before. C) Representative kymographs for proof-of-concept 

experiments in extracts with reconstituted nuclei reported by NLS-GFP (Left) and without nuclei reported by 

Securin-CFP (Right). The arrested region appears as a growing region absent nuclei (Left) or of high-fluorescence 

intensity (Right). As can be seen, the trigger waves generated by the CSF quickly take over the system. 
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efficacy of the setup. As alluded to previously, the mechanisms behind CSF arrest continue to 

evade complete understanding by the field, so this is not entirely surprising. 

Figure 4.2 Driven Mitotic Waves Exhibit Trigger Waves that Dominate the System 

A) (Left) Representative kymographs for the CSF-driven system without reconstituted nuclei, as reported by the 

Cdk1-FRET sensor. In this case, the high-activity arrested region can be confirmed as such due to the persistent high 

FRET ratio. As before in Figure 4.1, the source generates trigger waves which dominate the system. The dark stripes 

are relics of stitching. (Right) Spatial profiles for late times. Traveling pulses are easily identifiable in each case. B) 

Period and slope over time. C) Slope-period relation. D) Comparison of dispersion relations for the undriven (solid) 

and driven (dashed) cases. Timepoints show how the system evolves in time. Light-colored open (solid) squares 

correspond to LOWESS fits for individual undriven (driven) experiments (connecting lines omitted for clarity). The 

solid black line is an eye guide, not a fit. 

 



 62 

Turning to driven waves, as previously shown, the mitotic arrested region persistently 

drives waves of Cdk1 activity throughout the tube (Figure 4.2, A). As in the undriven 

experiments with FRET sensor, wavefronts appear as pulses of high Cdk1 activity (Figure 4.2, 

A). Importantly, the pulse-like nature of the fronts confirms them as trigger waves, distinct from 

early-time patterns in bulk extracts, and similar to both boundary-driven and nuclei-facilitated 

wavefronts. It is noteworthy the dominance that the driving exerts on the system and it highlights 

the efficacy of trigger waves at disseminating biological information large distances. Applying 

the same analysis workflow from the previous chapter, I again observe that the oscillation period 

monotonically increases over time (Figure 4.2, B). Additionally, and as before, the slope (speed) 

increases (decreases) over time, leading to the dispersion curve(s) shown (Figure 4.2, D).  

Importantly, driving the system in this way explicitly entrains the system to the trigger 

wave regime, quickly and permanently (Figure 4.2, D). The phase/sweep waves of early times 

quickly—within two or three cycles—give way to trigger waves which propagate across the 

entirety of the tube. These waves appear to follow a clear dispersion relation, distinct from the 

undriven case (Figure 4.2, D). One can consider this curve to represent the real trigger wave 

speed-period relationship, free of any effect from transients. Indeed, if I plot an eye-guide of a 

𝜏−1/2 dependence, this falls on top of the data nicely (Figure 4.2, D). In this way, driving the 

system elucidates a clear difference between the transients—and possible sweep waves—of early 

times and trigger waves.  
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4.3 Under Driving, Waves with and without Nuclei Obey Different Dispersion Relations 

and Display Different Entrainment Times  

Next, I deployed this system to discern any fundamental difference(s) in wave 

propagation in systems with and without nuclei. For these experiments, the same procedure was 

followed as described above, with sperm DNA added at a dilution factor of 150x. The same CSF 

reservoir was used for each condition on any given day. As before, the mitotic-arrested region 

drives waves predictably throughout the system (Figure 4.3. A). In this case, despite 

experiencing the same driving force, the induced frequency was smaller for tubes containing 

nuclei (Figure 4.3, B). While I consistently observed the phenomenon of lower bulk frequencies 

Figure 4.3 CSF-Driving Entrains the System  

A) (Left) Representative kymographs for the CSF-driven system without reconstituted nuclei, as reported by the 

Cdk1-FRET sensor. (Right) Spatial profiles for late-times. B) Period (Top) and Slope (Bottom) plotted over time for 

experiments with (Left) and without (Right) reconstituted nuclei. Despite experiencing the same driving force, the 

latter exhibit significantly longer periods, a trend true in droplets generally (Maryu and Yang, 2022).  

 



 64 

for oscillators with nuclei, it is nevertheless surprising the driving frequency appears affected. 

Seemingly as a result, the systems also exhibit different cycle numbers, with nuclei systems 

oscillating fewer times and over shorter lifetimes (Figure 4.3, A).  

When measuring the wave speed, I observe two main phenomena. First, slopes for the 

systems with nuclei remain higher than their non-nuclei counterparts, matching what I observed 

in the non-driven system (Figure 4.3, B). This is likely due, in part, to the longer periods I 

observed, but also suggests a possible difference in the systems at the level of wave propagation. 

Importantly, the apparent plateau of  speed = 1/slope ~ 1/0.05 min/μm = 20 μm/min appears to 

be conserved from what I observed in our initial experiments (Figure 4.3, B). Notably, the 

Figure 4.4 Comparison of CSF-Driven Dispersion Relations for Non-Nuclei/Nuclei Systems 

A) Slope-Period relations for systems with (Top) and without (Bottom) reconstituted nuclei. B) LOWESS fits for the 

dispersion relation for the conditions in A). As before, the timepoints are selected to show how the system evolves in 

time. Light-colored solid squares correspond to LOWESS fits for individual experiments (connecting lines omitted 

for clarity), while dashed lines correspond to pooled data. 
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average speed of these known trigger waves is lower than the late-time speeds from undriven 

experiments (Figure 4.3, B). The precise reasoning for this discrepancy remains unknown, 

though it is possible that the entrainment in the former case could be incomplete, resulting in 

some contribution of remaining transients to the average behavior. 

Using the same fitting equation from the previous section, I can again compute the 

entrainment times for these conditions. As before, I find the entrainment time for data with 

nuclei remains shorter than those without (Figure 4.4). This could point to some cumulative 

effect from multiple pacemakers: both the CSF and nuclei terms contribute to the entrainment. 

Regardless, both entrainment times are significantly faster than their undriven counterparts 

(Figure 4.5). Interestingly, the entrainment time for the CSF-driven case without nuclei is still 

slower than the undriven case with nuclei. It is plausible a set of multiple, but theoretically 

weaker, pacemakers could entrain the system faster given a distributed effect throughout space. 

Future work could probe this effect more carefully. Additionally, the fitted speed plateau of 

Figure 4.5 CSF Entrains the System to the Trigger Wave Regime Faster and Explicitly 

Slope-time density plots with LOWESS smoothing (orange line) for experiments without (Left) and with (Right) 

reconstituted nuclei when driven by CSF. As before, the entrainment time for experiments with nuclei is faster than 

those without. Interestingly, CSF-driving does not seem to entrain faster than nuclei alone. The plateau speed of 30 

μm/min closely matches reported speeds for mitotic trigger waves. 

.   
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1/slope = 1/0.03 = 30 μm/min closely matches what I and others have observed previously for 

known trigger waves. 

Second, while the data plotted in Figure 4.3 might suggest otherwise, upon closer 

inspection, I observe a significant difference in the dispersion relations for each condition once 

entrainment has set in (Figure 4.6). By plotting each dispersion curve on a log-log scale and 

fitting a line to the entrained segment, I can estimate the scaling exponent m for each (Figure 

4.5). Unsurprisingly, for the case without nuclei, I find m = -0.5 ± 0.1, as predicted by Luther’s 

formula for trigger waves (Luther, 1906). However, for the system with nuclei, m = -0.3 ± 0.1, 

suggesting this system exhibits sub-trigger wave scaling (Figure 4.5).  

This is, perhaps, unsurprising. Before performing these experiments, and after witnessing 

the behavior of the undriven system, I hypothesized that the cycle-dependent import-export 

Figure 4.6 Non-Nuclei and Nuclei Systems Display Disparate Entrained Dispersion Relations  

Linear fits of post-entrainment dispersion curves for systems with and without nuclei. These fits reveal different 

scaling exponents for the two conditions. 
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function of nuclei presented a fundamentally different environment in which waves could be 

realized, related to, but outside their apparent role as pacemakers or entrainers. Namely, I 

envisioned a measurable difference between a compartmentalized environment with a constantly 

modulating heterogeneous distribution of particles, and that of a quasi-homogenous fluid. 

Though I do not yet provide a careful analysis or propose a theory for this behavior, the data 

indicate such a hypothesis remains plausible. Future work—especially using the system outlined 

in Section 4.5—could focus on both more precisely determining the respective scaling laws and 

explaining their disparity physically. For now, by driving waves in this manner—with what 

constitutes a strong driving force—these data reinforce the notion of entrainment and highlight 

that function of nuclei in the non-driven case.   

Figure 4.7 Comparison of all Dispersion Relations for each Experimental Condition 

LOWESS fits of the dispersion relations for each experimental condition presented. The CSF-driving 

underlines the concept of entrainment. 
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To summarize, I demonstrate four distinct dispersion relations for mitotic waves in 

Xenopus extracts (Figure 4.7). Undriven extracts without nuclei experience a slow decay from 

phase waves to trigger waves.  The addition of nuclei speed up this process by entraining the 

system to the trigger wave regime. Driving the system with a source such as CSF explicitly 

entrains the system to admit trigger waves, reinforcing this notion. The addition of nuclei to this 

driven system even further speeds up the entrainment likely due to some cumulative effect of 

multiple sources.  

4.4 Introduction of a Known Pacemaker Allows for Systematic Perturbation of the 

Oscillator while Maintaining Wave Dynamics 

Changning focus slightly, one of the main motivations behind creating the CSF-driven 

framework was to establish a method for analyzing wave dynamics in parameter space without 

worrying over the nature of the pacemaker. In this light, viewing the addition of sperm DNA as a 

perturbation of sorts, this system also admits other, more clock-specific, perturbations. From the 

Yang lab’s work in droplets, I have access to numerous drugs to affect various pieces of the 

mitotic clock, as well as baseline(s) for how they affect cycling extracts (Jin et al., 2020; Maryu 

and Yang, 2022; Ye et al., 2018). Here, I focus on two such drugs: the Cdk1 inhibitor 

Roscovotine and morpholinos (MOs), antisense oligonucleotides against Xenopus cyclin B. 

Roscovotine inhibits cyclin-dependent kinases (CDKs) through direct competition at the ATP-

binding site and sees broad use for both fundamental biology and clinical studies (Cisenas, et al., 

2015). To perturb endogenous cyclin B mRNA translation, the relevant MOs bind to repress the 

target gene sequence and block further protein production (Maryu and Yang, 2022). As 

mentioned, work from the Yang lab indicated MOs significantly affect oscillatory dynamics in 
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the droplet system (Maryu and Yang, 2022). In both cases, these drugs allow me to observe 

changes in wave propagation as I modulate the clock. 

4.4.1 Inhibiting Cdk1 tunes both the period and speed of driven waves 

To perturb the central mitotic regulator, I added increasing amounts of Cdk1 inhibitor to 

cycling extracts used in conjunction with the CSF-driven system. I expected this to slow 

oscillations and possibly affect induced arrest. As shown in Figure 4.4, increasing amounts of 

added Cdk1 inhibitor results in reduced Cdk1 activity, as indicated by smaller peak FRET 

response (cooler colors) at early times when the effect is most easily seen. This reduction is 

evident in the bulk, but not in the arrested region, indicating an effect on the oscillating term, 

while mitotic arrest remains unchanged (Figure 4.8). Moreover, if I track the progression of the 

arrested region over time, Roscovotine-treated extracts exhibit slower arrest advancement 

Figure 4.8 Representative Kymographs for CSF-Driven Waves under Cdk1 Inhibition 

Cdk1 inhibition via the drug Roscovotine visually lengthens the period of driven oscillations. Additionally, the 

arrested region appears to progress shorter distances as the drug concentration increases. Finally, the intensity and 

relative warmth of the peaks at early times decreases as inhibitor concentration increases. 
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(Figure 4.8). This indicates the system is more robust to induced active-state arrest when Cdk1 is 

inhibited, which makes intuitive sense. Moreover, increasing the inhibitor concentration slowed 

both periods and speeds, broadening the dynamic range for wave propagation (Figure 4.9). 

Similar period slowing is observed in the control (non-driven) tubes (not shown). Additionally, I 

observe a faster decay in the speed, again to an apparent plateau of roughly 20 μm/min, as I 

showed previously (Figure 4.9). However, I pointedly do not observe any significant variance in 

Figure 4.9 Cdk1 Inhibition Effectively Tunes the Cycle Period and other System Properties 

A) Speed as a function of time. Cdk1 inhibition slows the waves and increases the rate at which the speeds decay to 

the apparent plateau. B) Period as a function of time. Inhibiting Cdk1 increases the cell cycle period. C) Progression 

of the arrested region over time. As Cdk1 inhibition increases, the arrested region effects less of the system’s length. 

We believe the 5 μM condition does not represent significant inhibition and thus its behavior relative to the control 

is not indicative of the trend. D) Dispersion relations for each condition. Inhibiting Cdk1 does not appear to 

fundamentally change wave propagation. 
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the dispersion relation across conditions, suggesting that this inhibition merely affects rates, not 

fundamental mechanisms (Figure 4.9). Future experiments could be directed at expanding the 

range of added inhibitors, as it would be interesting to analyze data up and until inactive arrest.  

4.4.2 Morpholino-induced degradation of endogenous cyclin B-mRNA translation results in 

transient high-speed,-slow-period wavefronts 

With morpholinos, I instead choose to inhibit an input to Cdk1, rather than the main 

regulator itself. By blocking cyclin B-mRNA translation, only endogenous levels of the cyclin B 

protein remain for complexing with Cdk1. As a result, I expect longer periods, specifically due to 

an increase in interphase duration (Maryu and Yang, 2022). Indeed, upon treatment with MOs, 

undriven tubes exhibit progressively longer periods as MO concentration increases (Figure 4.10, 

B). Similarly, I observe elongated first and second cycles when driven, compared to control 

(Figure 4.10, A). Interestingly, the effect is most obvious at the lowest concentration of MOs, 

though due to the transience of this effect, it is possible I missed acquisition thereof due to the 

nonzero loading time. However, this effect largely disappears after the second or third cycle, and 

the conditions follow a similar trend in the period afterwards (Figure 4.11). This suggests the 

source truly drives the system, at least somewhat irrespective of the bulk conditions. 

Nevertheless, despite longer periods for the first two cycles, I do not observe a corresponding 

decrease in the speed (Figure 4.11). Indeed, across all cycles, each condition’s average speed 

largely follows the same trend as time progresses (Figure 4.11). More work remains to 

understand these phenomena. 

Regardless, I also note the drastic increase in the size of the arrested region as the 

morpholinos concertation increases (Figure 4.11). This indicates knockdown of cyclin B reduces 

the system’s robustness to arrest. Moreover, the progression of arrest loses its roughly diffusive 
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profile at higher levers of MOs, suggesting that the arrest spreads in a manner more akin to a 

bistable front, rather than diffusion alone (Figure 4.11). If so, the speed at which arrest 

propagates lags that of the mitotic waves themselves. This highlights the interplay between the 

source’s function of arrest and the quasi-bistability of the cycling extract. 

Figure 4.10 Morpholinos Lengthen First Cycle Period and Perturb Dispersion Relation 

A) Representative kymographs for different amounts of added morpholinos. Though not quantified, increased 

morpholino concentration appears to lead to larger swaths of the tube arresting in the active state. The dark stripes 

are relics of stitching, and the black segment in the 2μM kymograph reflects a microscope issue within one frame at 

that position. B) Timeseries of the normalized FRET ratio to indicate the MO effect on undriven extracts. 
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Together, these results from two methods demonstrate the efficacy of the system for 

analyzing wave dynamics under clock perturbations. I expect other data from other drugs, as well 

as expansions on these proof-of-concept experiments, will help elucidate finer details on mitotic 

waves. Additionally, this setup will prove useful for confirming future model predictions on 

trigger wave properties. 

Figure 4.11 Morpholinos Cause Waves the Propagate Faster but at Slow Period 

A) Interphase duration over time for each condition. Added morpholinos increase the duration of interphase for early 

cycles. We believe the effect appears greatest for the 2 μM case because we missed the first cycle in the other two 

drug conditions. D) Period over time. Due to, in part, the increase in interphase duration, morpholinos also increase 

the period of early cycles. C) Speed over time. Morpholino concentration does not appear to significantly affect the 

speed, despite the effect on period. E) Dispersion relations. The relatively longer first few cycles lead to drastically 

perturbed dispersion curves for the drug conditions. We observe a regime where speeds slow but periods remain 

constant, followed by a return to the expected trend. 
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4.5 CSF Drives Singular Wavefronts in Interphase Extracts 

An extension, or rather a simplification, of the work above involves replacing cycling 

extracts with interphase extracts. Much like CSF extracts, interphase extracts are arrested, but in 

the low-activity state, hence the name. In principle, dipping an interphase-extract-filled tube into 

a CSF reservoir should produce a singular wavefront emanating from the source region. This is 

functionally similar to what we observed with added morpholinos. Such a setup eliminates both 

the time-dependence and spatial heterogeneity factors present in the work presented so far. 

[Note: the spatial distribution of molecules could very well exhibit non-homogeneity, but the 

activity thereof should be homogenously arrested]. As a result, this would allow us to investigate 

the nature of pure bistable fronts and the role of activation alone in this system.  

To do so, interphase extracts were prepared using the standard protocol in the field 

(Deming and Kornbluth, 2006). Like CSF extracts, interphase extracts can be frozen at -80˚C for 

many months without losing potency, though less care need be taken for separating fractionated 

parts. Thawed interphase extracts are then loaded into Teflon tubing, as before, and dipped into a 

reservoir of CSF, also as before. As expected, I observe a single traveling front of high Cdk1 

activity propagating from the dipped end of the tube (Figure 4.12). Interestingly, I did not 

observe the same arrested region moving into the tube as we did in the case of cycling extracts, a 

detail which still needs to be explained. Nevertheless, these fronts consistently propagated at 40 

± 2 μm/min across each tube, in agreement with what is predicted sans time-dependence (Tyson 

and Keener, 1993). This gives a baseline for the speed of bistable fronts in extracts. 

Unfortunately, due to a scarcity of time, resources and focus, I was only able to produce this 

proof-of-concept experiment. However, it demonstrates the efficacy of this approach and paves 

the way for a diverse set of follow-up experiments that will be described in the Discussion. 
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4.6 Conclusion 

Previous work on mitotic waves in Xenopus focused on the role of nuclei and pacemakers 

generally (Chang and Ferrell, 2013; Nolet et al., 2020; Alfanzar et al., 2020). In this chapter, I 

demonstrated the design and efficacy of an experimental setup for implementing an explicit 

pacemaker to drive mitotic waves in vitro. This novel method combines two types of Xenopus 

extracts—cycling and metaphase-arrested—to instigate mitotic waves over long distances and 

many cycles. With this system, I showed how it can be used to study wave properties in various 

contexts. In particular, I used it to demonstrate explicit entrainment through a strong driving 

force, reinforcing the concept introduced in the previous chapter. Moreover, I probed possible 

differences in waves with and without nuclei, showing the compartmentalized exhibits a distinct 

dispersion relation; analyzed wave properties as a function of Cdk1 inhibition; used morpholinos 

to visualize waves in cyclin B-knockouts; and demonstrated the use of interphase extracts to 

drive singular bistable fronts. By coopting the natural period slowing of cycling extracts, I was 

able to present a quantitative description of the dispersion curve for mitotic waves. Moving 

Figure 4.12 Bistable Front Propagation in CSF-driven Interphase Extracts 

A) The procedure for this setup mirrors that described throughout this chapter, with interphase extracts replacing 

cycling extracts. B) Representative kymograph for this experiment, displaying a singular bistable front propagating 

from the dipped end of the tube. The lack of arrested region remains unexplained. 
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forward, this experimental design affords innumerable opportunities to continue this line of work 

in this way. 

4.7 Appendix 

4.7.1 Modeling the CSF source expedites quantification of wave speed throughout the relevant 

parameter space 

In conjunction with this experimental work, I also compiled a relatively simple partial 

differential equation (PDE) model of CSF-driven waves to support these data. In short, I added a 

third species to the existent mitotic trigger wave model offered by Chang and Ferrell in 2013. 

This species—CSF—acts to turn off the oscillator when its concentration is above a threshold via 

an ultra-sensitive feedback loop which takes the form of a decreasing Hill function with 𝐾𝑐𝑠𝑓 =

1.0 and 𝑛𝑐𝑠𝑓 = 50.0 (also given in Table 2), values that were chosen somewhat arbitrarily to 

make the interaction sufficiently switch-like and ensure abrupt and permanent arrest. This term 

thus takes the form 𝐹𝐶𝑆𝐹 =
𝐾𝐶𝑆𝐹

𝑛𝐶𝑆𝐹

𝐾𝐶𝑆𝐹
𝑛𝐶𝑆𝐹+𝐶𝑆𝐹𝑛𝐶𝑆𝐹

 . The degradation term in the model is then 

multiplied by this CSF term to shut it off when the CSF species is above the threshold. To mirror 

the dipping performed in experiments, I set the initial condition at one end of the tube to include 
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mitotic levels of active Cdk1 and the CSF species, after which all species are allowed to diffuse 

as normal. Unless specified, the parameters used are the same as outlined in Table 1. 

Additionally, to avoid substantial phase slipping, the initial concentration of active Cdk1 

was set to the high stable state for the parameter set, which was solved independently using 

Matlab. Interestingly, despite it occurring persistently in the model, I observed effectively no 

Figure 4.13 Model of CSF-Source Confirms Diffusion Constant Speed Scaling 

A) Numerical simulations of the CSF-driven system at two diffusion constants (Top: high; Bottom: low). Visual 

speed slowing can be observed. B) Speed vs Diffusion constant (Left) and the same on a log-log scale (Right). A 

linear fit of the latter gives a scaling law of around 0.5, in rough agreement with theoretical predictions. 
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instances of phase slipping over the course of all experiments. It remains an open question as to 

how the real system appears to be much more robust to driving than the model system. 

Nevertheless, with this model, I performed a discrete sampling of reasonably tunable parameters 

in the model: namely, the diffusion constant (Figure 4.13), the positive-negative feedback ratio, 

R (Figure 4.12, B), and the synthesis rate of cyclin B (Figure 4.14, A). After simulating, periods, 

wave speeds and other parameters were calculated in Matlab via peak detection.  

Table 2 Parameter Values for PDE Simulations of CSF-Source Model 

Parameter Value 

𝐾50_𝐶𝑆𝐹 1.0 nM 

𝑛𝐶𝑆𝐹 50.0 

D 6e-4 mm^2/min 

As a first step, I tested the simplest of theoretical predictions, namely that trigger waves’ 

speed exhibits a roughly 𝐷1/2 scaling (Luther, 1906). As can be seen in Figure 4.13, increasing 

the diffusion constant by an order of magnitude results in minimal change in period, but a 

significant (roughly a factor of 3) increase in the speed, as expected. Moreover, a linear fit of 

these data on a log-log scale leads to a scaling exponent of 0.45 ± 0.01, which is in rough 

agreement with the theory (Luther, 1906). As a result, I can confirm this model sufficiently 

recapitulates expected wave dynamics. I then moved on to attempt to capture the wave slowing, 

coupled with period lengthening, we observe experimentally. 

To do so, I focused on two sets of parameters: the positive-negative feedback ratio, R, 

and the synthesis rate 𝑘𝑠. As shown in Figure 4.14, 𝑘𝑠 non-monotonically modulates the period, 

and while this is associated with changes in speed, it results in a non-physical dispersion relation. 

Alternatively, R effectively tunes the speed but does not display any significant effect on the 
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period. This struck me as surprising, given what I know both about the cell cycle in general, but 

also the ATP-depletion model and how it recapitulates period lengthening precisely by 

perturbing these feedback loops (Yang and Ferrell, 2013; Guan et al., 2018). To that point, and to 

bring everything full circle, I also combined this driving model with the aforementioned ATP-

depletion model, fully expecting something resembling what we see experimentally. 

Surprisingly, while this captures the period lengthening of the ATP model, it fails to generate 

any meaningful wave slowing (Figure 4.42, C). As a result, it remains an open question what 

causes the driven waves to slow, or rather, how period lengthening and speed slowing are tied, in 

practice. 

 Taken together, this modeling work presents a functional step towards understanding 

mitotic wave dynamics, but does not offer a complete picture thereof. Further work is required 

on elucidating the intricacies of both wave dynamics, generally, and the mechanisms of this 

driven system, specifically. 
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Figure 4.14 Simulations of CSF-Driven Waves do not Recapitulate Experimental Observations 

A) Period as a function of the synthesis rate (Left) and the resulting dispersion relation (right). Changing the 

synthesis rate results in non-monotonic period dependence. As a result, the dispersion relation does not appear 

physical. B) The same as in A but for the positive-negative feedback ratio, R. While the period dependence displays 

monotonicity and the speed appears tunable, the period tunability range is small. This does not match what we 

observe experimentally. C) CSF-driven waves in the ATP depletion model from Guan et al., 2018. Although the 

period lengthens as before, we do not observe any significant change in the wave speed. The final cycle in the 

kymograph above does exhibit some discrepancy in speed, but repeated attempts to probe similar locations in phase 

space did not yield significant continued slowing. 
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Chapter 5  

Discussion 

Due to the complexity of living matter, communication and coordination of bioprocesses 

is of utmost importance. From patterns of firing neurons, to the flocking of birds, biological 

systems demonstrate this necessity on a regular basis. In this work, I probed the behavior and 

nature of one such coordination mechanism: mitotic waves.  

In compiling the data acquired over the course of my graduate school career, we 

produced evidence for a unified picture of pattern formation in mitosis in Xenopus. While nuclei 

and other systems (CSF) may act as pacemakers for generating waves, the question of long-term 

behavior remained unanswered. Here I applied the idea of entrainment as an overarching 

mechanism to explain mitotic waves in Xenopus extracts in one-dimension. At early times, the 

system exhibits phase (or sweep) waves that lack definitive wavefronts and patterns. Over time, 

these transients give way to trigger waves, even without pacemakers. Nuclei and the CSF source, 

or pacemakers generally, expedite this entrainment, causing the system to decay more quickly to 

the trigger wave dispersion curve. Together, this work largely completes the picture of mitotic 

waves in Xenopus extracts, successfully explaining the long-term behavior of patterns as they 

develop over many cycles. 

5.1 A Note Regarding Sweep Waves 

This puts my work in dialogue with the existing literature regarding mitotic waves in 

Drosohphila. Hayden et al., proposed period lengthening as the main driver of a sweep-to-trigger 

transition (2022). While I observe something similar in unperturbed extracts, the addition of 
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nuclei and/or CSF-mediated driving indicates period lengthening is not required for directing this 

transition. Instead, it appears as though the phase waves we observe—whether they are sweep 

waves and/or what this distinction actually means remains a question—are simply transient 

patterns: if you wait long enough, the system will decay to trigger waves eventually. This seems 

to suggest sweep waves exist in a small range of conditions. 

Furthermore, my and other work highlight that sweep waves do not appear to be robust to 

heterogeneity. In Hayden et al. (2022), the authors also perform experiments and simulations 

with embryos displaying a heterogenous distribution of nuclei in the syncytial embryo. They 

remark that disrupting homogeneity leads to trigger waves and a loss of synchrony (Hayden et 

al., 2022). I demonstrate a similar effect both by adding nuclei to the homogenous system, and 

by driving it explicitly with CSF. In all three cases, these trigger-wave-producing effects 

overtake underlying quasi-synchronous patterns. Together, these demonstrate trigger waves 

dominate sweep waves. In this way, the motivational modeling work from Chapter 2 is also 

illustrative. At small values of r, the system oscillates quasi-synchronously. These patterns 

appear to resemble sweep waves, as was shown. As r increases, however, local heterogeneity due 

to noise alone is sufficient to break quasi-synchrony and drive trigger waves. I would argue this 

transition does not represent a switch from one type of wave to another, rather a relative 

breakdown of the system’s robustness to noise. As a result, I would also argue sweep waves 

exhibit limited, if any, robustness to non-homogeneous perturbations: the moment this balance 

breaks, whether through noise, the presence of a nucleus, or driving, trigger waves propagate.  

What is more, simulating this system at larger length scales reveals sweep waves do not 

propagate over large distances, if they propagate at all. At most, these patterns persist for 

hundreds of microns. On the scale of some biological functions, this is relevant. However, for the 
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specific purpose of coordinating function, this seems insufficient. Trigger waves, as made 

evident by our work here, conversely, transmit signals orders of magnitude farther in distance. 

This questions the physiological relevance of sweep waves. At most, one could argue for a 

tradeoff between speed and distance. For mitosis, in particular, it could be reasonable that nature 

would select for trigger waves in larger embryos such as Xenopus, where coordinating over large 

distances is more relevant than in Drosophila.  

However, this short length-scale, coupled with their apparent lack of robustness, suggests 

sweep waves may not actively perform their proposed function of signal transduction. Instead, 

they may simply reflect the reality that the Droshopila embryo undergoes quasi-synchronous 

oscillations prior to MBT precisely because it exists in a quasi-homogenous state. In this author’s 

opinion, sweep waves should be viewed as artifacts of a system on the edge of synchrony: phase 

waves by another name. 

5.2 Outlook and Future Work 

Regardless, outside the question of sweep waves, future experiments could expand on 

this work by pursuing other forms of perturbations by inhibiting the feedback loops in the 

network. The field already demonstrated the importance of Wee1 for “forming the trigger” 

(Chang and Ferrell, 2013), but with our setup and analysis framework, one could quantify the 

effect and provide stronger evidence in either direction. The same applies for Cdc25. 

Canonically thought of as equal-but-opposite inputs, it would be interesting to observe whether 

or not Wee1 and Cdc25 affect this time dependence in similar manners. Moreover, we know that 

these inputs also translocate in and out of the nucleus throughout one cycle, at different times 

(Baldin and Ducommun, 1995; Trunnel et al., 2011). It stands to reason that inhibition thereof 

could change in the presence of nuclei, and thus, we might see a nuclei-dependent effect on how 
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inhibition perturbs this transition. Clearly, much work remains on elucidating the details of time-

dependent wave behavior. 

Additionally, I demonstrated the use of the CSF driving setup to offer a mechanistic way 

of probing mitotitc trigger waves directly. I took advantage of this feasibility and used mitotic 

oscillator-specific drugs to modulate the period systematically by both inihibitng Cdk1 and 

degrading endogenous cyclin B with morpholinos. In the future, this system could be used to 

expand on this study, including inhibitors for other clock constituents such as Cdc25, Wee1, 

PP2A, and many others. Our modeling work with our collaborators provides a framework within 

which such manipulations should be viewed, and more data supporting this theory would be 

welcome. Additionally, although I provide some numerical work in this publication on the effect 

of changing the diffusive properties of the extract, certainly experimental data on this topic 

should be recorded to confirm the theoretical predictions.  

Moving forward, as in the undriven case, I envision this project delving deeper into the 

perturbability of clock properties and resultant wave propagation. I believe the CSF-driven 

system presents a novel and useful tool for studying traveling waves in vitro, not limited to 

oscillatory systems. As demonstrated in the proof-of-concept experiment described in the 

previous chapter, interphase extracts provide a medium in which to study purely bistable fronts. 

By eliminating the complexity of oscillations—lifetime, period, etc.—these experiments would 

focus on the role of activation alone, similar to what was demonstrated in Drosophila 

(Vergassola et al., 2018). Furthermore, interphase extracts, much like CSF extracts, maintain 

activity over many months while frozen, opening them up to much easier and more rapid data 

acquisition than involving the cycling system. In reality, such experiments could stand as a 



 

 

85 

cleaner method for testing the all of the perturbations mentioned above: clock inhibitors, glycerol 

(diffusion), etc. In particular, this would provide a direct test for whether nuclei actually pertub 

wave propagation as it would eliminate their role as a pacemaker. In total, this setup offers a 

Figure 5.1 Temperature-dependent Wave Behavior 

Kymographs for tubes along a gradient in temperature. While temperature clearly affects the frequency, any effect 

on wave propagation would require further experiments and careful analysis. Such an experiment represents one of 

many future directions for this wave project. 
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welath of opportunity to probe bistable waves, arguably the more relevant topic for in vivo 

embryogenesis in Xenopus. 

Additionally, one can imagine perturbing the source itself. As metnioned, theory predicts 

the wave speed to depend on the difference between the pacemaker and bulk frequency 

(Rombouts and Gelens, 2020). Either through dilution or inhibitors, it is plausible that the 

driving frequency of the CSF source could be modulated, thus providing a direct test of these 

theoretical predictions. Admittedly, the interplay between CSF arrest and its driving force are not 

known, so it is likely this set of perturbations would be more complicated to explain. Accurate 

modeling work could assist with this. Nevertheless, as we have demonstrated the efficacy of 

driving waves in vitro, understanding this interaction is important. 

Moreover, current members of our lab plan to implement additional pertubations to the 

oscillator in our droplet system, effects that would be interesting to study in the wave context. 

For example, one member constructed a temperature gradient device and generated preliminary 

data on the effect of temperature on the clock. As a first attempt, we used this gradient to image 

our wave setup (Figure 5.1). Without analysis, it is impossible to quantify what, if any, effect 

temperature has on wave propagation. However, there is a readily apparent visual change in 

frequency across the temperature range, suggesting a plasubile effect. 

While more complicated when considering waves—temperature would affect both 

diffusion and the clock itself—temperature dependence for the wave speed would be an 

interesting result. Furthermore, considering the existant work on the temperature dependence of 

sweep waves, such an experiment would dovetail nicely (Hayden, et al. 2022). In fact, with a 

method for increasing the frequency of oscillations, coupled with higher time resolution, one 

could accurately determine the activation-time scaling law for mitotic waves in Xenopus, as in 
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the work in Drosphila (Vergassola, et al., 2018). Taken together, this future work would help 

further solidify the field’s detailed knowledge of how organisms transmit mitotic information 

across great lengths, but also provide fundamental information regarding the nature of 

biochemical waves generally, trigger or otherwise. 

5.3 Conclusion 

Together, in addition to offering the first look into time-dependent wave behavior, this 

work sets the stage for countless further experiments. Unfortunately, due to the ongoing 

pandemic, resulting supply chain issues, and, not least of all, time, I was unable to perform this 

wide array of work. Nonetheless, I look forward to future lab members tackling this challenge 

and am excited to read about these advancements in the near future. 
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