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ABSTRACT

The advent of the “Social Web” has provided a rich testbed for studying numerous human
behavioral phenomena at scale for social scientists. Data incidentally collected by online social
systems and platforms as people use them to work, connect with others, express opinions and
emotions, etc., are temporally fine-grained, rich in detail (e.g., networks of interaction, language,
etc.), and importantly relatively easy to access for the motivated researcher. However, as with
other, more traditional forms of observational data, online digital traces are generally not amenable
to studying causal effects. In this dissertation, we use quasi-experimental study designs which can
extract causal narratives from observational data under the right conditions, in order to study how
people respond to challenges brought on by external shocks. Historically, the wide-use of quasi-
experimental methods have been hampered by the limited availability of suitable data, a limitation
that is alleviated by the affordances of online digital traces.

It is challenging to use experiments to study how people respond to external shocks as well
as how different intrinsic and environmental factors influence these adaptations for ethical and
practical reasons. This dissertation demonstrates how, in this vacuum, quasi-experimental studies
using online data can make meaningful contributions to the causal understanding of this domain.
It also highlights the limits of this approach, especially in the context of extending inferences
to offline contexts, and discusses potential strategies for how these issues may be mitigated with
additional work. More specifically, we study individual and collective adaptive responses to unex-
pected challenges in two different settings, natural disasters and attention shocks in online crowd
environments. In the context of natural disasters, we use novel computational methods to charac-
terize the response of the community in the aftermath and demonstrate that community responses
follow several prototypical patterns in different disasters and the intrinsic properties of disasters
can explain some differences in community responses. In the same setting, we investigate how
different forms of an individual’s online social capital can influence their choice to move away
from the affected area and consider their differing implications for individuals and communities.
Finally, in a markedly different setting, we investigate how online peer-production teams manage
an influx of users and contributors after receiving an attention shock with implications for the sus-
tainability and growth of such virtual teams. In sum, we demonstrate the potential for this data

and methodology combination to infer fine-grained and nuanced narratives regarding how people
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adapt to unforeseen challenges and draw attention to their implications individuals and collectives

vulnerable to shocks as well as to policy makers interested in building resilience in communities.
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CHAPTER 1

Introduction

Over the last few decades, the World Wide Web has grown and evolved rapidly to the point that
today a large fraction of the world population uses some form of it across many spheres of life such
as for work, entertainment, shopping, information search, socializing, etc. In particular, the ”Social
Web” elements that began to be introduced at the start of the century have revolutionazed the
ways in which people share their emotions, perspectives, and other thoughts while engaging with
others on the Web. Incidentally, these innovations and their widespread adoption have created an
opportunity for social scientists to study a wide range of behavioral phenonomena. Organizations
that operate the many ”Social Web” platforms and systems (e.g., social media, peer-production
platforms, commenting tools, etc.) retain records (or digital traces) of the most, if not all, actions
of people using them that are uniquely attributed to their online persona. Overtime, this practice
produces rich behavioral datasets for large populations, which have been used to great effect in
numerous studies of behavioral phenomena under the umbrella of the burgeoning ”Computaional
Social Science” field (Lazer et al., 2009; Edelmann et al., 2020).

However, these “Social Web” digital trace data are not a panacea for all challenges faced by
social scientists when studying human behavior. These data present a number of challenges that
limit their use and that need to be carefully managed to extract robust insights. One of the most sig-
nificant such limitations is that Social Web data are a form of observational data. This means that
unlike experimental data, which include counterfactual measurements by design, it is more chal-
lenging to use such digital traces to investigate causal relationships associated with the captured
human behaviors. Prior work has developed different methods for addressing or at least mitigating
this limitation, which are generally known as quasi-experimental designs' (Remler and G., 2014).

We combine quasi-experimental study design with large-scale trace data from the Social Web,

spanning different populations and settings, to study how people, individually and collectively,

'Some prior work makes a distinction between natural experiments and quasi experiments while others consider
natural experiments under the umbrella of quasi-experimental design. In the former, natural and quasi experiments
are distinguished by the fact that the former rely on naturally occurring unplanned treatments and the latter are based
on consciously applied (non-random) treatments. In this dissertation, we consider natural experiments as a form of
quasi-experimental design.



respond to the stress and challenges arising from exogenous shocks, as well as the factors, envi-
ronmental and intrinsic to the focal individual or population, that influence those responses. Due
to the dramatic nature of the challenges posed by many types of exogenous shocks of interest (e.g.,
natural disasters, economic crises), it is ethically and practically infeasible to study these questions
experimentally, which makes quasi-experimental designs the next best alternative for developing
causal narratives in this space. This strategy is particularly suited to studying these phenomena for
two reasons. First, prior work has established the effectiveness of quasi-experimental designs in
studying these phenomena. However, until recently, these studies relied on traditionally collected
observational data (e.g., surveys, interviews, etc.), which has limited the number of such studies
and their coverage of the problems of interest in the domain. In general, only a small fraction of
observational data collected by traditional means (for any purpose) incidentally captures changes
in behaviors of interest due to exogenous shocks. In contrast, digital trace data of people’s behavior
over the Social Web can be leveraged relatively easily to explore a range of behavioral dimensions
(e.g., emotional, social, mobility, etc.). Further, due to the continuous nature of data capture on the
Web, people’s responses to shocks can be studied simultaneously across many similar events.

In conclusion, this dissertation makes the following high-level contributions. First, individual
studies contribute new behavioral findings to the domain of individual and collective adaptation to
shocks in two different settings (natural disasters and online attention shocks). Second, as a whole,
it demonstrates the potential of utilizing Social Web data in combination with quasi-experimental
study design to advance our causal understanding of improtant behavioral phenomena, as well as

establish more nuanced narratives.

1.1 Background

1.1.1 Quasi-Experimental Design

Data from randomized experiments are the gold standard for inferring causal relationships in social
science. This is because scientists collect measurements of behavior affected by a consciously ap-
plied random treatment, as well as counterfactual measurements that can be used to isolate causal
effects of the treatment from the former. On the other hand, observational data do not include
consciously collected counterfactual measures, making it more challenging to infer causal rela-
tionships.

Quasi-Experimental design (QED) refers to a set of methodologies that allow scientists to iden-
tify causal effects from observational data that meet certain conditions. These methods differ in
terms of the type of counterfactual that is estimated, the corresponding requirements that a dataset

needs to satisfy, and the resulting limits on the credibility of causal inferences (Remler and G.,



2014; Dunning, 2012; Cook et al., 2002). In the following sections, we briefly discuss, non-
exhaustively, three broad categories of quasi-experimental design that use different strategies for

estimating counterfactuals.

One Group Pretest-Posttest Design (Pre-Post Comparison). One of the simplest forms of
quasi-experimental design is to measure the behavior of a population at two points in time such
that one measurement is before the event that serves as the treatment and the other after it. The
difference between two measurements is inferred to have been caused by treatment (Cook et al.,
2002; Remler and G., 2014). This design is intuitive and due to its simplicity can be easily scaled
when data is abundant as in the case of traces from the Social Web. Variations of regression dis-
continuity analysis adapted for within-subject analysis are frequently used to statistically estimate
causal effects in pre-post comparison studies (Hill and Shaw, 2021; Wertis et al., 2023; Craig et al.,
2017; Oktay et al., 2010).

The main weakness of this design is that, in estimating the causal effect of treatment, it as-
sumes that no other environmental factors or events could have influenced the observed behaviors
(Cook et al., 2002). Since observational data are collected from real environments (as opposed to
controlled experimental settings), this is a strong assumption. One possible strategy to mitigate
this limitation is to carefully consider potential confounding variables and include them in the de-
sign. When the data are biased with regard to these covariates, causal interpretations should be
correspondingly conservative. A more sophisticated version of the pre-post comparison design,
Interrupted Time Series Design, uses multiple measurements before and after the treatment event
(Zhang et al., 2017b; Craig et al., 2017; Remler and G., 2014). It takes into account any trend in
the measured behavior prior to treatment that can improve the estimate of the causal effect.

Post-Only Comparison with Nonequivalent Groups. In the absence of data prior to treatment,
it is possible to estimate the effect of treatment on the treatment group by comparing the post-
treatment data for them with data from the same period for a control group (Cook et al., 2002).
This approach assumes that the post-treatment behavior of the control group is equivalent to the
unobserved pre-treatment behavior of the treated group. A suitable control group is found by,
first, identifying any attributes that may influence the effect of the treatment and then finding
a group of untreated individuals in the data who have a similar distribution of values for these
attributes. This strategy to find a control group is known as matching. Propensity score matching
a popular sophisticated variant of this strategy in which the comparability of untreated individuals
with treated individuals can be estimated simultaneously across multiple attributes (Imbens and
Rubin, 2015; Cook et al., 2002; Choi et al., 2023).



Pre-Post Study with a Comparison Group. The concerns regarding the internal validity of
pre-post comparison and post-only comparison with a control group can be mitigated by com-
bining these designs into a more sophisticated strategy where pre-treatment and post-treatment
measuremen are found for both the population that was treated and an appropriate comparison
group. Then the pre-post comparison of the behaviors in the control group can be reasonably ex-
pected to account for both any trends in behavior common to both groups and other unobserved
events (e.g. weather effects on behavior) that may have influenced the outcome being measured
(Cook et al., 2002; Dunning, 2012; Card and Krueger, 1993). This approach is also known as the
Difference-in-Difference (DiD) design. In studies that employ a DiD design, matching strategies
such as propensity score-based matching are frequently used to ensure that the comparison group
is as similar to the treated population as possible (Craig et al., 2017; Cook et al., 2002; Choi et al.,
2023). The basic variant of this quasi-experimental design uses only one pretest and one posttest
measurement each for the control and treatment groups. Therefore, in estimating the causal effect
as the difference in the difference between posttest and pretest measuremnts across the groups, it
assumes that the trend in behavior in the absence of the treatment would be identical in the two
groups. This assumption can be explicitly tested by getting multiple pretest measurements for each

group (Craig et al., 2017).

1.1.2 Quasi-Experimental Studies of Online Behavior

Recently, previous work has used quasi-experimental designs to study a range of different behav-
ioral phenomena using “Social Web” data as well as other forms of digital trace data (Oktay et al.,
2010; Zignani et al., 2014; Hill and Shaw, 2021; Choi et al., 2023; Zagheni et al., 2014; Wertis
et al., 2023; Phan and Airoldi, 2015). This body of existing studies serves as an appropriate start-
ing point to consider the utility of different study designs for investigating different behavioral
phenomena, the potential of this combination of data and methodology to advance empirical com-
putational social science, as well as the inherent limits in their use for inferring causal narratives.
Prior quasi-experimental studies of online behavior can be broadly categorized into two groups
based on the context in which their contributions are positioned. One set of studies strictly focus
on understanding online behavior and their interactions with the systems and platforms that make
up the Web (Oktay et al., 2010; Hill and Shaw, 2021; Zhang et al., 2019). Despite making narrow
claims regarding online behavior that may or may not generalize to offline contexts, these studies
can make important contributions to the relevant behavioral domains and the field of computational
social science due to two reasons. The first is that the virtual space of the Web has become an
important setting, complementary to the physical world, where significant human dynamics take

place, such as identity formation, communication, social interaction, etc. (Manago et al., 2012;



Kogan and Palen, 2018). Therefore, studying the aspects of these dynamics that play out on the
Social Web are vauable in and of themselves, and this is particularly valid given the ubiquitous
use of the Web by societies around the world. Second, there are now some types of activities
and behaviors, such as online crowd work, that are native to the Web made possible by its unique
affordances. In these cases, the corresponding trace data, in conjunction with quasi-experimental
strategies, are ideal for studying causal effects (Hill and Shaw, 2021; Oktay et al., 2010; Zhang
et al., 2017b; Malik and Pfeffer, 2016). Chapter 4 of this dissertation discusses a study of how
online crowds adapt to sudden popularity that falls within this latter category.

The second line of studies that use quasi-experimental strategies with data from the Social Web
consider the implications more generally to both online and offline settings (Kogan and Palen,
2018; Kogan et al., 2015; Metaxa-Kakavouli et al., 2018; Garcia and Rimé, 2019; Saha et al., 2020,
2019). Chapters 2 and 3 of this dissertation that discuss collective and individual adaptations to
natural disasters fall into this category. The key challenge to the validity of these types of study,
especially in the case of offline settings, is the varying degrees of selection bias associated with
digital traces collected from different parts of the Social Web (Diaz et al., 2016). As an example,
Twitter users, the source of data for a large fraction of this type of work, including the studies
discussed in Chapters 2 and 3, are known to be generally younger and wealthier than the general
public, as well as overrepesenting minorities such as Black and Hispanic populations (Walker and
Matsa, 2021; Center, 2023). Further, along several other more fuzzy dimensions, such as behaviors
and emotions, we currently lack a good understanding of whether people who engage with the
Social Web are representative of those who do not. This non-representativeness of online data in
regards significantly tempers the value of study contributions to the offline setting, especially when
considered in isolation. However, there are two main arguments for suggesting that these studies
can contribute to the offline setting under specific conditions. The first is that some measurements
of online behavior, particularly on a population scale, have been found to be reliable signals of the
corresponding offline behavior (Dunbar et al., 2015; Pellert et al., 2022). In general, we can be
more confident of the validity of findings from studies that investigate such behaviors using online
data to offline settings than studies for which the measured behaviors do not have such validations.
Second, online trace data provide an opportunity to conduct large-scale panel studies in which
behaviors can be measured multiple times over time. This type of study is generally cost prohibitive
to carry out using traditional data collection methods. Furthermore, online trace data makes it
possible to construct such behavioral panels to study external events ex-post, whereas it is usually
infeasible to ex-ante collect such data using traditional methods (Diaz et al., 2016). Previous work
has also proposed and investigated several strategies for mitigating the effects of selection bias
when using trace data from the Social Web including using inferred demographic properties and

continuous reweighting of observations using relevant dimensions (Diaz et al., 2016), calibrating



online observations using strategically collected offline samples (Blumenstock et al., 2015), and

collecting complementary data by offline means when possible (Jones et al., 2017).

1.1.3 Adaptation to Exogenous Shocks

Many aspects of human existence at the societal, communal, group, and individual levels follow a
prototypical pattern of evolution over time. Relatively long periods of stability or gradual change
are punctuated by sudden macroscopic changes that rapidly change the course of individual lives,
institutions, and societies (Meyer, 1982). Often, these transformations are the consequence of
unforeseen events in the external environment in which the person, community, or society is em-
bedded. Some events, such as scientific discoveries, a new factory, or a windfall, are more likely to
be seen as positive and lead to better outcomes for those affected. Other factors, such as economic
recessions, natural disasters, or the death of a loved one, are negative and are more likely to change
the lives of those affected for the worse. However, both ostensibly negative and positive external
shocks share the feature that they serve as a strong impetus or stressor for the affected parties to
rapidly adapt to a changed environment.

External shocks that pose dramatic challenges or threats to individuals and societies are not a
new phenomenon. Consequently, there is a long history of scientific research that studies shocks
and how people adapt to them in different settings (Ziegler, 1970; Worster, 2004; Brown, 1971;
Dynes, 1970; Norris et al., 2008; Meyer et al., 2005). Most of this research is distributed across
different domains such as disaster response, economics, and bereavement. They have established
that there is substantial heterogeneity in how people (individually and collectively) respond to un-
expected challenges arising from their environment (Rutter, 2012). Crucially, some individuals
and groups are more successful in overcoming the challenges and thriving in their aftermath, while
others can suffer major long-term negative effects due to maladaption. Due to the critical nature
of possible, positive or negative consequences to affected people arising from these challenges, it
is important to develop a comprehensive understanding of (i) the range of ways in which people,
as individuals and collectives, respond to external challenges, (i1) the different intrinsic attributes
(e.g., genetic, psychological, social, demographic, economic) of affected people that influence
their specific response, and (iii) the desirability of outcomes arising from different responses. The
following sections summarize current knowledge regarding how people, as individuals and collec-
tively as teams, organizations, communities, etc., respond to the challenges posed by unexpected
events.

This dissertation seeks to advance our understanding regarding the first two questions related
to the how individuals and collectives respond to unexpected challenges — i.e., (1) what are dif-

ferent ways in which people respond? and (ii) what intrinsic and environmental factors drive the



differences in the responses — by utilizing digital traces that record their behavior on the Social
Web. The third question , regarding the outcomes that result from different responses and their

desirability, is left for future research, which is briefly discussed in the conclusions.

Communities. As a group of people living in the same geographical region, communities collec-
tively face challenges arising from environmental or man-made external shocks. While members of
communities face unique individual challenges and respond accordingly, due to their shared iden-
tity, as well as social and economic resources, they also collectively process and adapt community
resources, institutions, and relationships to the changing environment. Although environmental
shocks largely consist of natural disasters, such as hurricanes and floods, and longer-term climate
effects (e.g., droughts) (Cherry et al., 2021; Norris et al., 2002; Ursano et al., 2007), there is a wide
range of shocks that are caused by human activity, including man-made ecological disasters, acts of
violence and terrorism, changes to policies and laws, and entry (and exit) of businesses (Lin et al.,
2017; Wicke and Silver, 2009; Morganstein et al., 2016; Zhang et al., 2017a; Verity and Jolley,
2008). In the short term, after an external shock, whether environmental or man-made, communi-
ties experience a wide range of negative emotional and cognitive effects. In the event of disasters,
communities experience a surge of fear and anxiety due to hazards that actively threaten lives and
property, sadness for the destruction already wrought, as well as anger and frustration (Bonanno
et al., 2010; DeWolfe, 2000). Communities that experience other types of shock, including acts
of violence and terrorism and the loss of a major employer, also experience similar emotional
and cognitive effects (Garcia and Rimé, 2019; Cohn et al., 2004; Verity and Jolley, 2008; Blau,
2006). Parallel to this emotional transformation, often community members increasingly identify
and organize around their shared identity to make sense of changes in their environment, weather
physical, social, and psychological impacts, and coordinate a response (DeWolfe, 2000; Wicke and
Silver, 2009; Lin and Margolin, 2014; Cohn et al., 2004). This increase in social cohesion helps
communities, at least initially, remain responsive to the challenges (and opportunities) introduced
by the shock. As time passes, if the negative effects of a shock persist and the community lacks
physical and social resources, the communities continue to engage collectively in making sense
of their new reality, which may be accompanied by a sense of anxiety about the long-term effects
of the event (Doré et al., 2015; DeWolfe, 2000; Bonanno et al., 2010). The effects of shocks are
also felt in the social networks of communities, and their collective adaptations to the challenges
and opportunities posed by shocks transform them further. In the immediate aftermath of a shock
such as disasters or the loss of a major employer, the social fabric of a community is significantly
disrupted and whole sections, representing victims and their relationships, may be lost (Bonanno
et al., 2010; Wicke and Silver, 2009; Gordon, 2004). Regardless of whether the shock directly dis-
rupted the social network of the community, a new configuration emerges during the subsequent



period of increased social identity as a collective response of the community emerges (Bagrow
et al., 2011; Kogan et al., 2015; Misra et al., 2017; Islam and Walkerden, 2014). Social networks
become more dense and inward-looking, with community members interacting more often with
each other to share information, provide social support, and collectively assess the effects of shock
(Bagrow et al., 2011; Kogan et al., 2015). Over time, they can continue to evolve with individu-
als or organizations that play different roles within the community becoming more central (Misra
et al., 2017; Consoer and Milman, 2016). For example, in the case of disasters or acts of violence
or terrorism, information about rapidly evolving circumstances is often communicated through-
out the community through weak bridging relationships where local institutions (both community
organizations and individuals) play an important role (Consoer and Milman, 2016; Misra et al.,
2017)

Industries and Economic Networks. Industries and economic networks are composed of large
populations of economic agents (e.g. organizations, executives). Therefore, they are similar to
social communities in the sense that their behavior emerges from the actions and interactions of
many people and entities. However, in general, they possess more cohesive shared identities and
collective goals, although not to the extent of smaller units such as a single organization, fam-
ily, or individual. As a consequence, they are capable of more effective self-organized collective
responses to external shocks than communities.

Given that organizational interactions often tend to be a matter of public record, emergent col-
lective adaptations of these networks have been more amenable to be studied in greater detail.
Industries normally operate in a state of dynamic equilibrium under which the overall structure
of collaborative and competitive interactions remains stable. A wide range of exogenous shocks,
such as changes in market prices (Romero et al., 2016), new policies and laws (Meyer et al., 1990;
Smith, 2020), and technological innovations (Schilling, 2015) can disrupt these equilibria to vary-
ing degrees. In the face of looming uncertainty that poses a threat to the status quo, but may also
offer new opportunities, economic agents resort to exchanging information and collaborating more
actively, forming a more dense network. For example, after the 9/11 terrorist attacks, US airlines
sought more actively alliances and adopted new business practices to reduce costs and manage risk
(Corbo et al., 2016). Similar patterns of increased integration have been observed among stock
brokers after a market shock (Romero et al., 2016), US hospitals, and the broader health indus-
try after major changes to health policy (Meyer et al., 1990), organized crime in Chicago during
Prohibition (Smith, 2020), and the technology industry with the advent of the Internet (Schilling,
2015). In addition to increased overall connectivity, reorganization in response to external shocks
tends to consolidate power, resources, and interactions within industries and economic networks,

leading to a more core-peripheral structure (Corbo et al., 2016; Schilling, 2015). Although this



transformation likely makes industries more efficient and resilient collectively, some actors may
become more vulnerable. For example, in the case of the transformation of organized crime in
Chicago in response to Prohibition, vulnerable actors, such as women, were further marginalized
(Smith, 2020).

Finally, it is possible that these behaviors are temporary adaptations to manage risks and op-
portunities that arise from shocks rather than permanent changes. In the case of the explosion of
alliances of technology companies during the advent of the web, the network had largely returned

to pre-shock levels of interaction within a few years (Schilling, 2015).

Teams and Organizations. Organizations and teams, which are made up of small to large num-
bers of members, share several behavioral dynamics with larger collectives such as communities
and industries. However, in contrast to these large-scale social and economic units, they also
possess cohesive collective identities and are embedded in a network of other actors. As a conse-
quence, teams and organizations share certain behavioral dynamics with individuals. This means
that organization and team response and adaptation to external shocks share similarities with both
community/industry level and individual adaptations. Online peer production communities, such
as Wikipedia and open source development, are a recent phenomenon that adds further variation
and nuance to shock adaptation on this scale (Zhang et al., 2017a). These decentralized social or-
ganizations differ from traditional organizations and teams by having porous boundaries, members
with motives other than financial ones, flexible and emergent coordination, etc. (Benkler, 2006;
Vasilescu, 2014).

Organizations and teams can experience challenges from a range of external shocks including
impacts of industry or economy-wide crises (Corbo et al., 2016), loss of external partners (e.g.,
customer, supplier) (Palovics et al., 2021), new technology (Schilling, 2015) or government reg-
ulations (Meyer et al., 2005), labor action (Meyer, 1982), and loss of workers/members (Zhang
et al., 2017b). When experiencing these crises, organizations and teams tend to centralize co-
ordination and production to its core members (Meyer, 1982; Zhang et al., 2017b,a; Edgerton
et al., 2022; Hambrick and Crozier, 1985). Although centralization of power and coordination
to key individuals, who are most familiar with the internal workings of the organization as well
as their environment, is common, production is only centralized if the organizational boundary is
not porous, i.e. if the organization is not able to recruit capacity to deal with the increased com-
plexity of the situation (Hambrick and Crozier, 1985; Meyer, 1982; Zhang et al., 2019; Schilling,
2015). If recruitment is viable, organizations are likely to adopt a centralized coordination mech-
anism that drives decentralized production. For example, in organizations that experienced rapid
growth(Hambrick and Crozier, 1985) or were faced with disruptive new regulations (Meyer et al.,

2005), executives or experienced employees intensified communication with each other and the



increasingly decentralized workforce. Similar observations have been made regarding peer pro-
duction in communities such as Wikipedia. When a large fraction of editors from mainland China
were unable to connect to Wikipedia due to censorship, coordination and editing became more
centralized within the network of the remaining editors of Chinese Wikipedia in the short term
(Zhang et al., 2017a). In contrast, when breaking news induced a sudden spike of attention on a
Wikipedia page, a scenario in which an artificial entry barrier is not in place, new editors made sig-
nificant contributions to updating the page. At the same time, existing experienced editors played
an important role in vetting content and directing the new editors (Zhang et al., 2019).

The size of the organization also plays an important role in how well they are able to adapt to
different types of shocks. In general, small organizations, which are more dynamic, are able to
reconfigure their internal processes and external relationships more easily (Williams et al., 2017;
Miklian and Hoelscher, 2022). This is more likely to make small organizations more responsive
to shocks that do not result in immediate loss of resources or personnel. In the case of shocks
that result in attrition, larger organizations that have greater reserves of both material and human
resources are more successful in sustaining themselves in the short term, if not indefinitely (Zhang
et al., 2017a; Meyer et al., 2005).

Individual. People can experience a wide range of stressful life events as a consequence of exter-
nal shocks. These may be uniquely personal, such as a debilitating injury (Bonanno et al., 2012),
loss of a loved one (Hobbs and Burke, 2017), loss of employment (Morris and Irwin, 1992; Burke
and Kraut, 2013), or a romantic breakup (Garimella et al., 2014) or a part of a collectively experi-
enced event such as a disaster (Bonanno et al., 2010) or an epidemic (Saha et al., 2020; Bonanno
et al., 2008). People exposed to these stressful events can experience declines in their subjective
well-being and develop physical, social, and psychological symptoms, including anxiety, depres-
sion, PTSD, and psychosomatic and stress-related health problems (Bonanno et al., 2010; Choi
et al., 2023). Some effects of these events, such as loss of property or employment combined with
psychological maladaptive behaviors, can also lead to long-term economic instability (Shirani and
Henwood, 2011).

Not everyone affected by unexpected shocks demonstrate the same adaptations. Some people
recover from negative effects faster, while others show no symptoms or demonstrate positive adap-
tations. In fact, across the range of possible life events, resilient adaptations appear to be common
(Bonanno, 2004; Bonanno et al., 2010). These variations in how people adapt to shocks have
been associated with access to intrinsic psychological attributes, economic resources, and social
support. In particular, when individual capabilities are inadequate, which is common in the case
of many of these life events, people rely on their social circle to provide material, emotional and

informational support (De Choudhury and Kiciman, 2017; Verity and Jolley, 2008; Panday et al.,
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2021). Individuals with more social capital generally receive more support from their social net-
work in the aftermath of the shocks and such support improves their chances of positive adaptation
and quick recovery (Bonanno et al., 2010).

The type of support that individuals receive from different parts of their social network depends
on the nature of the relationships. A person’s family or close friends are more likely to provide
immediate material aid and emotional support in the event of a shock, while weak or distant ties
tend to be useful sources of information (Aldrich, 2012a; Burt, 2007). Additionally, prior work
has shown that a person’s extended social network and the social capital represented therein can
play a crucial role in the long term when the resources of their immediate social circle have been
exhausted (Cong et al., 2018). This is especially true in the case of collective shocks where a

person and their immediate social circle can be affected simultaneously.

1.2 Motivation

Human society is increasingly characterized by coupled social, cultural, economic, infrastructure
and technological systems that are also interconnected with global ecology. While humans, both
individually and collectively, are no strangers to exogenous environmental shocks, the strong cou-
pling among the networks (both natural and human) that govern our existence and behavior mean
that shocks have become more frequent, more easily cascade across different systems, and become
more disruptive in the process (Piquer-Rodriguez et al., 2023; Namatame and Komatsu, 2011;
Trump et al., 2017; Kinzig et al., 2006; Yabe et al., 2022). In this new regime, top-down after
the fact state interventions are less effective in ensuring that affected people and systems adapt
effectively to the adverse effects of shocks (Trump et al., 2017; Yabe et al., 2022; Gaupp, 2020). In
this vacuum, the observation that people, at different social levels, are often capable of successfully
self-organizing in response to shocks has led to a renewed interest in the phenomenon of individual
and collective resilience (Trump et al., 2017; Bonanno, 2004; Aldrich, 2012a). As a consequence,
states have begun to adopt more proactive policies towards managing disruptive events through
fostering the capacity for resilience at different levels of society. In this context, it has become
crucial to develop a comprehensive understanding of the patterns of emergent human adaptation to
shocks, the comparative desirability of the outcomes of these behaviors, as well as the antecedent
resources and processes that generated them (Trump et al., 2017).

The goal of this dissertation is to investigate how people, individually and collectively, adapt
to the challenges posed by unexpected environmental shocks across different settings with a par-
ticular focus on the social interactions and behaviors that emerge from them. More specifically,
I consider the behaviors of communities, online peer production teams, and individuals across

two types of shocks; (i) natural disasters (communities and individuals), and (ii) attention shocks
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(peer production teams). I combine an quasi-experimental study design with digital behavioral
traces corresponding to many instances of a single type of external shock to infer causal relation-
ships linking unexpected adversities to changes in people’s behavior and those behavioral changes
to their pre-existing demographic and social attributes. This strategy simultaneously resolves the
limitations traditional observational studies (i.e., inability to make causal claims) and the challenge
of identifying appropriate behavioral data for utilizing quasi-experimental designs at scale.

The use of digital traces produced by people on the Social Web has inherent benefits as well as
complications in our context. As a medium that has become equally or more important as in-person
interaction for important human dynamics, including social engagement, political communication,
and working, increasingly, people’s identities are constructed, and behaviors are enacted at least
partially through their online presence. Therefore, while relying on relevant knowledge from the
offline context both before and after the advent of the Web, we maintain the running theme of dis-
tinguishing observations made on the Social Web from offline behavior and discussing similarities
and differences where relevant. The availability of fine-grained behavioral data across temporal,
geographical, and other contextual dimensions (e.g., labeled task in a production setting in Chap-
ter 3) allows our analyses to be based on nuanced behavioral constructs whose observations are
evaluated for robustness across those dimensions.

The most significant limitation of using trace data generated on the web in analysis of socio-
logical phenomena is the unavailability of numerous socio-demographic attributes associated with
people and their relationships that are often collected in more traditional work. The work discussed
in this dissertation is no exception in this regard. In this dissertation, where possible, we have mit-
igated these effects. In Study 1, our approach retains the variation in adaptive behavior, some of
which is likely produced by variation in the distribution of unobserved socio-demographic prop-
erties, of groups of people affected by different shocks, but stops short of linking those variations
to socio-demographic variables. In comparison, we control for observable aggregate variables
that are correlated with some of these elements in Study 2, and in Study 3, compare the adaptive

behavior of organizations experiencing shocks with others that have similar observable properties.

1.3 Overview and Summary of Contributions

This dissertation has the following overall structure. In Chapter 2, we use the tweets of over
2 million people located in communities affected by natural disasters to investigate the collective
experience and adaptation of communities across a range of different events. In particular, we focus
on identifying prototypical patterns in community response over social media that generalize across
different communities and events. Then, in Chapter 3, we once again use Twitter data to understand

how a person’s online social capital is associated with their relocation decision in the aftermath
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of a disaster. Finally, in Chapter 4, we use contributor activity traces on GitHub to investigate
how developer communities adapt their coordination and production patterns to increased outside

engagement due to sudden popularity.

1.3.1 Social Media Responses of Communities to Natural Disasters follow

Prototypical Trajectories

Prior work has shown that communities respond in different ways to physical and psychological
trauma and damage to the social fabric caused by disasters (Tierney et al., 2001). Some com-
munities quickly recover from the challenges posed by a disaster, while others experience lasting
consequences on individual, social, and economic fronts (Bonanno et al., 2010). Further, beyond a
community’s intrinsic resilience, certain attributes of the hazard, such as the level of forewarning,
its duration, severity and nature of damage, may influence the initial community response and the
nature of its long-term recovery (Council, 2006; Norris et al., 2008). Prior work which investigated
community response to disasters has explored different dimensions of interest, such as affect, so-
cial dynamics, and cognitive processing (Bonanno et al., 2010; Norris et al., 2008). However, few,
if any studies have investigated community response through a holistic thematic framework that
encompasses most, if not all, experiential and behavioral dimensions of relevance simultaneously.
Further, prior work, other than meta-analyses, studying community response has been limited to
a single event or a few of them (Lin and Margolin, 2014; Lin and Cromley, 2018; Olteanu et al.,
2015).

In Chapter 2, we utilize social media posts (Tweets) of individuals located in communities
affected by over 200 disasters of different types that affected the US to study community response
in the aftermath of disasters at scale. We use computational linguistic analysis to extract aggregate
multidimensional experiential and behavioral trajectories for these communities. We then use time
series clustering to identify groups of communities characterized by similar responses, as well as
dimensions along which community behavior is generalized across events.

Our results show that the response of disaster-stricken communities observed over social media
follows prototypical trajectories along a number of dimensions. Early community response is
characterized by a heightened sense of uncertainty and risk perception that is accompanied by
a decrease in perceived productivity. While communities show signs of increased activity and
coordination associated with disaster response, they show less engagement with spheres of life
normally associated with productivity (e.g., school, work, sports). The results also show that the
social spheres of community members contract to their most important relationships (e.g., family)
in the immediate aftermath of a disaster. Overall social engagement gradually recovers over the

next few weeks. We also observe that among dimensions that describe biological and physical
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processes within communities (e.g., health, work, finances, nutrition), nutrition related processes
are much slower to recover and that this decline corresponds to high-level food needs and activities
(e.g., satisfaction, socialization, restaurants) as opposed to basic sustenance.

In addition to the existence of prototypical response trajectories, we show that around a quarter
of communities have a comparatively more challenging time adapting to the aftermath of a disas-
ter. These communities show much higher levels of negative emotion (e.g., fear, anger, anxiety,
sadness) over longer periods. In particular, fear and anxiety show a pattern of periodic recurrence.
Overtime, these communities increasingly engage in cognitive-processing associated with sense-
making, suggesting that they struggle to make sense of and accept post-disaster reality. Finally, we
show that communities that demonstrate these more mal-adaptive responses are associated with
more severe events.

Our results have implications for several aspects of disaster relief and recovery assistance which
we cover in detail in Chapter 2. We suggest that our methodology, as well as the observed pro-
totypical response trajectories in disaster-stricken communities, can inform strategic-level disaster
planning, in addition to monitoring and forecasting specific community responses. Additionally,
we note that some aspects of community response on social media are characterized by an ab-
sence of information (e.g., social engagement, nourishment). Given the primacy of social media
as a source of news for the general public, this observation suggests that public attention, and
grass-roots disaster assistance, which may rely on that attention, may become misaligned with

community needs.

1.3.2 Social Media Social Capital Explains Individual Relocation Choice in
the Aftermath of Disasters

Disasters can cause tremendous disruptions in the lives of individuals and families in the form of
physical and psychological trauma, loss of property, loss of livelihood, etc. (Bonanno et al., 2010).
After a disaster, some affected people choose to remain in their communities and rebuild, while
others relocate to greener pastures (Lee et al., 2017). Prior work suggests that this choice may be
influenced by the physical and social resources available to the community at large, as well as the
individual’s own resources (Karunarathne and Lee, 2019; Engel and Ibafiez, 2007; Lee et al., 2017).
While prior work has extensively investigated the influence of community-level resources on both
individual and aggregate measures of relocation, less attention has been paid to the influence of
a person’s own social capital derived from their social circle. Theoretical frameworks as well as
a limited number of studies focusing on individual events and using simple measurements have
suggested that a person’s social capital can, depending on the specific form, either improve their

ability to cope and recover in-situ or alternatively provide the resources necessary to make a smooth
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transition to a different locale (Aldrich, 2012a; Norris et al., 2008; Casagrande et al., 2015).

In Chapter 3, we study the relationships between two different forms of social capital, bonding,
and bridging, of over 16,000 people located in communities corresponding to over a hundred dis-
aster declarations by the Federal Emergency Management Agency (FEMA) to their relocation by
using their tweets before and after a disaster. We use established geo-spatial analysis techniques to
identify the specific pre- and post-disaster home locations for these individuals using geographical
information in their geotagged tweets. Additionally, for each individual, we extracted their pre-
disaster ego-network based on observed interactions and estimated multiple constructs, capturing
different mechanisms, for each type of social capital. We analyze the association of these different
social capital constructs with the likelihood of a person having relocated while controlling for a
large number of community-level resilience and disaster-related attributes.

Our results show that different forms of social capital, measured from a person’s social media,
are indeed associated with their relocation choice. Measures for bonding capital, which correspond
to close relationships that are embedded in the person’s immediate social circle, show contradic-
tory results regarding their influence. First, the level of overall embedding of the person’s network
decreased their odds of relocating after disaster. In contrast, a measure based on the retention of
strong ties had a consistent positive effect on relocation. We suggest that this observation, in par-
ticular, reveals the complexity and nuance of the mechanisms linking social capital to relocation,
including the competing mechanisms within the same broad class of capital (Engel and Ibéfiez,
2007). Measures of bridging capital, which correspond to weaker and less embedded parts of a
person’s network, are positively associated with the odds of relocation, which aligns with the ex-
pectation that these connections are more geographically dispersed and represent information and
support that can pull a person to other locales. Finally, our results show that these effects are largely
consistent across different definitions of relocation (e.g., relocated vs. relocation distance), as well
as over different post-disaster time periods (12, 24, and 36 weeks). As we discuss in Chapter 3,
these findings of this study have implications for improving the characterization of individuals and

communities from the perspective of resilience to disasters.

1.3.3 Open Source Developer Communities Centralize Coordination and
Decentralize Work in Response to Increased Engagement After an At-
tention Shock

Over the last few decades, collaborative crowd communities that exist entirely online have be-

come more common and play an important role within the modern information economy. Their

online existence promotes wide accessibility and coupling with other aspects of the Social Web

ecosystem, such as social media, search engines, and recommendation systems (Vasilescu, 2014;
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Fang et al., 2022). As a consequence, social organizations operate in an environment that is more
prone to certain types of external shocks, such as those driven by shifts driven by collective atten-
tion (Zhang et al., 2019; Lu et al., 2023; Fang et al., 2022). While prior work, particularly in the
domain of organizational management, has considered both the effects of external shocks on orga-
nizations and their adaptive responses (Hambrick and Crozier, 1985; Palovics et al., 2021; Meyer
et al., 2005), the organizations that are the focus of these studies have largely been traditional or-
ganizations that exist primarily offline. Further, there are a number of other key differences that
set online crowd collaborations apart from the traditional organizations. Crowds are made up of
loosely knit geographically dispersed groups of people that organize their actions through informal
guidelines and collectively developed protocols (Vasilescu, 2014; Vasilescu et al., 2015a). These
organizations maintain relatively porous boundaries with their ecosystem, which allow people to
join and leave them at their discretion. Due to this volunteer approach to work, crowd members are
driven by nonmonetary motivations such as reputation and collective identity (Benkler, 2006; Ben-
kler et al., 2015). In contrast, traditional organizations have clearly defined boundaries, structures
of authority and coordination, and formal routines.

In Chapter 3, we investigate the effects of algorithmic attention amplification on external en-
gagement with over a thousand public open-source software projects hosted on GitHub as well as
the consequent adaptations of these organizations to them. We identify projects that experienced
an attention shock through their appearance at the top of the GitHub Trending Page’. We use
a potential outcome approach combined with difference-in-difference modeling to compare the
adaptations of shocked projects to projects that experienced that similar organic growth and used
the same programming language.

Our results show that projects receive substantially higher engagement from potential users and
contributors after appearing on the trending page. In response to the sudden increase in questions,
critiques, and contributions, experienced members of these project reconfigure its coordination
and production processes. These core members serve as a central coordination backbone for an
increased population of users and workforce while cutting back on their own development contri-
bution. Instead, they direct the activities of the larger and more modular workforce comprised of
many newcomers by delegating work and serving as gatekeepers for changes that are integrated
into the project. Despite reconfigured coordination and production networks and the increased use
of automation for quality control, the influx of users and contributors can overwhelm projects. We
observe that the average responsiveness of the project to external engagements decline across all

types by around 40%-50% irrespective of the level of effort required. These results have can in-

21t is an algorithmically curated list of software projects on GitHub that have experienced a notable surge in organic
attention. While the algorithm is not public, we show that appearance on the trending page is correlated with simple
measures of growth. The page is found at https://github.com/trending
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form members of online crowd organizations of what to expect in the event of an attention shock as
well the potential growth opportunities and pains that need to be managed. While we have stopped

short of studying the effects of these adaptive behaviors on long-term growth, it is a natural next
step to this line of work.

17



CHAPTER 2

Social Media Trajectories of Recovery in Disaster

Stricken Communities

2.1 Introduction

Disasters have a multitude of effects on communities, including psychological and physical trauma,
as well as disruption of social structures (Bonanno et al., 2010; Norris et al., 2002). Research has
shown that communities can respond in a variety of different ways to these exogenous shocks
(Tierney et al., 2001). Some prove to be resilient and are able to bounce back to their pre-disaster
normal or even become even more well adjusted and tightly knit. For others, the effects of a dis-
aster can be devastating, inducing negative effects along individual, social, and economic fronts
(Bonanno et al., 2010). Additionally, the outcome for a community after a disaster is often medi-
ated by the nature of the disaster itself; was there a warning? Do similar events occur frequently
in the region? How severe was the initial impact on the community? Was it a prolonged hazard,
such as a wildfire, or sudden but short-lived, such as a tornado? Answers to these questions can
be the difference between a community that overcomes adversity to thrive or one that disintegrates
(Tierney et al., 2001; Norris et al., 2002; Council, 2006).

In exploring these different questions, researchers have thoroughly analyzed how communities
respond to disasters in terms of changes in affect, cognitive processing, social dynamics, and other
dimensions (Bonanno et al., 2010; Norris et al., 2002; Perry, 2018). In addition, attempts have
been made to develop theoretical frameworks that explain how the effects of a disaster and the
subsequent response of the community develop over time (DeWolfe, 2000; Dynes, 1970; Alexan-
der, 1993; Kates and Pijawka, 1977). For a single member of an affected community, the road to
recovery can take many forms, including (i) chronic negative effects, psychological, physiological,
and social, that last for years, (ii) negative effects that become more visible over time, or even (ii)
a positive response despite adversity (Bonanno, 2004). Previous work has discussed how these
individual socially embedded reactions to a disaster may shape the response of the larger commu-

nity. Theories of disaster response, as well as empirical studies of disaster-stricken communities,
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propose that communities may go through a characteristic series of psychological and social stages
as part of a “response trajectory” (DeWolfe, 2000; Dynes, 1970; Kates and Pijawka, 1977).

Community Response on Social Media. Over the past two decades, social media has become the
dominant medium through which people, particularly in developed countries, express opinions,
consume information, and engage socially. In the context of disasters, this has meant widespread
use of social media as a tool and a medium for navigating and responding to the aftermath within
and outside affected communities (Kogan et al., 2015; Houston et al., 2015; Lin et al., 2017;
Brubaker et al., 2012). Social media has several advantages (and limitations) that are markedly
different from the modes of communication and social interaction that preceded them and have
influenced their use in the aftermath of disasters. Key among these, social media allow regular
citizens to engage rapidly with large audiences and provide tools for parsing large volumes of
messages to identify relevant information (e.g., hashtags, search functionality). As a consequence,
social media such as Twitter and Facebook represent a primary, but not the only, channel through
which those outside a disaster-stricken community, such as the general public, traditional news
media, relief agencies, perceive its status and ongoing response to disaster. It is important to
understand the extent to which the collective social media behavior of a community affected by
disaster can provide a holistic view of the community affected in the aftermath of disaster. Does
community response observed on social media contain regular patterns that generalize across dif-
ferent events? How is that behavior similar to or different from “response trajectories” that were
identified from offline behavior within such communities before the widespread adoption of social
media? In this regard, the existing empirical work falls short.

Studies that have explored the temporal evolution of community response on social media have
limited themselves to a single disaster or a few of them (Lin and Margolin, 2014; Olteanu et al.,
2015; Lin et al., 2017). We are unaware of any research that has explored the existence of patterns
that are relevant in a wide range of disasters. Research along this avenue would have a number of
implications. First, if it is established that the community response on social media follows regular
patterns, it would allow us to better understand and track new disaster-stricken communities in a
sign-posted timeline of their response in the aftermath. To the extent that the social media behaviors
of affected communities can be mapped to their real experiences, the ability to track the community
response can be very useful for organizations involved in disaster relief and recovery operations.
Additionally, this would allow future research to investigate the relationship between contextual
variables, such as community attributes, media attention, and support, and deviations in the social
media response of individual communities from prototypical patterns. Finally, we expect that the
extent to which communities talk on social media about different aspects of their experience will
reveal those elements that are being highlighted in the consciousness of the outside public, as well

as important gaps in that perception.
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Research Questions. We begin with the existing understanding of the response of the community
to disasters based on studies of offline behavior preceding social media. A survey of existing work
reveals a number of commonalities (DeWolfe, 2000; Dynes, 1970; Kates and Pijawka, 1977).
In the face of a disaster, people focus first on the safety of themselves and their families at the
beginning of a disaster. Next, immediately after the initial impact, they rescue and help others
in the community before any external assistance arrives. In turn, these altruistic behaviors lead
to a short-lived subsequent period of enhanced community identity that suppresses some of the
negative psychosocial effects. However, eventually communities face long-term ramifications of
the disaster that lead to a resurgence of those effects and begin the long road to establish a new
normal. Our first goal in this study is to establish whether community responses to disasters that

is observed on social media follow some prototypical trajectory over time.

RQI1(a): Does community response reflected on social media exhibit a prototypical trajectory

across a wide range of disasters?

If it does emerge that there are distinct patterns in community responses across a variety of
disasters, those observations may or may not be explained by previous work, which brings us to a

related question.

RQI1(b): Do the temporal patterns of the community response to disasters observed on social

media align with existing stage models of disaster response?

Finally, given the numerous intrinsic differences between natural hazards and communities con-
sidered in our study, we expect that community responses will show some differences across disas-
ters. Although each disaster is a unique event, previous work has explored the influence of coarse
categorizations of disasters, such as type, severity, and duration, on how affected communities

recover over time. This leads to our second research question.

RQ2: Are there distinguishable differences in community response trajectories across different

disasters and are these correlated with broad disaster categorizations?

The Present Work. In this study, we begin by engaging with the existing literature to understand
how individuals and communities respond to disasters considering multiple dimensions of their
experiences. Based on this survey, we develop a comprehensive framework of five broad themes
(psychological, social, sense-making, biological, and physical) that capture those experiences as
the lens through which we observe community response. We apply this framework to Tweets from
more than 200 US communities affected by disasters to quantify their short-term disaster response
as multidimensional timeseries. We represent each community by Twitter users physically present

in the affected area during the disaster, which amounts to more than 2 million users and more
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than 200 million tweets in all disasters. Finally, we cluster the response trajectories of different
communities to establish if there are broadly applicable characteristic patterns of disaster response

and if any variations upon these patterns are associated with properties of the specific hazard.

Contributions. This study makes three main contributions. First, we have developed an approach
that characterizes community response to disasters over social media as a series of prototypical
trajectories that are more temporally fine-grained and precise compared to theoretical models and
empirical studies of individual events that precede it; we are able to unpack prototypical behavior
over days instead of weeks or months. Furthermore, with this approach, we provide a more nu-
anced narrative of community response by simultaneously considering the many dimensions of that
process, a necessary stepping stone to understand how different aspects of community experience,
such as social and emotional dynamics, interact and contribute to eventual outcomes.

Second, our findings reveal that, despite wide variations in the properties of the hazards and
affected communities, many aspects of community response reflected on social media (social,
aspirational, biological, physical) follow broadly prototypical paths over the short term. These
observations on social media broadly align with and validate prior theories on disaster response
trajectories. Beyond confirming that community behavior over social media displays regular tem-
poral patterns in the aftermath of disasters, our results reveal a number of previously unobserved
themes in the community response. First, we observe a marked decline in conversation that implied
productivity that coincides with the sense of risk and uncertainty that comes with disaster. Second,
the onset of disaster coincides with people’s focus contracting to their immediate social circle,
a phenomenon that gradually abates over time, returning their social engagement to pre-disaster
levels during our study period. Third, while we observe a sudden decline and gradual recovery
of attention toward a number of aspects of life such as health, finances, work, and food, we note
that references to food related dynamics take substantially longer to recover. As previous work has
shown that the state of food systems is a reliable indicator of community health and sustainability,
this observation hints at the potential utility of the trajectory of food related attention measured on
Twitter to evaluate community recovery.

Finally, we show that not all behaviors considered in trajectory models are universally observed
in disasters, a fact supported by observations from previous disaster research that certain behaviors,
such as coping strategies, can vary depending on the particulars and nature of a disaster or the
affected community (Bonanno et al., 2010). In our case, a minority of our disasters (25%) exhibit
a substantially heightened level of emotions. These communities had very high levels of anger,
incredulity, anxiety, and fear at the start of the disaster compared to others. Additionally, after
initially trending downward in the aftermath of a disaster, within a few weeks fear and anxiety
experience a resurgence within the social media feeds of these communities. This has implications

for organizations providing relief and recovery assistance, as negative affects such as anger and
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anxiety play a mediating role in long-term recovery outcomes in communities (Forbes et al., 2015).
This resurgence coincides with the continued signs of elevated cognitive processing associated with
sensemaking within these same communities. These observations are consistent with an ongoing
struggle to make sense of and adapt to a new normal. The possibility that these communities may
be struggling in the aftermath of a disaster, more so than the majority, is reinforced by the fact that
the amount of aid received by these communities, a proxy for the destructiveness of a disaster, is

on average higher for these communities after accounting for the type of disaster and duration.

2.2 Background and Related Work

2.2.1 Dimensions of Disaster Response

Previous work has identified a wide range of different dimensions along which communities ex-
press their response to disasters (Bonanno et al., 2010; Norris et al., 2002; Grimm et al., 2012;
Anderson et al., 2016). We take advantage of this literature to establish a thematic framework that
allows us to build a comprehensive picture of disaster response in a tractable manner. Our frame-
work is organized along five broad themes; (i) Psychological, (ii) Psychosocial, (iii) Sensemaking,

(iv) Biological, and (v) Physical.

2.2.1.1 Psychological

Disasters impose substantial psychological stress on individuals and communities; affected in-
dividuals must deal with fear for their safety, loss of loved ones and homes, and disruption of
their social network and support system. Previous work has theorized and, in some cases, em-
pirically studied a range of different psychological manifestations in individuals as they navigate
these challenging circumstances. They may manifest this distress in the form of posttraumatic
stress disorder, depression, anxiety, and other related disorders (Bonanno et al., 2010; Yule et al.,
2000; Cherry et al., 2021; Anderson et al., 2016; DeWolfe, 2000; Kar and Bastia, 2006). Al-
though previous work has consistently documented the increased prevalence of these disorders in
disaster-stricken communities, there is substantial disagreement on the magnitude of this effect,
with estimates showing a wide variance (Bonanno et al., 2010). The level of psychological distress
experienced within a specific community is likely to be influenced by a variety of variables, such
as disaster characteristics, community demographics, and social resources.

Our interest lies in measuring the general psychological well-being of the community rather
than identifying the prevalence of specific psychological disorders. As such, we limit our atten-
tion to the affective and cognitive dimensions of expression that are commonly associated with

psychological well-being that are observed within disaster-stricken communities. For example,

22



people diagnosed with one or more of a variety of clinically diagnosed psychological disorders,
such as PTSD, depression, anxiety, and other mood disorders, are likely to exhibit elevated levels
of negative affect, in the form of sadness, anger, or irritability, anxiety, and fear, among others (As-
sociation, 2013; Bonanno et al., 2010). Additionally, diagnostic definitions of these disorders also
include cognitive and behavioral symptoms such as loss of energy and motivation, withdrawal, and

helplessness.

2.2.1.2 Social

Social dynamics within a community before, during, and after a disaster are central to disaster
response. In fact, increasingly, interpretations of disasters place emphasis on their socially con-
structed nature (Tierney et al., 2001; Drabek, 2018; Horlick-Jones, 1995). The social response to
disaster, during and after it, can be considered in a number of related dimensions. Previous work
has shown that the aftermath of a disaster can bring a community together. People are more likely
to highlight their membership in the community and refer to that affiliation positively (DeWolfe,
2000; Kates and Pijawka, 1977). They may take advantage of that shared affiliation to exhort other
community members to unite to withstand the disaster. In turn, this shared sense of community
can increase social cohesion and lead to a more efficient and effective community response. Ad-
ditionally, in the early stages of disaster recovery, community members are more likely to seek
social support, be more prosocial, and develop solidarity. However, in the long term, the ability of
communities to provide support may be exhausted, although many affected people are still in need
(DeWolfe, 2000; Bonanno et al., 2010). A more narrow and personal aspect of the social dimen-
sion of community response is that individual concern for the safety and well-being of immediate
family members, friends, and neighbors is a strong driving force behind behavior during the early
stages of a disaster (Bourque et al., 2006; Bonanno et al., 2010; DeWolfe, 2000).

2.2.1.3 Sensemaking

At the beginning, during and after a disaster, members of the stricken community collectively make
sense of their new, changed, and uncertain reality to adopt new survival norms (Tierney et al., 2001;
Lindell, 2003). This includes evaluating the authenticity, source, and extent of the changes caused
by the hazard, as well as possible actions that could be taken to mitigate the risks. As the disaster
continues to unfold, sustained uncertainty regarding conditions makes the sense-making process
challenging; the community may suffer from information scarcity about some aspects of the dis-
aster, while in others they may have to sort through a vast amount of information from different
sources of widely varying authenticity. Therefore, during and in the aftermath of a disaster, it

is likely that members of the community collectively display an elevated level of cognitive pro-
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cessing. As time passes, more information naturally emerges, bringing with it increasing stability
and certainty until eventually the community collectively achieves a coherent understanding of the

circumstances.

2.2.1.4 Biological

Natural disasters are exogenous shocks that manifest in the physical environment of communities.
Consequently, they can have direct and immediately visible effects on members of a community,
including various degrees of discomfort and injury, including loss of life. Additionally, people
are known to exhibit psychosomatic symptoms, such as headaches, dizziness, and soreness, due
to disaster-induced psychological stress (van den Berg et al., 2005; Bonanno et al., 2010). The
prevalence of such conditions, often medically unexplained, may indicate unresolved psychologi-
cal and social issues among members of the community prompted by the disaster. Therefore, while
a community may focus on immediate physical danger and harm in the short term after a disaster,
there are other more long-term biological indicators that could characterize the trajectory of overall

well-being.

2.2.1.5 Physical

Beyond the immediate risk of bodily harm, the most visible impact of a disaster is the destruc-
tion of infrastructure and the disruption of normal life. People in affected communities can have
their homes and neighborhoods damaged or completely destroyed. Much of the attention of early
disaster recovery research focused on this dimension, as it reflects the immediate goal of many
large-scale relief efforts in disaster-stricken regions. Although more recent research increasingly
considers the other aspects equally or more crucial in the recovery process, the intensity and dura-
tion for which physical reconstruction remains in community consciousness still have the potential
to influence the overall recovery trajectory of the community (Lindell, 2013; Tierney et al., 2001).
This is because many of the elements of the physical environment (Ex: homes, utilities, roads)
correspond to the bottom tier in Maslow’s hierarchy of needs (Maslow, 1954) and as such may be
pre-requisites for addressing the more complex psychological and social needs faced by members
of the community.

In the rest of the paper, this thematic framework serves as the overarching organizing principle.
First, it is the lens through which we identify and catalog different dimensions of community
response and the corresponding linguistic markers in tweets, and second, it is also the means by

which we organize and interpret our observations of how community response changes over time.
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2.2.2 Trajectories of Community Response and Recovery

In this section, we discuss theoretical models that shape the current understanding of how com-
munities respond to disasters. These conceptual models often play an important role in the de-
velopment of institutional practices to provide and support relief and relief to disaster-stricken
communities (DeWolfe, 2000; Townshend et al., 2015). Here, they serve as a useful baseline for
placing our own observations in the context of existing knowledge on community psychosocial
dynamics during disaster recovery.

In general, conceptual models of disaster response and recovery characterize these collective
processes as distaster-stricken communities moving through a series of steps or arcs for simplicity
while acknowledging that some of these arcs often overlap in practice (Myers, 1994; Raphael,
1986; Dynes, 1970; Kates and Pijawka, 1977; Alexander, 1993; Williams, 1999). In these models,
the community response begins immediately before the onset, when they may become aware of
the imminent danger and take protective action (Myers, 1994; Williams, 1999; Raphael, 1986).
This pre-disaster stage is usually known as the warning phase, as people actively disseminate
warnings about the event within their communities in addition to taking other protective actions,
a pattern of behavior that has been consistently observed both offline and online through social
media (DeWolfe, 2000; Sutton et al., 2015). The degree of forewarning received by a community
is likely to affect its response. Sudden and unexpected incidents are likely to evoke feelings of
helplessness, fear, and vulnerability, while incidents that give substantial prior warning can cause
feelings of guilt and blame within a community that is not adequately prepared (Tierney et al.,
2001; DeWolfe, 2000). The length of this phase during a particular disaster depends on the level
of warning the affected community received as well as whether the hazard, while active, continues
to evolve.

The warning phase is followed by impact or shock, the period during which the hazard remains
active within the affected community. Depending on the severity of the hazard, communities may
experience a range of psychological effects ranging from anxiety and vigilance to collective panic.
During this period, people focus on their personal safety and that of their family (Bonanno et al.,
2010; Faas and Jones, 2017; Tierney et al., 2001). The impact phase can last for as long as a few
minutes, as in the case of an earthquake, or hours or days, as in the case of hazards like storms and
wildfires.

In theoretical models, the period following the onset of disaster is variously known as heroic
phase, honeymoon period, therapeutic community etc. (Myers, 1994; Raphael, 1986; Alexander,
1993). During this stage, driven by a boosted prosocial orientation, people engage in relief efforts
within their neighborhoods, which, in turn, evokes a strong sense of community spirit within the
community that may last weeks. During the first few weeks after a disaster, this dynamic may

suppress the negative psychological and psychosocial effects of the disaster.
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Eventually, people exhaust their optimism and their capacity to support other community mem-
bers. Concurrently, both external attention from the wider public and relief efforts begin to wane.
This support vacuum marks the end of the honeymoon stage. At this point, affected communities
take stock of the long-term repercussions of the disaster and the challenges to returning to normal.
This period is known as the disillusionment phase (DeWolfe, 2000; Raphael, 1986) or the Inner
contradiction and crisis phases (Williams, 1999) in reference to the cognitive dissonance that com-
munities experience as they return to the harsh post-disaster reality after being buoyed temporarily
through external support and social cohesion.

The disillusion phase can last for many months (DeWolfe, 2000). Communities experience a
resurgence in negative affect, as well as maladaptive behaviors such as psychosomatic symptoms
and substance abuse. Eventually, communities enter thereconstruction or recovery phase, where
they come to terms with their new reality and return to stable behavioral patterns, which may or

may not be similar to pre-disaster patterns.

2.2.3 Social Media Based Disaster Research

Social media is widely used during and after disasters by affected individuals, media, relief
agencies, and volunteers to search for and disseminate information and coordinate relief work
(Shklovski et al., 2008; Starbird and Palen, 2010; Lobb et al., 2012). Previous research based
on Twitter has covered a range of topics, such as the extraction of disaster-relevant content, as-
sessing situational awareness, as well as information seeking and diffusion behaviors of affected
communities and their collective emotions (Imran et al., 2015).

Most of these previous studies have considered the information produced and shared on Twit-
ter during disasters from the perspective of how it serves to improve awareness of the evolving
circumstances among affected communities, the general public, and relief organizations. These
analyses are interested in the types of information shared and their temporal variation. Information
categories such as warnings and advice, donations, and volunteerism feature prominently during
disasters and their aftermath (Olteanu et al., 2015; Imran et al., 2015, 2013). Although they provide
useful contextual knowledge about Twitter use during disasters and how it can be used to improve
relief efforts, they are less useful for understanding community well-being over time.

Less frequently, studies have explored the behavior of Twitter users affected by a disaster
through comparative pre-disaster vs. post-disaster analysis (Olteanu et al., 2014; Murthy and Long-
well, 2013) as well as the evolution of behavior over time (Olteanu et al., 2015; David et al., 2016).
However, work that differentiates behavior during qualitatively different periods (e.g. before, dur-
ing, immediate aftermath, and long-term) of the disaster’s life cycle is rare. Similarly, work that

draws a clear contrast between the community that is affected by an event and the geographically
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diffused population of other interested individuals is scarce. Kogan et al. (Kogan et al., 2015) is
a useful case study of retweet behavior during Hurricane Sandy that incorporates both these ele-
ments. They compare the behavior of users who were present in the affected region with that of
others who simply tweet about the disaster. Further, they consider the variation in behavior in dis-
crete time intervals before, during, and after the disaster. In contrast, we focus only on the behavior
of vulnerable users over time as a continuous evolving process.

Some studies have used social media to explore the psychological effects of disasters on af-
fected populations. This literature has established that linguistic markers in tweets can reveal the
psychological states, interests, and opinions of individual users and communities exposed to dis-
asters (De Choudhury et al., 2014; Lin and Margolin, 2014; Olteanu et al., 2015). However, these
studies either focus on a single emotion, such as fear or grief, or consider the general prevalence of
different emotions during the entire observation period. On the contrary, we analyze the temporal
evolution of the collective psychological state of communities along multiple affect and social di-
mensions. One of the first studies in this space, De Choudhury et al. (De Choudhury et al., 2014),
examines the affective response and the resulting desensitization in the context of the “Drug War”
related violence in Mexico. In a similar vein, Wen and Lin (Wen and Lin, 2016) estimate the
prevalence of anxiety, anger, and sadness over time in tweets produced by a community affected
by a terror attack. Furthermore, Garcia and Rimeé (Garcia and Rimé, 2019) analyzed collective
emotions and language related to prosocial behavior and solidarity in French tweets after the Paris
terrorist attacks of November 2015. However, their work is limited to the analysis of a single event
and does not identify patterns of community response that generalize across a range of disasters.
In this sense, the study by Saha and De Choudhury (Saha and De Choudhury, 2017) of the tempo-
ral dynamics of stress and other psychological markers in 12 cases of college gun violence using
Reddit, although limited to a few events of a different type of crisis, is more closely related to our

work.

2.3 Disaster Dataset

In this section, we describe the selected set of disasters, the procedure to define spatio-temporal

boundaries for disasters, and Twitter data collection.

2.3.1 Spatiotemporal Boundaries

We use disaster declarations reported by the Federal Emergency Management Agency (FEMA)!

between July 2011 and September 2016 to estimate spatiotemporal boundaries for reported disas-

Thttps://www.fema.gov/openfema-data-page/disaster-declarations-summaries-v2
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ters. There are 530 declarations during this period. We extract six properties from each declaration;
(1) Disaster Type (e.g Flood), Start Date, End Date, State, County, and Aid Amount. Since FEMA
makes regional declarations when the required criteria are met, we find that multiple declarations
are frequently associated with a single event. Since we are interested in studying communities as
a whole, we group FEMA declarations that correspond to the same disaster event. Our intuition
for grouping a set of declarations into a disaster event is that they must: i) be of the same incident
type, ii) be spatially close, and iii) be temporally close. Our grouping procedure consists of two

steps:

1. Group by type and time: Declarations are split into ordered sequences of the same type
so that the starting dates of consecutive declarations in a sequence are no more than 5 days
apart. We chose the threshold of 5 days through trial and error, starting with one day and
increasing one day at a time. For each threshold, we manually inspected a sample of the
generated candidate groups and estimated how often and accurately their spatiotemporal

boundaries aligned with actual events.

2. Identify spatially connected sequences: For each sequence of declarations, we construct
a network from the corresponding states, where each state is a node, and there is a link
between two states if they share a border. Each connected component in this network is
assigned to a different disaster event. We assume that disaster events do not move directly
between states that do not share a border. Note that this definition allows disaster events to

span large geographic areas as long as they move across connected states.
For each identified disaster, we estimate the temporal and spatial boundaries as follows.

» Temporal boundaries: The period from the start date of the first declaration to the end date

of the last declaration.

» Spatial boundaries: First, we identify the smallest rectangle that covers all counties recorded
for a particular disaster. Next, we expand the boundary in all directions by 10% of the
length of the rectangle to include potentially affected periphery regions not covered by the

declarations.

Validation.

This procedure produces a set of 350 candidate disasters. To evaluate their validity, we verify

the dates and location of disasters using Google Trends? and online news articles. Google Trends

Zhttps://trends.google.com/trends/

28



provides a time series of the relative Google search volume for a query during a given time interval
and geographic area. For each group, we search for the disaster type restricting to the temporal
bounds of the disaster and the states involved. We verify that the search volume peaks around the
time of the first declaration for most candidates. In cases where the search volume is unavailable,
we search for news articles about the disaster to confirm the validity of our groups. When our best
estimate for the start of a disaster based on this approach differs from the first declaration of the
corresponding group, we use our estimate. The starting dates of 37% of the disasters are adjusted

this way with mean and median adjustments of 5.6 and 3 days, respectively.

2.3.2 Social Media Data

We use the following procedure to identify Twitter users associated with each disaster and collect

their tweets.

Disaster affected Twitter Users.

We use an archive of 10% of the Twitter stream to identify users who were in the affected area dur-
ing the time of the disaster. We define affected users as those who had at least one geotagged tweet
within the spatial boundaries of each disaster between one week before the start of the disaster and
one week after the end of the disaster. Of the 350 disasters identified from the FEMA declarations,
we select 203 disasters that had at least 100 affected users. This dataset contains 13 different dis-
aster types; Severe Storm(s) (72), Fire (66), Flood (35), Severe Ice Storm (7), Hurricane (5), Snow
(5), Tornado (3), Other (3), Coastal Storm (2), Earthquake (2), Mud / Landslide (1), Typhoon (1),
and Volcano (1). The total number of users identified this way is 3,984,530.

Collecting Twitter User Timelines.

For each disaster, we focus on a period spanning 8 weeks, from 4 weeks before the start date
to 4 weeks after it. We collect the 3,200 latest tweets (a limit imposed by Twitter), including
retweets, for each user in our sample using the Twitter API. Approximately 8% of the users in
all disasters had more tweets than this number at the time of collection. For some of these users,
particularly very active ones, we are unable to collect all tweets during the disaster period. In
addition, some users have made their tweets private or deleted their accounts. Finally, since our
goal is to capture changes in the language of users before and after the disaster, we limit the
analysis to users who posted at least once before and once after the onset of the disaster. This
ensures that our baseline observations before the disaster are generated by the same population
of users as those we observe after the disaster. We are able to obtain a total of 2,082,210 users

who meet these criteria corresponding to approximately 227 million tweets. Figure 2.1 shows the
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distribution of the number of users across disasters after applying this final constraint. Figure 2.2
shows that disasters in our data set are spread over a wide range of geographic areas in the United
States.
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Figure 2.1: Histogram of the size of the disaster in terms of the number of associated Twitter users
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Figure 2.2: Data volume maps in the contiguous US. Left: Number of incidents per state in our
dataset. Right: Aggregated number of users appearing in all disasters in each state

2.4 Methods

We begin this section with a discussion of the rationale for choosing a four-week period after the
onset of disaster for our study. Next, we describe our methodology to characterize community
responses. We use a lexicon-based approach to estimate different dimensions of community be-
havior based on tweets from affected users. We use these estimates to build a multidimensional

time series of disaster response for each disaster that controls for pre-disaster behavior. Then we
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cluster these responses to identify groups of disasters that have similar trajectories along differ-
ent dimensions. Finally, to discover any prototypical responses, we compare the contribution of

dimensions to the differences between clusters.

2.4.1 Length of the Study Period

Two important methodological questions related to the study period must be answered when quan-
tifying and comparing the community response in many disasters. The first is whether we should
vary the duration of the study period for each disaster, since they may differ in terms of the duration
of immediate impact. In this study, we choose to fix the length of the study period for all disasters,
since having different study periods across disasters would make any form of temporal comparison
challenging. Instead, we conduct a post-comparison statistical test to establish if our findings are
affected by a relationship between the duration of a disaster and the community response.

The second question is what the length of the study period should be if it is to be fixed across all
events. In this study, we choose a four-week period after the onset of the disaster for two reasons.
First, due to normal attrition of Twitter users, the dataset has fewer users, and thus confidence in
observed community behavior would be lower further away from the onset of disaster. Second, a
longer study period increases the probability that a community will be exposed to new disasters or

other shocks that would interact with their ongoing response to the original disaster.

2.4.2 Linguistic Dimensions of Disaster Response

We estimate the aggregate prevalence of linguistic markers associated with different themes of re-
sponse for each disaster over a two-month period. A supervised learning approach to achieve this
goal would have needed a large volume of human-annotated tweets. Instead, we use a lexicon-
based approach. We use lists of words associated with the markers selected from validated ex-
isting lexicons to estimate a normalized index for each linguistic marker by counting the number
of associated words in tweets. Previous work has shown that when using established lexicons,
this approach is effective in estimating psychological and social markers in text, including tweets
(De Choudhury and Counts, 2013; Cohn et al., 2004). Further, recent studies comparing the per-
formance of lexicons against large language models (LLM) have shown that linguistic time series
constructed from tweets using both methods correlate well with data from representative surveys
and that, in this regard, lexicon performance is comparable to LLM (Pellert et al., 2022; Garcia
et al., 2021).

We use LIWC (2015) ? as the primary lexicon. One limitation of LIWC is that it contains

relatively few categories that focus on emotion (positive, negative sentiment, textitanger, anxiety

3https://liwc.wpengine.com/
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and sadness). One of the often mentioned affective dimensions in the literature on disaster response
is fear. Since it is absent in LIWC, we use the corresponding word list from the NRC lexicon
(Mohammad and Turney, 2013) to supplement our analyses with the dimension fear. Table 2.2
shows the list of dimensions used to represent the response to disasters (22 from LIWC, 1 from
NRO).

2.4.3 Disaster Response Trajectories

For each disaster, we estimate an aggregate time series for each dimension. Let N; be the number

of tweets on day 7 of the disaster and [V, ; be the number of tweets on day 7 that contain at least
Np.i

N;
Next, we adjust the estimates to account for any differences in the content of people’s tweets due

one word of dimension p. The measurement of category p on day i of the disaster is 7,,; =

to what day of the week it is. We achieve this by fitting an additive time-series model to the data
and subtracting the estimated day-of-the-week seasonal estimates from our observations.

These numbers include retweets, replies, and quote tweets in addition to original tweets. We
include retweets since the act of retweeting suggests that any affect in the tweet is shared between
the original user and the retweeting user. This is particularly relevant in our case, as previous work
has shown that when a disaster strikes, affected users preferentially retweet others from the same
community (Kogan et al., 2015). In the case of replies and quote tweets, we include only the text
of the replying/quoting user.

Each disaster in our dataset affected a different community defined by unique geographical
boundaries. The typical behaviors of these communities can differ for a variety of social, cultural,
demographic, and economic reasons. To compare the response of the community across disasters,
we need to account for these differences in the typical pre-disaster behavior of communities. We
do this by adjusting observed behavior in the temporal vicinity of the disasters by typical behavior
uniquely estimated for each community from a corresponding pre-disaster baseline period. For
each dimension p, we split the time into a baseline period of 3 weeks, beginning 4 weeks before the
start of the disaster and ending 1 week before it, and a study period of 5 weeks from 1 week before
the start to 4 weeks after it. Next, we construct a time series for the study period defined by the
relative difference in intensity 7}, ; for each dimension p during the study and the baseline periods.
More precisely, we estimate the baseline rate for dimension p, P,, as the fraction of tweets that had
at least one word from p from all tweets during the baseline period. The normalized estimate for p
Tp.s

<k where i and o are the mean and standard

[

on day 7' of the study period is defined as N,,; =

deviation of the distribution of daily estimates during the baseline period.
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2.4.4 Clustering Response Trajectories

Our first objective with this study is to establish the existence (or absence) of regular patterns in
community response across different disasters. We approach this objective by using a clustering
approach. Clustering can highlight aspects of community response over social media that differ
across events substantially as these dimensions will contribute to the decision criteria that define
the resulting clusters. Conversely, the dimensions that do not contribute to the clustering decision
are those that have similar trajectories across the clusters (i.e., all disasters). Next, we describe
how this rationale is extended to identify prototypical patterns of community response, as well as
elements of response that show marked differences among groups of disasters.

The adjusted community response for each disaster is represented by a 5-week, 24-dimensional
time series. Our next goal is to find clusters of disasters with similar response time series. The
estimated time series suffers from noise to which most well-known time series clustering methods
are sensitive, particularly under high dimensionality (Kotsakos et al., 2013). Therefore, we first
smooth individual dimension time series by fitting locally weighted first-order regressions with
a span of 20%. Next, we estimate the pairwise dissimilarity between response trajectories using
the multidimensional dynamic time warping distance (DTW) (Kotsakos et al., 2013). DTW is
generally superior to Euclidean distance in the case of time-series clustering, since it is purpose-
built to account for temporal shifts; it finds the best compromise between alignment of the shapes
of two time series and the cost of shifting (in time) necessary to achieve a given alignment. We use
hierarchical clustering with Ward’s criterion on the resulting trajectory-trajectory distance matrix
to separate our dataset into groups of disasters that have similar community response trajectories.
We evaluate the quality of the results for different numbers of clusters ranging from 2 to 10 using
Silhouette Coefficient, Dunn Index, and Connectivity (C). We find that dividing the disasters into
2 clusters provides the best results based on all three metrics (Figure A.2). Disasters are unevenly
divided among the two clusters, the smaller cluster (Cluster 1) containing 58 disasters and the
larger one (Cluster 2) containing 145 disasters. Table 2.3 shows how different types of disasters
are distributed between the two clusters. We generate a representative signature of each cluster
using DTW barycenter average (DBA), a method that finds a representation that minimizes the

sum of the squares of the DTW distance to the members of a cluster (Petitjean et al., 2011).

2.5 Results

Next, we discuss our findings in terms of disaster response trajectories and address how they relate
to our research questions. Note that we base our observations and consequent interpretations solely

on the trajectories relative to baseline period. This is true even for cases where we compare the
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Type Cluster 1 | Cluster 2
Severe Storm 24 48
Fire 24 42
Flood 5 30
Severe Ice Storm 1 6
Snow 0 5
Hurricane 0 5
Other 1 2
Tornado 0 3
Earthquake 2 0
Coastal Storm 0 2
Mud/Landslide 0 1
Volcano 1 0
Typhoon 0 1

Table 2.3: Distribution of events by the type of hazard in cluster 1 and cluster 2

trajectories of different linguistic dimensions with each other. As an example, if, on a particular
day, the prevalence of Fear in a community is one standard deviation above its mean during the
baseline, while that of Social is only half a standard deviation above its corresponding mean, we
would interpret this observation as Fear being more prominent within the community than Social,

even if, in absolute terms, Social is much more prevalent in community tweets.

2.5.1 RQ1: Universal Patterns in Disaster Recovery Trajectories

While the two clusters correspond to distinct disaster response patterns, we find that the differences
between them are not evenly distributed across the different dimensions. Further, the differences
between clusters along a given dimension can stem from two sources; (i) scale of observations
and (ii) shape of the time series. The scale of observations signal the intensity of the community
experience, whereas the shape of the trajectory is more informative of how behavior evolved over
time. To disentangle these two aspects of scale and shape, we estimate them separately as shown
in Figure 2.3. For a given cluster, we estimate the characteristic scale of a dimension as the root
mean square magnitude of its average trajectory. Consequently, the difference between the two
clusters is the difference in the characteristic scales. To estimate the difference between clusters in
terms of just shape for a given dimension, we normalize the average trajectory of each cluster by
the largest magnitude observed in it. This normalization scales a time series to approximately the
same scale with a maximum magnitude of one, while preserving its shape. Then, the difference in
shape between the two clusters is estimated as the DTW distance between these normalized average

time series. Figure 2.4 shows how the differences in dimensions between clusters are distributed
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between shape and scale. For dimensions above the 45ine, the difference across clusters is driven
more by the scale of observations than the shape, while the reverse is true for those below it. We
consider dimensions that fall within the lower left quadrant of the figure, defined by (Scale <
0.5 and Shape < 0.5), to be dimensions for which the clusters have similar trajectories. Thus, 14
dimensions with prototypical patterns: achieve, reward, social, we, family, friend, affiliation, risk,
certain, health, ingest, home, work, and money. Figure 2.5 shows the average time series in all
disasters for these dimensions. Next, we describe our findings based on these average time series

and discuss how they relate to existing theory on disaster response.
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Figure 2.3: Scale and shape difference for anger between clusters 1 and 2. The difference in scale
is measured as the absolute difference in the root mean sum of squares of magnitudes from the
average trajectories of the two clusters. The shape contribution is measured as the DTW distance
between magnitude-normalized average trajectories

2.5.1.1 Sense of Productivity is Lost

The normal functioning of a community depends on the stability of its physical and social envi-
ronments. Disasters tend to suddenly and significantly disrupt these. In our results, the two proto-
typical dimensions of sensemaking, Certain (Fig. 2.5)) and Risk (2.5g), reflect how communities
experience this disruption. We observe that communities experience a high level of uncertainty
from before the onset of the disaster up to two weeks after it, before gradually recovering to nor-
mal levels. In contrast, communities perceive a significant threat to themselves only immediately
after the event, that is, while the hazard is still active, which is reflected as a spike in Risk. A
more detailed analysis showed that the increase in Risk is mainly driven by tweets associated with
warnings (A.3)

In addition, we observe that the two psychological dimensions, Achieve (Fig. 2.5a) and Reward
(Fig. 2.5d), have nearly identical prototypical patterns. They show a significant decline from base-

line in the immediate aftermath of the disaster followed by a gradual return to normal by week 4.
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Figure 2.4: Scale vs. shape contributions to differences in dimensions. The values in both axes are
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To unpack this observation, we examine the contribution of individual words to these categories
(Figs. A.4 and A.5). In Achieve, the decline is driven by words that implied celebration (e.g.
win, celebrat*, proud, award) or a positive outlook in general (e.g., improv*, challenge*, achieve,
earned). The decline in these words is counterbalanced to some extent by an increase in compara-
tively neutral words (e.g. work, team*, lead). Reward follows a similar, if less clear, pattern with
words that imply a positive outlook (e.g. good, goal, scor*, promot*, adventur*) declining, while
more prosaic words (e.g. get, got, take, earn*) become more frequent. There are several possi-
ble behavioral changes within affected communities that, individually or in combination, explain
these observations. In the aftermath of the disaster, when the devastation is easily apparent, people
may feel less celebratory. Another possibility is that the disruption caused by the disaster reduces
people’s engagement with the spheres of life they associate with goals and a sense of achieve-
ment (E.g. Career, School, Sports). A third possibility is that people in the affected community
are being more selective with their Twitter use, choosing to focus on disaster-relevant content and
self-censoring any routine positive content that they deem irrelevant or inappropriate. We leave the

disentanglement among these possibilities for future work.
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2.5.1.2 Social Life Contracts and Gradually Relaxes to Pre-Disaster Levels

Given the disruption to local social life that can be caused by disasters, it is possible that commu-
nities would show a reduced level of social activity, at least for a while, after a disaster. However,
previous work suggests that people would demonstrate greater community spirit and prosociality
as they mobilize collectively to face the effects of a disaster.

Among the prototypical patterns in our results, Social (Fig. 2.5b) dimension, a measure of
overall sociality, shows a substantial decline from baseline at the start of the disaster and gradually
recovers to normal levels by week 4. Although this supports the first argument, a look at the
contributions of individual words to this aggregate observation provides valuable nuance. In the
aftermath of disasters, the observed decrease in Social is mainly due to a reduction in the relative
rate of retweets (Fig. A.6) . Communities tweet and retweet more often during and after a disaster,
but are less likely to retweet compared to posting their own tweets. We suggest that the relative
decline in retweets is due to affected communities becoming more discerning with the content they
boost with their limited energy. Previous work has shown that vulnerable populations focus on
locally produced content rather than the much larger volume of outside content during a disaster
(Kogan et al., 2015).

2.5.1.3 Food Related Processes Rebound Slower than Other Aspects of Life

We observe that among the dimensions associated with biological and physical processes, disaster-
induced perturbations have subsided quickly in all except one dimension, the Ingest dimension
associated with food-related behavior. For dimensions Health, Money, and Work, the onset of
disaster results in a decline in attention, but levels return to pre-disaster levels within a week. A
word-level analysis of this short-lived decline shows that it corresponds to affected communities
referring to routine preexisting behavior and conditions less often. For example, under Health,
people were less likely to mention the words doctor®, fitness*, cancer®, and diet* among others
(A.7) and under Money, words such as market*, shopp*, sale, and debt* occurred less often in their
tweets (A.8)°.

Compared to other dimensions that capture biological / physical processes, Ingest takes much
longer (4 weeks), to return to pre-disaster levels from the perturbation (decline) observed around
the onset of disaster. A word-level analysis shows that the decrease in Ingest is driven by words
such as dinner, lunch, beer, cake, and coffee A.11. Other words such as water, eat, hungry, egg, rice,

and thirsty actually increase in the aftermath of disaster . Words that decrease in frequency appear

4The text of a retweet contains the prefix "RT” when it is recovered from the API

>These observations were consistent between the entire post-onset period as well as considering only the first week
after onset

5We also observe a substantial increase in smoke*. However, we associate this increase with wildfire smoke as
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to be associated with relatively high-level food needs and activities, while those that increase cor-
respond to references to basic sustenance (Satter, 2007). We suggest that this observation reflects
the reality that disasters inflict substantial damage to food infrastructure (restaurants, supermar-
kets, and grocery stores), limiting food diversity and accessibility within affected communities. It
i1s more difficult to address why food-related activities take longer to rebound compared to those
related to health, employment, and finances. One possibility is that food systems rely on relatively
more types of other critical infrastructure (such as energy for equipment, water for growing, roads
for transportation, communication technology for coordination), which are likely to be disrupted
by disasters (Dobie et al., 2019). In fact, due to this dependence, the state of the food infrastructure

has been suggested as a possible indicator of short- and long-term recovery from disasters.

2.5.2 RQ2: Variations in Community Disaster Response

We identify dimensions that have large differences between clusters as those that fall outside the
lower left quadrant (Scale > 0.5 or Shape > 0.5) which includes all affective psychological
dimensions (anger, swear, sadness, anxiety, and fear), four sensemaking dimensions (insight,
cause, differ, and tentative) and the physical dimension of body (Fig. 2.6).

Overall, the two disaster clusters are differentiated by a consistent difference in the magnitudes
of the time series. The smaller cluster of 58 disasters (Cluster 1) has markedly higher intensity at
one or more points during the period across all dimensions that differ between clusters. In com-
parison, the larger cluster of 145 disasters (Cluster 2), with the exception of swear, remains at
pre-disaster levels or drops below it. In relation to prior work, we hypothesize that the smaller
cluster may correspond to more severely affected communities leading to a strong emotional re-
sponse and a need to engage in sustained sensemaking (Kohn and Levav, 1990; DeWolfe, 2000).
In the following sections, we first investigate if the differences between the two clusters may be
explained by intrinsic properties of the disasters, and then, describe the main themes that emerge
from the temporal patterns in Cluster 1.

2.5.2.1 Effect of Disaster Characteristics on Community Response

In discussing the findings, we refer to potential relationships between response trajectories and
disaster characteristics such as the type, scale, duration, speed of onset, level of forewarning, and
familiarity of the disaster drawn from existing disaster research (DeWolfe, 2000; Gaspar et al.,
2016; Tierney et al., 2001; Saleem et al., 2014). Next, we evaluate the association 3 of these

properties, type, scale, and duration, with the observed clusters of disaster response.

opposed to the culinary practice of smoking
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We derive the values for each property of a disaster in the following way. First, in terms of the
type of disaster, severe storms, fires, and floods account for 85% of the 203 disasters used in this
study. Therefore, in order to mitigate the effects of sampling bias, we limit the investigation to only
disasters of these 3 types. Cluster 1 contains 24 storms (42.25%), 24 fires (42.25%), and 5 floods
(9.5%), while cluster 2 includes 48 storms (40%), 42 fires (35%), and 30 floods (25%). Second,
we consider the total amount of federal assistance received by communities through FEMA as a
proxy for the scale of each disaster. Finally, we consider the number of days between the start date
and the end date of a disaster according to the FEMA declaration as its duration.

We use a series of logistic regressions that consider all different combinations of properties to
investigate the association of these properties with the membership of the disaster in cluster 1 or
2. For this purpose, we represent the type as three separate indicator variables (Storm, Fire, and
Flood). As shown in Table 2.4, the only statistically significant relationship is between the scale of
the disaster and the cluster in the complete model that controls both the duration and the type. This
suggests that once the type and duration are taken into account, an increase of 1 standard deviation
on the scale increases the odds of a disaster belonging to cluster 1 by 44%. This observation
provides some support for our hypothesis based on the observation of trajectories that cluster 1

corresponds to disasters that have a greater impact.

Model Scale(p) | Duration(p) | Storm(p) | Fire(p) | Flood(p)
Type i i 1.07 1.22 0.36
y e)) (D ()
. 0.88
Duration - (0.465) - - -
1.17
Scale 0313) - - - -
. 0.87 1.05 1.25 0.36
Type + Duration - (0.447) (1) 0 0
. 1.22 0.83
Duration + Scale 0.223) (0.329) - - -
. 1.44* 0.79 1.03 1.48
Type + Duration + Scale (0.046) (0.218) (1) () 0.29 (1)

Table 2.4: Odds ratios by covariate from logistic regressions predicting the cluster associated with
a disaster (*p < 0.05)

2.5.2.2 Theme 1: Fear and uncertainty recur after a delay (Cluster 1)

In Cluster 1, we observe a zig-zag pattern of increase and return to baseline levels in fear Fig.

2.61, anxiety (Fig. 2.6f), and tentative (Fig. 2.6h). These dimensions initially peak at the onset
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of disaster or in the immediate aftermath, but quickly return to pre-disaster levels within the first
few days, only to increase again almost immediately. Communities maintain an elevated levels of
fear, anxiety, and uncertainty in remaining two weeks within the study period. Interestingly, this
subsequent peak in the trajectory is higher than the original for anxiety and tentative, but lower for
fear. What may be driving this behavior within the communities of cluster 1?

Shortly after the onset of a disaster, members of communities come together in solidarity and
experience greater social cohesion, a period sometimes known as the honeymoon phase in prior
research (DeWolfe, 2000; Raphael, 1986). We suggest that this process temporarily mitigates
some of the negative emotional effects of the disaster. The end of the honeymoon phase is marked
by a decline in attention and support outside of the community, as a well as gradual exhaustion
of social support within. During this period, communities are gradually shifting their attention to
the long term and realizing that they have many challenges ahead on the road to recovery, which
can lead to a resurgence of concern. The fact that expressions of fear within these communities
don’t reach the same levels of intensity as observed at the onset of disaster whereas anxiety and
tentative exceed them, may be simply due to people being more likely to respond to the immediate
dangers in the aftermath of disaster with fear. In contrast, we suggest, uncertainty associated with

the long-term are more likely to elicit expressions of worry or concern.

2.5.2.3 Theme 2: Communities increasingly engage in sensemaking in the aftermath
(Cluster 1)

Cluster 1 communities show a pattern of gradual increase in intensity in the cognitive processing
dimensions cause (Fig. 2.6b), difference (Fig. 2.6e), tentative (Fig. 2.6h) and insight (Fig. 2.6)),
starting from the immediate aftermath of disaster to nearly the end of the study period. For differ-
ence, tentative, and insight reverses in the last few days of the study period which may be an early
sign that these communities are settling on a new normal. The fact that insight, associated with
expressions of understanding, lags behind the other three dimensions and only peaks in the final
week of the study period supports this argument.

We suggest that the presence of elevated levels of cognitive processing in cluster 1 communities,
as well as the absence thereof in cluster 2 communities, that these communities experienced greater
upheaval and had more difficulty facing the challenges brought on by disasters. This may be
at least part due to Cluster 1 being associated with more destructive disasters. However, it also
suggests that these communities are more likely to have lacked the institutional, financial, and

social resources to weather the aftermath.
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2.6 Limitations

We acknowledge some limitations in our work. First, the Twitter data for each disaster may not
be representative in terms of demographic or socioeconomic groups within the communities. We
begin with a 10% sample of all tweets and then use geotagged tweets to identify affected users.
Geotagged tweets represent only about 1% - 2% of all tweets (Sloan and Morgan, 2015). Users
who geotag tweets are more likely to be young, more wealthy, reside in urban areas, and belong to
certain ethnic groups (Sloan and Morgan, 2015). While our study does not adjust for these biases,
the fact that our many of our findings align with existing theoretical models of offline community
experience suggests that deviations between different demographic and socioeconomic groups are
more likely to be in scale rather than form.

Second, we have limited our analyses in this study to an observation period that extends only
four weeks beyond the onset of the disaster. We opted for this short term analysis to manage
computational complexity as well as the difficulty of disentangling responses associated within
individual disasters when communities, or parts of them, experience multiple disasters or other
relevant events over time. Prior work, both theoretical and empirical, suggest that recovery from
disasters can take years. It is uncertain if our methodology of measuring Twitter trajectories and the
community posts as a source of data are adequately sensitive and precise to measure community
behavior over the longer time periods.

Third, in addition to the nature of the hazard, pre-disaster characteristics of communities, such
as social and economic capital, inequality, and demographics, influence community resilience to
the adversities of disaster (Bonanno et al., 2010; Tierney et al., 2001; Council, 2006). How these
community properties interact with those of disasters to produce different recovery patterns is an
interesting research question for future study.

Finally, in using aggregate community level estimates for social and affect categories of re-
sponse, we implicitly assume that a community is monolithic. In reality, members of a community
may demonstrate range of responses. There is a risk that the collective behavior observed in our
study has been distorted due to the individual responses not being amenable to linear combination.
This limitation can be resolved in future work in two ways; (i) conducting the analysis at a more
spatially granular level, such as counties and census tract level, where demographic and socioe-
conomic data is readily available and (i1) employing statistical techniques such as latent growth
mixture modeling to automatically extract different common recovery trajectories that play out

within a single community experiencing a disaster.
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2.7 Discussion

In this study, we demonstrate that community response to disasters over social media as measured
by lexicon based time-series follow regular temporal patterns that generalize well to different dis-
asters and communities.

This study demonstrates that lexicon based time-series derived from social media posts of peo-
ple in disaster stricken communities can effectively capture many theoretically expected phenom-
ena in the collective process of recovery. In particular, we find that there are broad similarities
in community social media behavior in terms of some aspects of their lives (Ex: social, biologi-
cal, aspirational, physical) despite significant variability in terms of the type, scale, duration, level
of forewarning etc. However, the results also reveal that around a quarter of the communities
demonstrate trajectories that diverge from the majority along some aspects of their experience. In
particular, their social media conversations show a sustained levels of fear, anger, and anxiety as
well as signs of an elevated cognitive load associated with sensemaking; both signs of ongoing
challenges of adapting to post-disaster normal. In this section, we discuss the implications of this
study and its findings for two domains; (i) disaster relief and recovery efforts and (ii) future disaster

research.

2.7.1 Implications Disaster Relief and Recovery Assistance

Strategic Disaster Relief Planning. Relief organizations engaged in disaster recovery assistance
face a difficult challenge. To effectively support communities in the aftermath of a disaster, they
require two kinds of knowledge. First, at the strategic level, these organizations need to know how,
in general, community response to disasters unfolds over time, in order to inform their policies for
resource planning for assistance programs and training relief workers. The results of this study
show that the behavior of disaster-stricken communities over social media follow a regular trajec-
tory along many aspects of life and that in many cases this prototypical narrative aligns with prior
knowledge of real (offline) community experience. Further, this comprehensive, but easily com-
municated, social media narrative is mapped to a more precise timeline than traditional models of
community response. Therefore, we believe it can complement the existing suite of planning tools

of relief organizations.

Community Response Monitoring and Forecasting. Even though an idealized narrative of disaster
response is useful as an organizing principle for support organizations, each disaster is a unique
event resulting from a specific hazard affecting a particular community. Thus, the community re-
sponse to a new disaster follows its own unique trajectory that can deviate from the prototypical

trajectory - For example, we show that communities differ in the intensity of their emotional and
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cognitive response to a hazard as well as the timing of their return to stable post-disaster norms. As
a consequence, during the course of an assistance program, relief organizations are faced with the
continuous need to reconcile facts on the ground with the narrative to align their activities with the
needs of the affected community. Our work furthers support for this endeavor in three ways. First,
our methodology provides a rapidly deployable, relatively low-cost, and near real-time approach
to get a holistic picture of a community as it responds to a disaster - in the event of onset of a disas-
ter, this would involve collecting easily accessible public social media posts from members of the
affected community and generating a response trajectory using our estimation technique that re-
quires only modest computing power. Moreover, since this approach accounts for idiosyncrasies of
the community, these observations can be compared directly with the prototypical narrative. This
leads to the second benefit - relief organizations can make early forecasts on the recovery process
including the characteristic response cluster, areas that may need more or less attention compared
to original expectations (e.g. material support, mental health services, information services and so-
cial programs), and more precise timing for crucial transitions (e.g. initial shock to the honeymoon
period to the long-term perspective). In the supplementary section A.5, we demonstrate a proof
of concept analysis to compare the forecasting capability of the response trajectories observed in
this study. The results show that simply assigning an emerging community response to one of
the clusters based on that community response until the present is able to provide a forecast of its
future trajectory that outperforms time series forecasting methods using the same data around 75%

of the time.

Evaluating Disaster Relief Interventions. Another challenge that relief organizations face is the
difficulty of assessing the impact of their interventions in the aftermath of disasters. Our method-
ology and findings may be adapted for this purpose in the following manner. First, starting from
the onset of disaster and as it continues to unfold, we construct the response trajectory for the af-
fected community. We expect that even an early short-term fragment of this trajectory will contain
quantitative markers for idiosyncrasies, such as the intensity of emotional response and the char-
acteristic time to stable post-disaster behavior, stemming from the specific hazard and the specific
community. Then, we are able to forecast future community behavior, in the absence of interven-
tions, by adjusting the prototypical narrative to the observed eccentricities. Finally, we would be
able measure the effect of assistance as the deviation of actual behavior from the expected after
targeted interventions. In practice, this approach is limited to measuring the overall effect of assis-
tance due to numerous overlapping relief programs that are normally active in a community after a
disaster, rather than that of individual efforts. Further, work highlights an opportunity for the tech-
nology community to address these needs of relief organizations and disaster affected communities

through the development of software tools that automate these functions.

46



Public Perception of Community Response. In addition to formal organizations dedicated to relief
efforts, the public, either through community organizations or as individual Samaritans, invariably
plays a role in supporting communities stricken by disaster. However, unlike the organizations,
which are invested in providing relief and have established information channels regarding the
needs of the affected community, the public relies on and is influenced by the freely available, and
at times incidentally consumed, information in their every day sources of information. For many,
the primary mode of such information is likely to social media (Walker and Matsa, 2021). One
of the themes that emerged from the findings of this study is that , similar to what prior work on
offline behavior has noted, community response to disasters over social media is a combination of
multiple processes unfolding concurrently but not necessarily following the same shape or tempo-
ral order. Some processes such as emotional upheaval and community bonding operate on short
time scales (days), while other dynamics such as sensemaking last much longer. Some processes,
like emotional upheaval and sensemaking, are marked by an increase in their presence in com-
munity social media feeds while others, such as social engagement and nourishment, are marked
by their absence. Only content that exists on social media can be amplified by it and brought to
a wider audience. Therefore, the differences between different processes of community response
is also likely to lead to a disparity in the attention of the public on the corresponding community

needs.

2.7.2 Implications for Disaster Research

Recent decades have witnessed an increase in the worldwide frequency of natural disasters, to a
large extent, driven by climate change (Hagon et al., 2020; Ritchie et al., 2022). Correspondingly,
large-scale disasters that cause widespread economic and social damage and less observable effects
such as internal displacements have become more common (NCEI, 2020; Coronese et al., 2019).
These trends have added some urgency to our need to understand community response to disasters
- in particular, around the questions of what makes a community resilient to disasters and how
relief operations affect post-disaster recovery. In closing, we discuss the contributions of our study

in this context as well as future research directions opened up by this work.

Measurement. It is challenging to study community response and resilience to disasters in a widely
applicable and reproducible manner due to the many complex social phenomena that simultane-
ously unfolding along many interrelated dimensions. Traditional approaches, such as post-disaster
surveys, interviews or even ad-hoc analysis based on observational data such as social media posts,
are not suited for standardized measurement along these numerous dimensions for a wide range of
disasters. Interview and survey data suffer from biases due being collected after the fact and are

costly to collect. Further, whether using traditional or social media data, prior work has very often
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not accounted for idiosyncrasies of individual events - partially because many studies consider only
a single event. Thus our most immediate contributions to disaster research are (i) a comprehensive
thematic framework for measuring disaster response based on existing work and (ii) a scalable
method, built upon that framework, for quantifying the trajectory of community response and that

allows direct comparison between disasters.

Universality. In this study, we limit our focus to disasters in the United States over a five year
period. A logical next step would be to investigate if our findings will generalize to across different
cultures and times. i.e. Will community responses to disasters remain consistent with observations
over time? Do we observe the same prototypical narrative of disaster response in communities

outside the US in regions such as Asia and Africa?

Resilient Communities and Disaster Assistance. Resilience is an increasingly important topic in
both disaster research and policy, as high impact disasters which impose large economic and social
costs become more common. A resilient community re-emerges from the crises of disaster in a
manner epitomized by the German philosopher, Friedrich Nietzsche’s adage - “That which does
not kill us makes us stronger” (Nietzsche and Levy, 1909). In the aftermath of disaster, they
establish a new normal that is both better than the pre-disaster baseline (in terms of greater life
satisfaction, social cohesion etc.) and are consequently better adapted to face future crises. Prior
work is rich in proposed relationships between community properties, such as social capital and
wealth inequality, and disaster resilience. Since our methodology captures the effects of disasters
across different communities in a consistent manner, it can serve as the foundation for principled
future investigations that relate properties of communities to their resilience to disasters. Further,
we expect that it will have a similar utility for analyses that evaluate the effectiveness different

assistance activities in improving disaster recovery outcomes of communities.
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CHAPTER 3

Influence of Online Social Capital on Relocation
Choice after Disasters

3.1 Introduction

Disasters have a multitude of effects on individuals and communities, including psychological
and physical trauma, as well as the dismantling of social structures (Bonanno et al., 2010; Norris
et al., 2002). In the aftermath of disasters, affected people face the choice of rebuilding in situ
or relocating. The literature on migration, and especially forced relocation, offers a number of
perspectives on the factors that contribute towards the decision to relocate (or not).

Early theories of migration frame the choice to relocate as an economic cost-benefit analysis.
However, recent work paints a more nuanced picture with a combination of push factors that make
people want to move away from a region and pull factors that attract them to new locales (Lee et al.,
2017). Among factors that drive people away from a region, natural disasters feature prominently
in addition to poor living standards, unemployment, conflicts/war, etc. while superior incomes,
education, healthcare, urbanization, disaster safety, etc. are qualities that retain current residents
and attract new residents.

Although natural disasters are exogenous shocks that exert a strong outward push from the
affected region, this effect is moderated by several other factors related to the specific individual
and the resources available to the broader community. Theoretical frameworks have suggested that
an individual’s social capital, i.e. the unique resources afforded by their relationships with a social
circle, can influence their ability to cope and recover from disasters in place, or alternatively how
successfully they may be able to relocate (Aldrich, 2012a; Casagrande et al., 2015; Norris et al.,
2008). In this regard, most prior empirical work has employed coarse-grained measurements of
community-level social capital, such as the presence of community organizations and religious
affiliation (Karunarathne and Lee, 2019; Kyne and Aldrich, 2020), or simplistic measures derived
from interviews and surveys conducted with small samples in the aftermath (Engel and Ibanez,

2007; Lee et al., 2017). The primary limitation of these approaches is that they do not adequately
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characterize the specific nature, strength, or structure of interaction between individuals and their
social circle. As a consequence, the rich literature on different forms of network social capital,
such as bonding and bridging capital, distinguished by distinct structural mechanisms (Burt, 2000,
2007), remains underutilized in the work that characterizes the relocation choice and, more broadly,
resilience, in the aftermath of disasters.

Social media provide an opportunity to address this limitation, as they capture detailed infor-
mation about the extent and timing of how people interact with their online social circles. Not
only would data from social media platforms such as Twitter and Facebook allow quantifying the
pre-disaster levels of different types of social capital, they can be utilized to understand how disas-
ters affect social capital. Recent work that has used social media data to characterize social capital
and its effect on disaster resilience, coping, and evacuation choice (which is different from relo-
cation) demonstrates the potential of this approach (Kaigo, 2012; Metaxa-Kakavouli et al., 2018;
Page-Tan, 2021).

In our work, we extend this quantitative approach to assess the relationship between network
social capital, as measured based on Twitter interactions of users affected by disasters, with relo-
cation choice in the aftermath of disaster. While building on the existing body of theoretical and
empirical work on social capital in the context of disasters, our work improves on this literature
in the following ways. First, despite the potential relationship between evacuation and relocation,
relocation is a distinctly long-term and more important phenomenon in terms of the effect it has
on the trajectory of a person’s life. Second, in contrast to prior quantitative work, we will use
a large number of disasters of different types and scales that occurred in different regions of the
United States during 2014 and 2015. This allows us to account for and interpret the confounding
effects of the properties of the disaster, such as type, scale, and duration, as well as more generic
and coarse-grained resilience characteristics of the affected communities, such as the push factors

discussed earlier.

3.2 Background

In this section, we first introduce two different forms of social capital (bonding and bridging) that
we consider in this study. We discuss the social mechanisms from which they arise, the types of
social support they may afford, and how they are reflected in the structure of a social network.
Then, we discuss network robustness, and it may be important in the context of leveraging social
capital, particularly in the aftermath of an environmental jolt. We follow this with a discussion
of current knowledge on how different forms of social capital may influence an affected person’s
decision to relocate after a disaster. Finally, we briefly discuss online forms of social capital, how

they may differ from their offline counterparts, and their implications for how online social capital
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may be tied to relocation choice.

We also briefly introduce a new form of social capital, linking capital, that social scientists
have recently proposed Aldrich (2012a); Magis (2010). As with the other forms of social capital,
we discuss how this form of capital may influence relocation behavior in the following sections.
Since the nature of this form of social capital makes it challenging to quantify using only structural
features of a person’s network, we leave the study of how this form of capital affects relocation
choice after a disaster out of the core study. Instead, in an extension to it, we study the influence of
this form of capital,as well as the other two forms, by measuring the prevalence of different types

of relationship estimated using a machine-learning classifier.

3.2.1 Forms of Social Capital
3.2.1.1 Bonding Capital

Bonding capital arises from relationships between people that are “’similar to each other in many
important respects” (Putnam, 2000). Dimensions of shared identity for such ties include gender,
ethnicity, age, and social class among others, and are commonly observed within family units and
in strong friendships. From a structural perspective, these ties are associated with high levels of
closure, in that if a person shares bonding ties with two others, those others are also more likely to
share a bonding tie since they too are likely to be similar to each other. This means that a bonding
tie is generally well embedded in a cluster of similar ties in a network that allows the effective
use of social pressure and sanctions (Coleman, 1988; Putnam, 2000; Sabatini, 2009). As a result,
bonding ties are associated with higher levels of trust, reciprocity, and collaboration. However,
also as a consequence of closure, these ties are less useful to a person in terms of access to new in-
formation. As everyone in a cluster of embedded bonding ties is likely to share a common identity
in many dimensions, they are likely to be in possession of the same information (Coleman, 1988;
Granovetter, 1973). Given the structural characteristics associated with bonding ties (density and
embedding), network measurements such as tie strength, tie density, and clustering are considered
effective measurements of bonding social capital (Crossley et al., 2015; Metaxa-Kakavouli et al.,
2018).

3.2.1.2 Bridging Capital

Compared to highly embedded bonding ties, weak ties between people who only interact occa-
sionally and share only a few similarities, such as organizational affiliation, can bridge sparsely
linked parts of the larger social network (Granovetter, 1973; Putnam, 2000; Burt, 2007). As a
consequence of this sparse linkage, these bridging ties are not useful in enforcing social norms or

in engendering high levels of cooperation. However, they are useful for accessing resources, in
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particular information, from disparate parts of the social fabric outside a person’s local network
(Granovetter, 1973). Since weak ties, which reflect only occasional interaction, are less effortful
to maintain than strong ties, the majority of an average person’s social circle is likely to comprise
of weak ties.

Based on the properties of weak ties, the number of non-redundant ties that a person has to their
social circle (Crossley et al., 2015; Burt, 2007) and the size of the network (Arnaboldi et al., 2016;

Ellison et al., 2007) are natural measurements of bonding social capital.

3.2.1.3 Linking Capital

Linking capital refers to the resources that a regular individual can access through his or her con-
nection to a person or entity with power or authority (Aldrich, 2012a; Kyne and Aldrich, 2020).
Consequently, unlike the other two forms of social capital, which are horizontal in nature, link-
ing capital corresponds to a vertical power dynamic (Kyne and Aldrich, 2020). In practice, it is
challenging to discover the amount of linking capital embodied in a person’s online relationships
purely from structural measures of their network, because the key fact that differentiates this form
of capital from the others is more related to the qualitative nature of the relationships. However,
as seen in Metaxa-Kakavouli et al. (2018), the qualitative nature of a relationship (i.e., the type of

relationship) can be used to reliably differentiate linking capital from other forms of social capital.

3.2.2 Network Robustness

The structural robustness of a network refers to the extent to which a network may be able to retain
its connectivity and high-level structural features in the event of damage (loss of members and links
between them) ! (Iyer et al., 2013; Trajanovski et al., 2013; Dunne et al., 2002). In the context of
social networks, structural robustness is related to, but is distinct from, social capital. Measures
of structural robustness emphasize high network density and redundant linkages as strengths and
uneven distribution of connectivity, particularly connectivity dependent on highly central nodes,
as signs of fragility (Dunne et al., 2002; Sydney et al., 2010; Trajanovski et al., 2013). These defi-
nitions suggest a certain degree of positive (negative) correlation between robustness and bonding
(bridging) capital.

An external shock such as a disaster can disrupt an affected individual’s social circle, as well as
the broader social fabric of the community. In effect, a disaster may result in, at least temporarily,
the loss of some of its members and/or links between them. In this scenario, the structural robust-

ness of the pre-disaster social network can provide an indication of how successful the person (or

'In fact, there are two interrelated types of structural robustness; (1) Robustness of connectivity to loss and (2)
Robustness against cascading failures. In this study, we refer primarily to the former, because our context being social
and economic networks. The latter is more relevant in technological and infrastructure networks, among others
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community) may be in leveraging the social resources embedded in their regular social network in
the aftermath.

3.2.3 Social Capital, Disaster Resilience, and Relocation

In the aftermath of a disaster, communities and their members utilize their personal capabilities as
well as the resources available through social relationships to adapt to the new circumstances and
begin the journey towards recovery. The availability of social resources, that is, social capital, from
different sources has been shown to improve individual and collective outcomes after a disaster
(Aldrich, 2012b; Murphy, 2007; Hsueh, 2019; Delilah Roque et al., 2020; Lee et al., 2022). Access
to bonding capital provides individuals and communities with established and trusted pathways to
coordinate the initial response to disaster, including rescue and relief operations. They also ensure
that community members take economic risks that can lead to better long-term outcomes (Aldrich,
2012b; Chamlee-Wright and Storr, 2011). However, bridging ties tend to improve an individual’s
chances of obtaining relief supplies, access to information, and psychological support (Hsueh,
2019; Panday et al., 2021; Delilah Roque et al., 2020). Interestingly, in addition to providing access
to different types of resources, the two types of capital show differences in their availability in the
aftermath of disasters (Lee et al., 2022). Bonding capital arising from close ties, who may also
be vulnerable to the effects of the disaster affecting a focal user, seems to decline or be exhausted
in the short term. In contrast, bridging capital, which is more distributed within the network and
potentially geographically as well, continues to be available much longer. Access to high-levels of
bonding capital in the short term and high-levels of bridging capital in the longer term seems to
result in the most resilient individual and community outcomes after a disaster.

In the aftermath of disasters, linking capital ties, particularly to government organizations re-
sponsible for disaster relief, can be crucial to ensure that communities receive adequate external
support (Pfefferbaum et al., 2017; Aldrich, 2012a; Kawamoto and Kim, 2019). Therefore, we ex-
pect that access to linking capital within a community would lead to more resilient responses to
the effects of disasters. On a different note, in the related scenario of evacuations due to hurricane
warnings, Metaxa-Kakavouli et al. (2018) found that people with more linking capital, measured
by the number of politicians followed on Facebook, are more likely to promptly evacuate than oth-
ers. They concluded that people with linking capital were more likely to be exposed to hurricane
warnings, which are usually disseminated by government sources, and that people would place

more trust in warnings that they received from through their linking ties.
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3.2.3.1 Influence of Social Capital on Individual Relocation Decision

The relationship between the social capital available to an individual and their relocation decision
in the aftermath of a negative shock is more complex than its relationship to resilience. While the
influence of social capital on relocation is mediated by resilience, at an individual level, which re-
location outcome (i.e., staying or leaving) is resilient is a matter of perspective. When considering
their relocation, people are likely to weigh options with respect to the comparative impact on their
subjective well-being (Engel and Ibafiez, 2007). Therefore, an individual who chooses to relocate
because their social capital, both inside their community and outside, ensures a convenient and
profitable transition may be considered just as resilient as an individual who chooses to stay in the
community because their social ties have provided them the resources to weather the shock and
bounce back quickly. Prior work that has studied the impact of social capital on relocation due to
an external shock is limited (Lee et al., 2017; Engel and Ibafiez, 2007; Airriess et al., 2008).

Taking into account the relationships between social capital and resilience, as well as the few
studies that focused on relocation, some general observations can be made on how different types
of social capital can influence relocation. These observations will rely on a key assumption regard-
ing the correlation between bonding/bridging ties and geography. In short, given that maintaining
ties takes effort and assuming that this is more convenient and efficient in person, we argue that
bonding ties are more likely to be geographically local while bridging ties are less constrained by
geography. Extending this argument, some prior work has reasoned that bonding capital, being
more localized within the community, would be more likely to make an affected individual stay
after a disaster both by supporting their recovery and also by representing an opportunity cost of
relocation (Metaxa-Kakavouli et al., 2018). However, other studies on relocation have observed
the opposite behavior, i.e. having more bond capital increases relocation in the aftermath of a
shock (Engel and Ibafez, 2007). They provide an alternative mechanism to explain this observa-
tion by focusing on a specific subtype of bonding ties, stable long-term relationships within the
neighborhood such as neighbors and family. These relationships are likely to be more resilient to
the effects of distance, while also being more invested in supporting their transition during reloca-
tion compared to more generic but still important ties. Compared to a more generic definition of
strong ties that are characterized by high activity and position within the current structure of the
ego-network, this mechanism highlights the cumulative value of relationship stability derived from
contact over a long period or kinship.

Bridging capital, which is more likely to be distributed outside the community, would provide
access to resources and information to make potential relocation more attractive. Similar reason-
ing has been used in recent prior work that considered the effects of social capital on evacuation
behavior prior to a hurricane (Metaxa-Kakavouli et al., 2018). We formally state this reasoning as

hypotheses in the next section.
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3.3 Hypotheses

In this section, we describe the main hypotheses that are evaluated on the effects of social capital

and network robustness on relocation choice after disaster.

H1 We expect that having more bonding capital will provide affected individuals with more local
resources for recovery. However, these resources may influence in relocation choice through

opposing mechanisms depending on the stability of the corresponding relationships

(a) We expect that bonding capital, without considering the stability of contributing rela-
tionships, would be a source of local support and an opportunity cost of relocation. i.e.,

overall undifferentiated bonding capital will make relocation less likely

(b) We expect that stable strong tie relationships characterized by continued engagement
over time to be resistant to withering due to relocation and provide greater support dur-
ing relocation. i.e., bonding capital associated with stable long-term relationships
will make relocation more likely

We expect that having more bonding capital will provide resources for recovery within the
community, encouraging people to stay. i.e. bonding capital will make relocation less
likely

H2 We expect that having more geographically distributed bridging capital will give people
access to information regarding opportunities outside the community as well as resources to

make the transition smooth. i.e. bridging capital will make relocation more likely

H3 We expect that structural robustness of a person’s network will improve their ability to lever-
age the resources of their network. i.e. network robustness will enhance the effects of
social capital on the likelihood of relocation

3.4 Data

In this section, we describe (i) the set of disasters being used in this analysis, (ii) identification
of Twitter users affected by a disaster, (iii) the collection of geotagged tweets and mentions for
affected users, and (iv) the collection of tweets to establish the pre-disaster ego-network of these

users.
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3.4.1 Disasters

We rely on disaster declarations made by the US Federal Emergency Management Agency
(FEMA) to identify the disasters used in this study. In particular, we focus on the disasters that
occurred during 2014 and 2015. During this period, FEMA made a total of 153 declarations. We
exclude two declarations from our analysis since they correspond to man-made disasters whose
impact on communities was comparatively long-term and low intensity > leaving 151 declarations.
Each FEMA declaration includes the following information about a disaster; (i) type of disaster
(Flood, Fire, Storm, etc.), (ii) affected counties, (iii) disaster start date, (iv) disaster end date, and
(v) amount of FEMA aid granted. Subsequent Twitter data collection, described in the following
section, discovered potentially affected users for only 118 declarations. Table 3.1 shows statistics

for these declarations aggregated by type of disaster.

FEMA Aid | Duration

Type # Events (Mean) (Mean)

106 Days
Severe Storm 49 24.76 13.37
Fire 32 0.74 9.97
Flood 16 21.12 16.00
Severe Ice Storm 9 39.72 6.44
Snow 3 12.69 7.00
Coastal Storm 1 0.43 1.00
Mud/Landslide 1 15.04 38.00
Earthquake 1 38.83 15.00
Tornado 1 10.10 2.00
Volcano 1 11.19 203.00
Other 1 22.46 3.00

Table 3.1: Disaster Statistics

3.4.2 Affected Twitter Users

Ideally, we would want to observe users directly exposed to the disaster and who are permanent
residents of an affected area. In this study, we use a two-step approach to identify candidate users
while minimizing unnecessary data collection. First, we use a 10% archive of Twitter data to
identify individuals who posted at least one geotagged tweet from a county affected by the disaster
during the two-week period centered on the date the disaster began. These individuals are more

likely to have been directly exposed to the effects of the disaster. However, this first step doesn’t

The removed declarations correspond to the2014 Elk River Chemical Spill in West Virginia and the Flint Water
Crisis in Michigan
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account for the possibility that some of these individuals may not be permanent residents of the
affected region. We address this limitation with the second step. We use the Twitter API to collect
all geotagged tweets from candidate users for the 12 weeks immediately preceding the onset of the
disaster (baseline period).

Next, we identify a home location for each candidate user as the county subdivision from which
they produced geotagged tweets on the most days during the baseline period *. To limit the ef-
fects of sparsity of geotagged data on the reliability of these estimates, we only assign a home
location to individuals if they satisfy two conditions. First, they should have geotagged tweets
on at least five separate days during the period, and second, they must be observed at their most
frequent county subdivision at least three separate days during the same period. Prior work has
shown that variants of this approach can reliably estimate coarse-grained home locations for peo-
ple using different types of geolocation data, including mobile phone Call Detail Records (CDR),
GPS traces, and geotags from social media posts such as tweets (Calabrese et al., 2011; Kreindler
and Miyauchi, 2021; Lin and Cromley, 2018). We were able to identify 138,233 Twitter users
who resided in disaster-stricken communities in 118 FEMA declarations. Finally, we collected
all geotagged tweets of these users in the 36 weeks after the onset of the disaster to identify their

movements during that period.

3.4.3 Affected User Ego-networks

On Twitter, the ego-network, or social circle, of a user can be defined broadly as their friends,
followers, and any other users they have interacted with through mentions. However, due to lim-
itations with the Twitter API, it is not possible to uniquely identify friends and followers of a
particular user at a given point in the past. Therefore, we limit our analysis to users with whom
the affected user is observed to have engaged through reciprocal mentions. The parts of the ego
networks left out correspond to passive connections that may be informational in nature. As we
employ interaction-based measurements of social capital in this study, we argue that our observa-
tions are not biased by this choice.

Further, in order to make data collection more tractable, we limit the ego-network of an affected
user to those other users (alters) that they mentioned and were, in turn, mentioned by them at least
5 times each over the pre-disaster period. We collect Twitter data to build the interaction network
(i.e., ego-network of the focal user) of the alters selected in this manner as follows. First, for

each affected user, we collect tweets that mention other users during the 24 weeks immediately

3County subdivisions are an intermediate level of administrative boundary in the United States. It is more granular
than counties and is coarser than census tracts. For the purpose of this analysis, we used geospatial datasets acquired
from the US Census Bureau for 2016, which, for comparison, contained 3,233 counties (or statistical equivalent
entities), 36,639 county subdivisions, and 74,134 census tracts.

57



preceding the disaster. From among the set of users observed in this set, we select those who were
mentioned by the focal user at least five times during the baseline period. Then, we collect tweets
from these users that mention the focal user during the same period and remove users that did not
mention the focal user at least five times. Finally, we collect all mentions between these selected

alters during the same period.

3.5 Methods

In this section, we first describe how the Twitter ego-network is constructed using the collected data
for each affected user we have identified. Second, we define our measurements to estimate bonding
and bridging social capital, as well as robustness, using this network. Then we introduce two
types of control variables; (i) intrinsic properties of disasters and (i1) community-level resilience
variables. Finally, we describe the design of our core regression model to evaluate the relationship
between social capital of individuals and the likelihood of relocation in the aftermath of a disaster,

as well as a series of extensions to validate the robustness of the results.

3.5.1 Affected Ego Network

For each Twitter user associated with a disaster in our dataset, we construct an ego network for the
12 weeks preceding the onset of disaster. The edges of the network are directed and weighted by
the number of mentions between users during this period. When using this network to estimate
measurements of social capital that rely on relationships between alters, we exclude connections

between the focal user and the alters as is standard for ego-network analysis.

3.5.2 Measures of Twitter Social Capital

In this section, we describe a series of social capital metrics, based on prior work in traditional and
online settings, that are estimated for each affected Twitter user based on their interactions with

other users, as well as the interaction network between those users.

Bonding Capital

1. Density: The density of a person’s ego-network is an indicator of its connectivity. A higher
density indicates a better connected ego-network which is associated with bonding capital.
While network clustering and density are related, density captures network connectivity in

a more general sense than clustering. A network with several tightly knit clusters of alters
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that are not connected to each other can have moderate or high clustering, whereas density

is more closely related to the overall connectedness of the network.

2. Median Coreness: The coreness of a network node is the value of k such that the node
belongs to a k-core in the network where a k-core is a community of nodes such that each
node is connected to at least k other nodes in the community. In this sense, the coreness
of an alter within an ego-network reflects how embedded they are within it. Therefore, we

consider the median coreness of the network to be an indicator of its cohesiveness.

3. Strong Tie Retention: Two issues make identifying significant relationships (i.e., strong
ties) in a consistent manner across Twitter users purely using the number of interactions.
First, users can have widely different levels of activity. Therefore, it would not be effective
to use the same threshold for the number of interactions to distinguish between the strong and
weak ties across all users. Instead, we define strong tie alters as individuals who are in the top
X% in terms of the number of mentions by the focal user during a given period. Second, a
person’s activity level on Twitter, as well as the alters they engage with, is known to vary with
time (Myers and Leskovec, 2014). This means that, by using our threshold-based criterion,
the set of alters we would identify as being strong ties may also vary with the chosen time
period. This outcome does not quite align with the sociological understanding of significant
relationships which are perceived to be steady over long periods of time (Putnam, 2000;
Casagrande et al., 2015). Therefore, we explicitly include the stability of interaction in our
measurement of tie strength-based social capital. For a given user, let the set of strong ties
from the 12 week period immediately before the pre-disaster baseline period be S and let
{n; where i € N} be their social social circle in the baseline period. Then, the retention of

strong ties (1) is measured as follows.

_3,6(ni € 5)
N |51

r

Bridging Capital

1. Network size: The alters in a person’s ego-network include both strong and weak ties. How-
ever, since a person has only a finite amount of attention available and they focus dispropor-
tionately on important relationships, the network is made up of a small number of strong
ties that correspond to a large fraction of their interactions and a much larger number of
weak ties. Therefore, we consider the size of the ego-network as a proxy for bridging social

capital.

2. Structural Diversity: A person’s bridging capital is related to the extent to which they can
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reach or leverage different social groups or communities that are not connected to each other.
This argument relies on the idea that the resources and information available to tightly knit
communities (bonding capital) are bounded and that an individual connected to several such
groups can potentially receive information and support from all of them. We use the number
of connected components in the undirected ego-network (i.e. weak components) of a focal
user as a measure of the different sources of support available to them. Although the number
of strong components (that is, the number of connected components in the directed net-
work) is the more appropriate measurement for structural diversity (Ugander et al., 2012),
we choose weak components for two reasons. First, due to the relatively sparse nature of
Twitter mention networks, the number of strong components is strongly correlated with the
size of the network (r ~ 0.9). Therefore, including both the size of the network and the
number of strong components introduces a high level of colinearity regression models, mak-
ing the effect estimates reliable. Second, we argue that observing mentions in one direction
is a sufficient constraint to consider two Twitter users as connected when they both have

reciprocal mentions with a third (focal) user.

3.5.2.1 Network Robustness

In addition to measuring different forms of online social capital reflected in the Twitter ego-
networks of affected individuals, we also include multiple measures that capture how robust these
networks would be to partial loss of communication due to the effects of disasters *. Structurally
robustness networks would allow affected individuals to continue to channel the support of most

of their ego-network in the aftermath of a disaster despite some loss of connectivity.

1. Tie Strength Dispersion: Individuals do not interact with their social circles (online or
physically) in a uniform way. In general, most of their attention is taken up by a small
fraction of their network. Therefore, it is likely that their ability to channel the resources
of their network in the event of a crisis is more dependent on those ties. We measure the
extent of this reliance (vulnerability) in terms of the smallest percentage of alters in their
ego-network that would account for at least 90% of their mentions in the pre-disaster period.
We consider this form of robustness to be relevant for social capital measures that are related

to the size of a person’s social circle. i.e., network size and structural diversity.

2. Degree Inequality: In a similar sense to the dispersion of tie strengths between the focal

user and their social circle, the interactions between the people in that social circle can be

“Loss of communication, which in terms of the ego-network means the removal of nodes (alters) and/or edges
(relationships), may be due to a range of reasons including the parts of the individual’s social circle also being affected
by the disaster, immediate and overwhelming demands on the time and attention the individuals, and failures in
communication infrastructure
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less than evenly distributed. If a small fraction of central alters in the network are involved
in a majority of the linkages, then that network would be more vulnerable to disintegration
if they are removed. Therefore, if those central members were to lose communication or not
be available in the aftermath of disaster, it would limit the ability of the ego-network of an
affected individual to effectively support them. We measure the concentration of connec-
tivity in an ego-network as the Gini coefficient of the degrees of the alters. Assuming that
a disaster disrupts the interaction between an affected person and each of their connections
randomly, a social circle where connectivity is more concentrated around a few central in-
dividuals (i.e., high Gini) will remain more accessible and cohesive in the aftermath. We
consider this type of network robustness to be relevant to social capital measures that are
related to the level of connectivity within the ego-network. i.e., network density and median

corencss.

3.5.3 Disaster Properties

The influence of a disaster on the choice to relocate among members of the affected community can
vary depending on its intrinsic properties. For example, certain types of disasters (e.g. wildfires)
may be more likely to cause damage to homes. In this study, we consider the type, duration, and
scale (measured in terms of the amount of FEMA aid granted) as disaster properties that could

influence relocation decisions.

3.5.4 Community Resilience Variables

The resources available to an affected person are not limited to their own and those of their social
circle. They also have access to physical and social resources from their neighborhood and the
broader community. Local organizations or emergent recovery groups may provide information,
physical aid (e.g. food and shelter), and crucial emotional support in the aftermath of disasters.
In addition, some communities may have access to better infrastructure (e.g. healthcare facili-
ties and staff) or be more wealthy. Since these resources are likely to affect individual decisions
to relocate or remain in the affected community and vary by community, we include a list of 20
community resilience indicators compiled by FEMA as part of the Resilience Analysis and Plan-
ning Tool (RAPT) program’ as control variables in this study (Edgemon et al., 2020). The list
includes 11 population-focused indicators and 9 community-focused indicators, as shown in Table
3.2. The population-focused indicators are point estimates for the distribution of certain individual
attributes (e.g., age, income, employment) within communities, whereas community-focused indi-

cators capture the qualities of the collective environment (e.g., civic organizations, healthcare) that

>The online tool and other resources are found at ht tps: //rapt-fema.hub.arcgis.com/
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affect overall resilience of the community. While the RAPT data do not contain indicator measure-
ments at the county subdivision level, 12 can be either precisely estimated from census tract data

or are available directly. The remaining eight indicators, a majority of them community-focused

indicators, are only available at the county level.

Indicator Focus Data Availability
% Population without Health Insurance Population Subdivision
% Population Unemployed Population Subdivision
% Population without a High School Education | Population Subdivision
% Population with a Disability Population Subdivision
% Population without Access to a Vehicle Population Subdivision
9% Population with Home Ownership Population Subdivision
9% Population over 65 Population Subdivision
% Population of Single-Parent Households Population Subdivision
% Population with Limited English Proficiency | Population Subdivision
% Median Household Income Population Subdivision
9% Income Inequality (Gini) Population Subdivision
# Civic/Social Organizations (per 10,000 pop.) | Community County

# Hospitals (per 10,000 pop.) Community County

# Medical Professionals (per 1,000 pop.) Community County
% Population who are Religious Community County
% Mobile Homes in Housing Community Subdivision
# Public Schools (per 5,000 pop.) Community County
% Net Migration Community County

# Hotels/Motels (per 5,000 pop) Community County
% Vacant Rentals Community Subdivision

Table 3.2: Community resilience indicators from the FEMA Resilience Analysis and Planning

Program (RAPT) used as controls

3.5.5 Identifying Relocation

In order to identify if a particular affected individual has relocated, we compare their home county
subdivision during the baseline period to newly estimated home location in the 12 weeks immedi-
ately after the disaster. Home county subdivision after the disaster is estimated in the same manner
as the baseline home location using the approach described in section 3.4.2. If, for a person p, their
home location during the baseline period is H,, 4 and their home location after the event is H,, g,

then our relocation outcome variable (1?,,) is defined as follows.
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1, ifHya# Hp,p
R, =
0, otherwise

3.5.6 Regression Models

We use a series of increasingly complex mixed-effects logistic regression model to establish how
an affected individual’s pre-disaster online social capital is related to their decision to relocate
after a disaster. Let 3 be the overall intercept that reflects the base rate of relocation, Social(p), the
social capital features for person p, 7(p), the network robustness, Comm(p), the set of community
properties, Dis(p), the set of disaster properties, Dis. Type, the type of disaster, and ¢, the residual
error. We include Dis.Type as a random effect in all models. In estimating the models, we excluded
individuals for whom one or more social capital measures could not be calculated meaningfully.
For example, if a person’s Twitter ego-network, as defined by our activity constraints, contained
only one person or no one at all, most social capital measures would be undefined for them. Slightly
over 88% (121,884) of Twitter users identified as residents were excluded from the regressions in
this way, leaving approximately 16,000 users.

The estimated series of models are as follows.

M1 Base model with only the bonding and bridging capital covariates as predictors. i.e., [?, =
B + BsSocial(p) + 1|Dis.Type(p) + €

M2 Model with only interactions of social capital covariates with the robustness covariate. i.e.,
R, = B+ B,Social(p) + B,r(p) + B;.Social(p):r(p) + 1|Dis.Type(p) + e.

M3 Model with social capital covariates and disaster properties as predictors. i.e., R, = 3 +
BiSocial(p) + ByDis(p) + 1|Dis.Type(p) + €

M4 Model with interactions of social capital covariates with robustness and disaster properties
as predictors. i.e., R, = [ + B,Social(p) + B,r(p) + B;,Social(p):r(p) + ByDis(p) +
1|Dis.Type(p) + €

M5 Model with social capital covariates, disaster properties, and community properties as pre-
dictors. i.e., R, = § + B,Social(p) + ByDis(p) + B.Comm(p) + 1|Dis.Type(p) + ¢

M6 Model with interactions of social capital covariates with robustness, disaster proper-
ties, and community properties as predictors. i.e., R, = [ + BgSocial(p) + B,r(p) +
Bg -Social(p):r(p) + BqDis(p) + B.Comm(p) + 1|Dis.Type(p) + ¢
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3.5.7 Robustness Checks

In order to validate the robustness of the relationships we may observe between online social capital
of people, as well as other predictors, with their relocation choice, we also estimated two types of

variants of the models introduced in section 3.5.6.

Outcome We used the following two alternative definitions for estimating relocation.

1. Distance (Log) between the (centroids of) pre-disaster and post-disaster home county subdi-

visions
2. Rank distance (Log) of the post-disaster home county subdivision from the pre-disaster one.

These alternatives are less sensitive to the uncertainty associated with the estimated home locations
due to people’s movements not conforming precisely to county subdivision boundaries, which our

unit of spatial aggregation.

Post-disaster Observation Period There are two reasons why a post-disaster observation period
of 12 weeks may not be adequate. First, due to the sparsity of geotagged tweets, we may be unable
to reliably locate a home location for some users, and they would need to be discarded from the
analysis. This may cause the downstream analysis to be less representative in important ways,
such as in terms of socioeconomic attributes (Sloan and Morgan, 2015) or the severity of personal
impact from the disaster. Second, affected individuals may not be able to relocate immediately
in the aftermath of disaster. By limiting the post-disaster period to 12 weeks after the event, we
may be either discarding or incorrectly identifying people who take longer to relocate. In order
to account for these issues, we replicate the regression analysis using post-disaster durations of 24
and 36 weeks.

3.6 Results

In the following sections, we interpret the estimated models with respect to the main hypotheses
of the study.

3.6.1 Bonding Capital (H1)

The results provide some support for our hypotheses regarding the different ways in which forms
of bonding capital may influence a person’s relocation choice in the aftermath of disaster. From

our two measurements for undifferentiated overall bonding capital, median coreness supports

64



M1 M2 M3 M4 MS Mo

Strong Tie Retention s T f I I fa
Median Coreness —9* —12* —8* —12** —8* —12*
Density d 9 6 11 5 )
Network Size 9* 9 T 8 8* 8
Structural Diversity 4 T* 4 8* ) 8**
Tie Strength Dispersion -8 —8** 8
Degree Inequality -2 -1 -3
Coreness: Degree Inequality 1 2 2
Density:Degree Inequality 6 7 3
Size:Tie Strength Dispersion 1 —1 —1
Diversity:Tie Strength Dispersion 1 1 2
Disaster Scale 4 5 18 18
Disaster Duration 21" 21" 23 23
Median Income 24** 24x*
Income Inequality 1 0

% over 65 -3 —4
% Disability 4 3

9% No High School 18** 17
9% Unemployed 2 2

% Uninsured =21 =21
% Not English Proficient —25™* 26"
% Home Ownership 17 =17
% Single Parent 9* 9*
% No Vehicle -8 —8*
% Vacant Rentals 8** 8
9% Mobile Homes 11" —10*
# Civil Orgs. 10 9rr*
# Hospitals 2 2

# Medical Professionals —4 —4
9% Religious -3 -3
# Schools 127 13
# Hotels —6" —6"
% Net Migration —9r —9**
Intercept 147+ 14%** 147** 14+ 137 13
Observations 16,372

BIC 12,566 12,608 12,478 12,520 12,435 12,480

Table 3.3: Effects of Social Capital on Relocation Choice. Values for all covariates except for the
intercept are percentage changes from the base rate of relocation (i.e., Intercept). The stars show
statistical significance (*** p-val < 0.001, ** p-val < 0.01, * p-val < 0.05).

65



the hypothesis (H1(a)) that overall bonding capital will make a person less likely to relocation. In
contrast, density of the network does not show a statistically significant relationship with relocation
choice. The median coreness of the network measures the extent to which a person’s social circle
is made up of one or more strongly embedded groups. A unit (standard deviation) increase in
it decreases the odds that the affected individual will relocate by 9% to 12% across all models
(Table 3.3). This suggests that the more strong ties (in terms of closures in the ego-network) a
person has within their community, the more support they are likely to receive in the aftermath of a
disaster. In addition, this tightly knit local social network represents a substantial opportunity cost
to relocating.

Results also show that, as expected in HI(b) in comparison to overall bonding capital, the
presence of stable core of strong ties (Strong Tie Retention) increases the likelihood of relocation.
A unit increase in the individual’s tendency to retain their strongest ties over time tends to increase
the odds of relocation by 7%, which does not align with our hypothesis. This observation supports
the mechanism proposed in (Engel and Ibafiez, 2007) that a person’s closest relationships may be
relatively robust to the strain that distance imposes should the focal individual chooses to relocate
to the extent that they are not seen as an opportunity cost. Also, they may be qualitatively different
from strong ties defined by closure in that they could mitigate the costs of relocation (e.g., look

after property, assist with moving).

3.6.2 Bridging Capital (H2)

Our hypothesis that bridging capital makes relocation after a disaster more likely is supported by
the results. The odds of a person relocating after a disaster increase with the size of their social
circle at a rate of 7% to 9% across the models. The observed effect for structural diversity is
not statistically significant (p = 0.051 in M5). However, the pattern of results across all models
suggests that structural diversity has a similar, but smaller, effect to network size on relocation

choice.

3.6.3 Network Robustness and the Effect of Social Capital (H3)

We find no evidence to support our hypothesis that structural robustness of the network enhances
the effects of social capital on a person’s decision to relocate after a disaster. This may be due
to two reasons. First, our measures of robustness may not be sufficiently sensitive to capture any
relationships on the sparse Twitter ego-networks after controlling for the pre-disaster level of social
capital. Second, the effects of the disaster on the ego-network may not be randomly distributed as
we have assumed. For example, if the closeness of the relationship is correlated with geography,

an affected person’s strong ties are also more likely to be affected by the disaster.
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3.6.4 Effects of Disaster Attributes and Community Resilience
Disaster Properties

Both the scale and duration of a disaster are positively associated with the likelihood of an affected
person relocating afterward. This is expected since both variables capture the magnitude of the
shock on affected community and the larger the disruption, the more likely people would feel the
need to relocate. While disaster duration has a relatively constant effect of increasing odds of
relocation by approximately 20% across all models (M3, M4, MS, M6), the scale of destruction
only exerts a significant effect on relocation after accounting for community resilience attributes.
This suggests that community resources can counteract the effects of disasters of different scale in

the short term, but sustained hazards are more likely to force people to move regardless.

Community Resilience

In general, the observed effects of community resilience attributes on the choice of relocation of its
members can be encompassed within the following simple narrative. If an individual is more likely
to have access to personal and community resources that improve their resilience (e.g, income,
schools, community organizations), they are more likely to relocate. If, instead, they lack certain
resources (e.g., insurance, home ownership, low English proficiency, not owning a vehicle) or own
property within the community, they are less likely to relocate.

Additionally, the perceived attractiveness of the affected community (% Migration, % Vacant
Rentals) also influences relocation choice. A community that is seen as more attractive is more
likely to retain people after a disaster. Conversely, a disaster may accelerate migration out of a

community that is already experiencing a decrease in population.

3.6.5 Geography of Social Capital and Relocation

In building our hypotheses regarding the relationships of different forms of social capital and post-
disaster relocation choice, we relied on the assumption that the type of social capital associated
with a relationship is also related to the geographical proximity of the parties involved in it. We
test the validity of this assumption by estimating the fraction of alters from a person’s Twitter ego-
network that reside within their community (i.e. home county subdivision) and including it in the
complete regression model except for terms for interactions between social capital and structural
robustness (MS). Due to the rarity of geotagged tweets, we were only able to establish the home
locations of at least one alter for only 2,724 affected people out of 16,372 included in the original
regressions. For each such individual, we are able to identify, on average, the pre-disaster home

locations of approximately one-third of the alters. We estimate the proportion of ego-network that
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is in each focal person’s community using this sample of alters. Results show that a unit increase
in the fraction of a person’s social circle that live in the same community decreases the odds of
relocation by 16% (p = 10~3) which aligns with the expectation from our assumption that bonding
capital is more likely to be derived from geographically co-located individuals and bridging capital

is more geographically distributed.

3.6.6 Prevalance of Relationship Types and Relocation

People are likely to reach out and receive engagement from different parts of their network during
different stressful events. Such differences in support and the nature of support provided are corre-
lated with the nature of relationships between a person and different parts of the network (Aldrich,
2012b; Burt, 2007; Putnam, 2000). Prior work has shown that there are a variety of relationships
that people maintain on Twitter, and these align quite well with categories of offline relationships
(Choi et al., 2021). Furthermore, different types of ties become more active and engage more with
a focal Twitter user when they experience different life events, such as becoming unemployed or a
romantic breakup (Choi et al., 2023).

In our main analyses, we rely entirely on structural features of a person’s ego-network to mea-
sure their access to two types of social capital (i.e., bonding and bridging). Here, we use a com-
plementary approach to evaluate the effects of these two types of social capital, in addition to the
effects of linking capital, which is challenging to measure using structural measures.

In this complementary analysis, we measure the different forms of social capital in terms of
the prevalence of different types of relationships that the literature on social capital associates with
them Aldrich (2012a). To identify the type of relationship between each person and each of their
alters, we use the pre-trained deep learning classification model described in (Choi et al., 2021).
This model assigns one of five different types of relationships (social, family, romantic, organiza-
tional, and parasocial) to pairs of Twitter users based on a number of features, including linguistic
cues from tweets sent between them and the features of their profiles on the platform. Based on
the literature on social capital, we propose the following hypotheses that relate the prevalence of

different types of relationships and the types of social capital they embody to the relocation choice.

H4 Family and Romantic ties generally correspond to strong ties. Therefore, we consider the
prevalence of these types of relationships to be forms of bonding capital. Similar to H1(a),
we expect that having more ties related to family and romantic categories will make

relocation after a disaster less likely.

HS We expect that Social ties on Twitter as a whole is indicative of the broader community that

a user engages with. Therefore, we consider the prevalence of social ties to be a measure of
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bridging capital. Additionally, Organizational ties (i.e., co-worker or hierarchical relation-
ships) also represent a weak form of bridging capital that is less likely to provide the same
level of support as family, romantic, or even social relationships Choi et al. (2021). How-
ever, these ties may be able to provide information that could be useful in the aftermath of a
disaster. Similar to H2, we expect that a higher prevalence of social and organizational

ties will make relocation after a disaster more likely.

H6 Parasocial relationships are defined as asymmetric relationships where one party places
substantially more value in the relationship than the others Choi et al. (2021). This type of
relationship is broadly the most consistent with linking capital, even though it has certain
limitations. On social media platforms such as Twitter, parasocial relationships often fall
into the celebrity-fan category than other categories such as institution-citizen or politician-
citizen that are more clearly associated with linking capital. However, on social media,
politicians often have celebrity status and both them and celebrities serve as opinion lead-
ers that influence both formal institutional action and informal collective action Hunt and
Gruszczynski (2023). We expect that having more linking social capital will mean that a
person is able to find or acquire access to resources that would be useful in rebuilding in the
aftermath of a disaster. In other words, we expect a higher prevalence of linking social

capital will make relocation less likely.

Method. We summarize the ego-network of each affected person in terms of the number of
relationships of each type present® and fit a new series of regression models for relocation choice
with these five measures replacing the social capital measures of the original analysis (M1, M3,
and M5).

Results. Table 3.4 shows the estimated effects of different types of relationships on the choice
of relocation of an affected person during the first twelve weeks after the onset of a disaster. We
find no evidence to support our hypothesis that family and romantic relationships would make re-
location less likely in the aftermath of the disaster (H4). This is surprising given the consistent
reference to close ties that these types of relationship generally represent in the literature on bond-
ing capital. One explanation may be that family and romantic relationships observed on Twitter
may not be representative of offline relationships in volume, nature, or both.

In the case of the hypothesis that social and organizational ties representing different forms of
bridging ties will make relocation more likely (HS), we observe mixed results. First, the prevalence

of social category, which is the most frequent in the observed ego-networks, makes a person more

%The mean ego-network consists of 8.3 relationships, of which, 4.3 are social ties, 1.1 are family ties, 0.7 are
romantic, 1.3 are organizational, and 0.9 are parasocial
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likely to relocate in the aftermath of disaster in the first two models. We consider the observed
relationship as further confirmation that bridging capital increases the likelihood of relocating after
a disaster. We note that the effect is not statistically significant when community-level resilience
variables are included in the model (MS) which requires further investigation. Additionally, we did
not observe a statistically significant effect of the prevalence of organizational ties on relocation,
suggesting that these ties, as measured on Twitter, do not provide any support or incentive to either
relocate or stay in the aftermath of disaster.

Finally, the prevalence of parasocial relationships significantly decreases the odds that a person
would relocate in the aftermath of a disaster. This supports our hypothesis (H6) that linking capital
would help an affected person access resources from institutional sources or other individuals or
entities with authority or power, which in turn would make it more likely that they would rebuild

within the neighborhood.

Relationship Type M1’ M3’ MS’

Social 9.1* 8.4* 5
Family —24 —2.1 —-1.8
Romantic 2.3 1.2 0
Organizational —-0.4 —0.4 2.5
Parasocial —15.2%*  —16™* —11*

Table 3.4: Effect the prevalence of different relationship types on relocation choice during the first
12 weeks after the onset of disaster. Values are the changes in likelihood of relocation for a unit
(SD) increase in the prevalence of each relationship type. The stars show statistical significance
(*** p-val < 0.001, ** p-val < 0.01, * p-val < 0.05).

3.6.7 Robustness Checks

The results for models estimated considering alternative definitions of relocation (boolean, log
distance, log rank distance) over different post-disaster periods (12, 24, and 36 weeks) are generally
consistent with the observations from the core set of models discussed in the main text except for
the case of ego-network density which shows a statistically significant positive effect on the rank
distance of post-disaster home location from the pre-disaster one (Figure B.1). This observation

contradicts our hypothesis and requires further study.

3.7 Limitations

Although this study considers a relatively large number of people (more than 16,000) in a range of

different communities (76) and different types (10) of disasters, these individuals are drawn from
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among Twitter users. Even among Twitter users, our dataset is sampled from individuals who use
geotagged tweets and are reasonably active on the platform. Users who geotag tweets are more
likely to be young, more wealthy, reside in urban areas, and belong to certain ethnic groups (Sloan
and Morgan, 2015). We have mitigated, but probably not completely eliminated, the effects of
these biases on our results by including a variety of community-level resilience characteristics.

Due to limitations of the Twitter API, it is infeasible to collect data for the entire social circle
of each affected individual. As a consequence, the ego-networks that are studied here are samples
that correspond to individuals with whom our focal users had a relatively strong reciprocal pattern
of communication (5 mentions in direction over 24 weeks). Therefore, only around eighth of
the originally identified individuals could be used in the regression analyses that evaluated the
relationships between relocation choice and different forms of social capital. Since ego-network
collection is predicated to an extent on the strength of the ties, our observations are likely to be
based on only a fraction of the full range of variation in social capital among affected users. It is
possible that the magnitude of the estimated effect of social capital on relocation is different within
this population than within the average population.

Finally, in this study, we assume that a person’s Twitter ego-network provides a fair reflection
of social capital afforded by their full, online and offline, social network. While there is some
evidence to support that online and offline ego-networks are similar at least structurally (Dunbar
et al., 2015), there are likely to be differences in the motivations and mechanisms for maintaining
relationships over social media as opposed to in the real world. Although our observations on
the effects of social capital on relocation choice broadly align with the hypotheses derived from
traditional social capital literature, further investigation is necessary to confirm the mechanisms

through which social media social capital may influence relocation.

3.8 Discussion

This study investigated the relationship between a person’s social capital measured on social media
and their relocation choice in the aftermath of a disaster. In line with prior work that has argued
for the importance of social capital in post-disaster adaptation and resilience (Cong et al., 2018;
Adeola and Picou, 2014; Aldrich and Meyer, 2015; Norris et al., 2008), our results show that
a person’s social capital is likely to influence their decision to relocate. In particular, we have
demonstrated that the resources afforded by the immediate network of a person affect relocation
choice even after accounting for social capital embodied in the larger community, socio-economic
and infrastructural community attributes, as well as the nature of the specific disaster.

The observed relationships between different forms of social capital and relocation after

disaster, largely align with our expectations based the literature of social capital and migra-
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tion/relocation applied to the post-disaster context. This includes support for a rarely discussed
mechanism related to the subtype of bonding ties defined by their stability (Engel and Ibanez,
2007) that seems to oppose the more well-known effect of overall bonding capital in encouraging
people to rebuild in situ. In fact, for this meachanism that a person who maintains a core of strong
ties over time is more likely to relocate in the aftermath of a disaster is the most consistent obser-
vation related to social capital across all model variants. We believe that further study is needed to
better understand this mechanism.

We also find that a person’s bridging capital, derived from distant and sparsely connected parts
of their network, increases the likelihood that they relocate after disaster. The size of a person’s
network is more relevant in the short term, with the effect on both relocation and the distance
declining over longer periods. On the contrary, having links to more distinct social groups seems to
increasingly influence the likelihood of relocation in the long term (Figure B.1). This suggests that,
like bonding capital, there may be multiple mechanisms that link bridging capital to relocation.
For example, the size of a person’s social circle may indicate the ease with which each person is
able to make accommodations to temporarily move out of the community. However, to relocate
permanently, they would need access to more rare and substantial resources such as permanent
housing and employment. A person who interacts with many disparate social groups is likely to be
more successful in this regard (Granovetter, 1973; Burt, 2007).

Finally, we find that the prevalence of parasocial relationships, which are indicative of linking
social capital, a new form that signifies a person’s awareness of and trust in the institutional and
power structures significantly increases their odds of continuing to remain in the neighborhood
after a disaster. This observation implies that this knowledge is likely very useful for acquiring ad-
ditional resources to rebuild their lives within the community (Kawamoto and Kim, 2019; Aldrich,
2017). From a methodological perspective, we note that this observation was made possible by
utilizing attributes of affected users that went beyond purely structural properties of their network
such as elements of their virtual identities and linguistic features of their interactions. It suggests
the potential for developing more nuanced social capital measurements that combine structural and

qualitative attributes of relationships observed on social media.

Implications Disasters, both natural and man-made, affect more than 300 million people world-
wide, each disrupting their physical and social environments each year (Ritchie et al., 2022). In-
creasingly, governments, disaster relief organizations, and social workers recognize the importance
of resilience in understanding the post-disaster outcomes for people and communities (Aldrich,
2012a; Edgemon et al., 2020). Social capital is known to be a key contributor to community re-
silience by providing individuals with access to resources and support beyond their own, as well

as making communities more cohesive as a whole. However, in characterizing disaster-stricken
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communities, governments and relief agencies are generally forced to rely on coarse-grained col-
lective measures of social capital such as the presence of community institutions. This study has
shown that while these resilience indicators at the community level do indeed explain post-disaster
behavior to an extent, the personal networks of affected individuals and the resources embedded
therein also play an important role. Furthermore, we have shown that proxies of a person’s social
capital measured over social media are likely to be somewhat reliable indicators of their overall
social capital. This is suggestive of the potential of social media-based measurements to augment
the existing estimates of individual and community-level vulnerability to disasters, which would
enable relief organizations, community managers, and social workers, among others, to calibrate
and plan their supportive activities. Finally, the results of this study, including our observations
on community-level resilience, highlight the tension between individual and collective resilience
in the context of relocation. We observe that access to resources, both in social and other forms,
often increases the likelihood that an individual would leave the community after a disaster. Con-
versely, individuals who are underprivileged and have more localized social capital are less likely
to relocate. Therefore, at least for a fraction of the population, relocating in the aftermath of a
disaster represents a resilient adaptation. In contrast, for a community, its members choosing to
relocate after a disaster is clearly an adverse adaptation, as it further depletes collective resources
and disrupts the already strained social fabric. Therefore, from the perspective of governments
and community leaders, the ideal scenario would be one in which people find that they can rebuild
in situ instead of relocating. Future work should investigate the interaction between individual
social capital and community dynamics to understand how individual incentives and community

outcomes can be aligned.
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CHAPTER 4

How GitHub Projects Respond to Increased
Attention

4.1 Introduction

Collaborative crowd communities have recently become commonplace within the information
economy. They represent a significant departure from traditional organizations in terms of worker
motivation, organizational structure, and operating dynamics. Community members are driven by
non-monetary motivations such as reputation and collective identity (Benkler et al., 2015). Fur-
ther, these communities consist of loosely-knit and geographically dispersed teams with limited
formal structure, roles, or routines. This is in contrast to organizations, which have clearly defined
boundaries, authority structures, and formal routines (Benkler, 2006). Crowd communities such
as open source software (OSS) projects exhibit growth, maturation, and decline driven by both
endogenous and exogenous processes similar to more-traditional organizations. However, due to
their differences from traditional organizations, our understanding of these crowds is limited. This
is especially true for teams that are growing rapidly due to exogenous shocks that draw increased
attention (Keegan et al., 2013; Zhang et al., 2019, 2017a).

A common mechanism by which projects receive such shocks on GitHub is by appearing on the
trending page. The default view of the trending page displays 25 projects that have demonstrated
a recent growth in productivity and attention (Blog, 2013). Projects on the trending page have the
potential to attract significant attention, from users and future contributors. This represents both
an opportunity and a challenge for their members. They may be able to expand their workforce by
attracting committed and capable new contributors. Yet, their capacity to coordinate and remain
responsive to their audience might be strained by a deluge of prospective users and contributors
(Keegan et al., 2013). Furthermore, the vision of the original team may be at odds with the aspiring
newcomers, leading to friction and negative interactions that may undermine further growth.

Motivated to characterize these challenges, opportunities, and their consequences, we study the

behavior of new contributors and the adaptive response of existing members from the perspective
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of organizational change (Child and Kieser, 1981). We first characterize the scale of growth and
the interests and commitment of newcomers. Then we inspect how core members adjust their
work routines in response. Finally, we employ a theoretical framework of distributed leadership to
contextualize the evolution of the coordination structure.

Our results show that trending results in a veritable explosion in attention and engagement.
Types of engagement include starring the project to indicate interest, using the project software and
reporting issues with it, suggesting additional features and contributing code and other content to
the project. However, the vast majority of this external attention is restricted to shallow short term
interactions with the project—more so than external engagement under normal conditions. Despite
this, the scale of the attention shock means that there is still substantial growth in team size and the
work being done. Subsequently, core members shift toward coordinating the growing workforce
and move away from direct production. Even with this new administrative orientation, members
struggle to keep up with increased coordination requirements leading to backlogs, especially with
regards to outsiders, such as taking longer to respond their engagements. Finally, we find that as
members adopt a more comprehensive approach to managing the burgeoning workforce, they allow
outsiders to unofficially fill in moderately important positions. In addition, members introduce
technological solutions to improve work quality and efficiency—all in line with a more distributed
coordination structure.

In sum, we (i.) characterize the scale and nature of shocks resulting from a project being thrust
into the limelight and (ii.) shed a light on the resulting collaboration dynamics between the original
team and interested outsiders from the community. This understanding will provide the necessary
background for better equipping such teams to manage and take advantage of the deluge of good
Samaritans drawn to projects during times of rapid growth.

4.2 Related Work

Organizational Growth and Change. Organizational scholars have studied the impact of rapid
growth in organization size. Early research focused on the benefits of such rapid growth such as
an increase in organizational resources (Whetten, 1987; Baker and Cullen, 1993; Kiviluoto, 2013).
Scholars reasoned that these increases can allow organizations to seek out more opportunities for
profits (Habersang et al., 2019) and that they can reduce internal conflict as there is less need for
internal competition for resources (Baker and Cullen, 1993).

At the same time, organizational scholars have become aware of the dysfunctional consequences
of growth. First, increases in size can lead to greater work complexity (Blau, 1970; Whetten, 1987)
and, thus, difficulties in coordination (Baker and Cullen, 1993; Liozu et al., 2014; Nicholls-Nixon,

2005). Second, as organizations grow, relationships between employees become less personal—
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decreasing organizational cohesion (Liozu et al., 2014). Organizations often struggle with ensuring
that these new employees learn their shared norms and work practices (Whetten, 1987). This is
especially problematic when growth occurs rapidly (Liozu et al., 2014). In some cases reduction
in cohesion is accompanied by increases in conflict (Nicholls-Nixon, 2005). Finally, increases
in complexity and decreases in cohesion contribute to ineffectiveness and inefficiency (Nicholls-
Nixon, 2005). This can lead to organizational processes being strained, stopping the organization
from meeting its goals (Whetten, 1987).

Recently, organizational scholars have shifted toward identifying approaches to mitigate the
dysfunctions that result from growth. According to this stream of research, organizations must
change their management style and structure to adapt to growth (Liozu et al., 2014; Nicholls-
Nixon, 2005). To accomplish this, organizations must decentralize decision making and introduce
more formal rules and procedures (Baker and Cullen, 1993; Whetten, 1987). Both decentralizing
and introducing rules and procedures allow organizations to rapidly respond to changes in the en-
vironment ,while maintaining control to facilitate the coordination of work. Organizations should
also restructure to ensure that individuals or sub-units do not get overwhelmed (Nicholls-Nixon,
2005). This often involves creating new sub-units and assigning them new work and/or redirecting
work to them from existing sub-units. Finally, organizations must build and maintain relationships
among existing and new members (Nicholls-Nixon, 2005).

Drawing from these findings, we develop hypotheses for how GitHub teams respond to rapid
growth due to going trending. However, we also consider the important differences between
crowd collaborations and traditional organizations. For instance, traditional organizations have
well-defined expectations in terms of employee productivity. In contrast, crowds are characterized
by volunteers, with different levels of commitment, contributing due to non-monetary motivations
(Benkler et al., 2015). As a result, participation in these communities is often characterized by
a long-tailed distribution where most contributors do very small chunks of shallow work while
a small core group performs the bulk of the work including overall coordination. (Ortega et al.,
2008; Laniado and Tasso, 2011). This workload inequality makes coordination of volunteers more
manageable (Raymond, 1999; Arazy and Nov, 2010; Kittur and Kraut, 2008; Romero et al., 2015).

GitHub. Prior work on GitHub has focused on understanding the collaborative dynamics on the
platform. Researchers have studied the social and collaborative interactions that take place on the
site and how such interactions impact the software. Qualitative studies, mainly based on interviews,
have found that users infer each other’s goals, expertise, and interests based on their logged actions
and profile information. This information is then used to make decisions about which projects
to contribute to and how to organize collaborations (Dabbish et al., 2012; Marlow et al., 2013;

Vasilescu et al., 2015a). Other work focused on measuring large-scale statistical properties such
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as the power-law-like distribution of the number of contributors and watchers per project, the low
levels of reciprocity in the followers network, the geographical distribution users (Lima et al.,
2014), and how coordination efforts by developers scale with the size of a project (Romero et al.,
2015). Researchers have also characterized the properties of GitHub repositories at large scale
including the fraction of personal and inactive repositories and the fraction of repositories that use
pull requests (Kalliamvakou et al., 2014).

Another line of research focused on identifying the properties and routines of successful
GitHub collaborations. Characteristics indicative of success include diversity in gender and tenure
(Vasilescu et al., 2015b), the use of automated processes such as continuous integration (Vasilescu
et al., 2015c), teams with a high fraction of members with a history of collaboration (Casalnuovo
et al., 2015), and low levels of multi-tasking (Vasilescu et al., 2016). Rather than characterizing
collaboration patterns on GitHub or identifying successful collaboration dynamics, our goal in this

paper is to understand how such dynamics change when exposed to attention shocks.

Shocks on Crowd Collaboration. Past research has investigated the effects of external shocks
on crowd collaborations in other crowdsourcing platforms such as Wikipedia (Keegan et al., 2013;
Zhang et al., 2017a, 2019, 2017b). This work is unique in two important ways. First, OSS devel-
opment involves substantially more complex and diverse work than Wikipedia.

Projects on GitHub incorporate the hallmarks of crowdsourcing collaboration in openness and pro-
moting external engagement, much like Wikipedia. However, they also demonstrate a clear insider
vs. outsider dichotomy in terms of authority enabled by access privileges. Further, these projects
face growth and competitive pressures from other similar projects that also rely on the same au-
dience and volunteers for success. Second, Github provides tools for setting access privileges,
categorizing, tracking and reviewing work as well as project management. That allows us to ex-
plore more nuanced questions regarding response of crowd collaborations to shocks that parallel

what is known about traditional organizations.

4.3 Hypotheses Development

In this section, we build a research framework informed by prior work in organizational change

management as well as participation and coordination dynamics of crowd collaborations.

4.3.1 Community Engagement

The GitHub trending project page is the primary mechanism by which the platform introduces

high quality repositories to the community (Begel et al., 2013). Therefore, it serves as a source for
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developers and users to find repositories to contribute to and use (Jiang et al., 2017). Furthermore,
the trending page provides a star button for each trending repository. Therefore, we posit that being
featured in the GitHub trending list will lead to a substantial increase in community engagement
with the repository. Thus, this is our first hypothesis.

Hypothesis 1: Trending will increase community engagement with a repository.

(a) Trending will increase observed community interest, measured through starring and forking

behavior.

(b) Trending will lead to an increase in external contributions.

4.3.2 Growing Pains

Organizational theory suggests that traditional organizations with rapidly growing sales or market
share are chronically short of resources and labor. This commonly leads to employee hires to com-
pensate for growth. This, in turn, causes a number of growing pains as the existing organizational
structure is strained by the increased number of new and untrained employees and new tasks asso-
ciated with growth (Hambrick and Crozier, 1985; Fombrun and Wally, 1989). We expect a similar
trend for the repositories that are featured on the GitHub trending page. These repositories are
likely experience a sudden increase in the number of external contributors (Hypothesis 1.b). We
posit that this sudden increase will similarly strain the capacity of the core repository team. There-
fore, we expect that increased workload for the members will translate into delays and backlogs in
tasks.

Hypothesis 2: The shock will strain the capacity of the project and create backlogs of tasks.

4.3.3 Adaptation

We draw on organizational theory to build hypotheses as to how the members of a trending GitHub

repository will respond to the increased attention and contributions from the community,

4.3.3.1 Work Routines

In firms where the labor force is rapidly growing, employees from the pre-growth period—being
more experienced and knowledgeable about firm culture—are compelled to take on more manage-
ment responsibility (Hambrick and Crozier, 1985; Child and Kieser, 1981). Similarly, we posit
that GitHub repository members would have to spend more time responding to queries and coor-
dinating the work of the increased number of outside, and potentially inexperienced, contributors.
Correspondingly, we expect them to also scale back their own development work.

Hypothesis 3: Members will take on a more administrative role

79



(a) Members will do more organizational work, such as responding to and directing external

contributors.

(b) Members will do less development work.

4.3.3.2 Coordination

Growing organizations manage the increasing complexity of coordination by adopting a more de-
centralized and modular coordination style. They can achieve this through empowering lower-level
employees, specialization of roles or the division of work among overlapping working groups
(Whetten, 1987; Hambrick and Crozier, 1985; Child and Kieser, 1981; Miller, 1994). However,
this flexible structure can lead to a decline in its core values and culture, which play an impor-
tant role as a cohesive force. To compensate, management may choose to make its values explicit
through formalized procedures and highly visible symbols and slogans (Hambrick and Crozier,
1985; Fombrun and Wally, 1989; Whetten, 1987; Platt and Romero, 2018). Here, we employ
Gronn’s Distributed Leadership framework as the lens for viewing these phenomena in GitHub
(Gronn, 2002; McDonald et al., 2014). Gronn proposes that organizations that employ a dis-
tributed approach to coordination will demonstrate three broad properties; (1.) They encourage
workers to dynamically form temporary teams for spontaneous collaborations, (2.) Employees
establish relationships and responsibilities through collaborations and receive recognition for their
contributions, and (3.) Working practices are institutionalized as part of the organizational gover-
nance. We operationalize these observations as follows.

Hypothesis 4: After the shock, repository coordination will become more open and decentralized.
(a) Members will increase their collaborative engagement with outside contributors.
(b) Outside contributors will take on more central roles within the work routines.
(c) Collaboration will take on a modular structure.

(d) Members will reinforce core values through automated enforcement.

4.4 Background on GitHub and Data

GitHub is a popular social coding platform that provides tools for collaborative software devel-
opment, social networking, and reputation, project, and access privilege management. The affor-

dances of the platform have resulted in a large community of open source projects and developers.
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Due to the complexity of software development, GitHub provides several features for scaffold-
ing of common types of work. The availability of these affordances on GitHub provides us with
convenient measures of collaboration dynamics.

GitHub users can engage with a public repository in various ways. Users can make changes
to a repository by submitting a pull request. Requests need to be approved by a member of the
repository in order to be merged. Non-members can also submit and make comments on issues,
which are used to report bugs, request changes, or to make general comments. Those interested
in creating an independent copy of the repository for their use can do so by forking. Finally, users
can signal approval of a repository by starring.

Some actions are restricted to only repository members. Repository members can do anything
non-members can do in addition to adding new members, directly pushing changes to the code
without a pull request, approving or disapproving pull requests, categorizing issues and contribu-
tions, and closing issues, among others. This allows the members to effectively steer the project
but also introduces an explicit coordination bottleneck.

We rely on two different data sources: (i.) GitHub trending data, (ii.) GitHub project trace data.
We use (i.) to identify the attention shocks and use (ii.) to examine how the GitHub community

and the trending project team respond to the shock.

4.4.1 GitHub Trending Data

GitHub Trending page lists a set of repositories—updated 8 times a day—to characterize “what

9]

the GitHub community is most excited about today”’. One can filter the trends by language—all
languages are shown by default. These languages include C++, HTML, Java, Javascript, PhP,
Python, and Ruby, which are the top 7 languages that appear on the language selection drop-
down list?. For each trending repository, website visitors see the owner/repository name, primary
language name, repository description, a star button, and a list of the top five contributors for the
project. According to GitHub, in order to choose the trending repositories they “look at a variety of
data points including stars, forks, commits, follows, and pageviews, weighting them appropriately.
It’s not just about total numbers, but also how recently the events happened.” (Blog, 2013).

In this study, we scrape the GitHub Trending page every three hours—to make sure each trend-
ing change is captured—for 7 months (6/27/18 - 1/31/19). We collect this data for all languages
combined, as well as individual languages. We identify triplets (r,¢,1) of repository r and time ¢
such that r was trending at time ¢ in language [ and was not trending any time before during our

scraping period ®. To examine the projects with strong trending effects, we further limit our anal-

"https://github.com/trending
2Top languages list is personalized for logged in GitHub users. We use the non-personalized ordering here.
3In order to account for left censoring, we only consider trending repositories 14 days after the beginning of the
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ysis to the projects that appear among the top 5 trending results irrespective of whether a project

appeared directly or rose through the ranks. We identify 1,107 such triples *.

4.4.2 GitHub Projects Trace Data

We use GitHub event stream data to examine how a repository team and the broader GitHub com-

munity respond to a repository being featured in the trending repositories list.

4.4.2.1 GHArchive Data

We use GHArchive archives (https://www.gharchive.org/), which provides events in-
formation about GitHub repositories, to retrieve event data between January 2018 and February
2019 (inclusive) for all repositories. This archive includes timestamped data on a large number of
events including stars, pushes, pulled requests, issues, comments, member additions, among many
others. There are approximately 350K repositories with at least one star or fork in the timeframe
of our shocks (6/27/18 - 1/31/19).

4.4.2.2 REST API

While the GHArchive data is rich, it still does not include some important events that are central to
our measures. As such, we complement that data by using GitHub REST API in three ways. First,
we retrieve the language of each repository with at least one event within the study window. This
important feature is used in our propensity score matching step (details below). Second, we collect
data about 36 additional event types such as subscribe, renamed, and labeled, related to actions
on issues and pull requests to study group dynamics. Third, we collect data on commits including
author ids and status updates to identify automated tasks. Unlike GHArchive, data collection
through the REST API is rather slow. Therefore, we collect this data for our shocked repositories
and the set of control repositories identified using propensity score matching. In total, there are

roughly 7K such repositories.

4.4.3 Preprocessing

We perform two preprocessing tasks that are important for ensuring the reliability of the our out-

come measurements: (1) member identification and (2) removal of bot activity.

scraping period

4We originally identified 1,297 triplets. However, 190 were created at most 7 days prior to when they were trending
or had a very small amount of activity during that 7 day period (i.e. no stars or forks). We are unable to compute various
measures for these repositories and thus we removed them from our study, resulting in 1,107 triples.
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4.4.3.1 Member Identification

The evaluation of many of our hypotheses (2(a), 3(a), 3(b), 4(a), and 4(d)) rely on our ability to
distinguish repository members from external contributors. To identify members, we use all events
from GHArchive between 01/01/2018-01/31/2019. A user is labeled as a member if they perform
any event that is restricted to members only. One limitation of this approach is that there could
potentially be users who have been members of repositories since before 01/01/2018 but did not
use any membership privileges during the period. However, these users are not exercising any
member-level authority and are no different from outsiders in their observed behavior. Therefore

we expect such users to have little or no effect on our outcome measurements.

4.4.3.2 Removal of Bot Activity

GitHub allows teams to use task automation or bots for tasks such as spam prevention and code
quality assessment and deployment. Bots generate tremendous amounts of activity/events that are
not useful to understand people’s collaborative dynamics. We use the following two fold method
to identify and remove bot accounts from our study. First, we filter out GitHub accounts with
usernames that end with either “bot” or “[bot]”. Next, to identify other bots that do not follow
this standard, we perform a simple classification. We find an activity level, in terms of the average
daily number of pushes when an account was active, above which an account is considered a bot.
To evaluate different thresholds, we bucket accounts by number of pushes between oo, 1000, 500,
200, 100, 50, 25, 13, 7, 4, 2, and 0. We manually label 10 randomly selected accounts from each
bucket as bots or human by observing their activity. Next, we find the threshold that maximizes
the macro F1 score weighted by the distribution of accounts in the complete data set. We find that
the best threshold is 13 average daily pushes (#'1 = 0.78). Based on this classification, we remove

38 bot accounts in 54 treated repositories and 45 bot accounts in 67 control repositories.

4.5 Measurement

In this section, we describe the construction of measures to test our hypotheses. Table 4.1 provides

a summary of all the measures.

4.5.1 External Engagement

For hypothesis 1, we need to measure the engagement of external users (non-members) with the
repository. We measure general interest and contributions separately. To measure external interest

(H1a), we track the number of stars and forks received during a period. We use both the raw

83



number as well as a log normalized version. For a measure ), at time period ¢, the normalized

My
My

a count or a duration. We also measure external contributions (H1b) using three measures that

version of the measure is N; = log < ) We use this normalization for any metric that is
capture contribution at different levels of commitment; (1) Number of external contributors —
users who perform any action in the repository other than starring or forking, (2) number of issues

opened by external users, and (3) number of pull requests submitted by external users.

4.5.2 Backlogs and Productivity

For hypothesis 2, we need to measure the productivity of members to assess whether the flow of
external contributors expected after the shock creates backlogs. We measure productivity in two
ways.

First, we define response delay as the average amount of time it takes a member to respond to
an issue or pull request. This measures the overall responsiveness of the members. Second, we
measure closure efficiency as the effectiveness of the members in closing open tasks. To do so, we
first define the concept of a stale issue or pull request. We consider a task that has remained open
for 60 days as stale. We assume that stale items are probably outdated and not will not lead to
further action. We then consider the amount of time available to close a task during a period as the
minimum of the time remaining during the period and the time remaining before it becomes stale.
Finally, we measure the repository issue (pull request) closure efficiency, as 1 minus the average
fraction of time taken by members to close active issues (pull requests) and the time available to

them.

4.5.3 Member Administrative Orientation

For hypothesis 3, we need to evaluate whether members in shocked repositories are becoming
more administration oriented. We separately measure volume of administrative work (H3a) and
development work (H3b). For development work, we measure (1) the total number of pushes and
pull requests by members and (2) the total number of lines of code or text members added using
pushes and pull requests. For administrative work, we measure the total number of issues (pull

requests) closed.

4.5.4 Coordination Processes

For hypotheses 4, we need to measure various aspects of a project’s coordination patterns and

openness.
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Member Engagement with Outsiders. Members engage outsiders primarily through pull re-
quests and issues. Therefore, we measure member engagement with outsiders (H4a) using (1)
the average number of issues (pull requests) edited by a member and the (2) the total number of

outsider pull requests accepted during a period.

Table 4.1: Measurement of GitHub project behavior used to test our hypotheses described in sec-
tion 4.5

Group Measure
- External # Stars
= g Interest # Forks
g %E'}a = # External Contributors
)~ s E External # Issues Opened
= 5 Contribution # PRs opened

Avg. # Files Edited by Out-

siders
gn Issue Response Delay
= . PR Response Delay
=
4 = Productivity Issue Closure Efficiency
R PR Closure Efficiency

# Pushes and PRs

Development .
# Lines of code
Work

# Issues Closed
Admin. Work # PRs Closed

Member
Orientation
(H3)

Member Avg. # Issues Edited by
Engagement Members
with Outsiders | Avg. # PRs Edited by Mem-
bers
Total # PRs Approved

Outsiders in Top File Editors
Outsider Centrality-File Net.
Outsider Centrality-Issue
Net.

Outsider Centrality- PR Net.
Modularity of File Network
Specialization Modularity of Issue Network
Modularity of PR Network
Binary use of Automation

# Automated Tasks

Decentralization

Coordination Processes
and Decentralization
(H4)

Automation

Decentralization. We quantify decentralization within projects by examining the distribution of
collaborative effort between members and outsiders. We use two types of metrics to evaluate the

changing role of outsiders’. First, in order to assess the extent of the impact that outsiders have on

3 Another potential way to examine decentralization is to quantify the rate with which outsiders transition to project
members. However, recruitment of members is, in general, a slow process and we expect our study period may not be
long enough to capture changes.
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project’s output, we measure the percentage of outsiders among the top x% users in terms of files
edited.

Second, we measure the role of the outsiders in the collaborative process by assessing their
degree centrality in three types of collaboration networks: collaboration in (1) files, (2) issues, and
(3) pull requests. We construct each of the collaboration networks as follows. First, we build a
bipartite network that indicates which users edited which items. In the file-user network, we add
an edge between a user and a file if the user has edited the file. In issue-user and pull request-
user networks, we add an edge between a user and an issue (pull request) if the user has taken
any action in relation to it (e.g. open, close, comment, label, review, pin). Next, we construct the
collaboration network by getting the projection of the bipartite network on the users such that the
weight contributed by an item acted on by two users is inversely proportional to the total number
of users that have acted on it (Newman, 2001). Rather than measuring the change in the mean
centrality of outsiders, which would be problematic since the size of the networks can change, we
measure the fraction of outsiders that are among the top K % most central nodes. We test several
values of K between 10% and 50%.

Specialization. Modularity of a network measures the degree to which it is organized into
groups of nodes that interact more often with each other than with outsiders. In the file, issue, and
pull request collaboration networks of a repository, we employ it is an indicator of the extent to
which contributors specialize on different aspects of the project, such as contributing code for a
particular feature or addressing certain types of issues.

Automation. GitHub project teams can use automation to perform a variety of routine tasks,
such as running tests against submitted pull requests, edit-locking stale issues and pull requests
for spam prevention, and build and deploy code. In general, these tasks reflect the values and
standards members wish to uphold in addition to being a mechanism for increasing productivity.
We consider two measures in this context; (1) A binary value indicating if a project uses any task

automation and (2) the unique number of such tasks.

4.6 Methods

In the following sections, we detail our approach for constructing a comparison group of reposi-
tories using propensity score matching, operationalizing our measures, and testing our hypotheses

using difference-in-difference.
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4.6.1 Propensity Score Matching

We use propensity score matching (PSM) to select a comparable set of matched repositories
(Rosenbaum and Rubin, 1985; Imbens and Rubin, 2015). Broadly, this involves four steps; (1.) We
estimate the likelihood (i.e. propensity) of a repository receiving the treatment (i.e. going trending
on a given day) through a regression with an appropriate set of covariates described below. (2.)
For each treated repository, we find the nearest neighbors w.r.t. a combination of the propensity
and covariate similarity, (3.) We stratify the resulting set of shocks and matches by their propensity
scores, and (4.) Within each strata, we estimate the overall similarity of the matches to the shocks
w.r.t. covariates to ensure we have adequately accounted for selection effects. In the following

sections, we describe this process in detail.

4.6.1.1 Covariates

While we are unaware of the exact design of the algorithm that GitHub uses to select trending
repositories, we know that it is largely based on the size and the growth of external attention mea-
sured by stars and forks (TechCrunch, 2013; Blog, 2013). In fact, according to the former head of
GitHub’s marketing team, “stars are the primary consideration for whether a repository is trending
or not” (Begel et al., 2013). Based on this we use the number of daily stars and forks for esti-
mating the likelihood of each repository-date combination having experienced a shock. Our goal
is to match each shocked repository to a control set of non-trending repository-date combinations
that had a similar propensity to be shocked based on the scale and trend in attention growth in the
preceding week. To do so, we condition on the following covariates. First, to account for volume,
we use daily number of stars and forks a repository received over the week preceding the day of
the shock. Second, to account for daily changes, we also use Log ratios of daily numbers of stars
and forks of consecutive days, with the count of the more recent day as the numerator, over the
week preceding the day of the shock. To be a candidate for the matched set, a repository-date
combination must meet the following conditions: (i) the repository must not appear anywhere on
the GitHub’s trending page during our study period and (ii) the repository must receive at least one

star or fork during the week prior to the date.

4.6.1.2 Propensity Scores

We model the likelihood of a repository trending as a logistic function of our covariates to estimate
propensity scores for each repository-date in our dataset. Given the imbalanced nature of our data
(1,107 positive and 27 million negative instances), we use weighted logistic regression and apply
a weight to each class proportional to the class size. The resulting model clearly differentiates

between shocks and non-shocks as seen by the propensity score distributions in Figure 4.1.
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Figure 4.1: Propensity Score Distributions. (a). Shocks vs. All Non Shocked. (b). Shocks vs.
Matches

4.6.1.3 Matching

We now use the estimated propensity scores to define our control set. Rather than simply using the
repositories with the closest propensity score, we use a hybrid method that, for each shock, first
defines a sufficiently similar neighborhood using the linear (i.e. log-odds) version of the propen-
sity score (10% of the pooled standard deviation \/ s (SD? + SD? )) and then selects

shocks not_shocks

the nearest neighbor repositories of the same programming language in terms of the Mahalanobis
distance based on the covariates (Rosenbaum and Rubin, 1985). The version of the Mahalanobis
distance we employ weighs its different components by their effect sizes from the regression. This
way, we prioritize those covariates that are highly predictive of the propensity score (Greevy Jr
et al., 2012). If we do not find an adequate number of matches within propensity score neighbor-
hood, we resort to selecting the remaining matches from the next nearest neighbors in terms of
the propensity score itself (Rosenbaum and Rubin, 1985). Following this procedure, we select 5
matches for each of the 1,107 shocks that remain in our dataset.

Figure 4.2¢ shows time series of the number of daily stars and forks for shocked and control
repositories vs. the number of days from the day of the shock. We observe that both groups of
repositories exhibit an increase in attention prior to the shock — which is expected since GitHub se-
lects repositories with increasing visibility for their trending page, and control repositories should
exhibit a similar pattern by the design of the matching procedure. However, after the shock, con-
trol repositories return to their baseline much faster than shocked ones. This is also to be expected
since control repositories were not listed on the trending page and thus do not receive an additional

boost in attention.
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(c) Number of stars (a) and forks (b) vs. number of days from the shock for control and shocked repositories.

4.6.1.4 Stratification

Next, in order to account for any selection effects that may remain after matching, we stratify
the combined shocks and matches dataset using the linear propensity score such that the behavior

of shocked repositories is compared only against that of matched repositories in the same strata

(Imbens and Rubin, 2015). We apply the following procedure:

(1) Remove all matches that have a linear propensity score (PS) less than the minimum PS

among the shocks (PS,,;,) (11 matches removed).

(2) Remove all shocks that have a PS greater than the maximum PS among the matches (PS,,,4.)-

(3) The initial block is defined by [P.S,in, PSmaz]
(4) Repeat the following steps until there are no blocks left to split

(a) For each block, calculate the t-statistic (t) for the mean difference in PS between

shocked and matched repositories

(b) If | t |< 1, treatment is sufficiently uncorrelated with PS. There is no need to further
split the block
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(c) If | ¢t |> 1, Split into two blocks along the median PS of the block if each new block

has at least max(3, K + 2) observations, where K is the number of covariates.

This approach splits our data into 6 consecutive blocks with different numbers of shocks and
matches (Table 4.2). All except the smallest block retain approximately the 1 to 5 ratio between
shocks and matches. In the smallest block with 44 shocks corresponding to the highest PS scores

there are only 3.7 times as many matches.

Table 4.2: Propensity Score Block Statistics

Lower | Upper
Block | Bound | Bound | Shocks | Matches t
1 -2.56 4.88 548 2768 -0.33
2 4.88 12.58 278 1379 -0.21
3 12.58 | 24.60 140 688 0.11
4 24.60 | 39.54 65 350 0.28
5 39.54 | 57.64 32 176 -0.02
6 57.64 | 375.5 44 163 0.96

4.6.1.5 Balance

We verify that matches are sufficiently comparable to the shocks by evaluating the balance of the
covariates using the standardized mean difference (SMD). First, we estimate the maximum value
that the SMD of a covariate can have if group membership (shocked or matched) accounts for less

than 1% of its variance using the formula r» = , where r is the square root of the vari-

\ﬂd2+d1/<pq>>
ance, d is the SMD, p is the fraction of shocks and ¢ = 1 — p (Cohen, 1988). Considering the 1:5
ratio between shocks and matches overall, we arrive at an upper bound for the SMD of 0.269. For
each covariate, we estimate an overall SMD across all the blocks by using the weighting scheme
from (Imbens and Rubin, 2015) that takes into account the number of shocked and matched repos-
itories as well as the distribution of the covariate values in each block. For all our covariates, SMD
calculated in this manner satisfy the estimated upper bound constraint. The maximum covariate
SMD is 0.22 and the mean, when weighted by their corresponding effect sizes in the regression,
is 0.13. This indicates that match quality is substantially better for covariates strongly associated

with the propensity.
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4.6.2 Hypothesis Evaluation
4.6.2.1 Difference-in-Shocked Analysis

We evaluate the first order behavioral changes in the treated repositories before and after the shock.
For a behavior, y, we measure the change in a given treated repository as y; — ¥;—1, where y,_;
and 7, are the median measurements of y before and after the treatment respectively. We evaluate
the statistical significance of this difference using Kruskal-Wallis one-way variance test (Kruskal
and Wallis, 1952). Given that the control repositories also exhibit increased outside engagement,
the observed response may be driven by a combination of organic growth and the attention shock.

Thus, in order to the disentangle these effects, we also employ a diff-in-diff model.

4.6.2.2 Difference-in-Difference Model

We use a difference-in-difference (DD) regression approach (Abadie, 2005) to compare the
changes in shocked and matched repository behaviors to test our hypotheses described in Sec-
tion 4.3. Difference-in-Difference is a quasi experimental approach that estimates the effect of a
treatment in observational data by comparing against the outcome in the treatment set to a coun-
terfactual derived from a suitable control set. We use this measure to characterize the change in
each of the behaviors of interest (described in Section 4.5) 30 days before and after the shock. In
order to account for propensity score based stratification in our model, we use a fixed effect for the

block to which an instance belongs. This mixed effects model is summarized by the following:

Yit = Bo + Bit + Bod + Bstl + BuB + B,C + €

where y;; is the outcome for repository ¢ for behavior ¥, ¢ is an indicator variable for time
period (0 during the period before the reference date and 1 after it), / is an indicator variable for
treatment (1 if ¢ is in the treated set or 0 otherwise), B is the PS block to which ¢ belongs, 5,.C
is a placeholder for controls and ¢ is residual error. The coefficient 33 represents the difference in

changes in outcome y;; over time between the treatment and the control group.

4.7 Results

In this section, we describe the results for our hypotheses based on the difference-in-shocked and

difference-in-difference estimates.
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4.7.1 HI1: External Engagement and Contribution
4.7.1.1 Engagement

Figure 4.3 shows that the number of stars and forks received by a repository increases substantially
after being shocked. The difference estimates show that a shocked repository receives approxi-
mately 107% more stars and 67% forks than before on average. Also, this increase is even larger
when compared with the control (237% for stars and 131% forks). This suggests that attention on
shocked repositories is growing rapidly, while the attention on the control repositories is rapidly

returning to baseline.

4.7.1.2 Contribution

We also observe ~ 50% increase in the number of users who performed at least one action other
than starring and forking (Figure 4.3). Further, this observation remains statistically significant for
higher thresholds of 2 (33%), 3 (28%), and 5 (7.5%) actions. We observe similar but smaller effects
for the number of pull requests (5%) and issues opened (25%). Similar to our observations with
low-effort engagement, the increase in external contributions in shocked repositories is even larger
when compared with the controls which seem to be slowing down. However, when considering
the number of files edited by external contributors we find that the external contributions are not
scaling at the same rate. In fact, we see that on average an outside contributor edits 37% fewer
files and that this effect persists, to a lesser extent (10%), when compared with the control set. This
provides a more nuanced perspective of increasing outsider contribution, where most contributions
from the expanded outsider community are relatively shallow. Taken together, our results support
hypotheses 1(a) and partially support 1(b) — there is a large increase in engagement, in terms of

software interest, but also in willingness to contribute, albeit shallow ones.

4.7.2 H2: Backlogs

With external engagement increasing, we expect members of shocked repositories to be over-
whelmed by the growing number of tasks that need their attention. While, some evidence of this
emerges, our observations depict a more complex portrait of the situation (Figure 4.4). After the
shock, the amount of time it takes a member to respond to a new issue or a pull request increases
substantially, by 30% and 42% respectively. This suggests that members are indeed feeling the
strain of an increased workload. This decrease in responsiveness is even larger compared against
control repositories where external attention is declining when compared to the reference date.
However, we do not see conclusive evidence suggesting that members in shocked repositories

are becoming less efficient in actually closing pull requests or issues. While the efficiency of deal-
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ing with pull requests seems to decrease slightly (=~ 4%), this slow down is no different from the
one observed in control repositories, suggesting that this slowdown is a consequence of increased
organic attention, but not of the shock itself. In addition, issue closure efficiency does not show
any change in shocked repositories either with or without comparison to the controls.

Overall, members of shocked repositories are slower with regards to their initial response to-
wards external engagement. However, they are still managing to keep up with the workload by

following through on tasks. In summary, our results partially support hypothesis 2.

4.7.3 H3: Member Administrative Orientation

How do the members of shocked repositories compensate for the increasing demands on their
time from outsiders? Figure 4.5 shows that, as we hypothesized, members of shocked repositories

become more administration oriented.

4.7.3.1 Admin Work

We observe that members are trying to keep up with the increased administrative overhead of
engaging with outsiders. The number of issues and pull requests they close increase substantially
after the shock, with the number of issue closures increasing by 33% and pull request closures
increasing by 11% after controlling for the number active items (issues or pull requests) during

each period.

4.7.3.2 Development Work

Members of shocked repositories are doing substantially less development work in the aftermath
of the shock. On average, they submit 38% fewer pushes and pull requests in the period after
the shock. They fall behind members of control repositories even more (42%). We also inspect
the lines of code (or text) changed by members as this metric can be more illuminating in this
context. Again, we observe that members in shocked repositories reduce the number of lines they
change—albeit by a smaller percentage of 18%. This decline is much more substantial (57%)
when compared to the control set.

Overall, we find that members in shocked repositories forego development work to coordinate

external engagement and contributions, providing support for hypotheses 3(a) and 3(b).

4.7.4 H4: Coordination Processes and Decentralization

Based on our hypotheses, we expect that GitHub projects that experience an attention shock will

become more open and decentralized. In general, our results largely align with the expectation
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and provide partial support for hypothesis 4 (see figure 4.6). However, there are several important

caveats and robustness tests discussed below.

4.7.4.1 Member Engagement with Outsiders

The results show that members are trying to accommodate the greater volume of incoming con-
tributions. The number of pull requests approved increases by a 12% for shocked repositories.
However, this increase is no different from that of the control set. Therefore, this increasing open-
ness appears to be a function of the organic growth of a repository rather than the effect of an
attention shock. We also do not see a significant change in the number of issues edited by mem-
bers among shocked repositories. However, in comparison to the control set, the story changes
— there is indeed a large increase (30%) in the number of edited issues by members in shocked
repositories relative to control. This suggests that shocked repositories are maintaining their en-
gagement at higher levels than the control set. In terms of engagement on external pull requests,
we observe that individual members in shocked projects edit moderately fewer pull requests (17%)
than before, but, in fact, they are editing more, almost 44%, relative to the control set. We find
support for hypothesis 4(a), but the effect is due to both natural growth and the shock; and the

specific type of engagement (issues or pull requests).
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Figure 4.3: External Engagement (H1). The bars show the effect sizes for the Diff-in-Diff regres-
sion, which represents the effect of the shock on each measure relative to the control group as a
percentage, as well as the difference in medians before and after the shock for shocked repositories
only. The error bars show 95% confidence intervals. The stars show significance (*** p-val <
0.001, ** p-val < 0.01, * p-val < 0.05). Other bar plots in this section follow the same format.

4.7.4.2 Decentralization

We find evidence for hypothesis 4(b). Members of shocked repositories do indeed allow outsiders
to take on more central positions in work, thereby adopting a more decentralized brand of coor-

dination. However, there is one important caveat. First, we observe that, among shocked repos-
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Figure 4.5: Member Admin. Orientation (H3)

itories, the fraction of outsiders among the top 50% contributors with most files edited increases
by approximately 8%. This increase remains roughly the same in magnitude when compared with
control repositories (7.2%), indicating that, in the aftermath of the shock, outsiders are allowed to
make more substantive contributions than they would have in other times of increased attention.
Robustness tests show that this phenomenon persists at a higher threshold of 40% but not beyond.
However, in contrast to this observation, we observe that the fraction of outsiders among the top
50% most central contributors with highest degree centrality in the file collaboration network does
not change in the shocked repositories with or without comparing to the controls. Therefore, it
appears that, while outsiders are being allowed to make greater contributions, these contributions
may be relatively isolated from core parts of the project, where development is likely to be more
collaborative.

Less experience and effort is required to contribute to discussions surrounding issues and pull
requests than to contribute code. Therefore, we expect that it would be easier for outsiders to take
on more central roles in the collaboration related to issue and pull request discussions. Our re-
sults for the fraction of outsiders among the top 50% contributors with highest degree centrality
for issue and pull request collaboration networks show that this is indeed the case. We observe
that the number of outsiders among the most central contributors increases by 3% in the issue col-
laboration network and by 5% in the pull request network. In both cases, this effect is amplified
when compared against the controls (7% and 8% among issue and pull requests networks, respec-
tively), indicating the increased external attention drives decentralization. Additional robustness

tests show that the increasing importance of outsiders in the issues collaboration networks is con-
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Figure 4.6: Coordination Processes and Decentralization (H4). Missing bars indicate that all values
for the corresponding measurement are zero.

sistent even at higher thresholds of top 40%, 30%, 20%, and 10%, while it extends only up to
the top 40% in the pull request network. Thus the centrality of outsiders is more persistent with
issue discussions which require less effort and expertise than pull request discussions. This serves
as further evidence that outsiders work within a hierarchy of commitment and experience as they

become more central.

4.7.4.3 Modularity of Collaboration

Our results provide partial support for hypothesis 4(c), which predicts increase in specialization by
members and outsiders to deal with coordination costs. First, in the file and pull request networks,
which are associated with contributors with relatively high levels of commitment, we observe no
effect on the modularity of collaboration in the shock set, with or without a comparison to the
control set. However, in the issue collaboration network, which is associated with relatively low
effort, we do see a small increase in modularity of 7.5%, which remains true when compared with
the controls (5%), indicating that some level of specialization does occur. Why does file and pull
request collaboration, which stands to benefit perhaps even more than issues, not show any effect?
We argue that this may be due to the relatively high complexity of these contributions. Code
contributions and discussions about pull requests require more effort and expertise, which take
more time to build up compared to issue discussions, which often serve as landing site of general

queries.
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4.7.4.4 Automation

Regarding automation, our results provide only partial support for hypothesis 4(d). Shocked
projects become slightly more likely to adopt automation if they haven’t already (6%). However,
this increased likelihood is no different in the control set. This suggests that the shocked projects
that adopted automation, would have probably adopted automation anyway as part of their natural
growth. Further, contrary our expectation, the number of automated tasks in shocked repositories
decreases by 20% in the aftermath and this remains true to a lesser extent even when compared to
the controls (8%). What explains this pattern? Organic growth that leads to a shock is sometimes
associated with a concerted drive in development to produce a software release. The number of
automated tasks right before a release (and the shock) could be substantially higher than at other
times. This would inflate automation in the before period. Future work should determine if this

potential mechanism is indeed at play.

4.8 Limitations

Our paper has several limitations. First, we only consider the short-term impact of the shock.
Whether the shock has a long lasting impact remains as an open question. Second, our analysis
is based on logged user actions such as committing and submitting pull requests, but ignores the
text in comments or measures of code quality in pull requests. A more detailed analysis of this
content could uncover new dynamics that we do not capture here. Third, we test our hypotheses
independently of each other. While this approach is sufficient to characterize the effects of the
attention shock on the collaboration dynamics, it is possible that there are dependencies between
our collaboration measures. For example, the level of modularity in the issue collaboration network
may impact the time to address issues. Future work can examine interactions between our measures
through the use of structural equation models. Fourth, we do not consider the impact of repeated
shocks on a repository. Additionally, since we do not have access to trending data prior to our 7
month period, we cannot be sure that the repositories that were trending during our period were not
trending prior to it. Fifth, we ignore aspects such as the application and quality of repositories when
selecting our controls. This could affect the quality of matching. However, because we selected
controls based on GitHub’s statements about trending repositories and covariate balance was within
acceptable limits based on standard metrics, we deem our control dataset to be adequately similar
to the trending projects. Finally, we characterize the response by repositories to attention shocks
but do not address whether the observed responses are beneficial or harmful. Future work should
uncover which types of responses lead to desirable outcomes such as higher quality and increase

in adoption.
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4.9 Discussion

Our research expands the current understanding of open source software crowds by studying how
they respond to attention shocks. Trending GitHub crowds actually respond or adapt similarly
to successful organizations despite their differences. Based on the analysis using the distributed
leadership framework, core members attempt to adapt their coordination style by distributing work
responsibility. For, example, they allow outsiders to take more central yet unofficial positions.
They also increasingly adopt automation as a means of enforcing community norms and work
practices. The project also self-organizes into a modular structure while core members restructure
their work. Despite this apparent positive response by core members there are some signals that
they are being overwhelmed, at least in the short term. Due to the increase in contributions from
outsiders, core members strain to coordinate work and begin to accumulate backlogs, which lead to
delays in responding outsiders. This study provides implications for GitHub crowds responding to
attention shocks. First, most of the engagement from arriving outside contributors are shallow. This
has the effect of increasing the work of core members, making it potentially difficult to leverage the
efforts of these arriving outside contributors. This begs the question: How can core members make
the most of such increased resources? One approach is to make easily doable small tasks highly
visible through public to-do lists that outsiders can work on. This can help outsiders easily identify
urgent needs of the project and make it more likely that their contributions will be accepted.

Second, despite the best efforts of core members, a backlog of pull requests and issues pile
up, and while they eventually close them, there are long delays in responding to them. This low
responsiveness has the potential of dissuading the contributions of outsiders, including those who
could have become productive contributors. How can crowds being impacted by attention shocks
prevent low responsiveness from running off arriving outsiders? One possibility is to automate
responses to pull requests and issues using boilerplate responses (e.g. Thanks! Will get back to
you) (McDonald et al., 2014). An automated response might give outsider the sense that members
are aware of their contributions and will eventually review them.

Finally, new work groups emerge and arriving outsiders become increasingly central. This may
explain why members are able to keep up with closing issues and pull requests. However, this
is more likely to be a spontaneous self-organized response rather than a planned strategy. An
open question is how GitHub should manage the expectations of members of repositories that are
listed on the trending page. Our findings suggest that this can create both opportunities for more
attention and contributors, but also a potential disruption to their routines. Providing members with
a warning of what is likely to come their way could help them be more prepared to herd the deluge

of good Samaritans.
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CHAPTER 5

Conclusions

5.1 Summary of Contributions

5.1.1 Overview

In this dissertation, we have utilized quasi-experimental study design in combination with large-
scale digital trace data from the Social Web to investigate how people respond to the challenges
brought on by sudden external events in two different settings: (i) natural disasters and (ii) online
crowds experiencing a sudden burst in popularity. As a whole, these studies demonstrate the po-
tential for the combination of quasi-experimental study design and “Socia Web” data to advance
the causal understanding of a domain that is generally infeasible to study experimentally. These
studies, each using a different quasi-experimental setup, also highlight the validity issues that this
framework needs to account for, especially when generalizing causal claims beyond the online
settings they are based on to offline behavior Diaz et al. (2016); Oktay et al. (2010).

5.1.2 Adaptaton to Exogenous Shocks

Human society is increasingly vulnerable to frequent cascading shocks due to coupled social, po-
litical, technological, and ecological networks. As a consequence, top-down reactive interventions,
a mainstay of government policy toolboxes, have become less effective and may even induce un-
desirable adaptations (Rabe, 2004; Taleb, 2007; Trump et al., 2017). In this context, it is important
to understand emergent human adaptations to adverse external events,in different individual and
collective settings, the desirability of the corresponding outcomes, and the attributes and processes
that lead to desired outcomes. This knowledge can inform proactive policies that focus on building
social resilience in different settings.

In this dissertation, we find that people demonstrate a range of emergent adaptive behaviors in
the face of external shocks that disrupt their normal functioning and that these adaptations take

place largely through the leveraging and reconfiguration of social linkages.

99



In chapter 2, we find that communities experiencing disasters rely on a normally diffuse sense
of collective identity that comes into sharp focus in the event of a disaster as a focal point to
respond cohesively in the immediate aftermath. Most communities appear to weather the effects
of disasters well at least in the short term, though a minority seem to experience much more
substantial negative effect in terms of long-lasting and recurring patterns of negative affect as
well as an increasing engagement in sensemaking overtime, indicating that a continuing struggle
to come to terms with their new reality. Beyond these differences, community responses follow
prototypical pathways along social, aspirational, biological, and physical dimensions. Both these
prototypical patterns and the differences that suggest variations in the level of successful adaptation
can inform strategic community resilience planning at the state and regional levels. Furthermore,
our findings demonstrate the potential to use, with careful calibration, social media traces to track
and forecast community response trajectories and, by extension, to evaluate the efficacy of relief
and recovery activities.

In Chapter 3, we find that a person’s decision to relocate after a disaster is associated with
the social capital reflected in their social media. We find that bonding capital, operationalized as
derived from relationships that are highly embedded in the overall network, increases the chances
of a person rebuilding after a disaster. This aligns with the expectation that a person’s immediate
social circle is likely to provide them with material, emotional, and other support necessary to
rebuild. In contrast, another different bonding capital construct, that of durability of strong ties,
increased the odds that a person would relocate. This may be due to a different mechanism, one
in which strong ties, such as family members, are more resilient to the effects of distance, helping
to make a smooth transition to a different region (Engel and Ibanez, 2007). This argument is
further supported by the observation that the presence of community institutions, a coarse-grained
measure of localized social capital, also increases the likelihood of relocation.

Finally, in Chapter 4, we find that collaborative crowd communities demonstrate adaptive be-
haviors that incorporate elements observed in both individual and much larger communities that
interestingly somewhat align with adaptations of traditional organizations. In the face of a large in-
flux of users and potential contributors resulting from algorithmic amplification, members of these
online social organizations seem to adopt a distributed leadership approach that is characterized by
(1) centralized coordination and gatekeeping and (ii) delegation of production to a newly recruited
decentralized modular workforce. The former strategy parallels collective identity-based coordina-
tion in communities in the aftermath of a disaster, while the latter strategy is similar to individuals
taking advantage of their social capital. Despite these adaptations, these communities struggle to
cope with the deluge of engagement, as evidenced by the decrease in short-term responsiveness.

This dissertation has not directly addressed the interactions between different social levels that

simultaneously produce emergent behaviors across them. However, our findings indicate that sim-
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ilar social processes play an important role in determining adaptations at different social levels.
Importantly, we find that the same mechanisms that lead to desirable outcomes may produce un-
desirable outcomes at one end. We observe this phenomenon in Chapter 3, where individuals
with access to bridging capital, as well as other socioeconomic resources, find it more desirable
to relocate, while individuals who lack those material resources and only have geographically lo-
calized social capital are more likely to remain. From the perspective of the first group, relocation
is a resilient adaptation. But from the perspective of the community, losing some of its members
after a disaster has disrupted its social fabric and strained its material resources, it is an adverse
adaptation. Even at scales beyond the focal community, this leads to geographical sorting that ex-
acerbates issues of inequality. Considering these implications, future work should to build on our
findings to investigating multiscale interactions to discover regimes where adaptive behavior leads

to resilience across all scales.

5.2 Future Directions

The goal of the studies in this dissertation has been to advance the causal understanding of how
people respond to external shocks in different settings by utilizing online data for large numbers of
events within a quasi-experimental study design. In addition to making substantive contributions to
the relevant domains and to the field of computational social science in general, this type of work
needs to enrich the policy discussions on building resilient physical and online communities. Our
studies fall short of this yardstick of policy impact to various extents. Our investigations of how
geographically co-located populations (communities) and individuals respond to natural disasters
contribute temporally fine-grained and nuanced narratives to the domain. However, the findings
and implications of these studies are tempered by issues of selection bias when we try to generalize
them to the offline behavior of people affected by disasters Garcia and Rimé (2019). While the
studies utilize some methdological strategies and arguments based on prior validation work in the
domain, they do not quite meet the high standard necessary for directly informing policy without
further improvement. In contrast, our study of how online crowds adapt to the sudden popularity
brought on by a platform announcement does not suffer from this internal validity concern to the
same degree. This study focuses on behaviors that are native to the online environment that has
no direct equivalent in the offline setting and as a consequence, within that narrow context, quasi-
experiments with online trace data can extract causal narratives that are immediately meaingful in
platform-level policy discussions.

This dissertation tackled the first two of the three substantive questions associated with human
adaptation to external shocks that were introduced in Chapter 1 — (i) what are the different ways

in which people respond? and (ii) what intrinsic and environmental factors drive the differences in
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responses. However, we did not directly address the third question regarding which responses con-
stitute resilient adaptations beyond the ones discussed that leveraged prior work. It is this question
that truly highlights the policy relevance of this domain. Those responsible for developing policy
for supporting resilient communities, whether they are state policy makers allocating resources and
developing strategies to shield physical communities from natural or manmande disasters or own-
ers and designers of online social or work platforms, need to know which types of behavior from
affected people lead to “desirable” outcomes and how types of interventions could turn different
causal knobs to ensure people adapt successfully.

In the following sections, we consider how future work can build on the studies discussed
here and incorporate new methodological advances from different domains to address these key

limitations that limit policy impact.

5.2.1 Fidelity of ’Social Web”’ observations as reflections of offline behavior

One of the key limitations of the work discussed in this dissertation is that beyond the relevance
of people’s behavior on the Web in and of itself as an important dimension of behavior, any appli-
cability of findings made by utilizing digital trace data to offline behavior is limited to the extent
that those behaviors are an accurate and unbiased reflection of it. Despite a host of recent work
that has utilized social median and other digital trace data to investigate behavioral phenomena that
have implications for both online and offline behavior and the often implicit assumption that on-
line behavior is adequately representive of offline behavior, there remains a clear gap in knowledge
regarding the mapping between online and offline behavior in many important behavioral settings.

Although research can be performed to build a comprehensive understanding of this mapping
between the on-line and the off-line, across any and all dimensions of interest — a valuable, if
monumental task — in our context of understanding human responses to unexpected challenges,
a more focused approach is appropriate. Several previous studies that used trace data such as
call detail records have resolved or at least mitigated this mapping issue using mixed methods
strategies (Blumenstock et al., 2015; Aiken et al., 2022). These studies employ surveys, with
stratified sampling along the dimensions where representativeness is important, to collect data
regarding offline attributes and behaviors, including those that correspond to digital trace data
that are used in the studies. The survey data are then linked to trace data either directly through
unique identities or through common measurements that can be estimated from both the survey
and the trace data. This mapping can now be used to calibrate trace data through techniques such
as transfer learning. Similar approaches need to be used to strengthen the case for the applicability

of our findings more broadly beyond the virtual sphere.
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5.2.2 Resilience of adaptive responses

In this dissertation, we investigate how people, individually and collectively, adapt to unexpected
challenges and to a more limited extent how different intrinsic and environmental attributes deter-
mine which responses materialize. The next question that naturally follows is which adaptations
result in desirable outcomes for focal individuals and collectives, as well as the externalities as-
sociated with them. As briefly discussed in Chapter 3, individually resilient behavior such as a
person easily relocating to greener pastures can be maladaptive from the perspective of the larger
community (loss of resources, geographic segregation, etc.). There is substantial theoretical and
qualitative work, particularly at the individual level, that has associated intrinsic attributes of people
and their adaptive responses to unexpected challenges to resilient or negative outcomes (Bonanno
et al., 2012; Norris et al., 2002). However, there are relatively few studies that have employed em-
pirical strategies based on measurable constructs to develop links between different responses and
the desirablility of outcomes, particularly when observational behavioral data are used (Garcia and
Rimé, 2019). A key reason for the dearth of such studies is that it is often challenging to determine
the subjective desirability of response behaviors using the same data being used to identify those
behaviors. For example, in Chapter 3, we were able to distinguish between individuals who chose
to relocate from an area affected by disaster and those who did not, but it was not possible to deter-
mine whether those choices were resilient or maladaptive in each case. There are several strategies
that can be pursued in future work to address these limitations. One potential approach that has
been used in prior work (Garcia and Rimé, 2019) is to use the same behavioral dimension that is
used to measure the adaptive response or a related measure that can be derived from the same data
to evaluate the desirability at a later time after the response has been measured. An example is the
measurement of the time taken for the elevated negative affect expressed on social media in the
aftermath of a disaster to return to pre-shock conditions given the initial intensity of the negative

response.
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APPENDIX A

Supplemental Materials for Chapter 2

A.1 Normality of Pre-disaster Variation in Lexicon Dimensions

We standardize the intensity time series for each linguistic dimension during the 35 day (5 week)
study period with the mean and standard deviation in intensity estimated from the 21 day (3 week)
period immediately prior to the study period. This normalization is meant to make time series
for each dimension comparable across all disasters. However, the extent which this objective is
achieved relies on the underlying assumption that the pre-disaster variation in each dimension
for each disaster conforms to a normal distribution. We conduct Shapiro-Wilk tests for the pre-
disaster variation of each dimension across all disaster (24 dimensions x 203 disasters) to verify
how broadly this assumption holds the dataset. As seen in Figure A.1 We find that at a significance
level of 5%, We fail to reject the null-hypothesis of normality for at least 75% of the events for 23
of the dimensions. In the case of the remaining dimension, family, pre-disaster variation we fail to
reject the normality hypothesis for only 64% of the events. We also visually inspected Q-Q plots
for a number of dimension-disaster pairs to ensure that our intuition aligned with the p-value of the

statistical test.

# Dimensions
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Figure A.1: Histogram of the number of lexicon dimensions in terms of the percentage of disasters
for which we cannot reject the hypothesis of normality (o = 0.05)
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A.2 Clustering Quality Measurements for Different Numbers
of Clusters(N)
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Figure A.2: Silhuette coefficient, Dunn Index, and Connectivity for N € 1 : 10. Higher Silhuette
coefficient and Dunn index values, as well as lower Connectivity, indicate higher quality clustering
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A.3 Word-Shift Analysis of Prototypical
and After the Onset of Disaster

A.3.1 Risk

10

15

20

Rank

30

35

40

45

50

Dimensions Before

bad
stop
disaster*
troubl*
|| safety
hiding [
defense [J
secur* ||
|| stops
protect* |
|| faultx
crisis |
hide ||
escap*
avert*
stopped
caution*
expense
curb*
expenses
danger
evad*
difficulty
careful*
yield*
trustworthy
cease*
hinder*
difficulties
fleeing
beware
safely
stopping
hid
vigilan*
hazard*
suppress*
flee
dangers
cautious*
refrain*
crises
abstain*
prevent*
guard*
unproduc*
flees
trustworthiness
balk

warn*

-40.0

20.0 0.0 20.0
Score shift 6®; (%)

40.0

Figure A.3: Top 50 overall proportional wordshifts for Risk
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A.3.2 Achieve
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Figure A.4: Top 50 overall proportional wordshifts for Achieve
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A.3.3 Reward

got
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Figure A.5: Top 50 overall proportional wordshifts for Reward
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A.3.4 Social
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Figure A.6: Top 50 overall proportional wordshifts for Social
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A.3.5 Health
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Figure A.7: Top 50 overall proportional wordshifts for Health
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A.3.6 Money
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Figure A.8: Top 50 overall proportional wordshifts for Money
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A.3.7 Work
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Figure A.9: Top 50 overall proportional wordshifts for Work
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A.3.8 Home
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Figure A.10: Top 50 overall proportional wordshifts for Home
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A.3.9 Ingest
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Figure A.11: Top 50 overall proportional wordshifts for Ingest
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A.3.10 Word-Shift Analysis for Dimensions that Differ Between Clusters
A.3.11 Sadness

— —
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Figure A.12: Proportional wordshifts for Sad for the two clusters of disasters
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A.3.12 Anger
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Figure A.13: Proportional wordshifts for Anger for the two clusters of disasters

A.3.13 Swear

We have excluded the wordshifts for swear as they contain words that are offensive, particu-

larly when read out of context. The observations from these wordshifts bear a close similarity
to those of anger
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A.3.14 Fear

I |
1 | medic* 11 medic*
bitch* warn*
| fire watch
graduat* [ bitch*
5 hate 5 | hate
|| homework* fire
warn* change
| mad god
| fight* graduat*
10 watch 10 sin
feeling | mad
| hurt* feeling
cancer* cancer*
pain difficult
15 military 15 lose
change hurt*
| hell | polic*
hospital* challeng*
pray hell
20 swim* 20 broken
hangin* in
kil* | military
missing flying
% cash % | surprise
T 25 | broke © 25 fail*
« broken « | suicid*
bloody hangin*
ill cash
fear weight
30 terror* 30 assault*
wicked war
devil* homeless*
surprise avoid*
challeng* cop
35 [ nast* 35 crazy
loyal endless
worry youth*
defense ruin*
ghost* defense
40 | marry 40 powerful
youth* disaster*
journey* worship*
destin* | gang
terrible worse
45 horror* 45 scream*
|| polic* law*
homeless* yell
death* afraid
birth* flu
50 problem* 50 painf*
-15.0  -10.0 -5.0 0.0 5.0 10.0 15.0 -15.0 -10.0 -5.0 0.0 5.0 10.0 15.0

Figure A.14: Proportional wordshifts for Fear for the two clusters of disasters
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A.4 Exemplar Tweets for Selected Lexicon Dimensions

The text of the tweets shown below have been annonymized by removing usernames and identify-

ing hashtags as well as by paraphrasing where necessary.

A41 We

(1) RT <username>: What are some inspiring scriptures about HOPE?? We all need a little bit
of hope today

(2) Tornado sirens. Here we go I guess
(3) <username> I posted this once we got back to the dorms, crazy

(4) <username> Hold on! We need you all to give the rest of us hope and bring some sense to
the state

(5) RT <username>: We can decide to be hopeful - don’t have to wait until we feel like it

A.4.2 Ingest

(1) He is just feeling upset because he didn’t get free food from red cross

(2) First food in three days. (at <username>)

(4) Dinner is served! #paleo

(5) ’'m hungry.. ima cry

A.4.3 Health

(1) ... just finished pushing my workout to the next level with <hashtag>

(2) Appointment to see the dentist today....oh joy!

(3) ... gets my mind right. <hashtag> <hashtag> <hashtag> <hashtag> #workout
(4) I’ve never been so tired

(5) Smooth ride to ... first doctor visit!
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A.4.4 Sad in Cluster 1

(1) Tonight was seriously so depressing.
(2) Ican’t hold the tears back anymore...
(3) jusername/, this makes me so sad

(4) ... yesterday was a completely strange & weird day jhashtag; #;city;flood jhashtag; jhash-
tag; #sad

(5) Lost my jhashtag; ... poster from jhashtag; in last night’s flooding. Had that thing for ...

years. ):

A.4.5 Sad in Cluster 2

(1) Feel so lonely ... I miss my ... cause they’re there when I need them jsad emojiy,
(2) This is so sad they have to save people before saving animals # <city>flood
(3) Sigh I miss the sunny & hot <city>.

(4) This is the worst news I can wake up to. I’ll miss you <name>.

(5) So sad to hear about the ... lost their lives during ... tornado in <state>. What a tragedy

A.4.6 Anger in Cluster 1

(1) Monday.. means I have school shit... my day is ruined

(2) Seriously don’t tell me shit like that and then ignore me

(3) so many people give him shit, just because he’s deaf. like what the fuck?

(4) <username>: First, no one left early. I was there. Second, stop talking about this shit

(5) buses are always up in my shif until I need to catch one

A.4.7 Anger in Cluster 2

(1) People in <state> only give a fuck about others when disasters happen.

(2) <username> it’s pissing me the fuck off!!
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(3) Ugh hate feeling helpless
(4) 1t’s frustrating when people try to politicize a horrific disaster

(5) 1 hate the way <state> handles disasters #Unorganized. Lack of communication makes my

job easier not harder

A.4.8 Anxiety in Cluster 1

(1) T've never been so scared in my life from thunder.
(2) <username> I’m starting to get scared now

(3) RT <username> Most attention being paid to Sunday’s heavy rain threat, but locally heavy

rain is possible today too...

(4) 1 was so depressed and upset yesterday, I went to bed by 5:30 and slept until 4am. Woke up
still angry

(5) Overwhelmed trying to figure out how I'll catch morning flight w/o transit or shuttle to

airport. Here’s hoping service resumes.

A.4.9 Anxiety in Cluster 2

(1) <username> Yeah, my blood pressure is up
(2) Days like this can really raise my pressure
(3) 1dk what’s going on but I am lost and confused :( #badday

(4) Really upset right now. I miss <country>. I miss warmer weather not shitty rain and the

cold. I miss my family!

(5) News showing a tornado hit right where my boyfriend is at work. About to have a panic
attack. :(

A.4.10 Body in Cluster 1

(1) While you were asleep ...#<state>flood

(2) Thank you flash flood warning for giving me a heart attack as I am trying to fall asleep! 1

am now wide awake
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(3) I'am so excited about getting to sleep in MY OWN BED tomorrow

(4) Its not incense, its a heating pad filled with seeds and lavender to help sore muscles and

headaches

(5) This chilly weather and painful ribs just make me want to crawl in bed and snuggle all

afternoon

A.4.11 Body in Cluster 2
(1) I’ve had one shower and only 8hrs sleep maybe in three days

(2) Gooood news! My sunburn is gone and I'm not peeling. perks of flooding your body with

water and 18+ layers of lotion applied!
(3) house flooded and alone at a hotel? take selfies with your bare face <url>

(4) RT <user>: My heart goes out to everyone impacted by tornadoes in the <city> area. Stay
safe and #PrayFor<state>.

(5) Don’t think I'll be going to sleep anytime soon

A.5 Forecasting Community Response using Cluster Trajecto-
ries

We adapted an approach inspired by cross-validation for statistical models to evaluate the useful-
ness of the clustered community response trajectories in forecasting the community response for
future events.

We repeated the time-series clustering N (=203) times, each time leaving one event out. As
with the original results discussed in the paper, each time, we used hierarchical clustering with
DTW distance and set the number of clusters to 2. Then, for each clustering result, we estimate the
DTW distance between different segments of the unobserved response that begin from the start of
the study period and the representative signatures of the two clusters. Specifically, we considered
three segments of length 1,2, and 3 weeks (ie. 0 < D < 7,0 < D < 14, < D < 21). We
select the cluster that has the smaller DTW distance to the observed segment of the test event as
our prediction of how the community response of that event would have evolved in the unobserved
period.

For each observed segment length, we compare the similarity of the unobserved segment of

community response to the selected cluster, the remaining cluster, and a baseline prediction. The
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baseline prediction was generated by individually fitting ARIMA models to the different dimen-
sions (23) of the observed segment '. As figure A.15 shows, the response cluster that was most
similar to the observed segment of the test event is a better predictor of how the community re-
sponse evolved from there during the unobserved period consistently for more than 75% of the
events across different lengths of the observed period. The performance of the cluster prediction
relative to the baseline model is best when a moderate amount of the community response has been
observed. In Figure A.15, these correspond to training horizons of Day 7 and Day 14 (i.e. lengths
of the observed period is 2 and 3 weeks, respectively). This suggests that in the early stages of a
community response to disaster, cluster assignment benefits more from incremental information.
The comparative decline in cluster-based predictive performance at the training horizon of Day 21
(i.e., a 4 week observed period and predictions are made for only 7 days), is likely to due to the
baseline model continuing to be fit to the new data, whereas on average the influence of those data
on cluster assignment decreases. Also, the cluster trajectories themselves are fixed and do not ben-
efit from additional information. It also remains an open question as to whether the baseline model
would do better or worse than it is now (winning less than 25% of the one-versus-one comparisons
against cluster prediction), if the time for which community response was longer than one week
while holding the observed period at 4 weeks.

In addition to comparing the forecasting performance of the assigned cluster against the baseline
model, we also conduct a three-way comparison between both clusters and the baseline model.
Figure A.16 shows that the baseline model performs even worse than before when compared with
the forecasts of both clusters. i.e., even when the baseline model provides a better forecast than
the prediction of the assigned cluster, it is frequently beaten by the forecast offered by the cluster
that was not chosen. This suggests that the two cluster-based predictions, when taken together,
as primary forecast and an alternate forecast, may be more useful than only the forecast from the

assigned cluster.

'"We used the ARIMA function from the R package fable
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Figure A.15: Comparison of forecast performance between the predicted cluster trajectory and
the baseline forecasting method. The heights of the bars indicate the percentage of times each
method provided a better forecast of community response to a particular event for different lengths
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Figure A.16: Three-way comparison of forecasting performance across the predicted cluster tra-
jectory, the alternative cluster trajectory (i.e., the one that was not chosen), and the baseline fore-
casting method. The heights of the bars indicate the percentage of times each method provided a
better forecast of the community response to a particular event for different lengths of observed
segments

A.6 Validation of Observed Community Response Time Series

Among the results of this study, the lexicon time series shown in Figure 2.5 constitute community
response patterns that generalize well across the disasters in our data. In this section, we validate
that these patterns are not artifacts of data generation or processing by comparing them against the

corresponding time-series generated from a null model.
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We generate a new time series for each dimension of each time series by shuffling the daily
observations. We only shuffle observations within the study period once they have been normalized
w.r.t. the behavior from the 3 week baseline period). We repeat this procedure 200 times across all
disasters to generate as many sets of community responses. Then we use each synthesized set of
community responses to generate representative time series for each of the dimensions in Figure
2.5. The result is a distribution of 200 synthetic representative time series for each dimension. In
Figure A.17, we replicate Figure 2.5, by using the synthetic distributions. It shows that shuffled
observations result in synthetic community responses that, for the most part, do not vary with time
and have none of the rich temporal structure observed in the actual data. For all dimensions, the
community responses correspond to a fixed intensity which corresponds to the average level in

relation to the baseline period.
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Figure A.17: Community response patterns using shuffled observations for dimensions with uni-
versal trajectories across disasters in the original data. All figures in a column have the same
intensity (Y) scales which are identical to those of Figure 2.5. The shaded areas are 95% bootstrap
confidence intervals. If a confidence interval is not visible for a particular dimension, it is narrower
than width of the line showing the mean trajectory.




Supplemental Materials for Chapter 4

B.1 Relocation and Return over Different Post-Disaster Peri-

APPENDIX B

ods
12 Weeks | 24 Weeks | 36 Weeks
Relocated 2094 645 466
Returned - 273 155
# Users 16,372 16,667 16,797

Table B.1: Number of people who newly relocated from or returned to their community during
different post-disaster periods

B.2 Robustness of Findings to Variations in Relocation Mea-

surement

Figure B.1 summarizes results for variations in the time period of post-disaster observation and the
measurement of relocation. They show that, generally, the effects of bonding and bridging capital
are consistent across these differences. There are a few differences in the magnitude and statistical
significance of the effects observed for some measures. In particular, ego-network density, which
did not have a significant effect on relocation likelihood, is associated with an increase in the rank
distance of the relocation. While not statistically significant, observations for the effect of density
over time for the boolean and distance measurements of relocation follow a similar trajectory to
those for rank distance. This observation contradicts our hypothesis that having more bonding

capital decreases relocation likelihood and requires further study.
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Figure B.1: Effects of social capital on post-disaster relocation across different measurements of
relocation (boolean, log distance, and log rank distance) over different measurement periods (12,
24, and 36 weeks). For boolean measurement of relocation (i.e., Relocated), the units of the
effects is change in odds, while for log distance and log rank distance the units are corresponding
magnitudes (i.e., meters (log), change in rank respectively). The error bars show 95% confidence
intervals. The stars show significance (*** p-val < 0.001, ** p-val < 0.01, * p-val < 0.05).
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