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ABSTRACT

ELECTRON MOBILITY AND SCATTERING IN COLD, DENSE 
HELIUM* AND HYDROGEN GASES

by

Harold Roger Harrison

Chairmans Brian E. Snringett
We have made measurements of electron mobility in helium-4 at 

temperatures from 4.2-^00K, and at densities up to )0x10^ cm"), and in 

normal hydrogen at temperatures from 26.O-J1.7K, and at densities up to 
45x10^0 cm"). Measurements were made by a single-gate switching tech­

nique with the current-frequency curves traced directly by a chart 

recorder.
The data in helium-4 extend our knowledge of the systematics 

of electronic bubbles in that species. The data in normal hydrogen 

were severely restricted by the maximum density obtainable in the gas 
phase below the critical temperature ()).2K). Data at the )1.7K 

isotherm in particular showed the coexistence of two species, differing 
in mobility by a factor of 10?» over an appreciable range of density. 

This is in complete contrast to the data in helium-4, which never 

exhibit two species of different mobility simultaneously.

The data are discussed in the light of published theories of 

electron transport in random systems and of electronic bubbles. A new 
bubble model potential U*-Uo/cosh^(r/ro) is presented and it is shown 

that a reasonable explanation of the data can be obtained, although the 

theoretical fit to the data shows that our understanding of the problem 

is still incomplete. ‘



Suggestions for further experiments are presented which are 

aimed at elucidating some of the difficulties arising out of the 

present work.



ACKNOWLEDGMENTS

I wish to express my appreciation in particular to Professor 

B.E. Snringett for his assistance and patience throughout all phases 

of this work, both experimental and theoretical. He has given far 

more of his time than could ever have been reasonably asked.

I would like to thank Professor T.M. Sanders for his bringing 

to our attention the new bubble model treated in this thesis, as well 

as for numerous other suggestions. Thanks are also owed to Professor 

L.M. Sander for his great assistance in developing the theory of this 

new bubble model. I would also like to thank Mr. L. Thurston for his 

fine draftsmanship of the figures, and the members of the Physics 

Instrument Shop and the Physics Student Shop for their assistance in 

the construction of apparatus.

Special thanks are due my family for their continued support 

through all the years of my graduate training.

The support of the bulk of this work by the United States 

Atomic Energy Commission is gratefully acknowledged. Funds for a 

germanium thermometer and for partial fellowship support from the 
Rackham School of Graduate Studies of the University of Michigan is 

also acknowledged.

il



Cattle die, kinsmen die, 

one day you die yourself;

but the words of praise will not perish 

when a man wins fair fame.

—Odin 

in Sayings of the High One

ill



TABLE OF CONTENTS

Page
LIST OF TABLES AND FIGURES vil

CHAPTER 1. INTRODUCTION 1

CHAPTER II. EXPERIMENTAL APPARATUS AND MEASUREMENT TECHNIQUES 4

2.1 The Electron Source 4
2.1.1 Attempted Use of Cold Cathodes 4
2.1.2 Radioactive Source , 1Q

2.2 Experimental Apparatus 11
2.) Method of Temperature Measurement and Control 15

2.5.1 Temperature Measurement 15
2.5.2 Temperature Control 15

2.4 Pressure Measurement and Calculation of
Number Densities id

2.5 Gases Used 17
2.6 Control of Mechanical Vibrations 16
2.7 Electronics and Basic Techniques for the

Mobility Measurements 20

CHAPTER III. EXPERIMENTAL RESULTS 50

5.1 Electron Mobility in Helium-4 50
5*1.1 Electron Mobility Data in Helium-4 50
5*1.2 Errors 41

5*2 Mobility in Normal Hydrogen 46
5*2.1 Limitations Imposed by Coexistence Curves 46
5.2.2 Normal versus Equilibrium Hydrogen 46
5*2.5 Electron Mobility Data in Normal Hydrogen 46

5.5 Summary of Experimental Results 55

CHAPTER IV. THEORETICAL CALCULATIONS OF ELECTRON MOBILITY 57
4.1 Localized State Models for Electron Mobility 57

4.1.1 General 57
4.1.2 Spherical Square Well 57
4.1.5 Spherical Rounded Well 64
4.1.4 Self-Consistency Calculation 67
4.1.5 Comments on Other Bubble Models 75

4.2 Scattering Models 74
4.5 Electric-Field Dependent Mobility Measurements 79
4.4 Discussion of Mobility Data in Hydrogen 60

CHAPTER V. CONCLUSIONS Ô8

iv



APPENDIX I. INTENSITY DISTRIBUTION OF SOURCE ELECTRONS 91

APPENDIX II. CALIBRATION OF GERMANIUM RESISTANCE THERMOMETER 95

APPENDIX III. HEAT BALANCE CALCULATIONS FOR TEMPERATURE CONTROL 99

APPENDIX IV. DERIVATION OF STARTING EQUATION FOR THE 
EVALUATION OF ÛF 101

APPENDIX V. EVALUATION OF &F FOR THE POTENTIAL U—Uo/co8h2(r/ro) 10)

APPENDIX VI. SELF-CONSISTENCY CALCULATION FOR THE 
ROUNDED WELL BUBBLE MODEL 108

APPENDIX VII. CALCULATION OF YOUNG'S FROM 
SCATTERING THEORY 110

LIST OF REFERENCES 115



LIST OF TABLES AND FIGURES

Table Page

1 Variation of temperature during constant 
temperature sweeps. ^4

Figure

1 Circulating current vs. voltage in a cold cathode, 
illustrating the "forming" process 7

2 Circulating and emission currents vs. voltage for 
a typical cold cathode. 8

J Experimental cell. 12
4 Schematic of the apparatus in the dewar. 14

5 Effect of liquid nitrogen boiling on the signal. 21
6 Current coming from the drift region, driven by a 

square-wave voltage. 2)

7 Operational amplifier circuit. 25
6 Block diagram of the experimental electronics. 24

9 ideal signal vs. frequency trace. 27

10 Good experimental signal vs. frequency trace. 27

11 Poor experimental signal vs. frequency trace. 27

12 Mobility vs. density at fixed temperatures (helium). JI

1J Mobility vs. inverse temperature at fixed densities 
(helium). J2

14 Mobility vs. temperature at fixed densities (helium). JJ

Variation of density vs. temperature for nearly 
constant density sweeps (helium).

16 Constant mobility curves in they-T plane (helium). J7

17 Reduced mobility vs. density at fixed temperatures 
(helium). 58

16 Reduced mobility vs. inverse temperature at fixed 
densities (helium). 29

vi



Figure page

1? Reduced mobility vs. temperature at fixed densities 
(helium). 40

20 Mobility vs. density at 4.18R illustrating scatter 
of data points and electric field effects. 42

21 Coexistence curves for helium and hydrogen, and the 
ranges over which data were taken. 47

22 Mobility vs. density at fixed temperature? (hydrogen). 49

25 Relative signal strengths for high and low mobility
branches (hydrogen). ^3

24 Mobility vs. density at ).?6R (helium)—measured 
values and various theoretical predictions. 62

25 Coexistence curves for helium and hydrogen, and where 
binding begins for the square and rounded well 
potentials in helium. 6^

26 Mobility vs. density at ).9dK (helium)—measured values 
compared withan alternative model prediction. 68

27 Electron wave function for the square and rounded well 
potentials in helium at 4.1ER at the saturated vapor 
pressure. 70

28 Self-consistency calculation of the density distribution 
for the square and rounded well potentials in helium at 
4.18k at the saturated vapor pressure. 71

29 Universal curve prediction of the Eggarter-Cohen theory 
compared to some of the data. 77

50 Radius of the low mobility object in hydrogen—values 
extracted using mobility data and various predictions. 61

Schematic of the rounded well density profile and a 
configuration energy schematic of F(rQ). 85

52 Mass-action plot of the high and low mobility data 
in hydrogen. 66

55 Ehergy spectrum of source electrons—initial spectrum, 
and spectrum after gold coating added. 95

54 Resistance-temperature characteristic of the thermometer. 96

55 Universal curve prediction of Legler's theory compared 
to some of the data. • 335

vil



I. INTRODUCTION

The interaction of electrons with simple systems (all of the 
parameters of which are known) is a problem of considerable physical 

importance, both for its own sake, and for the light it sheds on the 

interaction of electrons with more complicated systems such as metal- 

ammonia solutions or alkali atom-rare gas mixtures. This particular 
study is concerned with the simple non-polar gases helium-4 and 

hydrogen. The interaction between them and electrons is probed by 

measuring the electron mobility, the mobility being defined by
°"”

where -drift (steady state) velocity 
£ -applied electric field

The electron mobility in helium-4 gas has previously been

measured over a narrow range of temperatures near the boiling point by
1 2Levine and Sanders. They observed a departure from the kinetic 

theory prediction of three or four orders of magnitude. They explained 

their data qualitatively in terms of the bubble model, discussed by 
other workers in connection with electrons^ and positronium^ in liquid 

helium and other systems. (Note that the data for positive ion 

mobility, on the other hand, has been successfully interpreted on the 

basis of clusters of atoms, formed by induced polarization arising from 

the initial charged ion. The electron's behavior is qualitatively 

different because, being so much lighter than an atom, or even a proton, 
its zero-point energy is significantly larger.)

In this thesis, I will present more extensive data (covering 

a wider temperature range mainly) of electron mobility in helium-4 gas, 

which reveal more clearly the systematics of the problem. I also will



present data of electron mobility in hydrogen gas at low temperatures 

and high densities. These latter data show two distinct branches, 

separated by about three orders of magnitude, a totally unexpected 

phenomenon. These data are presented after a chanter on the experimen­

tal apparatus and measurement techniques used. (Note that hydrogen 

was picked for study to test the theory of Springett, Jortner, and 
Cohen,5 a theory which predicts whether bubbles will be observed in a 

particular non-nolar fluid or not. It was planned to study neon as 

well, the other gas besides helium-4 and hydrogen predicted to have 
electronic bubbles,5»^ but time did not permit.) I have not attempted 

to give a full and detailed treatment of all of the experimental 

aspects of this study; rather, I have skipped what is common to most 

low temperature experiments (things which are covered much better than 
I could hone to treat them in books on low temperature techniques?^) 

and discussed only what is peculiar to mine. In the chapter on theory, 

I will review some scattering theories and the spherical square well 

bubble model, and present a treatment of a new bubble model potential. 
Thanks largely to the work of Levine,2 it is now pretty well accented 

that the bubble model (for electrons only) is substantially correct, 

and so it is not necessary to consider alternative explanations such as 

cluster ions or impurity ions in the case of hellum-4. The predictions 

of these theories will be compared with experimental results (one curve 

only needs to be considered). Also some remarks will be made about the 

very different sort of electron behavior in hydrogen, and possible 

explanations will be presented for that data (that is, whether the 

low mobility object is a bubble or not).

Finally, in the concluding chapter it will be noted that this 



thesis raises at least as many questions as it answers. Suggestions 

will be made there on experiments that might next be performed.



II. EXPERIMENTAL APPARATUS AND MEASUREMENT TECHNIQUES

2.1 The Electron Source

2.1.1 Attempted Use of Cold Cathodes

The first problem to be considered in any experiment involving 

charged particles is, what is to be the source of these charged 

particles? There are several possible ways for generating electrons 

in experiments involving insulating materials, namely
(1) Thermionic emission from a hot wire,
(11) Field emission from a cold metal, 
(ill) Photo-electron emission, 
(iv) Cold cathodes, 
(v) Radioactive sources.

I will not comment on thermionic emission, as it is not 
generally considered to be very practical for low temperature experi­

ments. Field emission has the drawback that very intense electric 
fields (about 10^-10^ V/cm) are required to produce an appreciable 

current, thus requiring extremely good shielding from the rest of the 
apparatus (all in the space of a few centimeters) which typically 

operates at electric field strengths lower by a factor of perhaps 
102-10^ or even more. However, McClintock^ has produced large currents 

(about 10” 7 amperes, compared to 10” ^-10”^2 amperes from a radioactive 

source) in liquid helium by field emission; also, the electrons come 

from a point source. Clearly, for some experiments this method is 

essential, despite the shielding problems in the jrimental cell. 
The photo-electric effect has been used in experi* ts^ that require 

the ability to carefully control the electron energy. For these 

experiments, this method, despite its difficulties, may be essential. 

Obvious difficulties are the careful fabrication techniques needed and 
the provision of a means for light to enter a sealed apparatus inside



a dewar (although the use of light-emitting diodes might get around 

this latter problem ). Also, precautions are necessary to insure 

great purity of the gases used to avoid poisoning of the photo—surfaces, 

Metal-insulator-metal cold cathode tunnel junctions are now 
being used by a number of workers. (Silver and his colleagues are 

using them to study the processes involved in thermalization of the 
electrons after they are injected into liquid helium,11 for example.) 

There are several advantages over radioactive sources (discussed in the 

next section)t

(i) The electrons are emitted with only a few eV of energy, 
not several KeV (or even MeV) as is the case with 
alpha, beta, or gamma radiation. The high energies 
from radioactive sources lead to two potential 
problems—(1) generation of many species in the fluid, 
such as ions, atoms, or molecules in very highly 
excited states, and (2) for beta particles, for example, 
there may be an appreciable range before thermaliza­
tion takes place.

(ii) There would be no problems with handling radioactive 
materials.

(iii) The device could be switched on and off; however, the 
switching speed will be severely limited because the 
cold cathode is a capacitor-like structure, with 
C*1000 pf, typically.

(iv) Under optimum conditions, a cold cathode can deliver 
electron currents some orders of magnitude larger than 
those produced by a typical radioactive source. Thus, 
many of the problems associated with working with a 
small electron source current (problems discussed later 
in this chapter), which take a large fraction of the 
experimenter's time, could be avoided.

Along with the above advantages is the problem that the 
manufacture and operation of cold cathodes is still something of a 

black art rather than a science, although this is rapidly changing. 

We manufactured Al—AlgO^—Au cold cathodes by evaporating aluminum and 

gold in a metals evaporator of standard design. The AlgO^ was formed 

by anodizing the base layer of aluminum to the desired thickness;

Formvar was painted along the edges where the layers became thin to



—6—

prevent electrical breakdown. Now there are two currents to be con­

sidered in the operation of cold cathodes, the circulating current and 

the emission current. The circulating current is just the usual current 

flowing in an electrical circuit, the circuit in this case consisting 

of a driving voltage and the cold cathode (which acts as a resistive 

element, but one whose I-V characteristic is highly non-linear, and 

which in fact exhibits negative resistance over some voltage ranges). 

The emission current is that small fraction of the circulating current 

which passes directly through the top gold layer and outside of the 

cathode structure into space, rather than returning to the battery along 

the wire connected to the gold layer. Circulating currents are usually 

of the order of milliamperes (after the device has undergone the process 
known as "forming" which appears to involve the injection of trans 

between the valence and conduction bands of the insulator, these traps 

then providing the means for electrons to hop, or tunnel, from one 

trap to the next and finally to get through the insulator). Figure 1 

shows the forming process taking place in a cold cathode operated at 

77K. For this case, the circulating current is of smaller magnitude 

than usual, but at the end of the last trace is an illustration of 

another problem, that of catastrophic breakdown to a much lower 

impedance state. Emission currents are naturally much smaller, and 

vary widely in their magnitude, but they are generally of the order of 

nanoamperes. Figure 2 shows both circulating and emission currents, 

measured simultaneously, for a cold cathode operated at 4.2K. Notice 
that the emission current is rising exponentially with applied voltage. 
(No emission current was detected below about 5 volts.) No attempt has 

been made in this plot to show the noiseriess of the emission, but it is
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pretty easy to see that the basic practical problem as far as using this 

emission current of electrons in an actual experiment is this unsteadi­
ness of the current (coupled with a very steep I-V characteristic), even 

when the voltage across the device is held constant. The cathode may 

also switch from a state of low impedance back to its initial high 
impedance state (reversing the forming process, that is) and back again 

(with consequent drastic changes in the emission current) in what often 

seemed an incomprehensible fashion. The cold cathode could finally 

burn out from Joule heating, especially if operated in a DC mode. The 

only thing very different that we tried in these experiments that had 

not been done before (to our knowledge) was to manufacture and operate 
cold cathodes of about 1 cm2 active area (as compared to perhaps 1 mm2 

active area used by other workers). In addition to the usual components 
of a cold cathode, we also evaporated some fairly thick (750X) gold 

stripes on top of the other layers, in order to equalize the electrical 

potential across the whole expanse of the gold surface, the "valleys" 

between then being the sites for emission. (Calculations for the very 

thin original gold layer indicated a resistance great enough so that 

the magnitudes of circulating currents we were seeing could have made 

this a real problem. ) After the cold cathode had ceased to operate, it 

was found that some of the gold had been removed somehow, and not the 
thin "valleys" where emission presumably took place, but the much 

thicker strines, so that one could see through where they had been. 

Many of these problems which we encountered are discussed in references 
12-16; in particular, reference 1} gives a very lucid discussion of the 

phenomena taking place. For the above reasons, we finally decided to 

use a radioactive source. We now know that proper "breaking-in" or
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ageing of a new cathode is the apparent key to successful operation. 

The applied voltage on the cold cathode should be increased only very 

slowly, allowing the cold cathode to come to equilibrium at each new 

voltage. It is necessary to go slower and slower as the voltage is 

increased, the whole process taking an hour or more. Then the cold 

cathode is ready for operation.Also, this process and the other 

effects mentioned above are all temperature dependent. In particular, 

breakdowns occur at lower applied voltages the higher the operating 

temperature. Thus, if it is desired to operate them at low temperatures 

it seems that one should not test them at room temperature beforehand.

2.1.2 Radioactive Source

The electron source actually used in this experiment was 
tritium (a beta” producer) embedded in titanium, forming titanium 
hydride. Approximately 2,^00% of gold was deposited on this source. 

Details of the electron energy spectra before and after the gold 

plating are discussed in Appendix I. The result of calculations 

presented there is that the number density required to stop all the 
emitted electrons before the first grid of the experimental cell is 
,4$0x10^ cm“$ for helium and .575x1020 cm-^ for hydrogen. In general 

the data I present in the next chapter meet this criterion, but 

occasionally not. The low density end of the data curves are generally 

the most unreliable anyway (see subsection 1.2 for a discussion of 
errors).

Another benefit of the gold nlating of the source is that 
any question of hydrogen (when that gas was in the cell) replacing some 

of the tritium in the titanium hydride can be ruled out as an explana­

tion for any of the experimentally observed effects. (These effects
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are discussed section ),2.)

2.2 Experimental Apparatus

Figure 5 is a scale drawing of the cylindrically symmetric 

experimental cell. The insulating spacers are made of nylon; the metal 

part are of brass, except the grids themselves, which are of copper 
(62^2% transmission, 100 lines/inch, made by the Buckbee Mears Co.). 

The grids were soldered onto the grid holders, and then all metal parts 

were gold plated in an Atomex solution. The system is held together by 
long nylon pegs and brass bolts (omitted in Figure )). The only 

noteworthy feature of the system is the collector and its guard ring, 

due to Ihas and Ryan.The collector Isa brass piece soldered onto 

the center pin of a Microdot connector, which in turn is soldered onto 

the guard ring. This whole assembly was then gold plated as were the 

other metal parts, but the gold did not plate onto the teflon insulation 

of the Microdot connector. A Microdot cable screwed onto the threaded 

end of the Microdot connector, which projects through a hole in the 
bottom of the guard ring.

Upon cooling from room temperatures to very low temperatures, 
nylon shrinks about 1.4% and brass shrinks about .$7$%/^ It is the 

inner brass sleeves and nylon spacers that are of importance in this 

connection; the thick outer nylon sleeves are actually made a slight 
bit shorter than the inner sleeves (this difference is not shown in 

Figure 5). Thus, length changes due to temperature changes are 

probably not more than 0.5%. However, this is probably negligible 

compared with other uncertainties in the length measurements* buckling 
of the grids during soldering and the fact that electrons can move 

through the apparatus at some shallow angle with respect to the central
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axis and still be collected.

The experimental cell is suspended from the lid of a sealed 
can by a nylon holder (see Figure 4). A germanium resistance thermo­

meter is mounted in this nylon holder. The Microdot cable from the 

collector is attached (inside the sealed can) to a stiff Uniform Tubes 

coaxial cable of stainless steel (solid inner conductor and solid 

tubing outer conductor) which runs from the can up to the dewar head. 

A drop of Stycast enoxy was nut on the end of the coaxial cable to 

prevent vacuum leaks between the inner and outer conductors and the 

insulator in between. A metal sleeve over the joint between the 

Microdot and stainless coaxial cables serves as an electrical shield. 
Manganin wires (for small heat leaks) carry the various grid biasing 

voltages from the dewar head to the can, and are fed into the can by 

means of home-made feed-throughs. (The wires come into the dewar head 
through hermetically sealed Amphenol connectors, just as the collector 

cable is fed out of the dewar head through a hermetically sealed BNC 
connector.) These feed-throughs consist of stainless steel tubing, 

about 1/6" in diameter and Ie or more long, which is sandblasted so 

that the epoxy to be applied will stick better. They are then tinned 

with a solder of low melting temperature (like Cerrolow, which melts 
at either 11?°C or 1)6°0 depending on which solder you have). Perhaps 

6 to 12 short enameled copper wires are twisted together and epoxled 

(Stycast again) into the tube. After the epoxy has hardened, the tube 

is soldered (again with low melting solder) into the can lid.

2.) Method of Temperature Measurement and Control 

2.5*1 Temperature Measurement

Temperature was measured with a Cryocal germanium resistance
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thermometer. The resistance was determined by a 4-torminal measurement. 

A Doric 05—100 K5 four and a half figure digital microvoltmeter read 

the voltage across the thermometer. The current through the thermo­

meter was supplied by a 1$ volt battery, current limited by precision 

resistors ranging from 15 Kohms to 4 Megohms in six steps. The current 

was determined from a knowledge of the current limiting series resistor 

and a measurement of the voltage across it (measured by a Non-Linear 

Systems Series X-) (Model A) digital multimeter). In spite of these 

precautions to incure an accurate measurement, thermo-electric emf's 

were seen, usually not more than 10 microvolts and often less. This 
would correspond to an error in temperature of something like 1% in the 

worst cases. The details of our calibration of this thermometer are 

given in Appendix II.

2.5.2 Temperature Control

Temperature control was achieved in perhaps the simplest 
possible fashion. The basic idea is that of heat balance. The can is 

held at a certain temperature, above that of the liquid helium (say 
20K) but much less than room temperature. (The fact that the can is 

suspended from the dewar head——which is at room temperature——by 

stainless steel tubing, an alloy of very low thermal conductivity, makes 
this possible. ) The sealed can (sealed with an indium wire O-ring and 

bolted shut) containing the experimental apparatus was constructed of 

copper to insure that there would be no temperature gradients along it 
(or at least very small ones) even though there might be such temperature 

gradients outside the can. A rod extended from the bottom of the can 

into a pool of liquid helium at the bottom of the dewar. The upper part 

of the rod (entirely out of the liquid helium) was of brass; the lower
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part of the rod (martially immersed in liquid helium) was of copper. 

The copper mart of the rod is essentially at the temperature of the 

liquid helium, no matter how much liquid helium is left. Virtually the 

entire temperature drop between the liquid helium and the can is along 
the brass part of the rod (see Figure 4). This type of system is 

described in reference 22. A quantitative calculation for the design 

of such a system is presented in Appendix III.

A length of manganin wire was wrapped around the outside of 
the can to serve as a heating element. The heater current was supplied 

by a hand-controlled variac. Surprisingly, very good temperature 

stability could be maintained in this fashion. (See the next chapter 

for values of temperature variation.) The characteristic time for a 

temperature change of the size specified in Table I seemed to be several 

seconds at worst, which made this technique possible.

The same experimental arrangement was used for measurements 

on a fixed mass of gas in the can and associated tubing (nearly constant 
density). A very small amount of liquid helium was transferred into 

the dewar, and a typical run (discussed in the next chapter) would take 

several hours in going from roughly 4.2-40K, allowing time for many 
mobility measurements, each at essentially constant temperature.

2.4 Pressure Measurement and Calculation of Number Densities 

Pressures above one atmosphere were measured with an old 
Ashcroft Test Gauge, with subdivisions every 2 p.s.l. This gauge was 

calibrated against a good Wallace & Tieman gauge. Model No. FA 2JJ, 

0-^00 p.s.l. absolute, with subdivisions every .5 n.s.l. (and indepen­
dently calibrated), and the Ashcroft gauge was found to be accurate to 

about 1 p.s.l. over its whole range. Below one atmosphere, pressure 
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was measured with a Karsh Instrument Co. Test Gauge, Tyne 26, with 
subdivisions every .10” of Hg.

Pressures measured ranged from essentially vacuum to almost 

20 atmospheres. Naturally the accuracy of the measurement was highest 

at the highest pressures since the precision or absolute uncertainty 

was the same for all measurements (for either gauge). The apparatus 

was not originally designed to work above one atmosphere, and not 

surprisingly some problems developed. The sealed can leaks at these 
high pressures where it is bolted together by 2-^6 stainless steel 

screws, but apparently this caused no great harm—gas could simply be 

allowed to flow through at a slow rate. I found that ordinary toggle 

valves are pushed open at about 20 atmospheres, so all such valves had 

to be replaced by needle valves. ■

Number densities were calculated for helium-4 gas from

P-fkT (V»&f> <2-”
where ^-number density and -second virial coefficient. Values of the 

virial coefficient were taken from reference 2) to 60K and I extra­
polated to 77K, and reference 24 for a room temperature value.

Number densities for hydrogen were calculated using empirical equations 

and constants from reference 25. Virial coefficients for hydrogen, if 

desired, can be derived from constants found in reference 26. (This 

reference also has a nice phase diagram for hydrogen.)

2.5 Gases Used

Ordinary tank gas (99*99% pure for hydrogen, 99*996% pure for 
helium), run through a liquid nitrogen cooled molecular sieve was found 

to be adequate. (In one instance, to be noted later, ultra-pure 

hydrogen was used to check that what was being observed was not due
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to impurities.) In fact, it is not even certain that the molecular 

sieve was necessary, but it was an item of "insurance" that was easy to 

hook un. In addition to prolonged pumping, the can and associated 

piping lines were usually flushed twice with the gas that was going to 

be studied next. The fact that no snecial precautions were necessary 

to ensure great purity is in contrast to the work of Levine and 

Sanders, ' but their problem was with poisoning of a delicate photo­

cathode surface, an item not present in my experiment.

I might note that when the system was first put together, 
the pining lines were not adequately sealed against leaks, and so had 

impurities in them. When the can was opened to these lines, in order 

to let in more gas, the signal could immediately be reduced to zero, 

so presumably impurities of any appreciable concentration would be 

detected by this effect.

2.6 Control of Mechanical Vibrations

Perhaps the greatest technical problem with my experiment was 
the level of signal strength, of the order of 1O~^-1O~^ amperes, and 

the consequent need to reduce noise (whether electrical or mechanical 
in origin) to an absolute minimum. Ordinary electrical shielding 

precautions were taken, but noise still remained a major problem, so 

steps were taken to reduce noise which has its origin in various 

mechanical vibrations (and which by some transducer action was 

converted into electrical noise).

The operational amplifier (see the next section about the 
measurement set-up) sits on a steel plate, which sits on a piece of 

foam rubber, which in turn sits on a brick Pillar, right next to the 

dewar system, and of about equal height so that the low-noise coaxial
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cable connecting the amplifier to the dewar head could be as short 

as possible. The operational amplifier circuit was constructed so that 

internal vibration of components and leads was kept to a minumum. The 

coaxial collector running from the dewar head to the apparatus can was 
braced against the center stainless steel tubing at several points. 

The apparatus can, at the end of the long stainless steel tube, is a 

cantilevered structure; the experimental cell itself inside the sealed 

apparatus can is also mounted in a cantilevered position, as shown in 
Figure 4. Both of these structures were braced, reducing most of the 

vibrations. The experimental cell was braced inside the apparatus can 

by a large nylon plug which filled the bottom of the can and which 

gripped the guard ring on the experimental cell as well. (4 cut was 

made to allow the Microdot collector cable to pass through.) The whole 

system was braced by a nylon nlug, almost as large as the dewar dia­

meter, which was attached to the rod hanging down from the can. A 

circular piece of nylon sheet, with cuts along the edge to allow liquid 

helium to flow through unimpeded, was beveled at the edge and attached 

to the heavy nylon plug. The edge of this sheet pressed against the 

dewar wall.

Finally, it was found that the liquid nitrogen boiling in the 

outer dewar of a standard double dewar pair was sufficient to cause a 

large amount of noise over at least some of the ranges of experimental 

conditions at which data were taken. Following Schofield,a flange 

was made to seal off the outer dewar and yet allow the inner liquid 

helium dewar to pass through it. The liquid nitrogen was then pumped 

down to a temperature near its triple point (6j.I^K), nitrogen gas was 

let in above the liquid to a pressure of one atmosphere, and a vent to
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the atmosphere was left open. The nitrogen would remain undisturbed 

by boiling for about 1^ to 2 hours, at which time the data taking could 

be stopped for a few minutes and the above process repeated. Figure 5 

shows two curves of signal strength versus frequency, taken under 

identical conditions except that the upper one was taken while the 

liquid nitrogen in the outer dewar was boiling, and the lower one 

while it was still.

2.7 Electronics and Basic Techniques for the Mobility Measurements 

We are interested in measuring electon mobilities in this 

experiment, where mobility is defined as , where vd is a
terminal drift velocity and £ is the applied electric field. The 

technique we used for all measurements was the single-gate technique. 

Double-gate switching and time-of-flight measurements are other 

possible techniques which can be used, but carefully applied, the 

single-gate technique gives almost as accurate results, since the 
limiting accuracy is mainly determined by the geometry of the experi­

mental cell in each of the three mentioned cases. As will be seen in 

the next chapter, the actual measured values of mobility span a range 
of 105, with corresponding ranges for the cut-off frequency fc and Ti» 

the time to cross the drift region. As might be expected, no one method 

is best over this whole range. The time-of-flight method is beat for 

low mobilities and long transit times, whereas gating methods (single 

or double) are best for the high mobilities and short transit times.

The basic equation for the mobility measurements is easily 
derived.26 (Northby26 uses Cunsolo2^ as his source.) The result is

T(tv Ç(i-vc (2-2)
where £ = , or > - £ (2 .
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Flg. 5» Draftsman's copy of two recorder traces, the second made 

immediately after the first. Conditions for the two are 
identical, except that liquid nitrogen is boiling in the 
outer dewar for the first but not for the second. The 
frequency range is approximately .$0-7.00 KHz (linear 
scale). The curves were taken in hellum-4 at 77K. Note 
that the zero of 1(f) is shifted for clarity.
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and yu. -electron mobility
V.-voltage across the drift region 
L-length of the drift region

The physical process behind the derivation is illustrated in Figure 6 

and needs little comment.

Figure 8 is a block diagram of the whole experimental set-up. 

The dewar is liquid nitrogen-liquid helium double dewar system of 

standard design, with a slit in the silvering to look inside, and of 

nominal two-inch inner diameter. The ramp voltage generator and the 

grid biasing circuit are home-made; all the other electronic apparatus 

is commercially-made, as indicated. There are two items to note con­

cerning the experimental set-up:
(1) The frequency of the square waves from the function 

generator is linear with the applied controlling voltage 
from the ramn voltage generator. Thus, if this same 
voltage is fed to the x-axis of an x-y chart recorder, 
the x-axis will effectively be a linear frequency axis. 
(This is true whether or not the ramp voltage generator's 
output voltage increases perfectly linearly with time or 
not.) The frequency counter is then used for calibration 
of this axis. The oscilloscope is to measure the 
amplitude of the square waves, and to check on any 
distortions. (It was found that up to about 10 KHz there 
was very little distortion, but that it had become quite 
serious by 100 KHz, thus contributing to the error at the 
high mobility end of each experimental curve.)

(ii) The null voltmeter that follows the operational amplifier 
(shown in Figure 7—the 27 ohm-55 microfarad system 
serves to filter out any pickup coming in along the -1) 
volt lines) serves principally as a low noise filter and 
impedance match. It also serves as a variable, low-gain 
"post" amplifier.

In operation, the square waves are applied (on top of a DC 
bias voltage) to both S and G, (see Figure )). Thus, the voltage between 

3 and Gj remains constant; only the voltage between G| and Gg was stepped 

up and down, and Gf-Gg becomes the drift region. (The DC bias level of 

G1 was higher than that of Gg in order to achieve a clean cut-off of the 

current.) (Occasionally other grid pairs were used as the drift region,



Fig. 6: Current coming from the drift region, driven by a square­
wave voltage. t^-drift time across the drift region.
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Wg. 7« Operational amplifier (Analog Devices J10J) circuit.
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especially if it were feared the density of the gas in the cell was low 

enough that the range of the beta particles from the radioactive source 

was greater than the distance to Gp) The grid biasing circuit itself 

is just a series of independent voltage dividers, one for each grid. 

A capacitor was attached from G4 (the grid nearest the collector, a 
grid serving as a shield actually) to ground to cut down on square-wave 

pick-up, which might have been picked up by the collector as well. The 

voltages were arranged so that the collector was at ground (no applied 
voltage), as that is the easiest mode for operation of operational 

amplifiers.

Notice that the I versus f traces were done in a continuous

sweep, the ramp voltage generator driving the system. Each sweep took 

roughly a minute.

We expect I to decrease linearly with f up to fc, and be zero 
after that. (I was checked to be zero by reversing one of the grid 

biases.) An idealized curve of I versus f is shown in Figure 9» 
Notice that there is some rounding near the bottom. Northby^ has

derived an approximate expression for this rounding effect: 
T ( l' TC

— tanpcd&fl) -L* 4^4 -Lat (2-4)

(2-5)

L^ax and L^in represent the extremes of length across the drift region— 

they represent the fact that the grids are not infinitesimally small, 

but of finite extension, and so particles may go through at an angle— 

especially if the electric field lines do not run exactly parallel to 

the axis of the cell. In ad lition to this, the grids are not soldered 
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perfectly to the grid holders, and there is some buckling of the grids 

to be expected. Figure 10 shows one of my good experimental curves, 

with the rounding near fc.

In practice, fc was determined by drawing straight lines 
(shown dotted in Figure 10) through the two "halves" of the curve. This 

was done for the part of the curve that is supposed to be zero because 

in point of fact this zero (and the first "half" of the curve too, for 
that matter) may be slowly drifting, the system not having perfectly 

returned to equilibrium since the last curve had been drawn, and the 
operating conditions abruptly changed (for example, by letting out 
some gas). This is shown exaggerated in Figure 10.

Figure 11 shows an experimental curve with a peculiar bump in 

it, a not uncommon occurence, but not a typical one either. It is not 

a poor curve in the sense that if another curve were traced out 

immediately afterward, the second would be different. The curve is 

quite reproducible for a given set of experimental conditions.
OO

Northby had curves that were not linear all the way to zero frequency, 

but none of them looked like this. What the explanation of this bump 

is we do not know, although it may be a recombination or space charge 

problem in the region between the source and the first grid. The bump 

occured at various temperatures, densities, and grid voltage settings, 

and not at other values of these parameters, but not in any easily 

recognizable pattern. If this bu.ip began to appear in our recorder 

traces during a run, we would try to vary the grid voltage settings to 

get rid of it; if this were not possible, we just had to live with it. 

Notice that aside from not understanding fully what is happening, it is 

a little unclear what to take for f0 in such a trace.
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Fig. 101 1(f) versus f for a good experimental trace. Note that 
the zero of 1(f) is shifted for clarity. Frequency range 
(linear scale) is about one decade (anywhere from 1-10 Hz

Fig. Ill l(f) versus f for a poor experimental curve. (Draftsman's 
copy of an actual curve.) Other conditions as for Fig. 10
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Only one measurement was made at each temperature and 

pressure, at more or less the lowest possible electric field. This is 
1 2 in contrast to the work of Levine and Sanders * who measured drift 

velocity versus electric field for several values of the applied field 

at each point, then took the limit for zero spoiled field. They were 

able to take only a comparatively few points for each Isotherm, 

whereas I kept the electric field as low as possible and made measure­

ments at many more points on each isotherm. The two methods yield 
essentially the same results at A.1ÊK (the only temperature where the 

two experiments overlap), although some effects which depended on the 

electric field were observed (see next chapter). We found that 

changing the field in the region S-Gf had an effect on fc if it was 

too disparate from that in the rest of the cell. This was presumably 

due to space charge effects or to heating up the electrons. The 

dominant mechanism would depend on the density. Finally, the questions 

raised in this paragraph are discussed a little further in subsection 

5. 1.2 on errors.

In addition to the limitation at high frequencies mentioned 

above (distortion of square waves starts at about 10 KHz, and gets bad 

by 100 KHz), there will obviously be a limitation at low frequencies. 

Surprisingly perhaps, measurements can be made down to about 2 or 5 Hz; 

below that level, the null voltmeter and chart recorder are no longer 

time-averaging the signal, but showing it directly as a function of 

time. Fortunately 2-) Hz is low enough for all the measurements I 

wanted to make.

Finally, in addition to the above problems, there was a 

problem with signal strength. Signal strengths down to approximately
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10“^ ampere could be detected, with the signal still larger than the 

noise. However, at high gas densities the signal strength sometimes 

would become too small to be seen. This effect seemed more pronounced 

for higher temperatures at the same density; however, no systematic 

study was made of it, but very likely it was a recombination effect 

in the S-Gi region.



III. EXPERIMENTAL RESULTS

3» 1 Electron Mobility in Helium-4 

?» 1 » 1 Electron Mobility Data in Helium-4

Smoothed values of measured electron mobility in helium-4 as 
a function of temperature and number density are presented in Figures 
12-14. (The significance of the arrows will be explained in the next 

chapter.) Figures 1) and 14 are different plots of the same data; 

Figure 12 represents a different set of data. As the graphs imply, the 

data of Figure 12 were taken at constant temperature (see Table I for 
variation in temperature), whereas the data of Figures 1) and 14 were 

taken at nearly constant density. The dashed parts of the curves in 

Figure 1J are taken from the data of Figure 12—simply to show the 

bending over of the curves. (Figure 15 gives smoothed curves showing 

just how constant the density in fact was during the "constant density" 
sweeps.)

In Figure 12, the curves for 11,6, 15.8, and 18.1K do not 
extend to densities high enough that they "roll over" to some fairly 

constant low mobility value as is the case for the curves for 4.2 and 

7»JK. The latter curves were done last, when my technique had improved 

somewhat over that used in gathering the data for the former curves; 

presumably now I could go back and extend the curves for 11.6, 1).8, 
and 16.IK with little trouble, but it was not thought to be worth the 

effort.

The data curves of Figure 12 are in good agreement with 
already published values for data at 4.2K1 and 29JK.^0 Measurements 

have been made at other temperatures (77K, for example) by other 

workers, but none of these to our knowledge extend to anywhere near as
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Fig. 12* Electron mobility versus number density at fixed 
temperatures (marked on curves in degrees kelvin) 
in helium-4.
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Fig. 15» Electron mobility versus inverse temperature at 
nearly constant density in helium-4. This density is marked on the curves in units of 10^ cm").
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Fig. 1Ai Electron mobility versus temnerature at nearly 
constant density in helium-4. This density is marked on the curves in units of 10^® cm “5.



TABLE I

VARIATION OF TEMPERATURE DURING CONSTANT TEMPERATURE SWEEPS

Hellum-4:
T(K)

4.18 (variation not monitored) 
7.282.012
11.62.04
15.82,02
16.12.05
77*2 (variation not monitored)
500 (room temperature)

Hydrogen: 26.02.17
28.02.17
50.02.22
51.72.065
295 (data of Griinber^0)

Note that the variation in each temperature is quoted to a higher 

precision than the temnerature itself. This is because the variation 

in each case is derived from the slope of the R versus T characteristic 
of the thermometer given in Figure )) and is thus arrived at essential­

ly independently from the value of the temperature itself.
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densities used on other figures marked on curves. 



high densities as our work, or the work at 4.2 and 29)K just cited. 

Note also that we are using a different measuring technique (single­
gate switching) from that used by Levine and Sanders1 and Grunberg^0 

(time-of-flight) to obtain their data at 4.2 and 29}K, respectively. 
Measurements were made at lower temperatures,1 but the limitation 

imposed by the saturated vapor pressure severely limits the maximum 

density that can be achieved. The curve for 4.2K, for example, extends 

to the density corresponding to the saturated vapor pressure for that 

temperature.

Figure 16 shows the loci of constant mobility in the y-T 

plane, a smoothed replot of the basic data presented in Figures 12-14— 

necessarily smoothed because the data at constant temperature and at 

constant density do no necessarily match up due to measurement errors, 

as discussed in the next subsection. Notice for the curves of larger 

constant mobility that each curve exhibits a maximum number density, 

and this point occurs at lower temperatures the higher the mobility.. 
(Presumably the curves for lower mobility would show a similar shape if 

they could be extended to higher temperatures. ) Notice that this says 

that a given mobility will not be observed above a certain number 

density, no matter what the temperature. As we move to higher number 

density, the range of possible mobilities becomes more restricted.

Figures 17-19 are the mobility data shown in Figures 12-14 
divided by the semi-classical prediction for mobility given by Levine:^

°-” 
where e-electronic charge 

m-olectronic mass 
p-gas number density 
cr-total interaction cross-section 
-second virial coefficient
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Fig. 17s Electron mobility divided by the semi-clasaical 
prediction versus number density at fixed 
temperatures (marked on curves in degrees kelvin) 
in helium-4.



Fig. 18: Electron mobility divided by the semi-classical 
prediction versus inverse temperature at nearly 
constant number density (marked on curves in units 
of 10^0 cm“5) in helium-4.



-Ao-

M
 M

EA
SU

R
ED

 

P 
SE

M
I-C

LA
SS

IC
A

L

10”

10

10

12

16

20

10

25 34

30

IO"*

10’2

Fig. 19» Electron mobility divided by the aeml-claBeical 
prediction versus temperature at nearly constant 
number density (marked on curves in units of 
1020 cm-') in helium-4.

20 
K)



Levine calculated the correction factor to the classical

kinetic theory prediction. This correction factor is really the first 

order term resulting from a perturbation theory. It is easy to see 

that this is only an approximation, because below 20K the second virial 
coefficient for helium-4 is negative,^5 and so this formula predicts 

that as the number density is increased at a fixed temperature (always 

possible above the critical point), the mobility will eventually 

become negative, which is nonsense. Note that a much more general 

derivation has been published by Lekner and Cohen.The result is, 
for £ —(This is equivalent to equation (7) of Levine and Sanders,1) 

2 2 d* (ti* kJ )"*■ f id' Sfo) O”2)

where a-electron-atom scattering length 
(a —4xa2) 

S(0)-long-wavelength limit of the 
structure factor 

■nkTlCT
• KT-isothermal compressibility 

Using the equation of state (2-1), (5-2) reduces to (5-1) exactly. The 

variations in density shown in Figure 15 were taken into account in 

calculating this semi-classical mobility for the data taken at nearly 
constant density. For we took O'Kalley's recommended value of 
4.9x10-16 cm2.35

5.1.2 Errors
Figure 20 shows the actual data points for the 4.1ÔK Isotherm. 

There are in fact more data points for this isotherm than for most of 

the others, but this set of data was chosen because it illustrates some 

other things besides just the degree of scatter. The first thing to 

note is the effect of different electric fields, especially at low 

density. Remember that the beta particles from the radioactive source



-42-

(c
m

V
v-

se
c)

10

10

10

10

10

: E = 5v/cm

£ = 3v/cm

£ = 4v/cm

%

o

£ = 6v/cm

o

E =10v/cm

§ 
o
S o

» 
%

10"1

X 
\x

10 15 20
x 1O'?O (cm"3 )

Fig. 2Os Electron mobility versus number density in 
helium-4 at 4.18K, showing scatter of data 
points and effect of using different electric 
fields. ’

25



are stopped before the first grid for all densities above .A^OxIO20 cm" 

according the calculations presented in the last chapter. Thia 

density value is where the data begin in Figure 20. Notice that at 
about 1.5x10^0 cm~5f the data for £=4 V/cm and £-5 V/cm are obviously 

different, but that the data points move together as the density 
increases, becoming indistinguishable at about 4-^x10^0 cm"). The 

smoothed curve of this data was drawn ("eyeball" fashion) so as to 

"skim across the top" of the data points. Even so, it is clear that 

the low density ends of my data curves are the least reliable. This 
f field effect was noticed in other sets of data also. At higher 

densities, the changing of the electric field does not seem to produce 
1 2 this effect. Levine and Sanders ’ display some curves of drift 

velocity versus electric field, the curves showing different sorts of 
curvature. They also have a universal curve plot of -/T/Tq v^ versus 

, and our data agree with that at least roughly. Interestingly 

electron mobility data published on eight liquid saturated hydrocarbons 

and liquid tetramethylsllane do not show any non-linearity between 

drift velocity and applied electric field up to the highest fields 
studied ( 140 KV/cm, at 25°C).^ The criterion for when to expect 

non-linearities is^ ___

o' ()_;)

This is because the electric field can "heat up" the electrons, 

drastically changing their distribution function. For the hydrocarbon 
data, the above equation says non-linearities would set in if A » 

which presumably la not the case. For my data in helium-4 at 4.18K, 
€■5 V/Cb and cm"), equation (5-5) says there will be non­
linearities if Â» In point of fact, X-I^v^xio)^, so it is not 
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at all surprising to see the beginning of a non-linear region setting 

in.
Secondly, notice that the data at £-5 V/cm seem to fall into 

well defined groups, an effect also observed in other data. Why this 

should be is not known. Finally, as would be expected the density of 

data points along the curve is least where the curve is rising the 

fastest—simnly because a small change in the gas density there 

produces a correspondingly larger change in mobility than elsewhere.

In addition to the above items, there are the sources of 
error mentioned in the last chapter (in detail there)« (i) how well 

we know the temperature, (11) how well we can calculate the number 

density, given the uncertainties in our knowledge of temperature and 
pressure, (ill) how accurately we know the actual length that the 

electrons traverse in the drift region, (iv) how accurately we can 

determine the amplitude of the square waves running the gate (and the 

distortion of the square waves at high frequency), and finally (v) how 

accurately we can determine the cut-off frequency fc from the signal 
strength versus frequency curves (especially for curves of odd shape). 

Space charge effects may also be important, but we always tried to work 

at a low signal strength level to avoid this problem.

Finally, in attempting to arrive at an error estimate by 

comparison with measurements made by other workers, which means by 

making comparisons in the low density limit where kinetic theory should 

apply, there seems to be an uncertainty as to what value to take for 

the cross-section. To quote Levine and Sanders, "For electrons in the 
energy range of importance in this work (£~10-5 eV) only s-wave elastic 

scattering is of any importance, and the interaction can be adequately 
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characterized by a single parameter, the zero-energy a-wave scattering 

length a. We adopt for this parameter the value recommended by 
O'Malley,^ a-1. l6ao-0.62^, so that c-Ana^A.9x10*cm^."1 However, 

Grunberg^ made measurements of electron drift velocity as a function of 

f/P up to about 42 atmospheres at room temperature (29)K) (that is, to 
a density of 10.3x10^0 cm*)), with a claimed accuracy of 1-1.From 

his data, and assuming the kinetic theory formula is correct, it is 
easy to deduce a cross-section of roughly 6.9x10*^ cm^, yielding 

a-1.40ao»,740^, a considerably different value from the above. Golden, 
Goldstein, and Cahn,^*^ on the basis of microwave measurements in 

low temperature helium plasmas, find a cross-section between 
10-19x10*1^ cm^, for densities below 2.3x10^6 cm*?, a value very 

different from either of the above. They postulate that, "For electron 

temperatures in the vicinity of 10K, the number of neutral atoms in a 
sphere whose diameter is equal to the electron deBroglie wavelength, Xg, 

may be as high as 5° for neutral gas pressures as low as 1 Torr at 4.2K. 
Under such conditions, the concert of electron binary collisions [the 
basis of classical concepts and derivations] might bo expected to have 
little validity.")6 Any very precise fitting of the data to theory 

would require clarification of this point. However, as will be seen in 

the next charter, no theory aa yet comes very close to agreement with 

experimental results over the whole range of data.

Considering all this, it would seem that a reasonable guess 

as to the error limits would —20% absolute accuracy and perhaps -3% 
relative accuracy (about what Levine and Sanders1 quote).
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Mobility in Normal Hydrogen 

5,2.1 Limitations Imposed by Coexistence Curves 
Figure 21 shows the coexistence curves of helium-4 and normal 

hydrogen, as well as the ranges over which data were taken in the two 

gases. By a coexistence curve, I mean both halves of a saturated vapor 

pressure curve—that is, displaying both the liquid and gas densities 

at saturation at each temperature, The region between these two 
densities is inaccessible. The curve for helium-4 was calculated from 

the equation 
kT 8, (M)

and values of P and T at saturation were obtained from Donnelly^® 

(based on the 19^8 temperature scale) for the gas phase; data on the 

liquid phase were obtained from Wilks.The data for the curve for 
hydrogen were obtained from an empirical equation fitted to measured 
data from Woolley, Scott, and Brickwedde.^ Figure 21 shows very 

clearly that the region where most of the data were taken in helium-4, 

and presumably where similarly interesting phenomena would appear in 

hydrogen, is simply forbidden. We were forced to skirt around the edge 

of the coexistence curve of hydrogen in the search for electron 

mobilities which depart markedly from values predicted by kinetic theory 

).2.2 Normal versus Equilibrium Hydrogen

Unlike monatomic molecules like helium, diatomic molecules of 

like atoms such as hydrogen have rotational energy levels, which are 
divided into two groups (because of the different nuclear spin 

alignments) which are known as the ortho and para series. At high 

temperatures (such as room temperature), 75% of the molecules are in 

the ortho state and 2^ arc in the nara state (this is called normal



X

10"

10

10

30

COEXISTENCE CURVE FOR 
NORMAL HYDROGEN

10 20
TEMPERATURE (K)

ro 
E W

" COEXISTENCE CURVE 
■ FOR HELIUM4

Fig. 21i Coexistence curves for helium-4 and normal 
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hydrogen), whereas at low temperatures (such as where I was working) 

almost 100% of the molecules are in the para state—if equilibrium has 

been achieved. In fact, however, unless a catalyst is present, 

transitions from one form to the other proceed at a very slow rate, so 

that normal hydrogen may be cooled down to very low temperatures, and 

even after several hours it will still be very close to normal 

hydrogen.

However, even if I had equilibrium rather than normal 

hydrogen in my experimental cell, I do not think it would have made any 

perceptible difference. This is because most of the physical properties 
of the two forms are almost identical (for example, the equation of 

state, or equivalently, the second virial coefficient is imperceptibly 
different2^), as most physical properties are due to the electronic 

energy levels. There are some physical properties that will be different 
for the different forms (those for which the rotational energy levels— 

which are much smaller than the electronic energy levels—are important), 

such as the specific heat at low temperatures.

).2.) Electron Mobility Data in Normal Hydrogen

Figure 22 shows smoothed values of the data taken in normal 

hydrogen. (For variation in the temperatures quoted, refer back to 

Table !.) Note that the general features are even qualitatively very 

different from the data in helium-4—in particular, the data for the 

JO.O and JI,7K isotherms show two branches, (Experimentally this means 

that the signal versus frequency traces show two definite downward 
slopes—at frequencies different from each other by a factor of 10^— 

followed by a prolonged flat "zero level".) The data were taken by 

starting at the saturated vapor pressure and moving toward lower
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Fig. 221 Mobility of negative particles versus number 
density at fixed temperatures (marked on curves 
in degrees kelvin) in normal hydrogen.



densities. For the hi^h mobility part of each isotherm, measurements 
were extended to as high a density as possible; for the 26.0 and 26, OK 

isotherms, the high mobility branches stopped at the densities cor­

responding to their saturated vapor pressures, but for the JO.O and 

51 *7K isotherms the signal strength simply became too small to be seen 

before the saturated vapor pressure was reached* The signals for the 
low mobility branches of these latter isotherms (which are so close 

together that one virtually coincides with the other, as shown in 

Figure 22) could be seen all the way out to the densities at their 

respective saturated vapor pressures. Figure 2) shows the relative 

strengths of the signals of the high and low mobility branches for the 

51*7K isotherm. (The strength at any point is the value of Io, 
obtained by extrapolating the x-y recorder trace back to zero frequency.) 

(The low mobility branch of the 50«OK isotherm was not followed back to 
lower densities because its significance was not realized at the time*) 

Also shown in Figure 22 are the data of Grünberg^ at 295K»

In contrast to his data on helium-4, his hydrogen data (v^ versus £/P, 
which extend up to a number density of 9*92x10^0 cm"5) can be fitted 

assuming a cross-section which increases approximately linearly with 

number density. (Appendix VII presents an alternative explanation for 

his data.) The dashed part of the curve is an extrapolation based on 

that assumption, but there is no really firm evidence for believing 

this is the correct picture* This changing cross-section can not be 

accounted for by the vlrial coefficient dependence represented by 
equation (5-1)* from which we can write (comparing with the classical 

theory equation)
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Extracting the actual cross-sections from Grunberg's data indicates O' 

increases from 10.4x10”^ at p*.2^0x10^0 cm*5 to 1).6x10*^ cm2 at 

92x1020 cm"), a 50% change. However, equation (5-5) predicts

(using B; from reference 25) that will decrease about 10% from 
diewsi^ at a number density of 10x1Q20 cm”). Because of this 

uncertainty in the cross-section even at 293K, no semi-classical 
calculations have been done for hydrogen as were done for helium-4. 
Legler,^ using Grunberg' s data, states that the scattering length 

is .85%, or the cross-section is 9.10x10”^ cm2. It is shown in 

Appendix VII that Legler's theory gives a good fit to Griinberg's 

hydrogen data, but unfortunately does not fit the other data discussed 

there so well. As a point of interest, I checked that the semi- 
classical correction factor (1+2Bj ) had dropped to .90 at p-6.45x102® 

cm") for the 51 «7K isotherm in hydrogen. (The virial coefficient came 

from reference 26.) For comparison, for helium-4 at 5*?6K, the same 
point was reached at y-5»^4x1o2O cm").

Notice that the high mobility branch of the 50.0K isotherm is 

starting to bend downward as though it were about to cross the 295K 

isotherm and drop precipitously. However, there are too few data points, 

which are scattered sufficiently so that it can not be said for certain 
whether this is happening or not. A direct comparison with helium-4 is 

made in Appendix VII. Errors are about the same as for the data of 
helium-4, discussed in the last section.

It was suspected after taking the data at 30.0K that perhaps 

the low mobility branch was due to some impurity. So for the run at 
51.7K the highest purity tank gas hydrogen was used (mass spectroscopy 

and gas chromatography tests by Airco showing no impurities on the parts 
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per million scale), Impurities could not have slowly entered the 

system during the course of the measurements because I started at the 

maximum density and just let gas out between measurements. Outgassing 

of the system can be ruled out because in the course of the run the 

signal strength of the low mobility object eventually declined, both in 
absolute magnitude and in percentage of the total signal strength. 

Impurities could not have entered the system right at the beginning 

through the piping system when the pressure was less than the outside 
pressure, because I had to retransfer some more liquid helium in the 
middle of the run (which dropped the pressure in the can and the piping 

system to essentially vacuum) and there was no change or break in the 

data before and after this event. Thus, it seems we can rule out 

impurities as the cause of this peculiar data in hydrogen. (Peculiar 
compared to the data in helium—4 anyway.) What the low mobility object 

might be will be considered in the next chanter,

5,5 Summary of Experimental Results

Before summarizing the data presented in this chapter, I 

think it is useful to briefly summarize current data on electron and 
positronium (both objects much lighter than any positive ions) behavior 

in other systems, to put this particular data in perspective.
Electron^ and positronium^ behavior in liquid helium 

may be explained in terms of the bubble model. Positronium bubbles 
form in solid helium;^ they have also recently been observed in liquid 

argon, krypton, and xenon, but not in the solid phases of these rare 

gases. electrons, however, do not form bubbles in argon, krypton, 
or xenon in the liquid and solid phases^*^ but have mobilities 

indicating they are free, or nearly so, which is expected, as electrons 



have a negative scattering length (attraction) in all these species, 

but a positive scattering length (repulsion) in helium. (If electronic 

bubbles do not form in the liquid, it is not expected that they will in 
the gas phase either.)

In addition to the rare gases, electron mobilities have been 

studied in several other liquids as well. For one class at least, good 

qualitative understanding has been achieved: "Most of the earlier 

studies were concerned with the binding of excess electrons in polar 

solvents (i.e., metal-ammonia solutions,solvated electrons in 
water^®) and in metal-molten salt systems.^ in the case of polar 

solvents there is compelling evidence for the formation of localized 

states of the excess electrons at low electron densities, while at high 
47 concentrations a transition to a metallic state is observed. ' The 

electronic properties of dilute metal solutions are primarily those of 

a collection of localized electrons, each moving in a cavity in the 

liquid. In sum, our qualitative understanding of the negatively charged 

species in a polar liquid in which no chemically bound state exists for 

the excess electron is quite satisfactory.Recent measurements of 

electron mobility in dielectric liquids (eight saturated hydrocarbons 
and tetramethylsilane) yield mobility values ranging from 

0.09 cm^V*'sec- in n-hexane to 90 in tetramethylsilane (at 25°C)—a 

span of three orders of magnitude in what are otherwise hydrocarbons of 
very similar physical nronerties. ("Probably the major difference 

between hydrocarbons and monatomic liquids, with respect to electronic 

behavior, is the nermanent dipole moment of the C-H bond. In saturated 

hydrocarbons these moments cancel geometrically, so the molecules as a 

whole have no moment, yet in the immediate neighborhood of each C-H
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bond a dinole field exists. Then: (a) each bond acts as a strong 

scattering center for free electrons; (b) in the random thermal motions 

of the molecules, configurations are continually forming and dissolving 

in which the local dinole fields reinforce each other to form potential 
wells.") The data do not seem to be explicable in simple terms by 

considering the electrons as "quasifree" or by considering the electrons 

to be localized in trans.Finally, very recent measurements of 

electron mobilities in mixtures of n-hexane and neopentane can be 

fitted by the equation
("Xh E/kT) (5-6)

where/^K-mobility in pure neopentane 
Xu-mole fraction of n-hexane 
E-a constant (activation energy)

(Notice this functional form is just like that for mobility in an 

insulator with traps.) The authors think the explanation lies in a 
collective trap involving several fluid molecules.^

With the above in mind, let us now return to the mobility 

data presented in this chanter. Notice that these data (helium-4 in 
particular) are different from almost all of the above in that they 

show the systematica of a transition of electron mobility from one 
regime (free, or extended state) to another (bubble, or localized 

state, characterized by a nearly constant low mobility). It is 
possible to view the curves of ^versus 1/T (Figure 1^), for instance, 

in terms of an expression like (5-6). We see then that the activation 

energy entering the exponential is density (or pressure) dependent. 

When I come to discuss the theoretical aspects of this problem the 

origin of this fact will become apparent. Furthermore, it will be seen 

that the electron must play an essential role in the trapping process,
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and this is probably true in the case of the hydrocarbons mentioned 

above also. Of course, these measurements in helium-4 gas represent 

an extension of the work of Levine and Sanders, but an extension 

over a wide enough range of temperatures so that the systematics of 

the sudden drop of electron mobility in helium-4 gas are now much 
better known. (Figure 21 is a concise summary of the p,T range of my 

data in helium-4.) The maxima in the y>(T) curves (Figure 16) mark the 

departure from anything approaching classical behavior, which is more 

clearly highlighted by the reduced mobility curves of Figures 16 

and 19.

Measurements in hydrogen gas at low temneratures and high 

densities have been made for the first time, resulting in a qualitatively 

different picture from that which applies to any other substance yet 

studied, namely that there exist two mobility branches, and these 

branches coexist in the span of densities covered. (There exists one 

previous measurement made indirectly by field emission of electrons 
into liquid hydrogen, yielding a mobility of 0.02 cm^^sec-1 ) 

From the data nresented, it is not clear whether the high mobility 

curves in hydrogen will drop precipitously upon going to higher 

densities, as is the case with helium-4; it is also not clear just 

what object is involved in the low mobility curves. I will make 

suggestions for what experiments might be attempted next in the last 
chanter.



IV. THEORETICAL CALCULATIONS OF ELECTRON MOBILITY

4.1 Localized State Models for Electron Mobility

4.1.1 General

As mentioned in the introduction, it is now generally 
2 accented (due to Levine's work) that cluster ions and impurity ions 

can be ruled out as possible explanations of the data (at least for the 

helium-4 gas data). That loaves two general tyres of theories to be 

considered: (i) localized state, or bubble, models, and (11) various 

extended state, or scattering, models. By an extended state, I mean 

one in which the electron propagates through the fluid as a plane wave, 

scattering off the molecules of the fluid, but still describable by a 

wavefunction that extends over a very large number of atomic spacings. 

By a localized state, I mean one in which the electron's wavefunction 

is effectively restricted to a space of only a few atomic spacings, for 
some reason or other (such as being trapped in some sort of potential 

well of about that size). In this section I will discuss bubble models; 

in section 4.2 I will briefly review scattering models; and finally in 

section 4.5 I will try to combine both types of theories in a qualita­

tive way in an attempt to fit a data curve for helium-4. Most of the 

remainder of the chapter will be devoted to a discussion of the data in 

normal hydrogen.

4.1.2 Spherical Square Well

I will now briefly review the theory of the spherical square 

well potential as presented by Springett, Jortner, and Cohen,and then 

apply the calculation to the problem of predicting a mobility curve 
(at constant temperature, with the density varying, say) for an electron
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in hellum-4 gas. The theory nresented in reference 5 will be simplified 

in that polarization corrections will be ignored, and an experimental 

rather than a theoretical value of the scattering length will be used. 
The experimental scattering length represents a combination of the 

Paull principal scattering length and polarization effects due to the 
1/r^ electron-atom interaction.

The Wigner-Seitz model, which was developed originally for 

crystalline solids rather than fluids, states that each atom in the

fluid is replaced by an equivalent sphere of radius

(4-1)

We presume that in any undisturbed portion of the fluid that the 

potential V obeys the following conditions:
(1) V«V(r) (spherical symmetry)

(4-2)
(ii) V(|r+2r&| )»V(|^| ) (translational symmetry)

Now the one-electron ground state wavefunction is symmetric about 

the center of any equivalent sphere (that is, about any nucleus) so

= 0 (M>
The wavefunction obeys the equation 

(4-4)
where Vo is the ground state energy of an excess electron in the 

unperturbed fluid. For V(r) we choose a square well pseudopotential to 

obtain a model potential given by
Vm ~ œ ,

= O,
The 8-wave ground state solution to this problem is

_ Sin Ur-Al

where *

(4-5)

(4-6)

(4-7)
and is determined by the above boundary conditions, leading to



Thus, rs is obtained first, then ko (if a value of the scattering 
length a is known), and then Vo.

Now for the real problem we take a srherical sten in the 

density distribution
?=O , (4.9

The electron is then taken to be localized in this well. The eigen­

value equation to be satisfied is

('4s Ÿ-Ee} 1 'R
(- r>K

The solution is
f(t)- "V Siw kr Y t K.

(4-n)

where k- Eg) (4-12)
K* Mv (4-1?)

Defining k-Xko, we obtain K-(1-X^)HCg 

The boundary conditions at r-R lead to
Cat (4-16)

and (4-17)

Now the total energy of the bubble is the sum of the electronic energy 

and the mechanical energy needed to form a bubble:
Et = X% + (4-18)

(We neglect surface tension because we are in a gas, not a liquid—any 

surface term would be very small at most pressures to be considered, 

but not so for the 4,18K isotherm. ) This may be rewritten as

(4-19) 
where f>-
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The equilibrium radius is found from the condition 
which gives

Equation (4-16 ) gives

(4-21)
Together we have

(4-22)

(4-2?)

(4-24)
At this point we leave the above mentioned reference and strike

X

out on our own. The quantity we are interested in is
AF-change in Helmholtz

free and bubble states
free energy between the

(4-25)

(4-26)

Using the expression (4-24) in (4-27), we obtain after sore algebra

X’) (4-26)

The process of evaluating âF proceeds as follows*
(i) ra is obtained from (4-1)
(11) ko is obtained from (4-6)
(ill) V_ is obtained from (4-7)
(iv) f(x) is determined by (4-24)
(v) (4-16) provides a relation between X and (koP)
(vl) X and (koR) are then determined by (4-22); since kQ is 

known already, R is now known
(vii) &F is finally determined by (4-26)

In order to calculate the mobility itself, we use the result

of Young's phenomenological theory^2 (an equation also given by Levine2) 

(4-29)
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where^lf*mobility of a free electron (which for the 
moment we take to be given by the semi- 
classical mobility, equation (5-1)) 

/^■mobility of an electronic bubble (see 
below)

This equation is derived from Young’s two assumptions, that (i) there 

exist two unique electronic states, characterized by the mobilities 
and fa, and (11) these states can be characterized by thermodynamic 

relaxation times ^and where i^ the characteristic free to
bubble (bubble to free) decay time, related by 

where n% and nf are the populations 
(This ignores any effective mass or

of the bubble and free states.

density of states effects,)
The bubble mobility is calculated from Levine's^’^ inter­

polation formula
r ।+ 4$ (4-50)

where ^-viscosity of the gas 
R*radius of the bubble 
M-atomic mass of helium-4

Values of the viscosity are obtained from reference 55* Note that 
1 2Le ine and Sanders * used the classical turning point radius for R 

rather than the bubble radius.
Figure 24 shows the measured mobility curve at 5»9^K, as well 

as the predicted curve from this theory, marked square well. (The other 

curves will be explained later in this chapter.) (Note that the 

"measured" curve is actually a rough interpolation between the data of 

Levine and Sandersat 5*902 and 4,IfiK—which was quite close to my 

data at 4.1&K; for some reason, the theory of Neustadter and Oooper- 
smith^ was done for 5*9^K, and we wished to compare our calculations 

at the same temperature.) The density at the saturated vapor pressure 
at 5*9^K is 19*85x10^0 cm"^, so the curves shown could not be extended
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much further in any case. The calculated curve seems to be dropping 

well below the measured curve at the end, but of course it only goes 
down to Z/„ which is a roughly flat curve at about 0.1 cm2V”^sec~^.

Actually we have left out a term in the free energy

(Mi)
from equation (4-26), which should have been included. This term arises 

from the free energy associated with the translational states of the 

electron,

("We assumed that the electron wave function was centered around some 

point in the gas. In reality, all parts of the system are equivalent 

except for the region very close to the walls, and this fact must be 
allowed for.") Now m is the electronic mass (free electron), while 

my is the effective bubble mass, taken to be equal to m plus one-half 

the mass of the displaced gas, according to the usual hydrodynamic 

prescription. However, since we are not in a purely hydrodynamic 
regime, it is a bit uncertain just what to take for this mass. (Notice 

that Levine and Young have apposite sign conventions for ÛF, and we 

are following Young's usage.) If this term were included, the 

calculated curve would simply "drop off" more steeply than it already 

does.

Before leaving the square well, I would like to make one
final remark. The f(X) function of (4-24) exhibits a maximum value of 
4.4998x10-2 at X-.9^. This means that there are many points in the 

f-T plane where binding simply does not occur, and the mobility is just 

the free mobility. Where the calculated curve in Figure 24 departs 

from the semi-classical curve shows where binding just begins in 
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heliua-4 at 5*96K. The locus of points satisfying

(M?)
is plotted in Figure 2^. (A similar limit on binding to the potential 

well in the rounded well case occurs also, as shown in the figure, and 

as will be discussed in the next subsection.) Also shown are the 
coexistence curves for helium-4 and hydrogen, as in Figure 21, showing 

once again that perhaps the most interesting region to study is 

forbidden in the case of hydrogen. A curve showing where binding begins 

for the square well for hydrogen could have been calculated, but what 

value to take for the scattering length a was not certain (see subsection 

5*2.5 for uncertainties in the cross-section, and hence the scattering 

length, of electrons in hydrogen). Notice that binding always occurs 

at a lower density for the rounded well than for the square well, at 

any given temperature. Finally, referring back to Figures 12 and 1), 

the downward pointing arrows indicate where binding just begins for the 

square well and the unward pointing arrows indicate the same thing 

for the rounded well. There does seem to be a good correspondence 

between this point for the rounded well and the onset of a sharp drop.

4.1.5 Spherical Rounded Well

The square well potential has already been treated, as 

indicated in the last subsection. In this subsection I will treat a 

new potential, which I call the rounded well potential. The basic 

physical ideas are quite similar to the square well case; it is the 

mathematics that is different, and therefore will be confined to the 

appendices. Appendix IV covers the derivation of the general formal 

expression for /|F for any potential (as noted there, this was not 

required for the simple square well case)« Appendix V covers the
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evaluation of 2&F for the rounded well potential
V" " Vo jCo^k1 (% ) (4-?4)

Notice that only terms un to first order in the second virial coefficient 

are included in Appendix V. If the term to second order in B(given 

in general form in Appendix IV) were included (which is easy), it 

would cause the theoretical curve of Figure 24, marked rounded well, to 

dron off even more sharply than it already does, so it was not included. 

In reference to Figure 24, the same general method was used to 

calculate the rounded well curve as was used for the square well curve, 

namely, the use of equations (4-29) and (4-50) and the semi-classical 

mobility for (Note that ro was used for R in (4-50) for the 

bubble mobility, which means that the curve does not necessarily 

represent the actual mobility; only the range over which the drop occurs 

is really meaningful.)

It is evident from Figure 24 that the rounded well curve has 

a shape or width very close to that of the square well curve; the measured 

curve rises much more slowly than either of these theoretical curves. 
Thus it armears that the rounded well model is no great improvement on 

the square well model; I shall return to this point shortly.

A better fit can be achieved if some value other than the 
semi-classical prediction is used for In particular, Young^ uses 

x= ^x/{ 241+ (SVJP (Ms)

where ^ôis the low field free electron mobility and is determined by 
f3>nAt)1 (4-56)

where m is the mass of the electron. ( "The parameterization of is 

chosen on the basis that it is capable of fitting the first principles 
calculation of Hargenau^ to an accuracy of 1%. ") "We assume that the
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fYinctional dependence of with respect to £ is independent of the

density of the helium gas while has a density dependence which we 

obtain by fitting the experimental data of Vj versus £ in the high £ 
region, i.e. where ^**£*1* Thus, in essence, an experimental rather 

than a theoretical value is being used for^. The results of using 
this jUf are shown in Figure 26, with all conditions the same as for 
Figure 24. Also shown for comparison aM/^emi-claasical

^Legler theory* the latter is discussed in Appendix VII. The improve­

ment of the fit at the high mobility end is significant, which perhaps 

is not so apparent on a semi-log plot. It may be possible to derive 
this yU* curve on the basis of a scattering theory like Legler's.^0 

This point will be raised again in section 4.2 on scattering models, 

and in Appendix VII.

Finally, just as in the square well case, the function f(z), 

specified by equations (V-4)) and (V-44) has a maximum value of 
$.5)1x10"), which occurs at z«12.67* So the locus of points satisfying

= 3.331 (M7)
is the curve shown in Figure 25 for the rounded well.

4*1,4 Self-Consistency Calculation
1 2 Levine and Sanders • derived a self-consistent set of

equations for the electron wavefunction zf and the gas density j»6r). 

We present here an alternative derivation. To begin,
- et ; V- (£) 4wf(r) (MB)

Note that this potential V is not the same as that given by (4-7), the 

latter being derived from the Wigner-Seitz model. This V in (4-5®) is 

from the optical model; in Appendix VI it is shown that they are the 

same to first order. Now if a helium atom is placed at R^, the energy
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of the system will be raised by

^n-r (M9)
We have the general expression for the chemical potential 

kTZi * 8,WPW + (4-40)

In our case, 
KM” (4-41)

and, ainceyUgis constant throughout the system
XM =yUo (4-42)

Combining these, 

W (4-4?)

Using the equation of state
p—f kT (\+ (4-44)

this can be reduced to
kTA (4-45)

Dropping the term with the virial coefficient as it is usually small 

compared to the other, we find
fM | YWIXJ (4-46)

This set of non-linear equations is too difficult to tackle

directly. However, it can be anpreached with an iterative procedure. 
A given f M i® taken, and W 1® calculated for it. Then (4-46) is 
used to compute a new fM , and so on. This has been done in Appendix 

VI. The results are shown in Figures 27 and 28. Notice in Figure 28 
of fM/fW versus r that the new does not go to zero at the 

origin—it can not unless the argument of the exponential in (4-46) goes 

to minus infinity. Further comments about the shape of these density 

distributions will be made in the next subsection
Clark^’5® has already set up simultaneous equations for the
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Fig. 28* Initial density distribution (dashed) and 
recalculated density distribution (solid) in 
helium-4 at 4e18K at the saturated vapor 
pressure. Upper graph—square well; lower 
graph—rounded well.
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bubble model in helium and solved them on an analogue computer. He 
finds (for liquid helium) that the quantity equivalent to my j>(r)/f(o) 
is more "squared-off* than my M/ÿw, being essentially zero for r 

less than loX and essentially unity for r greater than I5Î.

We can discuss the problem more analytically in certain
limiting cases. If in (4-46) is about

then a square well results. If

ifwr « 1, «Hr (M8>
then we may expand the exponential to

f(r) = |- wr) (4-49)
Note that is the starting density (a function of r) and p(r) is the

density after one iteration. This equation means there is a

characteristic length, or range, of the electron's influence on the

gas given by

(4-50)
If there is going to be an appreciable bubble, the characteristic

length of the potential, rQ, must be comparable to this length.
Inserting (4-49) into (4-58) yields

(M1 
where * E_

Interestingly, this is of the same form as the Gross-Pi taevskii^^O 

equation which is for a microscopic model for sunerfluid helium:

- WW'tVA-o (M2)
Note that this is the equation used by Clark.^7 %, now have a time- 
denendence, but is equivalent to our m Perhaps more 



seriously for a direct usage of known solutions to the Gross-Pitaevskii 

equation is the difference in sign between the VQ term in (4-52) and 
the equivalent term in (4-51).

Finally we might note that at least we are considering 

stationary states. If we had to consider wavefunctions like 
'f (r) = tw e " (M?)

and use perturbation theory, we might have an even worse problem than 

the coupled equations described above. Also (4-55) must certainly be 

used in order to arrive at the density of states or the electron 
effective mass.

4.1.5 Comments on Other Bubble Models

Looking at Figure 26, it arrears that the rounded well gives 

a fair arrroximation to the measured mobility at high mobilities, and 

the square well gives a fair approximation at low mobilities. This is 

as we would expect physically, namely, that when the bubble first forms 

it will be smeared out and diffuse, but that it becomes more and more 
"squared-off" as the density is increased. Thus, some sort of transition 

from the rounded well to the square well should represent the physical 

situation in the intermediate region, and looking at Figure 26, that 

seems to be the case. A true square well can never be self-consistent, 
of course, but the actual self-consistent result presumably will start 
to look more and more "squared-off" for increasing densities. It would 

seem best to try to treat a density distribution that has two parameters 

to characterize the well—one for the apnroximate width of the flat part 

of the well, and one to characterize the shape or width or the well. 

In other words; a density distribution of the share of an inverted 

Fermi-Dirac density of states distribution function. A look at Figure



28 indicates further that this is called for. Also notice that in 
Figure 28 the well is not "swept clean" at the center—the density is 

non-zero there after one iteration of the equations given in the last 

subsection. So a third parameter is called for. A potential of this 

sort, the Saxon-Woods potential used by nuclear physicists, is a good 

candidate. However, no attempts have been made to use it as the 
calculations would all have to be done a on a digital computer (the 

electronic energy and wave function, the energy to form a bubble, and 
all the iterations). Conceivably an Imaginatively programmed analogue 

computer could be used, as was done by Clark.

As a note, the density distribution 
) V< Re

r>Re
has been treated.^(Notice that this reduces to the square well 

for el-xo. ) The energy to form a bubble is easily evaluated, and is 

found to be

(Ms)
The electronic energy appears to have been evaluated on a computer.

The resulting fit is some improvement over the square well case. Note 

that this is the first attempted two-parameter bubble model that has 

been treated, as far as I know.

4.2 Scattering Models

Scattering theories represent a totally different way of 

looking at the problem. The classical theory for the mobility is of 

course a simple scattering theory. The semi-classical theory by Levine, 
equation (^-1), and the more general theoretical equation (5-2) by 

Lekner are also scattering theories. But the first scattering theory
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(known to us) for a system of randomly located scatterers, leading to a 

large dron in mobility at a characteristic density is that of Neustadter 

and Coopersmith.The mobility is calculated to all orders in the 

density of scatterers. Their calculated curve is shown in Figure 24. 

There are several things to notice about this curve: (1) at very low 

densities it agrees with the classical prediction, (ii) it departs 

from the classical prediction at a much lower density than does the 

actual measured curve, and (ill) it falls at a nearly exponential rate, 

with no lower limit, in contrast to the case of the measured curve and 

various bubble models, "The poor quantitative agreement is thought to 

arise from the lack of excluded volume between the scatterers (omission 

of the hard-core hellum-helium Interaction) which permits configurations 

contributing very strongly to the scattering. In addition to this, 

another possible reason for the disagreement is that the scattering 

centers are static; they do not change in time as they do in a real 

gas. This perhaps explains why the predicted mobility has no "floor"— 

once an electron is trapned by some spatial configuration of scatterers, 

it can not escape.Also, the electrons can not affect the static 
scattering centers (either by their wave functions directly, or by 
polarization effects), which is also very unrealistic physically. (The 

same concents apply to the Eggarter-Cohen theory immediately below.)
Eggart er and Cohen^ have developed a model which is more 

easily understood than that of Neustadter and Coopersmith. Their 

abstract is the best summary of their theory: "A semiquantitative 

model for the density of states and transport properties of an electron 

in a system of randomly located hard core scatterers is given* Our 

main results are: (a) The density of states has the usual square root
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behavior for high energies and a tail of localized states at the low 

energy end; the energy at which the transition from localized to 
extended states occurs is computed from percolation theory, (b) For a 

fixed temnerature the fraction of electrons in localized states is 

extremely small below a certain critical density of scatterers and 

increases drastically above this critical density. Thus, our model 

provides a physical explanation for the mobility transition found by 
Meustadter and Coopersmith." Their calculated curve is shown in Figure 

24, and the descriptive remarks about the Neustadter-Coonersmith theory 

in the proceeding paragraph apply here as well. Eggarter and Cohen 

predict that the transition from high to low mobility should occur 

at roughly
/ T ' 74^3^ (4-56)

Figure 29 shows a universal curve of the mobility (divided by the 
classical prediction) for the theory versus f*T; also shown are some 

of my data points. It will be seen that the theory predicts a curve of 

the correct general shape, but is a couple of orders of magnitude off 
quantitatively. Also notice in Figure 16 that a plot of (4-^6) would 

be a line running almost straight upward and close to the temperature 
axis.

A different characteristic parameter for the onset of the 
transition can be found by combining our characteristic length from 
(4-50) with the Eggarter-Cohen theory. Their parameter for the onset 

of the transition is
<^Fr — 1 (4-57)

where <N> is the average number of particles in one of their elementary 

cells, that is
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<D O 
35 en m

Plg* 29* Electron mobility in helium—4 divided by the 
classical value. Solid line, universal curve 
prediction of the Eggarter-Cohen theory; open 
and solid circles, data pointa from temperature 
sweeps at /«10x10^0 cm"* and 14x10^0 car), 
respectively.
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<M>- ÿ.Z1 (MB)

Combining (4-50), (4-57)» and (4-58) yields 
ÿ^5SF=1cT = (^=)1 (MO

This is just the criterion found by Heusted ter and Cooper soi th, and
also by Legler^ (as seen after a little rearrangement)—and they 

disagree with experimental results, of course.

Before these scattering theories are simply dismissed as 

being a much worse fit than the bubble models, it is well to remember 

that they are well thought out theories, and that if they are in 

disagreement with measurements, there may be some serious underlying 

physical problem. It has been suggested that correlated scattering is 

the cause of the departure of the measured mobility from the semi- 

classical prediction which occurs even before the sharp downward 
transition, an effect mentioned in subsection 4.1Then as the 

density becomes greater, where the various bubble models begin to 
become important, there could be a sort of hydrodynamic flow pattern 

moving around the electron, "sweeping" scattering centers out of the 
way and making them ineffective.^ (in a solid, for which these 

theories were originally designed, this of course would not happen. 

The theory also seems to work better for a solid.) However, at the 

moment this is inconclusive.

It is well to point out what is contained implicitly in the 

above, namely that we probably have two phenomena at work in the problem, 

scattering at low densities and bubble formation at higher densities. 

If a very good model could be developed for one of these phenomena 
(say bubble formation), its effect could be "subtracted out" from 

measured values leaving mobility effects due solely to the other
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phenomenon (scattering), This would mean being left with Young*s^^ 

curve (an experimental curve really), shown in Figure 26, to calculate, 
at the least. An attempt to calculate this JU, curve on the basis of 
Legler's^ theory is presented in Appendix VII.

4.) Electric-Field Dependent Mobility Measurements

A possible test of various mobility theories is how well they
can explain the various Vj versus £ curves observed by Levine and 

1 2 Sanders, * which bend in various ways. All apparently have a region 
where v^w f near the origin and a high field region where In

particular we discussed in subsection ).1.2 the equation
Vm/T e f A — kf (4-6o)

For the Eggarter-Cohen theory, we can postulate that the break in the 
v^ versus £ curve occurs when the energy gained in one mean free path 

is roughly equal to the smearing of the band edge where localized 

states appears 

e£X (*-6i)

Vo is given by the optical potential, 
= (4-62)

and (N) is the mean number of atoms in one of the elementary celles 
<N>“ (Wî)

Combining the last three eouations yields
£ - (%) W f * (W*)

1 2The three curves presented by Levine and Sanders * do seem to roughly 

obey the form even if the constant is not correct; however, there

are not enough data to come to any conclusions. Also, we are near the 

percolation region and the temnerature must play a role. Since field 

measurements are relatively easy to make, some theoretical predictions
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in this area could be subjected to test.

4.4 Discussion of Mobility Data in Hydrogen

The high mobility branches of the data in Figure 22 for 

hydrogen are due to electrons, without question, as they match up with 

kinetic theory prediction at low densities. (A direct comparison 

with hellum-4 is made in Appendix VII.) Similarly all the data in 

helium-4 are due to electrons, because all the data curves progress 

in a continuous fashion from a regime known to be due to electrons. 

However, what the low mobility branches of the hydrogen data are due to 

is not known. The three possibilities are electrons, heavy tons, or 

impurities. As discussed earlier in subsection ).2.), impurities can 

be ruled out, leaving only electrons and heavy ions as possibilities.

Figure )0 shows the radious of the low mobility object versus 

number density using the Interpolation formula of Levine and Sanders 

and the measured values of mobility:

A = [ I * («5)
where ^viscosity 

M-reduced mass (taken as one molecular mass) 
Inradius

Both the viscosity value and the Enskog theory dependence of viscosity 

mentioned in Figure 50 are from reference 25. Plots using just the 

viscous term or just the kinetic theory term for a heavy object were 

very far away from the other curves in the picture and were not 
included. (They did not predict an R greater than 10% at any point on 

the graph. The purely kinetic theory curve rose less steeply than the 

curve including both terms; the purely viscous curve, more steeply. 
For the purely viscous or hydrodynamic case to be valid, we require 
Xm«R, where A*is the molecule-molecule mean free path. Following
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Dushman^^ we find X*," 19*2% at J>»10x10^ cm”^——of the same order as R, 

indicating we are in between the pure kinetic theory and pure viscous 
regions.) Also shown in Figure JO are predictions for a square well 

bubble model (for electrons) for a=1.Aa.u.".7^0A (experimental scattering 

length) and a-2.0a.u.«1.06a (theoretical scattering length without 

polarization effects) for hydrogen. (The prediction for a square well 

bubble model for helium-4 is shown for comparison.) Notice that no 

bubbles form at densities lower than shown on the figure, whereas the 

experimental curve goes down to a lower density. In fact (see Figure 
2J) measurements could have been extended to even lower densities, but 

the importance of doing this was not realized at the time. Note that 

for a rounded well calculation, the calculated curves would extend to 

lower densities.

Another difficulty with electrons being the low mobility 

object is why two distinct electronic states should be seen simultan­

eously. One would expect to see some sort of average, unless the 

transition time between the states were very long indeed (of the order 
of a second). Figure J1 is a schematic illustration of a density 

profile for the rounded well bubble model, together with a plot of the 
free energy difference between extended state and localized state 

electrons, as a function of the characteristic length ro of the rounded 

well. This is not like the usual problem of an electron tunneling 

through a potential barrier in real snace, because this is a configura­

tion energy diagram. The problem of calculating the transition time 
from one configuration to the other (stochastic process) is discussed 
by Donnelly^ (the original treatment is by Chandrasekhar^), if the 

number of particles in a potential well is given by



Fig* t Schematic illustration of a density profile 
p(r)/f(«»)-1-coeh-2(r/ro) and of the free energy 
difference between free and localized electrons, 
the latter as a function of the ro of the former.
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NW= N» e (4-66)
then the ratio of transition times is given by 

&= (4-67)

where A*geometrical factor depending on the shape 
of the potential curve

We have not attempted to calculate A because (i ) we do not know the 

details of the jF(ro) curve, which comes from the actual potential 

curves, and (ii) the electron is not interacting with a static potential, 

but is actively changing the shane of a proto-bubble to a full-sized 

bubble—that is, digging itself a hole in the fluid (and in fact may 

fail, and be ejected back to the free state immediately), meaning that 

the potential the electron sees is continuously changing.

There are also difficulties with the idea that the low 
mobility objects are ionic "snowballs" (cluster ions). Hg is a meta­

stable ion and H* is a stable ion. Hg has an electron affinity of 
about -2.5 eV (energy above Hg); H”has an electron affinity of +.747 eV 
(energy below H).^ If such an ion were involved, and if there were 

time for equilibrium to be established among the different species, we 

would expect a mass action law equation to be satisfied:

6** Hl Ha (4-68)

* K(T)~ fie (4-69)
where £ J represents concentration, and A is some activation energy, 

which must involve VQ, which in turn is directly proportional to f in 

the optical model, equation (4-62). is just given by f itself.
The concentrations are obtained from the measured signal strengths 
(intensity) and drift velocities (mobility/electric field):

(4-7o) 
where the subscripts H and L refer to the high and low mobility



branches, respectively. Taking logarithms,

(*-7i)

Figure J2 shows plotted versus number density in an
attempt to fit (4-71 )—that is, to find some dependence between & and 
y(Vo). There is a knee in the curve, so it does not seem that any 

simple relation will work. Of course, if the Hg ion is at the center 
of a snowball (and especially if the center is frozen as it is thought 

to be under some conditions, according to Kuper’s theoretical treat- 
ment^) it is hard to see how equilibrium represented by (4-68) could 

be reached. It is conceivable that the important species is H”, since 

the powerful radiation from the source will create just about every 

species possible in some concentration. In that case we would have
6 f H * ' H (4-72)

,w, 
Lil J 

Unfortunately, [Hj is not known, so no fit to these equations can be 

attempted.

Referring back to Figure 50, we see that the object we are 
Q talking about is at least 10A in radius. Thus, if we have an ion, 

it must be a snowball to be so large, or else the cross-section is this 

big because of the range of the polarization potential. A snowball, 

formed by electrostrictive polarization forces according to Kuper, 

should exhibit only very small changes in radius with changing pressure, 

unless we are near the saturated vanor pressure curve. Levine and 
Sanders^ attempted to explain some of their early data by assuming 

a small droplet of liquid forms on each electron. From cloud chamber 

theory we have * -2
A (%) = - zgTFF
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where Pa*Baturated vapor pressure 
p-number density of the liquid at a given 

temperature 
T-surface tension
*-molecular polarizability 
R-radius of the droplet

We neglect and use (for hydrogen at )1.7K) Ï-.1590 dyne/cm
(reference 6) and d-»790^ (reference 5)» We find H increases from 

about $.6% at a gas density of 9.80x10^ cm-^ to 11.5^ at 45.2x10^ cm"). 

This change in radius is about of the correct magnitude and is increas­

ing as the number density increases, as it should, but it lies below 

the radius calculated from the data. Note that there is no lower 
"cut-off" for this model, as is the case with any bubble model. 

Thus we have seen that there are difficulties in interpreting 

the low mobility object as either an electronic bubble or an ionic 

snowball. To decide this question, the positive Ionic mobilities 

should be measured in hydrogen. There should be very little difference 

between positive and negative ionic mobilities. Perhaps a very low 

energy electron source should be used, of such low energy ions would 
not be produced. (Of course, if a mass action equation held, no matter 

how low the energy of the injected electrons we would find ions.)



V. CONCLUSIONS

As I mentioned in the introduction, this study was undertaken 

to further our knowledge of the interaction of electrons with simnle, 

dense materials. This I think I have done, but I have also raised 

more new questions than I have answered.

To summarize my work, I found in helium-A that as the number 
density increased, (1) the mobility deviated gradually from the pre­

dicted value, (ii) then underwent a rapid drop, and (iii) finally 

flattened off to some low value. The first two effects become less 

pronounced as the temperature increases. An explanation in terms of a 
modified electron mobility (Young1 s52y^ perhaps explicable by an 
application of Legler1s^ theory) followed by the onset of bubble 

formation explains the data crudely, but better than any previous 

explanation. In general, sufficient data were accumulated to serve as 

a testing ground for various theories. In hydrogen, high and low 

mobility branches coexist over a fair range of density, in contrast to 

measurements on other substances. This phenomenon has not yet been 
adequately explained.

Scattered throughout the text I have made suggestions as to 
what might be done next in this area, and I would like to bring all 

these together here. Neon is an obvious candidate for study, the only 

outstanding simple substance predicted to have electronic bubbles. This 

would provide a more sensitive test of the theory of Snringett, Jortner, 
and Cohen^ on what is required to form electronic bubbles than any test 

carried out so far. There is one piece of evidence indicating neon may 

support electronic bubbles* "It is possible that the increase in the 
neon cross-section for momentum transfer found by Dougal?1 at 77K in the

-88-
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pressure range 10 to 60 mmHg gas pressure is the result of just such 

multiparticle scattering effects.More data are needed on hydrogen 

to see if the low mobility object is an electronic bubble or a heavy 

ion. Perhaps the easiest way would be to conduct mobility measurements 

on positive ions in hydrogen. Positive ion clusters should have 
mobilities little different from negative ion clusters. Also, lifetime 

measurements would be valuable, but how to perform them is not clear. 
(References )6 and 57» on microwave relaxation measurements, and 

reference 11 represent the only work done in this area, as far as I 
know.) Measurements could be made all around the "horn" of the 

coexistence curve of helium-A along a continuous path in the T 
plane to check that the low mobility object seen in gaseous helium is 

the same as that seen in liquid helium, thus providing further proof 

that we are seeing electronic bubbles in the gas (it being already 
well established that they exist in the liquid).2®»75»7A Recently 
Schwarz^ has measured the mobilities of both the positive and negative 

species in helium-A in the liquid, up to the critical point, moving 

along the saturated vapor pressure curve, and found nothing unusual, 

except very close to the critical point, an effect already observed in 
77helium-).' ••• Although no differences are expected, it might be well 

to check that the data are the same in helium—) as in helium-A and the 

same in para-hydrogen and deuterium as in normal hydrogen. Finally, 

mixtures could be studied. The only study of this kind so far (mentioned 
in section ).)) revealed an interesting and somewhat unexpected equation 

for the mobility. Helium—neon and helium—hydrogen mixtures are easily 

accessible and would possibly reveal the correctness of the percolation 

theory approach of Eggarter and Cohen.
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On the theoretical side, I have shown that a rounded well 
bubble model together with the square well bubble model give a pretty 

good fit to the data. However, computer calculations with a two- 

narameter potential, like the Saxon-Woods potential, as well as self­
consistency calculations (discussed in subsection 4.1.4) should be 

performed, to confirm our indication that a sophisticated bubble model 

together with Young's experimental can fit the measured data 

completely. This would leave the explanation of Young's fl* to be 

accounted for by a scattering theory. Also, the reason why scattering 
theories have failed so far in their quantitative predictions needs to 

be uncovered.

For the interested reader, two abstracts for talks on this 
work were included in the 1971 New York Meeting issue of the Bulletin of 

the American Physical Society. A paper on our work in helium-4 should 

be published soon in Physics Letters, and another on our work in 

hydrogen should be published in Chemical Physics Letters.



APPENDIX I

INTENSITY DISTRIBUTION OF SOURCE ELECTRONS

The electron source was tritium embedded in titanium, forming 

titanium hydride. Without taking account of attenuation in the 

titanium hydride, the intensity distribution of emitted beta" particles 
(electrons) approximately follows the usual Kurie plot with a maximum 
of about 16 KoV:78

K f (E.-Ec?
where Ee*electron energy 

^■maximum electron energy 
P-electron momentum 
I0»differential intensity 

(counts/time/energy interval ) 
K-constant for the species and its strength

(The main discrepancy of the actual spectrum for beta" decay from this 

formula is that in actuality there is a surplus of low-energy electrons. ) 

Now wo have the general relativistic relations
NN = M and W = (1-2)

where W»total energy 
M*rest energy 
P-momentum 
T-kinetic energy

Substituting these into the above,
Ie - K (T„-T«V (i_j}

” K. Të ("Tn-TeV (1-4)

factor (Te*2M) is virtually a constant since M-^11 Kev and T41& KeV.

Now let us consider the effect of the gold layer. The 

published values for ranges and stopping powers for electrons in 
79 different substances'7 can be represented (in the case of gold at least, 

and over the energy range of interest) by
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or (1-5)
The total stopping power (collision plus radiation) S is defined by

the equation 
’S(É) £

Thus, going through a thick slab of metal,
rL j r^f de

which yields , ,
Eç = f L^C, fQ+rt]

Ci and Cg are determined by solving

which yield » , . x

C-S,Ei‘

(1-6)

(1-7)

(1-8)

(1-9)

(1-10)

Now to obtain the energy spectrum after passing through the gold from 

the initial energy spectrum, an Ef is calculated for each from 0 to 
18 KeV. The intensity at the initial is the intensity at the final 

Ef. These two curves are shown in Figure The maximum electron 
energy for the secondary spectrum is 14.8 KeV. The unrealistic low 

energy end of the secondary spectrum (not falling to zero) is not of 

great importance.

From the published values of range data in materials,the

number density of molecules required to stop the electrons emitted at 
the maximum energy (14.8 KeV) before they reach the first grid in the 

experimental cell (1.6? cm from source to the first grid) is 
.450x10^0 cm”? for helium-4 and .575% 10^ cm"? for hydrogen.

As to the absolute strength of the source, when it was 
purchased in 1961, it was rated at 1 curic/in^-1.^5 millicuries/mm^. 

Our source is about 6 mm square, so the original activity (1961) was
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about 55.6 millicuries. The half-life of tritium is 12.26 years,70 

so the activity is now roughly millicuries. The curie is 
defined as exactly ).7x1o1O disintogrations/second,78 so the activity 

of ^>he source at the present time can be expressed as roughly 
10^ disintegrations/second.

As to the deposition of the gold, it was done by myself in a 
home-made metals evaporator of standard design which I put back into 

working order. The gold was evaporated at pressures41.5x10-5 Torr. 
The thickness of the deposited metal was monitored with a Sloan DTK-5 

Deposit Thickness Monitor.

Note that the gold ensures a good electrical connection from 
the source to the source biasing lead. The source was initially 

attached to a glass slide with Ablestik conducting copper epoxy.



APPENDIX II

CALIBRATION OF GERMANIUM RESISTANCE THERMOMETER

We decided to use a germanium thermometer rather than a 
carbon thermometer because: (1) a properly doped germanium thermometer 

is capable of measuring temperature accurately over a much greater 
range (up to 100K, say) than is a carbon thermometer, and (11) a 

germanium thermometer gives very reproducible readings—it does not 
drift upon recyclying as does a carbon thermometer. However, a 

germanium thermometer has the disadvantage that its R versus T (or In R 
versus in T) characteristic is not always as "smooth” as the chacter- 
istic of a carbon thermometer, and can in fact show definite "breaks.”®0 

Figure is the final calibration curve for our thermometer, and a 

break in the curve is indeed evident. In snite of this, accurate 

polynomial fits of the form

can be made. "For an optimum representation, it is necessary to make 

judicious choices both of the polynomial degree and the temperature 

range. insistence on a single polynomial over the entire 1-100K range 

produces a solution with spurious oscillations of rms amplitude some 
0*5% of the absolute temperature. Such spurious oscillations can be 
reduced to an amplitude of a few parts in 10* of temperature by using 

one polynomial for the 1-20K range and a second polynomial for TMpK 
(thus affording a small overlap region between the two polynomials)." ®° 

By vapor pressure thermometry, I calibrated my thermometer 
over the ranges 1.)^-$.00K (liquid helium)5®, II.O-I5.OK (solid 
hydrogen)2% I5.O-2O.5K (liquid hydrogen)2^, and 6)-77K (liquid

-%-
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fitnitrogen). The measurements in liquid helium and liquid nitrogen 

were performed with the uncovered (except for its own case) thermometer 

immersed directly in the liquid. For the measurements in hydrogen, a 

special can was constructed, metal at the top (so it could be bolted 
together) but glass at the bottom. The thermometer rested near the 

bottom. The glass lower portion of the can allowed me to look in to 

see whether or not the hydrogen in the cell was liquid, and if it 

completely covered the thermometer. In the case of solid hydrogen, 

which crystallized on the walls something like ordinary ice, I could 

not be so sure. However, solidification was fairly sudden so that if 

the liquid level previously had been comparatively high, I felt safe 

in assuming the whole thermometer was encased in solid hydrogen. The 

hydrogen was initially liquefied by liquid helium in an arrangement 

similar to that described in subsection 2.^.2. There was a question 

as to whether thermal equilibrium was being achieved, so a great mass 
of fine corner wires (in the form of a "brush") was placed in the can 

to insure that the liquid hydrogen was all at one temperature.

At this point it was evident that there was a break in the 
R versus T characteristic between $.0 and 11.OK. (The characteristic 

can break at different points and in different ways depending upon 

the doping of the germanium thermometer. Reference 80 has illustrations 

of this phenomenon for several thermometers.) So I then placed a 

carbon thermometer beside the germanium thermometer (now back inside 
the regular all metal can), cooled them and the can down below ^K, and 

allowed the system to slowly warm up (about two hours to go from 5 to 
11K), measuring the resistance of both at many different temperatures. 

The measurements extended outside the ^-11K unknown region, on both
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sides, so that it was possible to link-up with the previous calibration 
of the germanium thermometer, and thus to get a good calibration (for 
this cycle) for the carbon thermometer* The data for the carbon 

thermometer were fitted with the simple formula
9x1 /\ h fl + B (11-2)

YThat is, [(In R)/t} versus In R gave a straight line, the data outside 

the 5—11K range fixing the line. This then gave the R versus T 

characteristic for the germanium thermometer in the range 5-11K.

A computer fit of the final R versus T data was not attempted, 
past attempts on part of the data indicating that the fit over ranges 

where there were wide gaps in the data (here, 20.5-66K) being obviously 

incorrect just by inspection. Instead of that, a smooth curve was 
drawn in the gap 20.5-66K with a ship’s curve, and this was felt to be 

accurate enough for our purposes. In the temperature ranges for which 

data were taken, the density of data points was almost great enough to 

draw a curve by itself. I think that the curve is accurate to at least 
1% in temperature over its whole length, and is certainly more accurate 

over those ranges where calibration was performed.

In conclusion, while this method will give a reliable calib­

ration, it is now seen to be easier, and in fact cheaper, to simply 
purchase a calibrated germanium thermometer, with a computer fitting 

of the data points, and with interpolation between points, rather than 

to do the calibration oneself*



APP0IDIX III

HEAT BALANCE CALCULATIONS FOR TEMPERATURE CONTROL

The problem to be solved is that of heat conduction along a 

rod of uniform cross-section, but in which the temperature is different 

at each point along its length. This problem represents what is 

happening along the brass portion of the rod which is maintaining the 

temperature balance and control for the experimental can. We are 
neglecting gas heat exchange in what follows. Since this can be very 

important, any results obtained will be only approximately accurate— 

but that is enough to see if a proposed system is feasible or not. 

From reference 82 we have the usual heat conduction equation
(m-”

where T=temperature
A-cross-sectional area 

K(T)*thermal conductivity 
F -mass density 

c(T)-specific heat

in our case, we are interested in the steady-state solution, and

additionally the cross-sectional area will be constant. Thus,
(III-2)

Integrating, - C (III-5)
If K-aTn, then (III-4)

which if integrated yields
TW = [fhtl) (Cx+Q] (in-5)

In fact, over the temperature range in which we are interested, K-aT+bT^ 
very nearly.^ In most cases this can be approximated with fair

accuracy to just K-aT. Thus we have n-1 in our equation above, so

-99-
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TM = LZ(C*-Q]"'' (HW)

The heat flow across any cross-section of the rod (in the 
steady-state solution) is

= KA (in-?)

Q—"0 (A) \ ) (111-6)

it ACt (in-9)

For a rod of length L, with T(x-0)-T1 and T(x-L)-T2« we solve 

(UI-10) 
to yield

ZL (UI-11)
So altogether, 

(2= Tl (t,-Tl) (in-12)

From a knowledge of the constant a from reference 8) plus reasonable 

engineering choices for Q, Tp and T2, the needed ratio A/L may be 

calculated in the design of the rod to be used.



APPENDIX IV

DERIVATION OF STARTING EQUATION FOR THE EVALUATION OF AF

The ideas behind this Anpendix (setting up the general 

equation for ÛF) are covered in reference 84.

We want to evaluate the Helmholtz free energy

AF- F3*Fc*V,.3
where Fg-free energy for the gas alone 

Fe«free energy for the electron alone
. Ve_g-electron-gas interaction energy

We have always

F- 6- PV (iv-2)
where F-Helmholtz free energy 

G-Gibbs free energy -
or, writing these functions per unit volume (indicated by small letters)

f = g-p (iv-))

We can write g as

where-chemical potential 
y(r)-number density

Therefore we can write
(IV-5)

In the end, of course, we will want AF, so using the subscripts to 
designate the uncorrelated (free) state (far from our potential well)

= 1 p(r) -£p(r)-pJOj\ (IV-7)

since is a constant and both and y(r) integrate to the total 

number of atoms N. We have the general expression for
>= kTA B,cnp(rV IZA (iv-e)

-101-
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and the equation of state is

(IV-9)

(IV-10)
Combining the last two equations,

= kT^A B, ({(iv-12)

where we let y(r)-^ from now on if there is no subscript.

Also we have
pM-p„= kT 1 

- kT{ W + %.
Adding these two terms,

(IV-15)

(IV-14)

(IV-15)- & ff' v* )
Combining (IV-7) and (IV-15),

(iv-16)

"°" A (4#^r)= Z- (H6.f-Vn 6*6.^) ("-'?)
We may exnand according to the series

A (1^)” x-+|) (iv-ie)

50 A - E, fç- fl - Y ff <iv-i9)
Combining (IV-16) and (IV-19)*
^r- .....

2The term going as 3^ is a scond-order correction.

Note that (IV-20) reduces to the simple PV term for F 'gas
for the square well case.



APPENDIX V

EVALUATION OF AF FOR THE POTENTIAL U—U0/coah2(r/rQ)

We have from equation (IV-19) of Appendix IV the expression 

for AFga3. Adding on the electronic energy, and not including the 

second-order correction (second order in Bj), we have

f” f "f; * (l - * B, (l- (v-1)

Now the potential we are interested in, U*-Uo/coah2(r/ro), is discussed 

in reference 65, However, it is done for the one-dimensional case 

whereas we want the three-dimensional case. The radial equation for 

the three-di nensional case, after the separation of variables is

We are interested in the s-wave case, for which ^=0. Making the 
substitution ^-I\/r, after a little algebra we find

+ COip (yM)] O (v-))

which is the same as the one-dimensional starting equation. Thus, the 

eigenvalues will be the same as for the one-dimensional case, and the 

eigenfunctions will also be the same after being multiplied by 1/r.

The lowest energy level in the one-dimensional case is 

forbidden in the three-dimensional case because the wave function goes 

as 1/r near the origin. For a finite potential, the wave function must 
not only be square integrable—it must be finite everywhere also.®5 

So the first allowed level is actually the second one in the one­

dimensional case. The energy is

105-
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(Note that this level is incorrectly stated 
reference 85, but is given correctly in the 

as being forbidden in

companion book of problems,
reference 66,)

Now we assume the density follows the shape of the potential 
exactly, so we put

1 " I ~ (v-5)

Combining (V-1), (V-4), and (V-5) we obtain

(v-6)
Let us first evaluate the most difficult term, the gln(g) term.

3^" I* = (v-7)
So we have

j - ^Tt^r'dr ja(v-e)

= Mx [ I- seck\ | M (V-9)
Now, as in (IV-17),

JUAW^^ (V-10)
80 j ■= - £ V £V (v-ii)

^"n y X1 [- vcA2m*X J Jx (v-12)

(Notice we have interchanged the summation and integration in arriving 

at (V-11 )—hopefully no problems will result from this. ) We must

evaluate integrals of the type 
II C'~ £ Jx

in — ^&AKwX
MX

— " z "3*?- L J tosAX S| (V-14)
'<“0

We shall use the following contour to evaluate this integral!
+ Ù ...
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(v-15)
The contribution to the contour integral from the "ends" clearly goes

to zero. Now we have the identity 
605k (^t i-K) = - £osk X

' 1

(V-16)

(V-17)

(V-18)

The only pole of cosh(z)-0 within the contour is at z«iiî/2. Let
VJ” d * (V-19)

After a little algebra, .
—r a1 f 1 r w"" j 11

2 3^1 f-e™ J— (wh)

Evaluating the contour integral,

= * (V-22)

h~l

Putting (V-25) back into (V-20) yields

(V-24)

* [xl* ^1’']^^ (V-25)

(*=

— - tztrrn v 6 ir» 4. i \ (v-26)

Returning to (V-15) and (V-1*), we find

Çj — - 4% TL T (lx- - (V-27)
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Combining the last two equations,

Combining the two series

.I1-'MY
(V-26)

Returning to (V—7)

(V-50)

Using reference 87 we find
C" 52. vJ, 18

So together

(v-51)

Defining the dimensionless quantity

(v-55)

K fa (i- 4^)

- ^31 Vj f» À

and adding up the first 12 terms in the series results in

z)5=ïY [.11*47-*.2U18 B,f,]
What error results from cutting off the series after a certain number 

of terms? We estimate this as follows*
From reference 88

(v-55)

(V-56)

(v-57)
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Using Stirling’s approximation,

(v-5&)

(V-59)
Thus we have approximately

c /
(V-AO)

For n-12, this is roughly 5x10"\ which is small compared to 1, so it 

is a good approximation.

Now to return to the problem, we must find the minimum AF in
(V-)4). Differentiating with respect to ro, and setting the derivative

equal to zero yields the following after some algebra: 
g fz) == AFte)/

and z (given by (V-)))) is determined from

(V-41)

(V-42)

(V-4))

(V-44)

Thanks are due to L.M. Sander who worked out all of Appendix

IV and the bulk of Appendix V.



APPENDIX VI

SELF-CONSISTENCY CALCULATION FOR THE ROUNDED WELL BUBBLE MODEL

First I will show that the potential from the optical model
as given in (4-)8) is essentially the same as that obtained from 

the Wigner-Seitz model, (4-7)* 
v, - W 

Now kQ is given by (4-8),

(VI-2)

Using the expansion of the tangent function 
WiY ■= X+ 1 (VI-))

we have

^4^'-U (V.4)
This reduces to 

%: [k %] (VI-))

Using (4-1) for r8 
/_3__ \'/& Vs- (4?^ ) (VI-6)

we find

This is the same as the optical model except for the correction factor

[1*^1 This factor is as large as 1.4)5 at a density of ))x10^° cm“\

Now we must evaluate the actual wave function for the rounded
well bubble model to be used in (4-4)). The wave functions for the one­

dimensional case are given in reference 84. For the three-dimensional 

case, all even wave functions (that is, those symmetric about the origin) 

are forbidden because we introduce a 1/r factor into the wave functions, 

and still require them to be finite everywhere, as pointed out in

— 108—



-109-

Appendix V. The odd wave function lowest in energy is 
(2

(VI-b)

where C-nomalization constant
8- \ L-l- Ü*

Wg" ^4,1 F(- 2S +Ï6* z,-2 'SiV^Zr. )
. F»hypergeometric function

with the condition - i it* à’* 0,1,2 ) (VI-9J

The hynergeometric series is defined in reference 89 as

FkM.a)- b (VI.10)
In our case (œ-0),

F (O, -StI, * 1 (VI-11)
The series breaks off immediately. (For the next level, the z term 

would be included; for the third level, the z^ term; and so one.)

So our wave function is
x r ShA -

6 (Vr.)

C is determined by the usual condition

Now s>1 because of (VI-9), s-1*<, and the fact that <>0. So we

evaluate (VI-1J) using reference 90 to yield
, , r . । z- , t 5 tn A (Vf. )4M- [f CM (^-14) 

where the beta function is defined in terms of the more customary

gamma function by reference 91 as

(vi-15)



APPENDIX VII

CALCULATION OF YOUNG’S FROM SCATTERING THEORY

The electron wave function in a homogenous medium has a 
translational part represented by a complex wave vector k given by 

k?- IC- 4TT^-ri (vii-1)

The electron has an energy
f’ Tv ’ 4iipi -1 (vii-2)

The translational nart of the wave function is then
e % " k-r) (VII-5)

Rearranging this and assuming ^a^<1, Legler^ finds a relaxation time 

(k'-(viM) 

and the real part of the energy

E„4= iv(VMïç«V2»i (vu-?)
Rewriting a little, we recognize these as

T= - | v \(VI1-6)

where v-hk/m 
Vo-optical Potential

In the usual case %* V?; so what we are saying is that in the 

dense medium, the electron has a ground state energy Vo, in which 

state it undergoes many collisions; it has also some thermal energy 

represented by k and its actual velocity is ilko/m. I found it more 

convenient to write

t- % Gr* <vn-7)
The first approximation to the Boltzmann equation with a distribution 

function f is
e_L = V '- Ç 

m t7*S ’ (vn-e)
where f1^ -unperturbed distribution function

-110-
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We expand f in powers of £ -
(VI1-9)

then equate powers of £, leading to 
O'

Ml ’ »" à » ’ [w, / Jv/

fis the terra that gives the field dependence. Then we Ç- Mtf A ’

with (to first order) 
ç’ V”-

and Tf)

(VII-10) 

have
(VII-11)

(VII-12)

(VII-15)

Performing the angular integration leads to

Now make the substitution

(VII-14)

^VkT * (m-15)

and do the integral in the denominator. This process yields
r(%) u (vn-16)

where —^=. e (VII—17)

the "classical* result and

~ (MI-16)
(This last is Legler's equation (7)») This is a Kummer function.

This final expression has the correct limit for Vo/kT-»0, but I can 

not find any analytic function to bridge the pan between the low and 
high values of Vo/kT. For Vo/kT -*

/V. *4} fafa4--1) ?
W A----------------- -  ^u-^V

If we just take the first term of this series, we obtain
(VI1-20)
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i,e., no temperature dependence.

Including the second term gives
(vn-a) 

which means that at fixed, an increase in T decreases A But this 
expansion is unfortunately only really useful for Vo/kT>10, if then, 

because terms alternate in sign.

This result means roughly
(VI1-22)

We work with (roughly) kT/Vo®1/200, so this expression depresses 

by roughly an order of magnitude, which is probably what we need. 

Actually, there are severe convergence problems. To get the field 

dependence one has to write f out up to terms in f

If we make the substitution x*qt, we may rewrite equations 
(VII-15), (VII-16), and (VII-18) as

This function was integrated on a computer, and the results are shown 

in Figure Also shown in this figure are arbitrarily selected data 
points from Grunberg-^ and myself from both helium-4 and hydrogen data. 

In selecting my helium data points, I never went to densities higher 
than those marked by the upright arrows in Figure 12 (which indicate 

where binding begins for the rounded well ). Notice that Grlinberg's 

hydrogen data, discussed earlier, is fitted quite well by this theory, 
using a scattering length of a-.658, the value recommended by Legler 

who also used Grlinberg's data. None of the other data is fitted nearly 

so well by this theory. Notice however that the pattern of my 

hydrogen data is roughly that of my helium data, which offers some 

support to the idea that bubbles were just about ready to form in
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hydrogen when experimental difficulties prevented going any further.

The prediction of this theory is also shown in Figure 26, for 
helium-4 at 5-96K, marked/^^er theory* Notice first of all that 

this theory does not predict any sort of collapse or other sort of low 

mobility behavior as do the Neustadter-Coopersmith and Eggarter-Cohen 
theories shown in Figure 24. However, it does not yield Young’s 

either, as shown in Figure 26.

Thanks are due to L.M. Sander for performing the numerical 
integration of equation (VI1-25) and to B.E. Springett for suggesting 

comparing the helium and hydrogen data as was done in Figure 55»
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