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This paper considers the problem of optimizing the measurement timing for direct in-space
thrust inference when the propulsive acceleration is known to act in the along-track direction
and can be represented by a piecewise-constant function. A linear measurement model, derived
in prior work, is used to relate changes in the spacecraft’s initial state as well as magnitude of
the average atmospheric drag and propulsive accelerations to deviations in the spacecraft’s
position in the orbit plane from a known reference trajectory. The linear measurement model
allows the posterior covariance of the propulsive acceleration magnitudes to be analytically
calculated given a prior covariance, the measurement covariance, and the measurement times.
The measurement times can then be numerically optimized in order to minimize the posterior
covariance of the propulsive acceleration magnitudes. Example scenarios considered in this work
show that the posterior marginal standard deviation of the propulsive acceleration magnitudes
can be reduced by approximately 20% purely through the optimization of a fixed number of
measurement times. The primary benefit of this work is for data-limited scenarios, where the
number of measurements may be limited, or scenarios with finite sensor resources.

I. Introduction
Direct in-space thrust estimation uses measurements of a spacecraft’s position or attitude over time in order to

infer the thrust output of the propulsion system. Such techniques are valuable both for technology development, to
determine if the thrust output matches model or laboratory predictions, as well as in-space thruster calibration and health
monitoring. Of particular interest is the ability to perform direct in-space thrust estimation for low-thrust—typically
electric—propulsion systems where the spacecraft’s orbit or attitude will change slowly relative to the more impulsive
maneuvers for a high-thrust—typically chemical—propulsion system. The Space Electric Rocket Test II (SERT II)
mission provides the first instance of direct in-space thrust estimation based on using the propulsion system to perform
orbital maneuvers for an electric propulsion system. A component of the thrust vector for the SERT II propulsion system
was aligned with the along-track direction in order to raise or lower the spacecraft’s orbit. By analyzing the change in
orbit radius, the propulsive acceleration was estimated using simple analytical approximations, and then compared to
thrust estimates from indirect approaches and an onboard accelerometer [1]. Recent technology demonstrations of
electric propulsion systems for small spacecraft continue to leverage this analytical approximation approach [2, 3].
While purely-analytical approaches based on changes in the spacecraft’s radial position provide a simple pathway

to direct in-space thrust estimation from orbital maneuvers for low-thrust propulsion systems, they can be improved
upon. One particular avenue for improvement is in the measurements processed to estimate the thrust magnitude. For
an along-track acceleration applied to a spacecraft in a near-circular orbit, the change in radial position provides less
information than the change in along-track position; the sensitivity of the radial position with respect to the acceleration
magnitude is linear in time while the sensitivity of the along-track position is quadratic in time [4]. Therefore, by only
considering the change in radial position, the analytical approaches leave a considerable amount of information unused.
However, radial position is an absolute measurement in an Earth-fixed frame while along-track position is a relative
measurement with respect to a reference trajectory. While the simple analytical approximations based on changes in the
spacecraft’s radial position require no reference trajectory, the incorporation of deviations in along-track position into
the thrust estimation process requires the use of a numerically-simulated reference trajectory.
Numerical methods that leverage the full position of the spacecraft have typically been focused on maneuver detection

and characterization for uncooperative spacecraft rather than direct in-space thrust estimation for cooperative spacecraft,
though many approaches are applicable to both problems. Maneuver detection can consist of monitoring the divergence
of the measurement residuals for unmodeled maneuvers [5–7], comparing the predicted state between a filter and a
smoother [8], or analyzing differences between two-line-element data and a predicted state [9, 10]. After a maneuver
has been detected, it can be characterized through an adaptive variable-state dimension filter with covariance inflation
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[5] or through a least-squares fit of possible maneuvers to the observed measurements [7]. Multiple model approaches,
where multiple filters that include or exclude potential maneuvers are run in parallel, can also be used to detect and
characterize maneuvers [11, 12]. The incorporation of mission-specific information can improve transitioning between
the different models by considering the probability of a spacecraft performing a maneuver based on the spacecraft state
and assumed mission (e.g., station keeping for geostationary satellites) [12].
Alternative approaches utilize different assumptions regarding the maneuver optimality or functional form to

improve the detection and characterization process. Optimal control distance metrics enable improved correlation
between object observations and inherently detect and characterize the maneuver if the spacecraft is assumed to perform
maneuvers in an energy-optimal manner [13–15]. Filter-based approaches represent an unknown maneuver using a
finite Fourier series [16] or polynomial approximation [17] and represent the unknown function coefficients as state
variables. Such approaches enable the determination of a continuous thrust maneuver that best represents the observed
changes in spacecraft state based on the assumed functional form. The primary goal is usually to maintain tracking of
an uncooperative spacecraft with the characterization of the maneuver as a valuable byproduct. For direct in-space
thrust estimation the priorities are typically reversed. Continuous tracking of the spacecraft is assumed, and the primary
goal is to estimate the propulsion system thrust or acceleration. The functional form of the thrust—at least over time
scales short relative to potential performance degradation of the system—is also typically known, which enables more
precise characterization of the propulsive acceleration than methods that assume arbitrary functional forms.
Recent developments on numerical methods for direct in-space thrust estimation with cooperative spacecraft have

examined the use of least-squares batch filters [18] as well as the ensemble Kalman update [19], and the ensemble
Kalman update approach has since been demonstrated on flight data for an iodine electric propulsion system [20]. While
these numerical approaches enable direct in-space thrust estimation, the use of these numerical methods for optimization
of the thrust estimation process is intractable. In particular, optimization of the maneuver timing, measurement timing,
thrust vector direction, or other parameters in order to minimize the posterior uncertainty in the propulsion system thrust
output is technically possible, but would come at great computational expense due to the need for repeated high-fidelity
simulation of the spacecraft trajectory at each parameter setting. As such, there has been a push back towards more
analytical approaches that analytically approximate the relationship between a piecewise-constant representation of the
propulsive acceleration magnitude and measurements of the spacecraft’s position with a linear measurement model [4].
The contribution of this work is to consider the problem of direct in-space thrust estimation with cooperative

spacecraft, but from the perspective of optimizing the estimation process. Specifically, this work leverages the derived
linear measurement model from Ref. [4] in order to optimize the measurement timing for direct in-space thrust
estimation with low-thrust maneuvers where each measurement is assumed to provide the full three-axis position
of the spacecraft at a given instance in time. This problem is similar to that of sensor tasking in space situational
awareness, where limited sensor resources need to be optimally scheduled in order to maintain precise tracking of a
collection of spacecraft or other space objects [21–23]. However, for the direct in-space thrust estimation problem, only
a single spacecraft is considered, its planned maneuver sequence is known, and continuous tracking of the spacecraft is
assumed which provides additional information that can be leveraged in the optimization. Therefore, the focus is not on
scheduling sensor resources in order to minimize the uncertainty in spacecraft trajectories, but rather on scheduling a
sensor, with limited time resources, in order to minimize uncertainty in the propulsion system thrust output.
The results of this work provide a methodology for distributing a fixed number of measurement times in a way that

will minimize the posterior variance in the propulsive acceleration magnitude. The propulsive acceleration is assumed
to act in the along-track direction, such that the corresponding orbital maneuver is to raise or lower the orbital radius,
and can be represented as a piecewise-constant profile. An uncertain atmospheric drag acceleration is also considered
and is assumed to be spatially and temporally constant such that the estimation results effectively return the average
atmospheric drag acceleration throughout the maneuver. The primary benefit of this work is for data-limited scenarios
or scenarios with finite sensor resources. In both cases, the number of measurements may be constrained such that the
ability to optimize the timing of the measurements becomes a valuable technique.

II. Approach
The overall problem considered in this work is the inference of the initial position and velocity of a spacecraft as well

as the average atmospheric drag and propulsive accelerations based on measurements of the spacecraft’s position over
time. It is assumed here that the spacecraft is in a near-circular orbit around Earth, and that both the drag and propulsive
acceleration vectors are aligned with the along-track direction, representative of an orbit-raising or orbit-lowering
maneuver. Additionally, the propulsive acceleration is assumed to be represented by an 𝑛-segment piecewise-constant
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function. As such, the parameters of inference are

𝝓 =

[
Δ𝑟0 Δ𝑠0 Δ𝑣𝑟 ,0 Δ𝑣𝑠,0 𝑎𝑑 𝑎1 . . . 𝑎𝑛

]𝑇
(1)

where Δ𝑟0, Δ𝑠0, Δ𝑣𝑟 ,0, and Δ𝑣𝑠,0 represent deviations in the spacecraft’s initial radial, 𝑟 , and along-track, 𝑠, position and
velocity relative to a known reference state, 𝑎𝑑 is the average drag acceleration, and 𝑎1, . . . , 𝑎𝑛 represent the acceleration
magnitudes for each segment of the 𝑛-segment piecewise-constant representation of the propulsive acceleration.
Deviations in position and velocity in the cross-track direction are neglected, as their sensitivities to an along-track
acceleration are zero. This model assumes that any temporal or spatial variation in the the atmospheric drag acceleration
can be neglected, and the overall impact of the atmospheric drag acceleration can be well-represented through its average
value. For the time-scale of maneuvers considered in this work (∼10 hours), such an approximation is reasonable as
the period of spatial variations in the atmospheric drag acceleration in low-Earth orbit will be much faster than the
maneuver length, and the maneuver length is too short for appreciable temporal change in the atmospheric density.
Throughout the spacecraft’s trajectory, it is assumed that measurements are collected of the spacecraft’s deviation

in radial and along-track position relative to a known reference trajectory. This reference trajectory corresponds to a
simulation of the spacecraft’s trajectory when 𝝓 = 0. As such, the measurement vector is given by

𝒚 =

[
Δ𝑟 (𝜏1) . . . Δ𝑟 (𝜏𝑚) Δ𝑠(𝜏1) . . . Δ𝑠(𝜏𝑚)

]𝑇
(2)

where 𝝉 = {𝜏1, . . . , 𝜏𝑚} is a set of 𝑚 chronologically-ordered measurement times. Again, deviations in the cross-track
direction for both the position and velocity are neglected, as their sensitivities to an along-track acceleration are zero.
Both the parameter and measurement vectors have corresponding covariance matrices of [Σ𝜙] and [Σ𝑦] respectively.
It has been shown, in Ref. [4], that the parameter and measurement vectors are approximately linearly related as

𝒚 ≈ [𝐻 (𝝉)]𝝓 (3)

where each element of the measurement matrix, [𝐻 (𝝉)], contains the sensitivity for deviations in the spacecraft’s
radial and along-track position with respect to the initial position and velocity, the magnitude of the atmospheric drag
acceleration, and the magnitude of each segment of the propulsive acceleration. For each of the acceleration magnitudes,
whether atmospheric drag or propulsive, the sensitivity of the radial position with respect to the acceleration magnitude
is approximately

𝜕

𝜕𝑎
Δ𝑟 (𝑡) ≈


0 𝑡 < 𝑡start

2𝑟0
𝑣𝑠,0

(𝑡 − 𝑡start) 𝑡start ≤ 𝑡 < 𝑡end

2𝑟0
𝑣𝑠,0

(𝑡end − 𝑡start) 𝑡end < 𝑡

(4)

where 𝑡start and 𝑡end are the start and end times of the time interval where the acceleration segment is active. For
atmospheric drag, 𝑡start and 𝑡end correspond to the start and end time of the entire maneuver period while for the
propulsive acceleration 𝑡start and 𝑡end correspond to the start and end time of each segment. The sensitivity of the
along-track position with respect to the acceleration magnitude is approximately

𝜕

𝜕𝑎
Δ𝑠(𝑡) ≈


0 𝑡 < 𝑡start

− 32 (𝑡 − 𝑡start)2 𝑡start ≤ 𝑡 < 𝑡end

−3(𝑡end − 𝑡start)
[
(𝑡 − 𝑡start) − 1

2 (𝑡end − 𝑡start)
]

𝑡end < 𝑡

(5)

The sensitivities of the spacecraft’s radial and along-track positions with respect to the initial position and velocity
deviations in the local-vertical, local-horizontal frame are directly given by linear orbit theory [24].
Given the analytical approximation for the measurement matrix, the covariance of the parameter vector conditioned

on a given measurement vector can be calculated from

[Σ+
𝜙 (𝝉)] =

(
[Σ−

𝜙]−1 + [𝐻 (𝝉)]𝑇 [Σ𝑦]−1 [𝐻 (𝝉)]
)−1

(6)

3

D
ow

nl
oa

de
d 

by
 O

liv
er

 J
ia

-R
ic

ha
rd

s 
on

 J
an

ua
ry

 5
, 2

02
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

4-
20

71
 



where [Σ−
𝜙
] represents a prior parameter covariance matrix, allowing for the inclusion of prior knowledge in the

calculation. The measurement matrix, [𝐻 (𝝉)], and posterior covariance of the parameter vector, [Σ+
𝜙
(𝝉)], can both be

rapidly (i.e. without any numerical simulation) calculated given a choice of measurement times, 𝝉. Define [Σ+
𝑎1:𝑛 (𝝉)] to

correspond to the lower-right 𝑛×𝑛 block of [Σ+
𝜙
(𝝉)] which defines the covariance matrix for the propulsive accelerations.

Since [Σ+
𝑎1:𝑛 (𝝉)] depends on the choice of measurement times, it suggests that given a fixed number of measurements, 𝑚,

there is a way to select the set of measurement times, 𝝉, such that the posterior uncertainty in the propulsive accelerations
is minimized. In particular, we can solve the optimization problem

min
𝝉

trace
(
[Σ+

𝑎1:𝑛 (𝝉)]
)

subject to 𝜏𝑖+1 − 𝜏𝑖 ≥ Δ𝑡min ∀𝑖 ∈ {1, . . . , 𝑚 − 1}
and 𝜏𝑚 ≤ 𝑇

(7)

where Δ𝑡min defines a minimum time interval between measurements, and 𝑇 defines the overall time of the measurement
period. In this work, a local optimal for 𝝉 is solved for using MATLAB’s fmincon function starting from an initial
guess for 𝝉 which evenly distributes the measurement times across the measurement period.

III. Implementation
Implementation of the measurement timing optimization can occur early in the mission design process. The only

information that is required is the initial orbital radius of the spacecraft, the start and end times of each segment of the
piecewise-constant representation of the propulsive acceleration, and the prior parameter and measurement covariance
matrices. Given this information, the posterior parameter covariance matrix can be calculated from Eq. 6, which in turn
allows the measurement time vector to be optimized such that the posterior uncertainty in the propulsive accelerations is
minimized. Note that the sensitivity approximations for the spacecraft’s radial and along-track positions in Eqs. 4 and 5
do not depend on the actual acceleration value. As such, the optimization of the measurement time vector can be carried
out before the propulsive accelerations are known, and the resulting posterior uncertainty in the propulsive accelerations
will be independent of the actual acceleration values.
One key aspect for inference of the propulsive accelerations that does need to be considered in the mission design

process is the ability to distinguish between the atmospheric drag and propulsive accelerations. If the propulsive
acceleration is uncertain throughout the entire maneuver period, then the parameter vector will be unobservable. In
particular, it will be impossible to tell the difference between cases where all of the propulsive acceleration magnitudes
are biased by some Δ𝑎 and the atmospheric drag acceleration is biased by −Δ𝑎 for different Δ𝑎 as they would all produce
the same spacecraft trajectory. As such, it is required that there be some portion of the measurement period where the
propulsive acceleration is known exactly. It is most practical to make this portion of the measurement period one where
the propulsion system is known to be inactive, and the only along-track acceleration acting on the spacecraft is the
atmospheric drag acceleration. In this case, the atmospheric drag acceleration can be determined based on the portion
of the measurement period where the propulsion system is known to be inactive, which in turn allows the propulsive
acceleration in the other portions of the measurement period to be resolved.

IV. Examples
This section demonstrates the measurement timing optimization for three different cases: a case where the propulsive

acceleration only has a single segment, 𝑛 = 1; a case where the propulsive acceleration has three segments, 𝑛 = 3; and a
case where the propulsive acceleration has three segments, but the optimization only minimizes the posterior variance
of one of the segments. In all cases, the maneuvers are designed in the same manner where the maneuver period is
broken into 𝑛 + 1 evenly-distributed segments. During the first 𝑛 segments, the propulsion system is active with each
segment corresponding to one of the segments in the piecewise-constant representation of the propulsive acceleration.
During the final segment, the propulsion system is assumed to be inactive such that the propulsive acceleration is known
to be zero and the atmospheric drag acceleration can be determined. For the case where the propulsive acceleration has
a single segment, the maneuver period is 10 hours such that the propulsive acceleration acts over the first five hours. For
the cases where the propulsive acceleration has three segments, the maneuver period is 16 hours such that each segment
of the piecewise-constant representation of the propulsive acceleration acts over four hours.
In all cases, the spacecraft is assumed to initially be in a 425 km circular orbit around Earth with inclination of
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Fig. 1 Comparison between the analytically-calculated and numerically-estimated along-track measurement
pseudoinverse for a single propulsive acceleration. Markers indicate measurement times while shading indicates
the interval of time where each acceleration is active.

52 degrees for the case where the propulsive acceleration has one segment and 90 degrees for the cases where the
propulsive acceleration has three segments. The orbit inclination is only relevant for numerical comparison of the
optimization results in order to ensure that there are no impacts of different inclinations on the inference process, and
does not impact any aspect of the approach in Section II. The prior distributions for each of the parameters are assumed
to be independent such that the prior parameter covariance matrix is

[Σ−
𝜙] = diag

( [
𝜎2𝑝11×2 𝜎2𝑣11×2 𝜎2𝑎11×𝑛+1

] )
(8)

where 𝜎𝑝 = 100/3m, 𝜎𝑣 = 1/3m/s, 𝜎𝑎 = 25/3 `m/s2, and 11×𝑞 is a 1× 𝑞 vector of ones. A prior parameter covariance
is not required, and in the case of no prior information the inverse of the prior parameter covariance in Eq. 6 can be
set to [Σ−

𝜙
]−1 = [0𝑛+5] where [0𝑛+5] is an (𝑛 + 5) × (𝑛 + 5) zero matrix. The distributions for the uncertainty in each

measurement are assumed to be independent and identically distributed such that the measurement covariance is

[Σ𝑦] = 𝜎2𝑝 [𝐼2𝑚] (9)

where [𝐼2𝑚] is a 2𝑚 × 2𝑚 identity matrix. In all cases there are 50 measurement locations, 𝑚 = 50. For the case where
the propulsive acceleration has one segment, the minimum measurement interval is five minutes, Δ𝑡min = 5 min. For the
cases where the propulsive acceleration has three segments, the minimum measurement interval is 10 minutes.

A. Single Acceleration

Figure 1 shows a comparison between an analytically-calculated and numerically-estimated along-track measurement
pseudoinverse for the case where the propulsive acceleration only has a single segment, 𝑛 = 1. The along-track
measurement pseudoinverse is defined as the elements of the pseudoinverse of the measurement matrix

[𝐻 (𝝉)]+ =

(
[𝐻 (𝝉)]𝑇 [𝐻 (𝝉)]

)−1
[𝐻 (𝝉)]𝑇 (10)

which relate changes in the along-track position of the spacecraft to changes in each acceleration; for the atmospheric
drag acceleration they correspond to the second half of the fifth row of [𝐻 (𝝉)]+ while for segment 𝑖 of the propulsive
acceleration they correspond to the second half of row 𝑖 + 5 of [𝐻 (𝝉)]+. In Figure 1, these elements are shown versus
the corresponding time of each measurement. The analytical and numerical results agree quite closely.
Since the analytically-calculated and numerically-estimated along-track measurement pseudoinverse agree quite

closely, the estimate of the posterior parameter covariance matrix for a given measurement time vector in Eq. 6 is
assumed to be accurate. Figure 2 shows the analytically-calculated along-track measurement pseudoinverse both before
and after carrying out the optimization in Eq. 7, where the initial guess for the measurement time vector was to evenly
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Fig. 2 Comparison between the constant and optimized measurement timings in the analytically-calculated
along-track measurement pseudoinverse for a single propulsive acceleration. Markers indicate measurement
times while shading indicates the interval of time where each acceleration is active.

Table 1 Impact of optimizing the measurement timing on the posterior standard deviation of the different
acceleration magnitudes for a single propulsive acceleration.

Analytical Prediction [`m/s2] Numerical Inference [`m/s2]
Acceleration Constant Optimized Change [%] Constant Optimized Change [%]

Drag 0.0873 0.0711 -18.6 0.0855 0.0699 -18.2
𝑎1 0.1597 0.1273 -20.3 0.1549 0.1241 -19.8

distribute the measurements over the entire measurement period (i.e. have a constant measurement interval). The
optimization quite clearly clusters measurements near local extrema in the along-track measurement pseudoinverse for
the propulsive acceleration, 𝑎1. This intuitively makes sense as from Eqs. 4 and 5 the sensitivity of the along-track
position with respect to any along-track acceleration is quadratic in time whereas the sensitivity of the radial position is
only linear in time. Therefore, changes in the along-track position provide more information about any along-track
accelerations acting on the spacecraft, except for measurement times within approximately 1/5 of the period of the
spacecraft’s initial orbit. The local extrema in the along-track measurement pseudoinverse for the propulsive acceleration
also closely correspond to local extrema in the along-track measurement pseudoinverse for the atmospheric drag
acceleration. Again this makes intuitive sense as uncertainty in the atmospheric drag acceleration needs to be reduced in
order to minimize the uncertainty in the propulsive acceleration.
Table 1 shows the results of the optimization on the standard deviations for the atmospheric drag and propulsive

accelerations. The posterior standard deviations are shown both from an analytical calculation using Eq. 6 and from full
numerical inference using an ensemble Kalman update approach [19]. The standard deviation for both accelerations
decreases by approximately 20% when using the optimized measurement time vector relative to a constant measurement
interval. The posterior standard deviations also agree quite well between the analytical prediction and numerical
inference, further verifying the results of the optimization approach in Section II. The data of Table 1 demonstrate
that purely through optimization of the measurement timings, significant (20%) reductions in the posterior standard
deviation of the propulsive acceleration estimate can be achieved.

B. Multiple Accelerations

In some situations, it may be required to infer multiple different propulsive accelerations such as when attempting to
reconstruct long-duration propulsive maneuvers with a segmented approach [4]. The optimization approach of Section
II can be applied to an arbitrary number of propulsive acceleration segments. Here it is demonstrated for the case
that the propulsive acceleration has three segments, 𝑛 = 3. As in the single-segment case, a comparison between the
analytically-calculated and numerically-estimated along-track measurement pseudoinverse is shown in Figure 3. Again,
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Fig. 3 Comparison between the analytically-calculated and numerically-estimated along-track measurement
pseudoinverse for multiple propulsive accelerations. Markers indicate measurement times while shading indicates
the interval of time where each acceleration is active.

the analytical and numerical results agree quite closely. These results demonstrate that the estimate of the posterior
parameter covariance matrix for a given measurement time vector in Eq. 6 can be assumed to be accurate when multiple
propulsive acceleration segments are used.
Figure 4 shows the analytically-calculated along-track measurement pseudoinverse both before and after carrying out

the optimization in Eq. 7, where the initial guess for the measurement time vector again used a constant measurement
interval such that the measurements were evenly distributed over the measurement period. The cost function in Eq. 7
aims to minimize the sum of posterior variances for the propulsive accelerations. As such, the optimized measurement
timings are again concentrated near local extrema in the along-track measurement pseudoinverse for the propulsive
accelerations: 𝑎1, 𝑎2, and 𝑎3. As in the case with a single propulsive acceleration segment, the local extrema in the
along-track measurement pseudoinverse for each of the propulsive accelerations closely correspond to local extrema in
the along-track measurement pseudoinverse for the atmospheric drag acceleration. Table 2 shows the results of the
optimization on the standard deviations for the atmospheric drag and propulsive accelerations. As in the single propulsive
segment case, the standard deviation in all accelerations decreases by approximately 20% when using the optimized
measurement time vector relative to a constant measurement interval. The posterior standard deviations also continue to
agree quite well between the analytical prediction and numerical inference. Again, purely through optimization of the
measurement timings, significant (20%) reduction in the posterior standard deviation of the propulsive acceleration
estimates can be achieved.
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Fig. 4 Comparison between the constant and optimized measurement timings in the analytically-calculated
along-track measurement pseudoinverse for multiple propulsive accelerations. Markers indicate measurement
times while shading indicates the interval of time where each acceleration is active.

Table 2 Impact of optimizing the measurement timing on the posterior standard deviation of the different
acceleration magnitudes for multiple propulsive accelerations.

Analytical Prediction [`m/s2] Numerical Inference [`m/s2]
Acceleration Constant Optimized Change [%] Constant Optimized Change [%]

Drag 0.1630 0.1270 -22.1 0.1596 0.1257 -21.2
𝑎1 0.2393 0.1885 -21.2 0.2337 0.1869 -20.0
𝑎2 0.1523 0.1273 -16.4 0.1500 0.1259 -16.1
𝑎3 0.2442 0.1935 -20.8 0.2364 0.1882 -20.4
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Fig. 5 Comparison between the constant and optimized measurement timings in the analytically-calculated
along-track measurement pseudoinverse for multiple propulsive accelerations, but only the posterior variance of
acceleration 𝑎2 is optimized. Markers indicate measurement times while shading indicates the interval of time
where each acceleration is active.

C. Multiple Accelerations, Single Acceleration Optimization

As a final case, we can consider a similar scenario to Section IV.B, but where the posterior standard deviation of
only a single segment of the propulsive acceleration is minimized—the only difference in the optimization for this case
relative to that of Section IV.B is that the cost function of Eq. 7 is modified to consider the diagonal element of [Σ+

𝜙
(𝝉)]

corresponding to the marginal variance of only one of the propulsive acceleration magnitudes. Figure 5 shows the
analytically-calculated along-track measurement pseudoinverse both before and after carrying out the optimization in Eq.
7, but with the cost function modified to only minimize the posterior marginal variance of the propulsive acceleration
for the second segment, 𝑎2. As before, the initial guess for the measurement time vector used a constant measurement
interval such that the measurements were evenly distributed over the measurement period. In this case, the optimized
measurement time vector is similar to the single-segment case where measurements are concentrated near local extrema
in the along-track measurement pseudoinverse for acceleration 𝑎2 with little regard for the other acceleration segments.
Table 3 shows the results of this modified optimization on the standard deviations for the atmospheric drag and

propulsive accelerations. Compared to the results of Section IV.B, the posterior standard deviation of acceleration
𝑎2 is reduced by a further 8% for a total reduction of approximately 24%—or 25% if considering the results of the
numerical inference—when using the optimized measurement time vector relative to a constant measurement interval.
The posterior standard deviations of the atmospheric drag acceleration and propulsive accelerations 𝑎1 and 𝑎3 only see
modest reductions of approximately 10%, 2%, and 9% respectively. As a result, slight improvements in the optimized
posterior standard deviation for the propulsive acceleration of a single segment can be achieved for the cost of notable
deterioration in the standard deviation of the other segments. In particular, when all three propulsive acceleration
segments were optimized together, in Section IV.B, the change in the posterior standard deviation of acceleration 𝑎1 due
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Table 3 Impact of optimizing the measurement timing on the posterior standard deviation of the different
acceleration magnitudes for multiple propulsive accelerations, but only acceleration 𝑎2 is optimized.

Analytical Prediction [`m/s2] Numerical Inference [`m/s2]
Acceleration Constant Optimized Change [%] Constant Optimized Change [%]

Drag 0.1630 0.1468 -9.9 0.1608 0.1439 -10.5
𝑎1 0.2393 0.2344 -2.0 0.2333 0.2280 -2.3
𝑎2 0.1523 0.1152 -24.3 0.1522 0.1141 -25.0
𝑎3 0.2442 0.2662 -9.0 0.2375 0.2567 -8.0

to optimization of the measurement time vector was approximately 21% whereas in this case it was only 2%.

V. Conclusion
This paper demonstrates that for the problem of on-orbit inference of along-track propulsive accelerations, the timing

of a fixed number of measurements can be optimized—without the use of numerical simulation—in order to achieve
notable reductions in the posterior uncertainty of the propulsive acceleration estimates. In the example cases considered
here, reductions in the posterior standard deviation of approximately 20% were achieved, purely due to the optimization
of the measurement timing. The primary benefit of this work is for data-limited scenarios including: limitations on
the number of measurements that can be taken due constraints in the sensor system; limitations on the number of
measurements that can be transmitted to Earth due to constraints in the communications system; and limitations on
the number of measurements that can be processed due to computational constraints either on the spacecraft or on
Earth. In all of these scenarios, the results of this work provide a method to optimize the timing of spacecraft position
measurements in order to minimize the posterior uncertainty in the propulsive accelerations.
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