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ABSTRACT

Autonomous Vehicle (AV) technology has the potential to revolutionize the future transportation

landscape. Simulation plays an indispensable role in the development and testing of AVs, due

to its unmatched advantages of controllability, repeatability, and cost-effectiveness. To build the

simulation system, one key problem is how to model background agents behavior, in order to

construct the Naturalistic Driving Environment (NDE). To ensure the trustworthiness of simulation

results, the NDE must meet the novel and demanding criterion, i.e., statistical realism, in terms of

simulation fidelity. The simulated NDE needs to be statistically representative of the real-world

traffic environment, particularly for those long-tail safety-critical events, which are critical for

AV safety. Unfortunately, the real-world NDE is spatiotemporally complex, highly interactive,

and with only rare occurrences of safety-critical events. Therefore, how to build a high-fidelity

simulator is a long-standing problem.

This dissertation aims to provide systematic methods for simulating high-fidelity NDE for AV

development and testing, leveraging large-scale Naturalistic Driving Data (NDD). We first identify

the statistical realism requirement on NDE, a new requirement for microscopic traffic simulators

brought by AV applications. To achieve this, a data-driven method is proposed to characterize

human car-following and lane-changing behavior distributions. The proposed method is validated

using real-world data in the simulation of multi-lane highway driving environments.

In contrast to highway driving environments, urban environments usually involve more complex

interactions between multiple agents. Therefore, we further develop NeualNDE, a Deep Learning

(DL)-based NDE modeling framework. The results validate that NeuralNDE can achieve accurate

normal driving statistics (e.g., vehicle speed/distance/yielding behavior distributions, etc.), and

xvi



more importantly, safety-critical driving statistics (e.g., crash rate/type/severity and near-miss statistics,

etc.), as demonstrated in the simulation of real-world urban driving environments.

One important application of high-fidelity NDE is AV safety performance evaluation. We

discover that sparse but adversarial adjustments to the NDE, resulting in the Naturalistic and

Adversarial Driving Environment (NADE), can significantly reduce the required test miles without

loss of evaluation unbiasedness. The results show that, compared with directly evaluating AV in

NDE, the proposed NADE environment can accelerate the evaluation process by multiple orders

of magnitude. Consequently, we provide a complete pipeline for accurate and efficient simulation-

based AV testing.

In summary, this dissertation presents methodologies for building high-fidelity NDE and uses

AV testing as an example to demonstrate the importance of NDE simulation. These proposed

methods pave the way for enhancing AV safety performance, which is beneficial for all stakeholders,

including AV developers, customers, and regulators, and contributes to the long-term development

of AV technology.

xvii



CHAPTER 1

Introduction

1.1 Background

AV technology has emerged as a focal point for academia, industry, and government agencies
due to its transformative potential in revolutionizing the future transportation landscape. The
first is safety, in the US, 94% of fatal accidents are caused by human errors (National Highway
Traffic Safety Administration, 2017). AVs hold the potential to significantly mitigate these issues,
promising a remarkable enhancement in road safety (Jacobstein, 2019; Nunes and Axhausen,
2021). Beyond safety, AVs can serve as mobile actuators to dampen traffic oscillation and
improve fuel efficiency (Wu et al., 2018; Stern et al., 2018). Furthermore, AVs possess the
potential to alleviate traffic congestion (Guo et al., 2019; Yang et al., 2021), expand road capacity
(Lu et al., 2020), enhance mobility accessibility (Andrews, 2023), and contribute positively to
environmental sustainability (Taiebat et al., 2018; Kopelias et al., 2020). These compelling
advantages position AV technology as a pivotal solution to the multifaceted challenges confronting
our present transportation system.

In the last two decades, significant advancements have transpired in the field of AVs, primarily
attributed to the swift evolution of computer technology and DL (LeCun et al., 2015). As early
as 2015, several companies had declared their intentions to commence mass production of AVs
by 2020. Regrettably, the actual progress has fallen short of these ambitious projections, and, as
of now, no SAE Level 4 AVs (SAE International, 2021) are commercially available. Numerous
factors contribute to this disparity between expectation and reality, with paramount among them
being the fact that AVs’ safety performance remains notably inferior to that of human drivers (Liu
and Feng, 2022). For average drivers in the US, the occurrence probability of a crash is around
1.9 × 10−6 per mile (Kalra and Paddock, 2016). In contrast, the disengagement rate for the state-
of-the-art AV is around 1.0 × 10−5 per mile, according to the 2022 Disengagement Reports from
California (California Department of Motor Vehicles, 2023). Therefore, safety remains the key
challenge for the AV technology (Feng et al., 2023).
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Simulation provides a controllable, repeatable, efficient, and low-cost venue for both
developing and testing AVs. For training purposes, simulation provides a controllable play field
that can generate safety-critical events to train the full AV software stack. In this way, simulation
can augment real-world training data and reduces reliance on them, which can be hard, costly,
and hazardous to collect (Igl et al., 2022). For testing purposes, simulation offers an efficient and
cost-effective alternative to real-world testing, significantly expediting the iterative development
process and mitigating the substantial financial burdens associated with real-world experiments.
Furthermore, simulation ensures scenario repeatability, enabling precise replication and consistent
AV safety performance evaluation. Therefore, simulation is indispensable for AV development,
and large AV companies rely on it extensively, for example, Waymo had simulated over 15 billion
miles as of 2021 (Waymo LLC, 2021b).

1.2 Naturalistic driving environment simulation

1.2.1 Model human driving behavior

To build the simulation system, one key problem is how to model human driving behaviors, in order
to construct NDE. The simulated NDE needs to reproduce the real-world traffic environment, with
diverse, nuanced, and long-tailed microscopic human driving behaviors. In recent years, great
efforts have been made in developing simulators for AV. Thanks to rapid advances in Artificial
Intelligence (AI), computer vision and graphics, and high-performance computing devices,
accurate vehicle dynamics, photorealistic rendering, and realistic sensor simulation are now being
realized and accessible. Some well-known simulators include Intel’s CARLA (Dosovitskiy et al.,
2017), Google/Waymo’s CarCraft (Madrigal, 2017) and SimulationCity (Waymo LLC, 2021a),
Tesla’s simulator (Tesla, Inc., 2021), Microsoft’s AirSim (Shah et al., 2018), NVIDIA’s DRIVE
Sim (Nvidia Corporation, 2021), Baidu’s AADS (Li et al., 2019b), and Cruise’s simulator (Cruise
LLC, 2020), etc. Despite the above efforts and advancements, these simulators mainly focus on the
fidelity of the vehicle rather than the driving environment, especially for the background road user
behavior. The behaviors of background agents are either replayed from logged data or simulated
using oversimplified heuristic rules, which leaves a significant gap between the simulation and the
real-world driving environment.

1.2.2 Statistical realism of naturalistic driving environment

AV-related applications bring new requirements on NDE. For simulation to be an effective tool,
statistical realism of NDE is a must. The simulation should reproduce the encounters that an AV
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Figure 1.2: Modeling NDE with statistical realism

might face in real-world traffic with distribution-level accuracy, especially for those safety-critical
events. AV applications require finer modeling accuracy than microscopic traffic simulators used
in the field of transportation engineering, since nuanced differences in human driving behavior
can significantly affect AV safety performance. Consequently, the calibration targets, for example,
link flow and travel time, specified previously in the Federal Highway Administration guidelines
(Dowling et al., 2004) are not sufficient. Unfortunately, the real-world NDE is spatiotemporally
complex and highly interactive. Therefore, how to achieve statistical realism for such simulators
is a long-standing problem in the field.

The lack of statistical realism for simulation can potentially mislead AV development in both
training and testing. An illustration example is shown in Figure 1.1. Consider a roundabout
environment that includes multiple vehicles. At time t, a vehicle (vehicle 1) is circulating, and
another vehicle (vehicle 2) is about to enter the roundabout. Their potential future positions are
denoted by shaded blue areas, and they have a probability to collide if vehicle 2 fails to yield.
Assume the distance between the two vehicles in the real world follows certain distribution as
shown by the red curve and the simulated results are the dashed blue curve. This statistical
difference, i.e., distribution inconsistency between the real world and simulation, will lead to
an underestimation of vehicle crash rate and therefore provide optimistic estimates of AV safety
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Figure 1.3: Major challenges for modeling NDE

performance. Also, since the distance between vehicles in the simulation environment is not
consistent with the real world, an AV agent trained in it might not fit in real traffic due to the
large sim-to-real gap. In real-world driving environments, instead of two agents, multiple human
drivers are continuously interacting with each other and their states are progressively evolving for
a long time horizon. Therefore, the underlying joint AV distribution is extremely complex and in
a very high-dimensional space as shown in Figure 1.2. The goal of NDE modeling is to achieve
distribution-level accuracy under both normal driving and safety-critical situations. Therefore, a
wide range of environment statistics, for example, vehicle speed and distance distributions, crash
rate, crash type and severity distributions, near-miss measurements, etc., need to be consistent with
the real world.

1.2.3 Challenges

The challenges of modeling NDE with statistical realism mainly come from three aspects as shown
in Figure 1.3. The first challenge is from the “curse of dimensionality”. The real-world driving
environment is highly interactive and spatiotemporally complex with large numbers of road users
and long time horizons, which makes NDE modeling a very high-dimensional problem. The
second challenge is from the “curse of rarity” (Liu and Feng, 2022). Since safety-critical events
(e.g., crashes) rarely happen in the real-world driving environment (on average 10−6 crashes per
driving mile for human drivers (Bureau of Transportation Statistics, 2018)), modeling such rare
events in high fidelity requires an extremely high precision of the microscopic behavior. The
compounding effects of the “curse of rarity” on top of the “curse of dimensionality” in the real
world NDE will make it even more challenging. The third challenge is from the “distribution
shift”. Short-term and small modeling errors may accumulate both in space and time, which might
lead to out-of-distribution behaviors like frequent offroad, unrealistic collision, or even the collapse
of the entire simulation. Moreover, due to the highly interactive nature of the driving environment,
unrealistic behaviors of a single agent will impact and propagate to all agents in the simulation.
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1.2.4 Evaluate AV safety performance using NDE

The basic philosophy of evaluating the AV safety performance is to deploy it in the NDE, observe
its performance, and make statistical comparisons to human driver performance. Such statistical
comparisons, which are critical to determining the readiness of AVs to be widely deployed (Webb
et al., 2020), could be quantified by safety performance statistics, such as the crash rate, which
has been commonly used to measure the safety performance of human drivers. NDE testing is
essentially a Monte Carlo (MC) estimation process, where the occurrence probability of the event
of interest (e.g., crash) is approximated as the test mileage increases. However, events of interest
like crashes are rare-event in NDE, which can cause the intolerable inefficiency issue for testing.
It has been argued that hundreds of millions of miles and sometimes hundreds of billions of miles
would be required to demonstrate the safety performance of AVs at the level of human-driven
vehicles Kalra and Paddock (2016), which is extremely time-consuming even in simulations. This
issue will be even more critical as some commentators have claimed that AVs need to be safer than
human drivers with the factor ranging from 2 to 100 (Shladover and Nowakowski, 2019). Not to
mention that a brand-new testing process may be required if configurations of AVs are changed.
Therefore, intelligent testing algorithms based on NDE need to be designed to enhance testing
efficiency without loss of evaluation accuracy.

1.3 Literature review

1.3.1 NDE modeling

Microscopic traffic simulators have been studied and developed in the transportation engineering
domain for decades. The human driving behaviors are modeled through a combination of physics-
driven models and hand-crafted rules, such as car-following models (Bando et al., 1995; Treiber
et al., 2000), lane-changing models (Erdmann, 2015; Kesting et al., 2007), gap-acceptance models
(Mahmassani and Sheffi, 1981), etc. Some well-known traffic simulators are Simulation of Urban
MObility (SUMO) (Lopez et al., 2018), VISSIM (PTV GROUP, 2018), and AIMSUN (Yunex
Traffic Group, 2022). Due to the limited capability of the underlying parametric models and
manually encoded rules, the model fidelity is constrained. For example, the widely used Intelligent
Driver Model (IDM) car-following model (Treiber et al., 2000) has only six parameters to calibrate,
which cannot capture diverse human driving behaviors. Additionally, there are plenty of heuristic
rules encoded in these simulators (e.g., SUMO (Lopez et al., 2018)), thus limiting their simulated
trajectories. For example, vehicles are encouraged to follow road centerlines, therefore, the
simulator rarely generates lane-swaying trajectories that are frequently seen in the real world.
Furthermore, most of these behavioral models are deterministic or have only simple randomness,
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for example, Gaussian noise (Laval et al., 2014; Treiber and Kesting, 2017), which makes them
unable to characterize stochastic and multimodal human driving behavior.

Many attempts have been made by using neural networks (Liu et al., 2022; Mo et al., 2021;
Wang et al., 2017; Xie et al., 2019; Zhu et al., 2018b), Markovian-based models (Chen et al., 2010),
Bayesian networks (Schreier et al., 2016; Schulz et al., 2018), and game theory (Li et al., 2017,
2020), etc., to achieve better performance in modeling specific behaviors (e.g., car-following) or
specific scenarios (e.g., unprotected left turn). However, statistical realism is not considered in
most studies and they can hardly be generalized to model complex urban environments and highly
interactive scenarios.

In recent years, human-driving behavior modeling has also attracted increasing attention from
the AI community. In particular, there are many methods proposed for trajectory prediction
(Gao et al., 2020; Gu et al., 2021; Liu et al., 2021; Ngiam et al., 2021; Rhinehart et al., 2019;
Ścibior et al., 2021; Shi et al., 2022; Zhou et al., 2022; Huang et al., 2023), which is an important
component for AV decision making. Short-term trajectory prediction also needs accurate multi-
agent behavior modeling, however, as pointed out by several studies Suo et al. (2021); Xu et al.
(2022), they cannot be directly applied for simulating NDE since they are brittle to distribution
shift. In addition, trajectory prediction usually only concerns the prediction accuracy of a limited
number of agents, while simulation concerns the modeling accuracy of the whole environment.
Several approaches based on Imitation Learning (IL) and Generative Adversarial Imitation
Learning (GAIL) have been investigated to construct the simulation environment (Igl et al., 2022;
Bergamini et al., 2021; Kuefler et al., 2017; Bhattacharyya et al., 2018; Kamenev et al., 2021; Suo
et al., 2021; Xu et al., 2022; Zhang et al., 2022a). For example, in Bergamini et al. (2021), the
researchers formulated the simulation problem as a Markov Process, where the initial probability
and the transition function are modeled using neural networks and learned from real-world
data. To model an individual vehicle behavior, a CNN-based model is trained and then applied
independently to all agents during the inference to predict their future positions. In Zhang et al.
(2022a), the researchers proposed a Data-Driven Simulator (D2Sim) which involves two major
steps. In the first step, a Transformer-based (Gatformer) model is developed to model the social
interactions among vehicles and predict their future trajectories. In the second step, the candidate
trajectories generated by the Gatformer are reshaped by the proposed Generative Adversarial
Network (GAN)-based model (TSG-InfoGAN) to yield diverse and realistic traffic scenarios.
However, statistical realism is hardly considered and cannot be achieved with these methods.
For example, the crash rate of these simulation environments is significantly higher (by multiple
magnitudes) than that of real-world traffic. Besides crash rate, there is no other environmental
statistics regarding either normal or safety-critical driving conditions are considered. Moreover,
these methods can only generate short-time simulation (i.e., a few seconds), which limits the
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capability of full-length trip training and evaluation of AVs.
To reproduce high-fidelity interactions in NDE, there are also methods proposed based on

logged data replay, real-world event reconstruction, or their variants (Li et al., 2019b; Scanlon
et al., 2021; Yang et al., 2023). For example, the most widely used method in the industry is
logged data replay. The basic idea is to replay safety-critical events that vehicle fleets encountered
in the real world. In the simulation environment, background agents will follow their logged
trajectories, and the AV will be controlled by the updated version of algorithms to evaluate whether
it can achieve better performance. The deficiency of this method is obvious, where the background
agents are non-reactive and cannot interact with the updated AV model. This means we cannot test
the consequences of AV-updated behaviors, which will influence BVs behavior. Yang et al. (2023)
proposed a method (i.e., UniSim) to edit logged data and generate new scenarios based on them.
UniSim can generate multi-sensor data for different views and different sensor configurations.
Especially, background agents can be added or removed from the recorded log to create new
scenarios. However, it mainly focused on sensor simulation and the fidelity of background agents’
behavior can be limited. Scanlon et al. (2021) proposed to build NDE based on real-world fatal
collision events from various data sources including police reports and videos. However, it may
be difficult to reconstruct near-miss events using this method since the information needed for
reconstruction is usually not available.

1.3.2 AV testing

One important application of the high-fidelity NDE is to test the safety performance of AV. The
prevailing approach is to drive AVs in NDE and make statistical comparisons of their performance
to human drivers (Kalra and Paddock, 2016). As discussed previously, due to the rarity of safety-
critical events in NDE, significant testing miles would be required to demonstrate the safety
performance of AVs at the level of human-driven vehicles. To address the inefficiency issue,
scenario-based approaches have been proposed (Riedmaier et al., 2020; Ma et al., 2022). The
basic idea is to test AVs in purposely generated scenarios that are more safety-critical (Zhao et al.,
2016; O’Kelly et al., 2018; Feng et al., 2020d,a; Li et al., 2019a; Feng et al., 2020c). Based on
Importance Sampling (IS) theory, the testing efficiency can be improved since the probability of
AV encountering safety-critical events can be greatly increased.

However, most existing scenario-based methods can only be applied to short scenario segments
(e.g., a few seconds) of NDE with limited dynamic objects (e.g., one or two background road
users). The decision variables needed to represent the scenarios are low-dimensional (Feng et al.,
2021), for example, a cut-in event performed by a Background Vehicle (BV) (i.e., human driver)
that lasts for a few seconds. They cannot represent the full complexity and variability of the
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NDE, where the decision variables are high dimensional, particularly considering the complex
interactions among BVs and AVs. For example, (O’Kelly et al., 2018) attempted to employ the
scenario-based approach in relatively high-dimensional scenarios, however, it can only accelerate
the testing process by 2-20 times when considering five BV. If more BVs and longer time horizon
were considered, the acceleration ratio could be further reduced. However, the AV driving task
in an urban area for an extended time period can be very complex, which involves interactions
with hundreds of vehicles, involving various maneuvers such as car-following, lane-changing,
and merging, and passing through different roadways such as roundabouts and intersections.
Consequently, existing scenario-based approaches may not be able to handle them.

Moreover, testing AV through isolated scenarios, rather than within the spatially and temporally
continuous NDE, may not be sufficient to provide a comprehensive assessment of AV performance.
For instance, an AV that performs well in two separate scenario segments might falter when
subjected to continuous testing involving the combination of these segments, due to factors like
accumulated errors of AVs. This has also been pointed out by Waymo: ”while short-form
simulation allows us to optimize and refine isolated skills, such as nudging around a double-
parked vehicle, it is important to evaluate how an autonomously driven system’s capabilities
work together over full-length trips” (Waymo LLC, 2021a). In their blog, they also emphasize
the importance of high-fidelity NDE, and propose to evaluate AV trip-level safety performance
leveraging simulations.

1.4 Dissertation overview

1.4.1 Research scope

This dissertation aims at providing systematic and generic methods for simulating high-fidelity
NDE for AV development and testing, leveraging large-scale NDD. We identify and study the new
and challenging requirement on NDE modeling, i.e., statistical realism, brought by AV-related
applications. The simulated NDE should achieve distribution-level accuracy in both normal and
safety-critical driving conditions to reproduce all potential encounters that an AV might face in
real-world traffic. Only with such property can the simulation results be trustworthy. The key
to NDE is modeling human driving behavior, as illustrated in Figure 1.4. We first proposed
a data-driven-based method to characterize vehicle car-following and lane-changing behavior
distributions, which can ensure the statistical realism of NDE in highway driving environments.
To improve the modeling accuracy in more complex urban driving environments and safety-
critical conditions, we further developed a deep learning-based method to jointly model multi-
agent behavior, which can better learn interactions happen between multiple human drivers. The
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Figure 1.4: Simulating Naturalistic Driving Environment for AVs

proposed method can achieve accurate safety-critical statistics including both crashes and near-
misses, which are critical for training and testing AVs. The scalability potential of the proposed
method is demonstrated for simulating road networks, which enables trip-level AV training and
testing. Note that an underlying assumption we apply in this dissertation is that the presence of
an AV has a negligible effect on NDE. More research is needed to consider potential behavioral
differences in human-driven vehicles when interacting with AV. More discussions on this can be
found in Chapter 5.

One important application using high-fidelity NDE is to evaluate AV safety performance. For
simulation-based AV testing, there are two critical problems that need to be solved, as shown
in Figure 1.5. The first one is how to build a high-fidelity NDE based on NDD. Only with a
high-fidelity NDE, the simulation results obtained from it can be unbiased. The second one is
how to develop testing methodologies that can improve AV testing efficiency. Therefore, this
dissertation also develops intelligent testing environment for AV safety assessment. We found
that sparse but adversarial adjustments to NDE can significantly reduce the required test miles
(with multiple orders of magnitude) without loss of evaluation unbiasedness. Consequently, a
systematic framework for AV safety performance evaluation is developed in this dissertation,
enabling trustworthy and efficient evaluation procedures.

1.4.2 Contributions

The contributions of this dissertation are listed as the following:

1. We identify and study the statistical realism requirement on NDE, a new requirement for
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microscopic traffic simulators brought by AV applications.

2. We propose a data-driven NDE modeling method, which can ensure statistical realism in
long-time horizon simulations. The proposed method is validated using large-scale real-
world data on highway driving environments.

3. We propose a deep learning-based NDE modeling method, which can further improve the
simulation accuracy, especially for safety-critical driving statistics. The proposed method is
validated using large-scale real-world data on urban driving environments.

4. We propose an intelligent testing method to evaluate AV based on NDE, which can
significantly improve the testing efficiency without loss of evaluation unbiasedness.

In summary, this dissertation provides comprehensive methods for high-fidelity NDE
simulation and also methodologies to accelerate the AV testing process based on NDE.

1.4.3 Overview and organization of the dissertation

Other than this introduction Chapter 1, this dissertation is organized as follows.
In Chapter 2, we propose a data-driven NDE model that can achieve statistical realism

in simulating highway driving environments. Specifically, car-following and lane-changing
models are developed utilizing large-scale NDD, where empirical distributions of human driving
behaviors, for example, acceleration distribution and lane-changing probability, are obtained to
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model stochastic human driving behaviors. Although empirical distributions are a good estimation
of human driving behaviors, there are inevitable model errors due to data quantity and quality,
which will accumulate and amplify during the simulation and lead to an unrealistic environment.
To satisfy the statistical realism requirement, an optimization-based method is further designed
to refine empirical behavior models. Specifically, the vehicle state evolution (e.g., vehicle speed)
is modeled as a Markov chain and its stationary distribution is twisted to match the ground truth
observed from real-world traffic. The proposed method is validated in the case study of a multi-lane
highway driving simulation.

In Chapter 3, we propose a deep learning-based NDE model that can achieve statistical
realism in simulating urban driving environments. Compared with highway environments, urban
environments usually involve more complex interactions between multiple agents, and driving
behaviors are difficult to heuristically divide into categories such as car following and lane
changing. To capture the high-dimensional interaction, we frame the simulation modeling
under an IL paradigm with deep neural networks under the supervision of large-scale real-world
demonstration. Specifically, a Transformer-based behavior modeling network is proposed to
learn multi-agent interaction behavior, and a conflict critic model and a safety mapping network
are designed to control the generation process of safety-critical events, following real-world
occurring frequencies and patterns. The results show that the proposed model can achieve accurate
normal driving statistics (e.g., vehicle speed/distance/yielding behavior distributions, etc.), as
demonstrated in the simulation of urban driving environments. More importantly, it can also
reproduce accurate long-tailed safety-critical events statistics (e.g., crash rate/type/severity and
near-miss statistics, etc.), which are very difficult to achieve but will notably influence AV training
and testing accuracy.

In Chapter 4, we propose an intelligent testing algorithm to evaluate AV safety performance,
which is an important application of high-fidelity NDE. To achieve evaluation efficiency without
loss of accuracy, our approach is based on NDE, but with sparse but intelligent adjustments.
The resulting driving environment is both naturalistic and adversarial, in that most of the BVs
(more generally, road users) follow naturalistic behaviors for most of the time, and only at selected
moments, selected vehicles execute specific designed adversarial moves. By training the BVs to
learn when to execute what adversarial maneuver, the proposed environment becomes an intelligent
environment for AV driving intelligence testing. We demonstrate the effectiveness of the proposed
method in previously developed highway driving NDE. Compared with directly testing AV in
NDE, the proposed intelligent testing algorithm can accelerate the evaluation process by multiple
orders of magnitude without loss of unbiasedness.

In Chapter 5, we provide concluding remarks and discuss future research directions.
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CHAPTER 2

Data-driven NDE Model

2.1 Introduction

2.1.1 Background and related works

The key to developing and testing AVs using simulation is the trustworthiness of the simulation
results. As pointed out in various domains (James et al., 2019; Li et al., 2019b; Peng et al., 2018),
the sim-to-real gap could hinder and even mislead the training and testing process of an agent.
However, how to model the naturalistic behavior of human-driven vehicles with high fidelity still
remains an open question. Many AV companies tried to replay human driving behaviors according
to the logged data collected from the real-world driving environment. However, as the human
driving behaviors are pre-determined in the logged data, they cannot interact with AV models,
which severely limits the scenarios that can be simulated. To address this issue, the human
driving models developed in the transportation engineering field have been applied, such as the
IDM (Treiber et al., 2000) and Minimizing Overall Braking Induced by Lane Change (MOBIL)
(Kesting et al., 2007) models. However, although these models can interact with AV models, they
were designed for traffic flow analysis purposes such as reproducing traffic oscillations and the
fundamental diagram, which are not suitable for the AV-related applications.

Simulating NDE for AVs brings brand new requirements on the NDE fidelity, and we will use
AV testing as an illustration example to demonstrate that. Consider a car-following scenario as
shown in the left side of Figure 2.1. We assume that the distance between the two vehicles in
the real-world driving environment one step later follows the red-curve distribution, as shown in
the middle of Figure 2.1. If the simulation is inaccurate, the simulated distance between the two
vehicles will follow a different distribution, say, the dashed blue curve in the middle of Figure
2.1. This distributional discrepancy will be compounded and amplified during the simulation
process, which could result in a significant difference, as shown in the right of Figure 2.1. This
inconsistency can cause sim-to-real gaps, such as a lower simulated crash rate than the real-world
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Figure 2.1: Illustration of the distribution inconsistency that might mislead AV development and
deployment

crash rate. If the following vehicle is an AV, this optimistic estimation of the AV safety performance
might be misleading and result in misguided AV development.

In this paragraph, we will mathematically demonstrate the statistical realism requirement on
NDE, still taking AV testing as an example. To evaluate AV’s safety performance quantitatively,
the accident rate of AV’s in NDE is usually utilized (Feng et al., 2020d, 2021, 2023; Zhao et al.,
2016). Specifically, let X denote the variables that define the NDE environment. Then, testing an
AV in NDE is essential to sample X from its underlying distribution, denoted as X ∼ P (X), and
estimate its performance µκ

E by

µκ
E :=EX (ϕκ

E (X)) ≈ 1

n

n∑
i=1

ϕκ
E (Xi) ≈

m

n
,Xi ∼ P (X) , (2.1)

where E denotes the event of interest (e.g., crash), κ denotes the AV agent under test, ϕκ
E (X)

denotes the AV performance at the environment specified by X , n denotes the number of tests, and
m denotes the number of event E occurred during tests. This equation represents the crash rate
calculation of an AV using the MC simulation method, i.e., let the AV run in the NDE simulation
and the crash rate is calculated by dividing the number of crashes by the total number of test
runs. The MC method (Owen, 2013) requires a statistically accurate simulation environment to
obtain an unbiased estimation result. Therefore, the AV simulation testing requires distributionally
consistent NDE models, which are significantly different from those for traffic flow analysis. We
believe the statistical realism requirement holds for many other AV applications.

To generate NDE, the common practice is to model human driving behavior using a
combination of car-following and lane-changing models to control the longitudinal and lateral
behavior, respectively. A general form of these models can be expressed by

u (t) = ψ (S (t) , θ (t)) + ϵ (t) , (2.2)

where t denotes the time, u (t) denotes the action (e.g., longitudinal acceleration or lane-change
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decision) of the vehicle at the t-th time instance, S (t) denotes the states of the ego-vehicle and
surrounding vehicles that have the influence on the ego-vehicle’s decision making, ψ (·) denotes
the model that maps from the state space to the action space, θ (t) denotes model parameters that
could be deterministic or stochastic, and ϵ (t) denotes the additive noise term.

Most traditional models (Kesting et al., 2007; Treiber et al., 2000) are deterministic and cannot
capture the stochastic nature of human driving behaviors. Recently, increasing studies have used
machine learning-based methods to fit the behavior model ψ using neural networks (Wang et al.,
2017; Xie et al., 2019; Zhu et al., 2018b). By utilizing large-scale NDD, these methods aim to
better reproduce the observed trajectories of human drivers. However, the problem of lacking
accurate stochasticity still remains unsolved.

The stochasticity can be incorporated into the model by introducing external noise term
ϵ (t). For external noise ϵ (t), the most commonly used one is the Gaussian noise (Laval et al.,
2014; Treiber and Kesting, 2017). However, the external addition of the Gaussian noise cannot
realistically depict human driving behaviors since the interaction in different driving conditions is
highly complex and does not always follow the simple symmetric Gaussian distribution (Li and
Chen, 2017; Yeo, 2008).

Besides adding an external noise ϵ (t), the stochasticity can also be incorporated into model
parameters θ (t) (Hamdar et al., 2015; Talebpour et al., 2015; Treiber and Kesting, 2017; Yang
and Peng, 2010). However, these methods do not concern with the distributional accuracy of the
driving behaviors and the environment generated after the stochasticity is introduced. There were
two notable exceptions in (Chen et al., 2010; Wang et al., 2009), the authors proposed stochastic
car-following models to capture the distribution of time headway. They validate that the headway
distribution of the simulation environment is consistent with the real world. However, only car-
following behavior is considered in these studies, so they can only simulate the single-lane road.
More importantly, the error accumulation issue has not been considered, which could severely
distort the distribution for long-term simulation of NDE.

2.1.2 Overview of the chapter

To tackle the statistical realism requirement on NDE, this chapter aims to propose a data-driven
NDE modeling method. The overall pipeline of the framework includes two major steps as
shown in Figure 2.2. To accurately capture human stochastic driving behavior, in the first data-
driven step, we propose to estimate the car-following acceleration distributions and lane-changing
probabilities using empirical histograms obtained directly from large-scale NDD. Although
empirical distributions are good estimations, the inevitable model errors caused by data quantity
and quality will accumulate during the simulation and lead to inaccurate results. To tackle this
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Figure 2.2: Proposed data-driven NDE modeling framework pipeline

issue, the second step of the framework is to refine empirical behavior models. To achieve that,
the key is to model the long-term effects of the error accumulation. By modeling the vehicle
state evolution as a Markov chain, the long-term effects of the error accumulation could be
characterized by the stationary distribution of the Markov chain. Then, an optimization problem
can be formulated to fit the simulated vehicle state stationary distribution with ground truth by
refining the empirical behavior models. Therefore, with the optimized human behavior models,
the simulated NDE can achieve accurate environment statistics (e.g., vehicle speed and distance).

2.1.3 Contributions and organization of the chapter

The main contributions of this chapter are threefold:

1. The new requirement, i.e., statistical realism, on NDE simulation for AVs are identified,
which cannot be satisfied by most existing methods.

2. A novel modeling framework is proposed to generate the NDE that is statistically consistent
with the real-world driving environment.

3. The proposed method is validated using large-scale real-world NDD and the generated NDE
is further validated by testing AV models in Chapter 4.

This chapter is organized as follows: In Section 2.2, we introduce the data-driven step
to construct empirical behavior models using large-scale real-world NDD and evaluate their
performances in a multilane highway driving environment simulation. In Section 2.3, to account
for the error accumulation problem, the optimization modeling step is proposed to optimize
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(a)

(b)

Figure 2.3: Illustration of empirical behavior models. (a) Longitudinal and lateral behavior models.
(b) Illustration example of how to simulate a vehicle’s action at a decision moment.

the empirical behavior models to obtain a distributionally consistent NDE. In Section 2.4, the
performance of the proposed method is validated and compared with existing models. We conclude
this chapter in Section 2.5.

2.2 Data-driven modeling step

In this section, we propose a simple yet effective data-driven method for NDE modeling leveraging
large-scale NDD. Specifically, six empirical behavior models are constructed including free-
driving, car-following, and four lane-changing behaviors with different driving conditions, and
then the NDE can be generated by combining the six empirical behavior models according to the
driving condition at each time step (Section 2.2.1). To construct each empirical behavior model,
the large-scale NDD is processed and utilized in Section 2.2.2. Then, a multi-lane highway driving
environment is simulated to evaluate the performance of the empirical behavior models in Section
2.2.3, which validates the data-driven method and further motivates the optimization modeling step
in Section 2.3.
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2.2.1 Empirical behavior models

To construct the NDE, both longitudinal and lateral behaviors of human drivers need to be modeled
based on the vehicle’s own state and its surrounding situations S. In this study, six behavior
models are proposed including free-driving, car-following, and four lane-changing behaviors with
different driving conditions, as shown in Figure 2.3a. Specifically, the vehicle acceleration in the
free-driving case is modeled that depends only on its current velocity, while the acceleration in
the car-following case is modeled that depends on the velocity, range (relative position), and range
rate (relative speed) of the subject vehicle and its preceding vehicle. To capture the lane-changing
probability in different conditions, four lane-changing models are proposed, which output the lane
change probability of the subject vehicle at each moment. For example, in the cut-in lane change
situation, the lane-changing probability depends on velocities and distances between the subject
vehicle and the preceding vehicle in the current lane and the vehicle behind in the target lane.
We note that more lane-changing models could be constructed in this framework by dividing the
driving conditions into more categories if needed.

After constructing the six behavior models, the NDE can be generated by combining the
behavior models according to the driving condition at each time step. Taking Figure 2.3b (left)
as an example, the subject vehicle can take left lane change, keep car-following, or take right lane
change at the moment. The left lane change behavior can be categorized as a cut-in behavior, where
the lane-changing probability P1 can be obtained from the cut-in behavior model. The right lane
change behavior can be categorized as a lane change with one adjacent vehicle, where the lane-
changing probability P2 can also be obtained by the corresponding behavior model. Moreover,
the longitudinal acceleration probability P3 can be obtained by the car-following behavior model.
After normalization, we can obtain the action distribution of the vehicle as shown in Figure 2.3b
(right). Then, the subject vehicle’s action will be sampled from this distribution and used to update
its state to the next time step. To simplify the modeling process, longitudinal acceleration is
assumed zero if the vehicle is making a lane change behavior. Also, if there is no vehicle in front,
the ego-vehicle will not take lane-changing behavior. By repeating this process for all vehicles and
time steps, the NDE can be generated.

The remaining question is how to construct the six behavior models with distributional
accuracy. In this chapter, we propose to directly estimate empirical behavior distributions as
the behavior models by leveraging large-scale NDD. As the NDD records all the information
needed for human driving behaviors, accurate empirical behavior models could be constructed
if using a sufficient amount of data with perfect quality. Although the actual data is usually
limited by the data quality and quantity, these empirical behavior models could provide a good
foundation and can be further improved as discussed in Section 2.3. Specifically, for each behavior
model, we obtain the empirical probability P (a|S) for all the vehicle actions a ∈ A at all
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Figure 2.4: Data processing flow chart

discretized states S ∈ S , where A denotes the action space, and S denotes the state space. Let
F (S) =

[
P (a1|S), · · ·F

(
a|A||S

)]
denote the probability mass function under a certain state S,

then the empirical behavior model can be denoted by

F =
[
F (S1) , · · ·F

(
S|S|
)]
∈ R|S|×|A|. (2.3)

Next, we will introduce how to process the NDD and construct F for all the six behavior
models.

2.2.2 Naturalistic driving dataset processing

To construct empirical behavior models, we utilized large-scale NDD from the Integrated Vehicle
Based Safety System (IVBSS) dataset (Sayer et al., 2011) and the Safety Pilot Model Deployment
(SPMD) dataset (Bezzina and Sayer, 2014) at the University of Michigan Transportation Research
Institute (UMTRI). In the IVBSS program, 108 drivers ranging from 20 to 70 years old were
recruited. Each participant drove the IVBSS vehicle equipped with the Data Acquisition System
(DAS) for 6 weeks. The relative distance and speed with the leading vehicle are recorded by radar
at 10 Hz. The SPMD program covered over 34.9 million travel miles and included 98 vehicles
equipped with the DAS and Mobileye to record human naturalistic driving behaviors. The data
were also recorded at 10 Hz with positions, speeds, and accelerations of ego-vehicles, relative
speeds with surrounding vehicles, and both longitudinal and lateral distances between vehicles and
lane markings. We queried partial datasets with the following criteria: (1) vehicle was traveling at
a speed between 20 m/s and 40 m/s; (2) dry surface condition; (3) daylight condition. The resulting
dataset includes approximately 8,200 driving hours data.

The data processing consists of four steps including segmentation, categorization,
discretization, and smoothing, as shown in Figure 2.4. Specifically, the original data were first
segmented into trajectories and then categorized into specific groups based on the six driving
situations defined in empirical behavior models. Then, a smoothing technique was applied to
the discretized action distribution and finally, we could obtain the probability mass functions
for each group, which constituted the six empirical behavior models. More details of the data
processing steps can be found in Appendix A.1. Figure 2.5 demonstrates examples of constructed
empirical behavior models. Specifically, Figure 2.5a and Figure 2.5b show examples of the vehicle
longitudinal acceleration distributions in free-driving and car-following situations, respectively.
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Figure 2.5: Examples of empirical behavior models. (a) Free driving, (b) Car following (r1 =
30m, v1 = v2).

For the car-following case, Figure 2.5b indicates acceleration distribution when the ego-vehicle
and its preceding vehicle have the same speed and their range is 30 meters. We can find that
for both free-driving and car-following cases, the mean of acceleration is around zero, which
is consistent with the intuition. Compared with the car-following situation, the probability of
acceleration greater than zero is generally higher in the free-driving case, which is reasonable as
well.

2.2.3 Performance evaluation of empirical behavior models

In this subsection, the performance of the NDE constructed by the six empirical behavior models
is evaluated in a three-lane highway simulation, as illustrated in Figure 2.3b (left). We ran 100
simulation episodes to mitigate the randomness effect. To fully examine the error accumulation
issue, each simulation ran 15 minutes, which included 10 minutes of warm-up time and 5 minutes
of data collection. The detailed simulation settings can be found in Appendix A.2. The Hellinger
distance (Wikipedia contributors, 2022) is used to quantitatively measure the dissimilarity between
the simulated distribution and the true distribution. The Hellinger distance ranges from 0 to 1, and
the smaller the measurement, the better the model performance. To demonstrate the performance,
the BVs velocity and range distributions, which are important for the AV testing, are investigated
as shown in Figure 2.6. The yellow bars show the simulation results and the blue bars show
the ground-truth distributions. Results show that although the distributions can roughly capture
the trends of the real-world distributions, there still exists significant distributional inconsistency,
particularly for vehicle velocity. This inconsistency is caused by the error accumulation of the
empirical behavior models, where the small model errors are accumulated and amplified along
with the simulation steps, as illustrated in Figure 1.1. To address this issue, the optimization
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Figure 2.6: Velocity and range distributions of the NDE using empirical behavior models.

modeling step is developed in the next section to further improve the empirical models.

2.3 Optimization modeling step

In this section, the optimization step is proposed to refine empirical behavior models to minimize
the accumulated errors using optimization methods. To achieve this goal, the key is to model the
long-term effects of the error accumulation. Specifically, by modeling the vehicle state evolution
as a Markov chain, the long-term effects of the error accumulation can be characterized by the
stationary distribution of the Markov chain. Then, an optimization problem is formulated to
minimize the accumulated errors by adjusting the empirical behavior models, which results in
the NDE model with more accurate distributions. In the following paragraphs, we first propose the
optimization framework in Section 2.3.1 and then apply the framework to the longitudinal behavior
models in Section 2.3.2.

2.3.1 Optimization framework

In order to solve the error accumulation problem, we need to measure the accumulated error of
the NDE generated by the empirical behavior models. One possible way is to simulate the NDE,
collect the data, and obtain the simulated NDE distribution. However, the computational burden
of this method is very heavy since a large number of simulations are needed to obtain an accurate
estimation. To overcome this problem, we propose to measure the NDE distribution by analyzing
the stationary distribution of the NDE Markov chain. By using this analytical method, the NDE
stationary distribution serves as an accurate approximation of the simulated environment, which
reflects the performance of the empirical behavior models. By fitting the simulated stationary
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distribution with real-world ground-truth, we can improve the NDE accuracy and solve the error
accumulation issue.

Figure 2.7: Overall formulation of the proposed optimization modeling step

Following this idea, the optimization framework can be formulated as in Figure 2.7. The
decision variable is the vehicle behavior model F as shown in Equation 2.3, and the objective
is to minimize the adjustment to the empirical behavior model F ⋆ while ensuring the accuracy of
the stationary distribution. To achieve this objective, there are generally four sets of constraints in
the optimization formulation. The first set of constraints is the standard definition of stationary
distribution, which indicates that the state will always follow its stationary distribution after
reaching the steady state. The second set of constraints describes the relationship between the
behavior model and Markov chain state transition probability. The stochastic vehicle behavior
model outputs actions for the next time step and therefore determines the state transition process.
The third set of constraints is to match the stationary distribution of the simulation with the
real-world ground-truth distribution, which is the key to reducing the accumulated errors. As a
result, the simulated environment can be guaranteed to fit the desired real-world statistics (e.g.,
velocity and range distributions) even after a long simulation time horizon. The last set of
constraints denotes other standard requirements, such as non-negative constraints of probability
mass functions, normalization of stationary distribution, etc.

2.3.2 Optimization of longitudinal behavior models

In this section, we apply the proposed framework to optimize the two empirical longitudinal
behavior models as a proof of concept, while keeping the four empirical lateral behavior models
unchanged. As the velocities cannot be well modeled by the empirical models as shown in Figure
2.6, we choose the velocity distribution as the optimization target.

For the free-driving behavior model, we define the discretized speed as the state of the Markov
chain. It is easy to find that the Markov chain is finite, irreducible, and aperiodic, so there exists a
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unique positive stationary distribution π (Grimmett and Stirzaker, 2020) satisfying

πTP = πT , (2.4)∑
S∈S

πS = 1, (2.5)

π ≽ 0, (2.6)

where P is the state transition probability matrix. As the vehicle longitudinal acceleration depends
only on its current speed in the free-driving situation, the state transition probability matrix P is
essentially a function of the behavior model F in Equation 2.3 as

P (Si, Sj) = G (F ) ,∀Si, Sj ∈ S, (2.7)

where G (·) is a linear mapping from the longitudinal acceleration to the state transition. For
example, if the current speed falls in the state Si, the next speed after the transition is Sj , the time
resolution is ∆t, and the probability of taking acceleration a that satisfies the Sj = Si + a · ∆t
is p (a|Si), then P (Si, Sj) = p (a|Si). Moreover, as the goal of the optimization is to match
the vehicle stationary speed distribution with the real-world speed distribution in the free-driving
situation, we have

π = π⋆, (2.8)

where π⋆ is the ground truth of the speed distribution in free-driving situations that is obtained
from the large-scale NDD.

Finally, the optimization problem can be formulated as below:

min
F

∥F − F ⋆∥Frob (2.9)

s.t. πTP = πT , (2.10)

G (F ) = P (Si, Sj) ,∀Si, Sj ∈ S, (2.11)

π = π⋆, (2.12)∑
a∈A

F (a|S) = 1,∀S ∈ S, (2.13)∑
Sj∈ S

P (Si, Sj) = 1,∀Si ∈ S, (2.14)

∑
S∈S

πS = 1, (2.15)

F,P, π ≽ 0. (2.16)

The Frobenius norm ∥·∥Frob is adopted to measure the distance between the optimized
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free-driving model F and empirical free-driving model F ⋆. Compared with the constraints
discussed in Figure 2.7, Equation 2.10 denotes the definition of the stationary distribution,
Equation 2.11 denotes the relation between behavior model and transition probability, Equation
2.12 denotes the distributional consistency between the stationary distribution and the ground-
truth, and Equations 2.13-2.16 denote other constraints including the normalization requirements
for the acceleration probability mass function, state transition probability matrix, and stationary
distribution, respectively, and the non-negative requirements. It can be found that this is a linear
programming problem that can be solved efficiently using commercial solvers, for example, Gurobi
(Gurobi Optimization, LLC, 2022).

For the car-following situation, the vehicle state is composed of the speed of the subject vehicle
(v), range (r), and range rate (rr) with the preceding vehicle. The state transition in the car-
following situation depends not only on the subject vehicle action but also preceding vehicle action,
which makes the optimization problem more complex. To solve this issue, we optimize the steady-
state situation of the car-following model, which is a necessary condition regardless of the evolving
process of the stationary distribution. As the preceding vehicle has reached the steady state, the
ego-vehicle state transition relies only upon its own action. Then, the optimization problem can be
formulated as the same as Equations (2.9-2.16), where decision variables are the probability mass
functions of the car-following accelerations (F in Equation 2.3), and Equation 2.10 is a three-
dimensional joint state distribution (i.e., v, r, and rr). It is also a linear programming problem that
can be solved efficiently.

2.4 Performance evaluation

In this section, the performance of the proposed NDE modeling framework in highway driving
environment is evaluated. We examine whether the proposed NDE can generate accurate velocity
and range distributions, compared with the existing NDE baseline (i.e., SUMO (Lopez et al., 2018))
and the empirical models constructed in Section 2.2. Specifically, three existing car-following
models, the Wiedemann 99 model (W99) (VISSIM, 2012), IDM (Treiber et al., 2000) model, and
the stochastic IDM model are selected as car-following model baselines, which are widely applied
in existing traffic simulators. The SUMO LC2013 lane-changing model is used for lateral behavior.
For fair comparisons, the model parameters are calibrated with the SPMD NDD described in
Section 2.2.2 using the calibration method developed in literature (Hammit et al., 2018; Hammit,
2018). More simulation settings can be found in Appendix A.2.

Figure 2.8 shows the results of the proposed NDE model and existing NDE models. It can
be found that the proposed NDE model can significantly better reproduce the real-world velocity
and range distributions than existing ones. Specifically, both the IDM and Wiedemann 99 models
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Figure 2.8: Velocity and range distributions of the. (a) Proposed method. (b) SUMO simulator.

are concentrated in a small interval of velocity and range, while the real-world distributions range
among a much wider interval. The stochastic IDM model can generate better velocity results,
however, the range distribution is still inaccurate. It is reasonable as these existing models are
designed for accident-free purposes and therefore might be more conservative and have a large
car-following distance. Besides using model parameters calibrated in this study, we also examine
the performance using model parameters provided from the literature, where similar results are
obtained (see Appendix A.4 for more details).

Compared with the results before the optimization as shown in Figure 2.6, the accuracy of the
simulated velocity distribution is also significantly improved, which validates the effectiveness of
the optimization step. The descriptive statistics, including the mean, range, and standard deviation
are shown in Table. 2.1. From the results, we can find that the proposed method achieves the
overall best performance, generating accurate results that align closely with the ground truth data.
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Table 2.1: Descriptive statistics for different methods results.

To further quantify the performance in terms of the entire distribution, the Hellinger distances
of all these models are calculated as listed in Table. 2.2. Hellinger distance is a type of f -
divergence commonly used in probability and statistics domains, to measure the similarity between
two distributions. With a range of values from 0 to 1, a smaller Hellinger distance signifies a
better goodness-of-fit. Based on the results, we can observe that the proposed method outperforms
existing SUMO-based methods. Moreover, it shows a significant improvement over the empirical
behavior models, which demonstrates the effectiveness of the optimization step.

Table 2.2: Quantitative performance evaluation for different methods.

Metric
Method Velocity Range

Empirical behavior models 0.786 0.237

SUMO (SPMD IDM) 0.755 0.659

SUMO (SPMD W99) 0.629 0.691

Proposed method 0.147 0.197

In addition to the velocity and range distributions, we also calculated the lane-changing statistic
of the proposed NDE to further examine its lateral behavior performance. From the simulation
results, the average travel distance for one lane change is 4.86 kilometers. In the real-world driving
environment, the same statistic is 4.45 kilometers per lane change on the highway (Lee et al.,
2004). Therefore, the proposed NDE can also reproduce a reasonable number of lane changes as
in the real-world driving environment, which can further demonstrate the fidelity of the proposed
NDE.
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2.5 Summary

In this chapter, we propose a data-driven NDE modeling framework. The proposed method
can leverage large-scale NDD that has been widely collected in recent years with the advances
in sensing and data acquisition technologies. The proposed driving behavior models are
developed based on the histogram distributions of empirical data, which can accurately capture the
stochasticity and are not restricted to certain parametric distributions (e.g., Gaussian distribution).
To address the error accumulation issue and guarantee the accuracy of the NDE throughout the
simulation, an optimization modeling step based on the Markov process is proposed, which
optimizes the empirical models by matching simulated stationary distributions with the ground
truth. The proposed method is validated for the multilane highway driving environment. The
vehicle speed and range distributions and lane-changing statistics generated by the proposed NDE
are consistent with the empirical ground truth, which is important for AV development and testing.
Moreover, the generated NDE is utilized to test the safety performance of an AV agent, which
further validates the effectiveness of the proposed method.

One limitation of the proposed methodology lies in the heuristic decomposition of human
driving behavior into a combination of models, specifically car-following and lane-changing
models, as in conventional microscopic traffic simulators (e.g., SUMO (Lopez et al., 2018),
VISSIM (PTV GROUP, 2018)). This approach may present challenges when scaling to model
complex urban environments because human driving behavior in such situations is intricate and
resists neat decomposition into sub-models. Additionally, akin to the majority of existing studies,
another constraint is that the proposed model solely relies on the present moment’s state as input.
Yet, it’s crucial to acknowledge that human drivers are non-Markovian in nature, and their future
behavior is influenced by historical states within a temporal window. Furthermore, in the context of
AV development, the focus on safety-critical events supersedes that of normal driving conditions,
as these events offer more valuable insights for AV training and testing. Hence, the statistical
realism of safety-critical driving conditions (e.g., crash type and severity, near-miss measurements,
etc.) should be further studied and validated. These limitations and considerations serve as the
driving force for the subsequent chapter’s research endeavors.
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CHAPTER 3

Deep Learning-based NDE Model

3.1 Introduction

3.1.1 Background and related works

In the previous chapter, following the conventional paradigm, vehicle behavior is modeled through
a combination of car-following and lane-changing models, which can hardly be generalized and
scaled to model complex urban environments. Also, at each time step, all agents apply the behavior
models independently which cannot fully capture the future interaction among agents and might
not generate accurate safety-critical events. In this chapter, to tackle these issues, we propose
NeuralNDE, a deep learning-based framework that can model all agents’ behavior jointly and
characterize both vehicle-to-vehicle interactions and their long-term state trajectories within a
certain temporal range. The proposed framework is validated to be able to reproduce not only
normal driving statistics, but more importantly, accurate safety-critical driving statistics, which are
crucial for AV development.

Please refer to Section 1.3.1 for a more detailed literature review for NDE modeling with real-
world data. Some representative works include Igl et al. (2022); Bergamini et al. (2021); Kuefler
et al. (2017); Bhattacharyya et al. (2018); Kamenev et al. (2021); Suo et al. (2021); Xu et al.
(2022); Zhang et al. (2022a). For example, the simulation environment proposed by Suo et al.
(2021) can generate diverse scenarios, and no heuristic rules are needed for the simulation pipeline.
Also, human driving behaviors in SimNet (Bergamini et al., 2021) and D2Sim (Zhang et al.,
2022a) are shown to be able to achieve satisfactory performance in displacement error in short-
term simulations. However, the statistical realism requirement is hardly considered and cannot be
achieved by these methods. For example, the crash rate of all these methods is significantly higher
(multiple magnitudes) than in the real world. Additionally, none of the existing methods validated
the safety-critical statistics from simulation with real-world ground truth.
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3.1.2 Overview of the chapter

The focus of this chapter is to build a high-fidelity NDE model that is statistically representative
of real-world driving environments, particularly for those long-tail safety-critical events. This
differentiates our proposed NeuralNDE model from existing simulators built based on real data.

Specifically, a behavior modeling network is built to learn multi-agent interaction behavior
from vehicle trajectory data. It learns the joint distribution of multi-agents future actions, which
can better model human drivers’ interaction. Then, a conflict critic module and a safety mapping
network are developed to refine the generation process of safety-critical events, following real-
world occurring frequencies and patterns. These modules constitute a controllable safety-critical
event generation mechanism, which is crucial for ensuring accurate safety-critical statistics.

The results show that NeuralNDE can achieve both accurate normal driving statistics (e.g.,
vehicle speed/distance/yielding behavior distributions, etc.) and safety-critical driving statistics
(e.g., crash rate/type/ severity and near-miss statistics, etc.), as demonstrated in the simulation of
urban driving environments. The fidelity of NeuralNDE-generated crash events is further validated
against real-world crash videos and police crash reports. The scalability of the proposed method is
also verified, demonstrating its potential for simulating large road networks.

3.1.3 Contributions and organization of the chapter

The contributions of this chapter are summarized as follows:

1. We propose a deep learning-based NDE modeling framework (i.e., NeuralNDE), which
can achieve statistical realism, particularly for those long-tail safety-critical events that are
critical to AV safety. The high-fidelity NeuralNDE simulator serves as the foundation for
simulation-based AV applications.

2. The proposed method is validated on multiple real-world datasets, demonstrating its strong
performance and robustness.

3. The proposed method has the potential to model large-scale road networks, enabling full-
length trip training and evaluating of AVs.

This chapter is organized as follows: Section 3.2 introduces the overall framework of
NeuralNDE and discusses the detailed methodology of the behavior modeling network, conflict
critic module, safety mapping network, and generative adversarial training. Section 3.3 introduces
more details of the proposed model, including datasets, network architecture, and training details.
Section 3.4 is a case study demonstrating the performance of the proposed method, and Section
3.5 gives a summary of this chapter.
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Figure 3.1: The framework and training pipeline of the NeuralNDE

3.2 Methodology

3.2.1 Overall framework

The overview of the proposed framework is shown in Figure 3.1. We frame the simulation
modeling under an IL paradigm with deep neural networks under the supervision of large-scale
real-world demonstration. The behavior modeling network takes in all road users’ past states
within a historical time window as input and predicts their joint distribution of future actions. We
leverage the recent advances in fundamental models (e.g., GPT (Brown et al., 2020) and BERT
(Devlin et al., 2018)) and use Transformer as the backbone of the behavior modeling network to
characterize multi-agent interaction behaviors. The multi-agent actions will be sampled from the
predicted distribution and passed through the safety mapping network (will be discussed in detail in
Section 3.2.4) to simulate the vehicle state at future moments. To further overcome the distribution
shift issue, we integrate the generative adversarial training as in GAN (Goodfellow et al., 2020)
and GAIL (Ho and Ermon, 2016), where a discriminator is introduced to be jointly trained with
the behavior modeling network. The simulated trajectory will be rolled out multiple times in an
autoregressive manner to generate long trajectories and input into the discriminator. Therefore, two
types of loss, i.e., imitation loss and adversarial loss, will be backpropagated to train the behavior
modeling network to learn multi-agent interactive behaviors. The adversarial loss will also be used
to train the discriminator to distinguish between real-world and simulated trajectories.

The behavior modeling network can achieve distribution-level accuracy in normal driving
conditions, however, it cannot achieve such accuracy in safety-critical conditions, due to the
rarity of safety-critical events in the training data, which will lead to inaccurate statistics like
unrealistically high crash rates. To tackle this issue, a conflict critic mechanism is introduced
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Figure 3.2: Demonstration of the behavior modeling network, conflict critic module, and safety
mapping network during the inference time

during the inference time as shown in Figure 3.2. It will monitor the generated trajectories, and
if there is a potential conflict, there is a certain probability of accepting vehicles performing
dangerous behavior, which makes NeuralNDE capable of realizing accurate safety-critical
statistics. Otherwise, the generated behaviors will be guided and rectified by the safety mapping
network to resolve the conflict. The acceptance probability is trajectory-dependent and will be
calibrated to fit ground-truth safety-critical statistics (e.g., crash rate and crash type distribution).
Therefore, the conflict critic module controls the occurring frequencies and patterns of dangerous
driving behavior during the simulation.
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…

…
…
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Conflict critic module 𝐹𝐹𝐶𝐶

Figure 3.3: Illustration of the simulation process

The differentiable safety mapping network is a neural mapper pretrained from physics and
driving rules to map unsafe behaviors to a feasible domain of safety. Therefore, the safety mapping
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network will guide vehicle behavior and rectify their actions in safety-critical situations. The
safety mapping network is pretrained and fixed when training the behavior modeling network and
the discriminator jointly. During the simulation process, as shown in Figure 3.3, the state of all
road users will be updated based on the behavior modeling network, conflict critic module, and
the safety mapping network in each simulation step to autoregressively generate the simulation
environment. The details of each component in the NeuralNDE framework will be introduced in
the following sections.

3.2.2 Behavior modeling network

We frame the behavior modeling via IL with the help of large-scale real-world offline
demonstrations. Given a large-scale collection of real-world vehicle trajectory data, we aim to
jointly model both vehicle-to-vehicle interactions and their long-term state trajectories within a
certain temporal range. In our framework, we consider each vehicle instance as an agent with
stochastic actions and future states where the actions and states of each agent are not only related
to its own historical trajectories, but also to that of all other agents.

Suppose sti and ati represent the state vector (e.g., location, pose, vehicle size, etc.) and
action vector (e.g., acceleration, yaw rate, etc.) of ith agent at time step t. Sτ :t

N =

{st−τ+1
1 , . . . st1, . . . s

t−τ+1
N , . . . stN} represents a collection of the state trajectories of all N agents

from all τ time steps ahead of the current time t. The modeling of all agents’ future actions can
be thus essentially considered as a conditional probabilistic inference problem, i.e., to estimate
the joint distribution of actions from all agents p(at1, . . . , a

t
N |Sτ :t

N ) given their historical states as
conditional inputs. To accurately model the joint distribution, the Transformer model is used as
the backbone of our behavior modeling network. Transformer models originated from the field of
natural language processing (Vaswani et al., 2017), and have revealed remarkable performance in
many applications, including computer vision (Dosovitskiy et al., 2020), bioinformatics (Jumper
et al., 2021), and multimodal data generative modeling (Ramesh et al., 2021).

There are three advantages to modeling each agent as a “token” in the language model. The first
advantage is that the Transformer is naturally suitable for modeling long-term interactive behavior
in a multi-agent environment. The self-attention mechanism is capable of characterizing inter-
token relations, which model the interaction between agents. The position-wise feed-forward
network in the Transformer can capture intra-token information, which measures the influence
of the historical states of each agent on their future behavior. The second advantage is model
scalability. The Transformer can easily handle a large number of tokens (e.g., hundreds to
thousands), which allows our framework to scale to large road networks with a large number of
road users. The third advantage is the permutation invariant property. The Transformer block is

31



permutation invariant to the order of tokens. Therefore, by modeling each agent as a token, we
do not need to specify the order of agents, which are geographically located in a two-dimensional
space (i.e., on a road), making it difficult to order them in a one-dimensional space (i.e., determine
the token order in input).

At each time step of modeling, the behavior modeling network FM takes in the historical states
Sτ :t
N of all agents and is trained to jointly predict their future actions (at1, . . . , a

t
N). Instead of

predicting deterministic actions values, we predict the stepwise action distributions and consider
distribution as a multi-variable Gaussian over their action space:

p
(
Sτ :t
N

)
= FM

(
Sτ :t
N

)
∼ N

(
µt
a,i=1...N ,Σ

t
a,i=1...N

)
, (3.1)

where p (Sτ :t
N ) is the joint action distribution and µt

a,i=1...N and Σt
a,i=1...N are the mean and

covariance matrix of the Gaussian distribution. After we obtain the joint distribution of actions, a
group of action vectors for each agent are sampled:

at1, . . . , a
t
N ← N

(
µt
a,i=1...N ,Σ

t
a,i=1...N

)
. (3.2)

Then, for each agent, its new state vector st+1
i is determined by a differentiable state transition

function T determined by vehicle dynamics:

st+1
i = T

(
ati, s

t
i

)
. (3.3)

The above processing will be repeated so that new states of all agents can be generated in
an autoregressive manner. In practice, instead of one-step prediction, multiple time steps (e.g., κ
steps) predictions St:κ

N = {st+1
1 , . . . st+κ

1 , . . . st+1
N , . . . st+κ

N } will be made by the behavior modeling
network. Note that to simulate the uncertainty of drivers, during the simulation, at each time step,
we will sample from the joint distribution to determine all vehicles’ future trajectories and then
simulate forward. Also, our model can be easily extended to generate multimodal outputs, where
several Gaussian distributions instead of one will be predicted to further improve the uncertainty
of drivers (Chai et al., 2019).

Human driving behavior is influenced by traffic signals. Therefore, to incorporate traffic signal
information into the model, we can treat each traffic signal head as a dummy agent, with its state
represented in a similar format, encompassing information like position and traffic light status (e.g.,
green, red, yellow, etc.). This unified approach allows us to model various agents consistently,
where tokens can represent either road users (e.g., vehicles) or traffic signal heads. For the sake
of a more concise and clear mathematical derivation, we will omit the traffic signal information
from the input vector. However, please note that these inputs will be integrated into the input state
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Figure 3.4: Network architecture of the behavior modeling network

vector when modeling signalized intersections.
The proposed behavior modeling network consists of a frequency encoding layer, an input

embedding layer, a Transformer backbone, and a prediction layer, as shown in Figure 3.4. The
input to the behavior modeling network is all tokens (including both road user and traffic signal
head) historical states, and the output is the joint state distribution of road users. Detailed network
architecture is discussed in the next section. The input embedding layer is a fully connected
layer with weights shared across different tokens. The Transformer backbone consists of several
standard BERT (Devlin et al., 2018) layers stacked on top of each other. Since the action prediction
is independent of the input order of the N agent, we, therefore, have removed the ”positional
encoding”, which is a standard encoding layer in Transformers to capture order-related information
for sequence input data. Also, before the state vectors are input to the input embedding layer, we
adopt the ideas of follow Mildenhall et al. (2021) using to use frequency encoding, which applies a
set of sine and cosine basis functions that projects the vectors to high dimensional space to improve
capturing high-frequency variation in the state spaces. Suppose γ defines a mapping function from
R1 to R2L+1, where L is the order of frequencies. The state value s after mapping can be written
as follows:

γ (s) =
[
s, sin

(
20πs

)
, cos

(
20πs

)
, . . . , sin

(
22L−1πs

)
, cos

(
22L−1πs

)]
. (3.4)

To train the model FM with implicit variance, in the prediction layer, two prediction heads
are attached for each input token at the output end, one for predicting µt

a,i, another for predicting
Σt

a,i. The training of the behavior modeling network can be formulated as a maximum likelihood
estimation process. Given N agents of T time steps, the state trajectories within [t− τ, t] are used
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as input and the action vectors at time t are used as the ground truth (t = 1, . . . , T ), then the
likelihood function can be written as follows:

p (FM) = p
(
s11, s

2
1, . . . , s

t
i, . . . , s

T
N

)
. (3.5)

For simplification, we assume that there is no correlation between variables in the multivariate
Gaussian distribution, so the action covariance matrix for each agent is a diagonal matrix, i.e.,
Σt

a,i ≈ diag
(
σt
i,1, . . . , σ

t
i,D

)
, D is the dimension of the action vector. Then the joint probability of

an action vector ati can be implied as follows:

p
(
sti
)
=

D∏
j=1

1

(2π)
1
2

1

σt
i,j

exp

{
−
(
µt
i,j − ati,j

)2
2
(
σt
i,j

)2
}
, (3.6)

where µt
i,j represents the predicted jth action value at time t for ith agent.

We approximate the joint probability distribution p (FM) in Equation 3.5 as the multiplicative
form of each agent’s marginal probabilities, and combine it with Equation 3.6 to derive the loss
function in the negative log-likelihood form as follows:

LM (FM) =
T∑
t=1

N∑
i=1

D∑
j=1

[
ln
(
σt
i,j

)
+

(
µt
i,j − ati,j

)2
2
(
σt
i,j

)2
]
. (3.7)

The approximation of Equation 3.5 will not affect the solution since the term
1
2

(
µt
i,j − ati,j

)2
/
(
σt
i,j

)2 in Equation 3.7, which represents the expected prediction accuracy of the
actions, can still make the model converge to the optimal solution. Note that although we don’t
have ground truth for the predicted variance σt

i,j , it can be jointly estimated as implicit variables
along with the mean action µt

i,j during the training process, where a high uncertainty prediction
naturally responds to a large variance and vice versa.

3.2.3 Conflict critic module

The simulated environment must be able to reproduce accurate safety-critical driving statistics
including both near-miss and crash events. Although the behavior modeling network can generate
realistic conflicts, it may not be able to achieve distribution-level accuracy, due to the rarity of
safety-critical events in the training dataset. For example, the crash rate can be unrealistically
high, and the crash type distribution can be inconsistent with the real-world driving environment.
To tackle this issue, we design a model-based conflict critic module Fc to control the occurring
frequencies and patterns of safety-critical behaviors during the inference time to achieve statistical
realism, as illustrated in Figure 3.2. The input to Fc are the sampled κ steps predicted trajectories of
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all N agents St:κ
N = {st+1

1 , . . . st+κ
1 , . . . st+1

N , . . . st+κ
N } generated by the behavior modeling network

at the current time t. The output of Fc is the acceptance probability pa for not passing through the
safety mapping network:

pa = Fc

(
St:κ
N

)
. (3.8)

If there is a potential conflict in predicted trajectories St:κ
N , we will have a probability pa to

accept it, and a probability 1− pa to reject it and let the safety mapping network guide and rectify
the dangerous driving behavior. The acceptance probability is trajectory-dependent, which means
that for those conflict patterns that have a higher probability of occurring in the real world, we
will have correspondingly higher pa to accept it. Therefore, by calibrating the Fc function, we can
control the generation process of safety-critical events to match real-world statistics in both near-
misses and crashes. Specifically, in the chapter, each crash type will have a specific acceptance
probability. The implementation details and calibration methods are introduced in the following
paragraphs.

Figure 3.5: Illustration of the conflict critic module

In this chapter, we consider vehicle conflicts in a one-step prediction for simplicity. Let St+1
N

denote all vehicle states predicted by the behavior modeling network at the next time step t+ 1. If
there is a crash happening in the predicted trajectory, we will have a certain probability to accept
the crash and generate it, otherwise, the vehicle behavior will be rectified by the safety mapping
network to avoid the crash. The acceptance probability will depend on the predicted crash type that
happens in St+1

N and will be calibrated as discussed in the next paragraph. For the same crash type,
the acceptance probability will be the same. If there is no crash in St+1

N , the acceptance probability
will be zero. An illustration figure is shown in Figure 3.5. By calibrating the conflict critic module,
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i.e., obtaining the acceptance probability pa (j) for different crash types j, we can realize accurate
crash rate and crash type distribution of the simulation environment.

The calibration process is divided into two steps, where the first step aims to fit the crash rate
and the second step tries to fit the crash type distribution. In the first step, we first assume a uniform
acceptance probability (pua) for different crash types and try to fit the ground-truth crash rate. The
calibration process is, at the 1st iteration, making a random initial guess of the uniform acceptance
probability p1ua ∈ (0, 1], then run simulations to obtain the current NeuralNDE crash rate at the 1st
iteration c1. Then linearly update the uniform acceptance probability as follows

pi+1
ua = cgt · p

i
ua

ci
, (3.9)

where cgt denotes the desired ground-truth crash rate, and i denotes the current iteration number.
Continue this process until the NeuralNDE crash rate is close to the ground truth with satisfactory
accuracy. In the second step, we will calibrate the acceptance probability for each crash type.
The acceptance probability pa(j) for crash type j needs to satisfy the following system of linear
equations to fit both crash rate (Equation 3.10) and crash type distribution (Equation 3.11):∑

j

p (j) pa (j) = pua. (3.10)

p (j) pa (j)∑
j p (j) pa (j)

= cgt (j) ,∀j ∈ J, (3.11)

where cgt (j) is the ground-truth probability of crash type j, pua is the uniform acceptance
probability obtained from the first step, and p (j) is the probability of crash type j occurring in
NeuralNDE using the uniform probability pua. For Equation 3.10, the summation of p (j) pa (j)
over all potential crash types j denote the overall acceptance probability considering different
crash types. It needs to be equal to the uniform acceptance probability (pua) obtained in the first
step, which can guarantee the accurate crash rate of the simulation. Therefore, the acceptance
probability pa (j) equals to

pa (j) = pua ·
cgt (j)

p (j)
. (3.12)

We will use pa (j) as the acceptance probability of different crash types j ∈ J for the conflict
critic module.
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3.2.4 Safety mapping network

To improve the modeling accuracy and achieve statistical realism in safety-critical conditions, we
propose a safety mapping network that can guide vehicle behavior in safety-critical situations by
mapping the unsafe vehicle behaviors to their closest safe neighbors. The safety mapping network
serves as a safety guard to rectify vehicle behaviors before an imminent crash. Given the current
state and predicted κ steps future actions of all agents {St

N , A
t:κ
N }, the safety mapping network FS

jointly predicts the rectified actions At:κ,⋆
N of all agents as follows

At:κ,⋆
N = FS

(
St
N , A

t:κ
N

)
. (3.13)

If there is an impending crash using the original action vector At:κ
N , the safety mapping network

will modify the action vector to resolve the potential conflict. Note that the action rectification
will only be done if the original action vector will result in a predicted crash, otherwise the action
output by the safety mapping network will be the same as the original action vector.

Figure 3.6: Illustration figure of the physics-based safety mapping rule to guide vehicle behavior
in safety-critical situations

The safety mapping network is trained to imitate existing model-based safety guards based on
domain knowledge. In this chapter, for simplicity and generality, we consider one-step prediction
and use a physics-based safety guard as the training target. The illustration figure is shown in
Figure 3.6. When two vehicles are going to collide with each other, we resolve the potential
conflict by setting a repulsive force between them. The force is projected to the heading direction
of each vehicle and restricts their action to avoid the crash. We generate a large number of offline
random states-response pairs based on the above rules. The loss function for training the safety
mapping network can be written as follows:

LS (FS) =
∥∥∥FS

(
St
N , A

t
N

)
− Ât

N

∥∥∥
1
. (3.14)
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where Ât
N are the ground truth rectified actions of each agent at time t, ∥·∥1 represents the sum of

element-wise absolute distance. Since the action rectification also involves complex interactions
between agents, we also use the Transformer as the backbone of the safety mapping network.
Similar to the behavior modeling network, each agent is considered as an individual token, and the
Transformer is trained to predict the residue between the rectified and the reference control. After
training, the pretrained safety mapping network will be fixed and embedded into the framework,
therefore, the whole pipeline can be trained end-to-end as shown in Figure 3.1.

By incorporating the safety mapping network, we can mitigate the inevitable modeling error of
the behavior modeling network in safety-critical situations. We showed that the safety mapper
significantly reduces the modeling error (e.g., measured by crash rate) by several orders of
magnitude in Ablation studies, while such behavior is extremely difficult for existing data-driven
approaches to master due to the ”curse of rarity” issue discussed previously. Also, it helps to
decouple the safety objective when training the behavior modeling network and let it focus on
realistic multi-agent interaction modeling. It should be noted that the proposed method is not
limited to the chosen physics-based rule. Different safety guards proposed recently can also be
used, for example, safety envelope-based methods (Shalev-Shwartz et al., 2017), potential force
field-based methods (Wang et al., 2015; Nistér et al., 2019), online verification methods (Pek et al.,
2020), etc.

3.2.5 Generative adversarial training

To further improve the realism of the generated trajectories and tackle the distribution shift issue,
generative adversarial training is adopted when training the behavior modeling network. The key
to the generative adversarial training is a minimax two-player game under which two networks
will contest with each other and force the generated data to be indistinguishable from real ones
(Goodfellow et al., 2020). During the training, we rollout forward the simulation for several
steps and assume the generated trajectories can be easily differentiated from real ones if they
exhibit unrealistic patterns (e.g., offroad or other distribution shift behaviors). To this end, we
introduce a discriminator network – a Multilayer Perceptron (MLP) network, which takes in the
state trajectories of an agent and is trained to distinguish whether the input is sampled from the
real-world dataset or from the simulation. Meanwhile, we force the behavior modeling network
to capture the true distribution of real trajectories and make generated data indistinguishable from
the discriminator side. In this way, the adversarial loss can be backpropagated to the behavior
modeling network to further improve the modeling fidelity.

Suppose D represents the discriminator network, Ŝ ∼ pR (St
N) represents a trajectory sampled

from the real-world data distribution, and S ∼ pG (St
N) represents a trajectory generated from
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the simulation. We follow a standard adversarial training pipeline and define the adversarial loss
functions as follows:

Ladv (FM , D) = EŜ∼pR(St
N)

[
logD

(
Ŝ
)]

+ ES∼pG(St
N)

[log (1−D (S))] . (3.15)

During the training process, since all components are differentiable, the networks FM and D
can be alternatively updated under a unified objective. By combining the loss function (Equation
3.7) of the behavior modeling network FM , our final objective function is defined as follows:

F ⋆
M , D

⋆ = argmin
FM

max
D

[LM (FM) + βLadv (FM , D)] . (3.16)

where FM tries to minimize this objective while D tries to maximize it. β is a pre-defined
hyperparameter for balancing the weights between the two loss terms.

3.3 Implementation details

3.3.1 Datasets

Roundabout is an important and challenging urban driving environment for AVs. We validate our
model using a real-world dataset collected from a two-lane roundabout located at State St. and
W Ellsworth Rd. intersection, Ann Arbor, Michigan, USA (abbreviated as AA dataset). The
illustration figure of this two-lane roundabout is shown in Figure 3.7a. This is a busy roundabout
with a large traffic volume and the fourth highest crash rate in Michigan (Gursten, 2021). A
roadside perception system (Zhang et al., 2022b; Zou et al., 2022) is deployed for real-time
traffic object detection, localization, and tracking to collect all vehicle trajectory information (e.g.,
position, heading) within the roundabout at 2.5Hz. The AA dataset includes both the detailed
normal and safety-critical driving conditions data. The safety-critical events data, which includes
crash event trajectories, crash videos, police crash reports, etc., are crucial for providing safety-
critical statistics ground-truth to validate the simulation fidelity. To the best of our knowledge,
the real-world safety-critical rare-event data are not available in any most existing public datasets,
however, they are essential for constructing and validating the performance of generated simulation
environments. For training purposes, we used data collected on May 2nd, 2021, from 10:00
to 17:00, including around 17,000 road users. For each vehicle, the data includes its position,
heading, and other information at 2.5 Hz. We excluded frames that involve pedestrians, cyclists,
and trailers since there are only a few frames that include these agents and the data size is limited
for training. It should be noted that the proposed method can handle diverse road users (e.g.,
pedestrians) and model their interactions if the data is sufficient. For validation purposes, we
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(a) (b)

Figure 3.7: Illustration figure of the studied location: (a) Roundabout at Ann Arbor, Michigan,
USA. (b) Roundabout at Neuweiler, Aachen, Germany

used crash data from large-scale trajectories and police crash reports (Michigan Office of Highway
Safety Planning, 2022) to obtain ground-truth safety-critical events statistics (e.g., crash rate and
crash type distribution).

We also use an open dataset, rounD (Krajewski et al., 2020) to further demonstrate NeuralNDE
performance in normal driving conditions. The illustration figure of this two-lane roundabout is
shown in Figure 3.7b. The rounD dataset is collected at three different locations with high accuracy
tracking of around 13,000 road users at high frequency (25Hz). We chose the roundabout with most
of the data and it is located at Neuweiler, Aachen, Germany. Similar to the AA dataset, we also
exclude frames that involve pedestrians, cyclists, and trailers for training. We will use results on
AA datasets to illustrate the performance and the results on rounD dataset are similar and can be
found in Appendix B.1.

3.3.2 Network architecture

The network architecture of the behavior modeling network is shown in Figure 3.4. Each road
user and traffic signal head is considered a token and the input to the network is the historical
state, i.e., position (x, y coordinates), heading (cosine and sine of heading), and traffic light state
(one-hot encoding for green, red, yellow, and unknown), of all tokens within the historical time
window. If a token is a road user (e.g., vehicle) then the traffic light state info is padded with zero,
and vice versa. The number of historical steps at the input is set to τ = 5 with a resolution of 0.4
seconds per step. Then, the input will pass through the frequency encoding layer (Mildenhall et al.,
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2021), in which we apply a set of sine and cosine basis functions that projects the vectors to high
dimensional space to improve capturing high-frequency variation in the state spaces. Suppose
γ defines a mapping function from R1 to R2L+1, where L is the order of frequencies, we use
L = 4 in the chapter. The input embedding layer is a fully connected layer that converts the state
dimension to the Transformer hidden layer dimension. Then a set of (N = 4) standard BERT
(Devlin et al., 2018) transformer layers is stacked together. The dimension of the hidden layer
in the Transformer block is 256, the number of heads in multi-headed attention layers is 4, the
dimension of intermediate layers in the position-wise feedforward net is 512, the probability of
dropout of various hidden layers is 0, and the probability of dropout of attention layers is 0. Then,
the output from the Transformer will pass through prediction heads (single layer MLP with 256
neurons) to generate the final output. In practice, we directly predict the states of each vehicle
rather than actions for simplicity. Therefore, the output of the behavior modeling network is the
predicted trajectory, i.e., stochastic position (one prediction head for the mean of position, one
prediction head for the variance of position, and one prediction head for deterministic heading), of
each vehicle in the prediction time horizon. The number of prediction steps at the output is set to
κ = 5 with a resolution of 0.4 seconds per step.

The discriminator is a four-layer MLP with dimensions 1024 ⋆ 512 ⋆ 256 ⋆ 1. The activation
function is LeakyReLU with a slope equal to 0.2. The input of the discriminator is the trajectory
either from the behavior modeling network or the real-world sample and the output is a scalar
value. Similar to the behavior modeling network, frequency encoding is applied before passing
through the MLP.

The network architecture of the safety mapping network is the same as the behavior modeling
network. The input of the network is also the position and heading of all vehicles. The safety
mapping network is performed frame-by-frame, so the input includes only the vehicle state at
the current step. The output of the safety mapping network is the position and heading after
rectifications that project the unsafe state to the nearest safe one.

3.3.3 Training details

We train the safety mapping network by using the RMSprop (Hinton et al., 2012) optimizer. We
set the batch size to 64 and the learning rate to 0.0001. The learning rate is reduced to its 0.3 every
600 epochs. The training took around 20 days on an Intel i7-10700F CPU and NVIDIA 3070 GPU
desktop with a total number of 3,000 training epochs. To cover all potential safety critical patterns,
we randomly sampled the vehicle states as input and their ground truth is generated with a rule-
based model. When two vehicles are going to collide, we push them apart by setting a repulsive
force between them. The force is projected to the heading direction of each vehicle and rectifies
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their states until they are not colliding with each other, as illustrated in Figure 3.6. Each vehicle is
considered as 3.8 meters in length and 2.0 meters in width when training the safety mapper, which
includes a 0.2 meters buffer compared to the real size. Note that we do not modify the heading of
each vehicle and only rectify the position, which is similar to guiding the vehicle to decelerate or
accelerate in safety-critical situations to avoid a crash. Instead of directly predicting the rectified
states, we train the mapper to generate the residual between the ground truth and the input. The
rectification is performed frame-by-frame. The mean absolute error between the predicted position
residue and the ground-truth residue is used as the loss function. Since safety-critical situations
rarely happen, the residual may follow a sparse pattern where most of the values are close to zero.
Therefore, when generating the training data, we balance the ratio between the activated and non-
activated output by using heuristic sampling where in each frame, the first 80% of vehicle states
are uniformly sampled and the rest 20% are sampled from the neighbor of existing vehicles. We
generate 240,000 random frames for each training epoch. During the training phase, the number
of tokens (vehicles) is set to a fixed number of 32 considering the batch-wise training efficiency.
However, in the inference phase, there are no such restrictions, and the network can adapt to any
number of vehicles.

When training the behavior modeling network, we freeze the safety mapping network. Both
the behavior modeling network and the discriminator are updated jointly by using the RMSprop
(Hinton et al., 2012) optimizer. The batch size is set to 32 and the learning rate is set to 0.0001
with decay to its 0.3 every 300 epochs. We set the training token size to 32. When there are
fewer than 32 vehicles in the road network, fake vehicle states will be used to pad the input
matrix. Data augmentation is applied with Gaussian noise of zero mean and 0.0025 variance
for position and 0.000001 for cosine and sine of heading. The number of training epochs is set
to 1,500 and the training takes around 3 days on an NVIDIA 3070 GPU desktop. The number of
historical steps at the input is set to 5 with a resolution of 0.4s per step. The number of output
steps within a single forward pass is set to 5 with the same resolution. In practice, we train the
network to predict the states rather than the actions. The state variables include the position (x
and y coordinates) and heading (cosine and sine heading) of each vehicle. The loss function is
composed of three parts: imitation loss of position, imitation loss of heading, and adversarial loss.
The weight of each component is set as 1, 20, and 0.1. The imitation loss of position and heading is
calculated by the mean absolute error between the predicted states (predicted x and y coordinates
and heading) and ground-truth states at the next 5 steps. The adversarial loss is calculated using
the BCEWithLogitsLoss following the general setting of generative adversarial training.
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3.4 Case studies

3.4.1 Experiment settings

The proposed NeuralNDE simulator is first initialized with a randomly sampled trajectory clip
of 2 seconds with all agents following their logged trajectories. Then, all agents’ behaviors are
controlled by NeuralNDE. At each simulation time step, new vehicles will be generated in each
entry lane by following a Poisson process whose arrival rate is calibrated using the dataset. Also,
vehicles will leave the road network when reaching exit areas. We assume all vehicles have an
identical size with 3.6 meters in length and 1.8 meters in width. Note that the proposed method can
be easily extended to handle different vehicle sizes by incorporating length and width in the input
data. Each simulation episode lasts for 3600 seconds with a simulation resolution of 0.4 seconds.
If a crash happens, the simulation will be terminated early. We use around 15,000 simulation
hours of data to validate the statistical realism of the NeuralNDE, where all data are used for
calculating crash-related metrics and 100 hours of data are used for other metrics. We conducted
the experiments on the University of Michigan’s Great Lakes High-Performance Computing (HPC)
cluster using 1000 cores and 2000 GB RAM. It took around 1440 seconds of real-world time to
conduct 3600 seconds of simulation. Therefore, the simulation speed ratio (simulation time/real-
world time) is around 0.4.

We compare the proposed method with SUMO (Lopez et al., 2018) - a widely used simulation
platform for traffic environments, and other state-of-the-art methods. For SUMO simulator, the
map is obtained from the OpenStreetMap OpenStreetMap contributors (2017). For each episode,
the simulation duration and time resolution are the same with NeuralNDE. The Sublane-Model
is used to improve the simulation fidelity since by default vehicle lane changes are performed
instantly and vehicles are always staying on the centerline of the road in SUMO. The lateral
resolution is set as 0.25m for the continuous lane-change behavior. The IDM Treiber et al. (2000)
and SL2015 model are used as the car-following model and lane-changing model, respectively.
More details for the SUMO simulator settings can be found in Appendix B.2.

3.4.2 Evaluation metrics

To evaluate the fidelity and statistical realism of the proposed NeuralNDE, a suite of statistical
metrics is examined, with both normal and safety-critical driving behaviors. The metrics include:

1. Vehicle instantaneous speed distribution;

2. Vehicle distance distribution;

3. Vehicle yielding distance and yielding speed distributions;
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4. Traffic volume distribution;

5. Vehicle origin-destination (OD) distribution;

6. Vehicle crash rate;

7. Vehicle crash type distribution;

8. Vehicle crash severity distribution;

9. Vehicle Post-Encroachment Time (PET) distribution.

The instantaneous speed distribution is collected when vehicles travel in the roundabout circle.
The speed is calculated using the Euclidean distance traveled between two timesteps divided by
the simulation time resolution. To measure the distance between two vehicles, each vehicle is
approximated using three circles with an equal radius as shown in Figure 3.8. Vehicle distance is
defined by the nearest circle centers of two vehicles. We use r = 1.0 meters and l = 2.7 meters in
this chapter.

Figure 3.8: Illustration figure of the vehicle distance

A vehicle is considered to yield if it reaches a running stop, i.e., speed smaller than 5mph, in the
yielding area of each entry as shown in Figure 3.9. Vehicles in the corresponding circle quadrant
as shown in Figure 3.9 are conflicting vehicles for the vehicle in the yielding area. The vehicle
yielding distance is the Euclidean distance between 1) the yielding vehicle at the entrance and
2) the nearest conflicting vehicle in the roundabout. The speed of the closest conflicting vehicle
is recorded for the vehicle yielding speed distribution. The traffic volume and vehicle origin-
destination are obtained from vehicle trajectories.
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Figure 3.9: Illustration figure of the yielding area

Two agents are considered in a crash if their bounding boxes overlap. The crash rate is
calculated by the number of collisions divided by the total travel distances of all vehicles. The
crash type is adopted from the definition of the National Highway Traffic Safety Administration
(2022).

We use the Change in Velocity (Delta-V), a widely used metric to estimate occupant injury risk
to measure the simulated crash severity. It is defined by the difference between the vehicle impact
speed and the separation speed. The impact speed is the vehicle speed at the crash moment, and
the separation speed is calculated based on the conservation of momentum. Then based on the
Delta-V we can obtain the occupant injury level. More details of the determination of crash type
and crash severity can be found in Appendix B.3.

The PET is a widely used surrogate safety measure for characterizing near-miss events. It is
defined by the time difference between a vehicle leaving the potential conflict area and a conflicting
vehicle entering the same area. We will only consider the PET within the roundabout circle where
most conflicts happen. We rasterize the roundabout into 1.3×1.3 meters blocks, and each block is
a potential conflict area.

We compare the statistics between the simulated results and the empirical ground truth
data. To quantitatively measure the divergence between two distributions, Hellinger distance
and Kullback–Leibler Divergence (KL-divergence) are used as measurements. For two discrete
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probability distributions P and Q, their Hellinger distance DH is calculated as follows:

DH (P,Q) =
1√
2

√∑
x

(√
P (x)−

√
Q (x)

)2
, (3.17)

which is directly related to the Euclidean norm of the difference between the square root of the two
probability vectors. The range of Hellinger distance is between 0 to 1, and the smaller the value,
the more similar the two distributions. Suppose P is the real-world data distribution and Q is the
simulated distribution, the KL-divergence DKL can be calculated as

DKL (P,Q) =
∑
x

P (x) log
P (x)

Q (x)
. (3.18)

KL-divergence ranges from 0 to infinity, and also the smaller the value, the more similar the two
distributions.

3.4.3 Statistical realism of normal driving behavior

Since high-fidelity normal driving behavior is the prerequisite for reproducing accurate safety-
critical events, in this section, we will first validate the statistical realism of normal driving statistics
of the proposed NeuralNDE. Vehicle speed and position are direct outcomes of microscopic driving
behaviors, and they are critical for both training and testing the AV. The proposed NeuralNDE can
generate accurate vehicle instantaneous speed distribution as in the real world, as shown in Figure
3.10a. Compared with the SUMO baseline, vehicle speeds in NeuralNDE are naturally distributed
among the whole range, covering both low and high-speed situations. Furthermore, NeuralNDE
can also accurately reproduce vehicle distance distribution as shown in Figure 3.10b, reflecting the
full distribution of encounters that AV might face in the real world.

Traffic volume and the origin-destination of each vehicle are also important statistics that
reflect the overall traffic condition of the environment. The traffic volume distribution of the
simulated environment is consistent with the real world as shown in Figure 3.11a. The vehicle
origin-destination (OD) distribution of each entry is shown in Figure 3.11b. The simulated
vehicles exhibit a similar travel pattern as in the real world. Note that the destination of each
simulated vehicle is not predetermined manually, where each vehicle will imitate real-world
driving behaviors and choose its desired exit by progressively sampling from the distribution of
future positions. For example, consider a vehicle just entering the roundabout from the west
entrance, since there are only a small amount of real-world trajectories that turn right and take
the first exit, this vehicle will have a high probability to continue driving in the roundabout and
choose to take other exits following the real-world distribution. Therefore, we can find that the
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Figure 3.10: Statistical realism of normal driving behavior. (a) Vehicle instantaneous speed
distribution. (b) Vehicle distance distribution.

proposed NeuralNDE can replicate accurate traffic flow characteristics.
In a two-lane roundabout environment, a highly interactive location is at the roundabout

entrance where entering vehicles need to yield to conflicting vehicles within the roundabout. Many
real-world conflicts and crashes occur in this location, and the fidelity of these safety-critical events
depends on the accuracy of the yielding behavior. Therefore, we will examine the yielding behavior
simulated by NeuralNDE to further demonstrate its fidelity in modeling human interactions. The
yielding behavior depends on the distance to the conflicting vehicle and the speed of the conflicting
vehicle that is traveling within the roundabout. The results of yielding distance and yielding
speed distributions are shown in Figure 3.12a and Figure 3.12b, respectively. We can find that
NeuralNDE can perfectly replicate human yielding behavior and significantly outperforms the
SUMO simulator. Human drivers are naturally heterogeneous and have different characteristics.

47



(a)

(b)

Figure 3.11: Statistical realism of normal driving behavior. (a) Traffic volume distribution. (b)
Vehicle origin-destination (OD) distribution

Different drivers often exhibit diverse driving behaviors and make different decisions, for example,
some drivers are more aggressive and only give way when conflicting vehicles are very close while
others might be more conservative. The proposed NeuralNDE is directly learned from real-world
data without hand-crafted rules, therefore, it can master the nuanced yielding behavior of human
drivers and generate a realistic and diverse driving environment.

3.4.4 Statistical realism of safety-critical driving behavior

The key challenge of current AV development is how to handle safety-critical driving situations
occurring in the real world, therefore, the simulation environment must be able to reproduce

48



Vehicle instantaneous speed (m/s)

Pr
ob

ab
ilit

y 
de

ns
ity

a

: 0.008 
: 0.040 

0 3 6 9 12 15

Ground truth
NeuralNDE

0.0

0.1

0.2

0.3

Vehicle instantaneous speed (m/s)

: 0.126 
: 0.189 

0 3 6 9 12 15

Ground truth
SUMO

Distance (m)

Pr
ob

ab
ilit

y 
de

ns
ity

b

: 0.004 
: 0.031 

0 20 40 60 80

Ground truth
NeuralNDE

0.00

0.01

0.02

0.03

Distance (m)

: 0.089 
: 0.172 

0 20 40 60 80

Ground truth
SUMO

Yielding distance (m)

Pr
ob

ab
ilit

y 
de

ns
ity

 
: 0.005 

: 0.037 

0 10 20 30 40 50

Ground truth
NeuralNDE

0.00

0.03

0.06

0.09

Yielding distance (m)

: 0.087 
: 0.148 

Ground truth
SUMO

Yielding speed (m/s)

Pr
ob

ab
ilit

y 
de

ns
ity

d

: 0.005 
: 0.033 

0 3 6 9 12

Ground truth
NeuralNDE

0.0

0.1

0.2

0.3

Yielding speed (m/s)

: 0.107 
: 0.171 Ground truth

SUMO

0 10 20 30 40 50 15 0 3 6 9 12 15

(a)
Vehicle instantaneous speed (m/s)

Pr
ob

ab
ilit

y 
de

ns
ity

a

: 0.008 
: 0.040 

0 3 6 9 12 15

Ground truth
NeuralNDE

0.0

0.1

0.2

0.3

Vehicle instantaneous speed (m/s)

: 0.126 
: 0.189 

0 3 6 9 12 15

Ground truth
SUMO

Distance (m)

Pr
ob

ab
ilit

y 
de

ns
ity

b

: 0.004 
: 0.031 

0 20 40 60 80

Ground truth
NeuralNDE

0.00

0.01

0.02

0.03

Distance (m)

: 0.089 
: 0.172 

0 20 40 60 80

Ground truth
SUMO

Yielding distance (m)

Pr
ob

ab
ilit

y 
de

ns
ity

c

: 0.005 
: 0.037 

0 10 20 30 40 50

Ground truth
NeuralNDE

0.00

0.03

0.06

0.09

Yielding distance (m)

: 0.087 
: 0.148 

Ground truth
SUMO

Yielding speed (m/s)

Pr
ob

ab
ilit

y 
de

ns
ity

 

: 0.005 
: 0.033 

0 3 6 9 12

Ground truth
NeuralNDE

0.0

0.1

0.2

0.3

Yielding speed (m/s)

: 0.107 
: 0.171 Ground truth

SUMO

0 10 20 30 40 50 15 0 3 6 9 12 15

(b)

Figure 3.12: Statistical realism of normal driving behavior. (a) Yielding distance distribution:
distance between the yielding vehicle and its nearest conflicting vehicle. (b) Yielding speed
distribution: speed of the nearest conflicting vehicle

these long-tail rare events with high fidelity. In this section, we will examine the performance of
NeuralNDE in generating safety-critical events, which include both crash and near-miss situations.
The first important statistic is the crash rate. The Ann Arbor roundabout ground-truth crash rate
is obtained based on data from August to mid-November 2021 for around 75 days from 7:00-
19:00. There were 14 crashes in this roundabout with a total vehicle travel distance of 1.16× 105

kilometers. Therefore, the empirical crash rate ground-truth is 1.21 × 10−4 crash/km. The crash
rate of the NeuralNDE is 1.25 × 10−4 crash/km, which can accurately reproduce the real-world
ground truth.

Not only can the proposed NeuralNDE reproduce an accurate crash rate, but also the detailed
composition of crash types and crash severity distribution as shown in Figure 3.13a and Figure
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Figure 3.13: Statistical realism of safety-critical driving behavior. (a) Vehicle crash type
distribution. (b) Vehicle crash severity distribution.

3.13b, respectively. The ground-truth crash type and crash severity distributions are queried from
the Michigan Traffic Crash Facts dataset (Michigan Office of Highway Safety Planning, 2022)
whose data is directly from police crash reports. We use data from 2016-2020, and there are a total
of 520 crashes at this roundabout. For the crash severity, we use the worst injury of all involved
occupants in the crash as the ground truth. Of the 520 crashes, 498 were non-injury crashes,
22 were minor injuries, and zero serious and fatal crashes. These demonstrate that NeuralNDE
can generate accurate and diverse crash events following real-world occurring patterns, which are
crucial for comprehensive testing of AV performance in different potential crashes. Compared
with most state-of-the-art methods, for example, Refs (Suo et al., 2021; Bergamini et al., 2021;
Kamenev et al., 2021; Igl et al., 2022; Meng et al., 2021), none of them compared their simulation
results (e.g., crash rates/types/severities) against the real-world data. To the best of our knowledge,
we are the only study that validated the simulated safety-critical statistics with real-world ground
truth. For each crash type, we will further compare NeuralNDE-generated and real-world crash
events in the later section to qualitatively demonstrate the fidelity of our approach. These results
validate the capability and effectiveness of the proposed NeuralNDE in generating accurate crash
statistics, which is critical for AV applications.

In addition to crashes, near-miss situations are also important. Two measurements, vehicle
distance and PET distributions, are examined to validate the NeuralNDE fidelity. The closest
distance between vehicles objectively characterizes potential conflicts between them. To validate
the near-miss fidelity, we will focus on the vehicle distance that is smaller than a certain threshold,
for example, 10 meters is used in this case. The PET is a widely used surrogate safety measure
for identifying near-miss situations. The closer the distance and the smaller the PET, the more
dangerous the situation. The results of the distance distribution in near-miss situations are shown
in Figure 3.14a. We can find that NeuralNDE can replicate the distance in near-miss situations with
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Figure 3.14: Statistical realism of safety-critical driving behavior. (a) Vehicle distance distribution
in near-miss situations. (b) Post-encroachment time (PET) distribution in near-miss situations.

high accuracy. Similarly, the simulated PET distribution can also accurately reproduce real-world
dangerous driving conditions as shown in Figure 3.14b. These results demonstrate that in addition
to crashes, NeuralNDE can also characterize real-world near-miss statistics, which validates the
modeling accuracy of the proposed method regarding vehicle safety-critical behaviors.

3.4.5 Generated crash events

The proposed NeuralNDE can generate complex and diverse interactions that happen in real-
world traffic. During vehicle interactions, crashes may happen due to different reasons, for
example, failure to yield, improper lane usage, etc. In this section, we showcase three generated
crashes by NeuralNDE. By comparing them with real-world crash events, we can demonstrate
that NeuralNDE can generate realistic and diverse crash patterns. These results further validate
NeuralNDE fidelity on vehicle safety-critical behaviors which are very difficult to model. The
illustration figures of the three crash examples with corresponding real-world crash events are
shown in Figure 3.15.

The first case is an angle crash caused by failure to yield as shown in Figure 3.15a, where
the main image denotes the crash event generated by NeuralNDE, and the image in the red box
is a real-world crash event. For the NeuralNDE results, vehicles’ current states and their past
trajectories are shown by rectangles and lines, respectively. For better visualization, only vehicles
that are of our interest are shown in colors and other vehicles are shown in grey. In this case,
vehicle #1 (shown in blue) is circulating within the roundabout, and vehicle #2 (shown in pink)
is at the south entrance. We can find that vehicle #2 fails to yield to the right-of-way of vehicle
#1, and chooses to enter the roundabout aggressively. As a result, vehicle #1 cannot decelerate
in time and a crash happens. The generated crash is very similar to what would happen in the real
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(a)

(b)

(c)

Figure 3.15: Crash events in the real world and NeuralNDE. (a) Angle crash caused by failure to
yield. (b) Sideswipe crash caused by improper lane usage. (c) Rear-end crash caused by failure to
stop within assured clear distance.
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Table 3.1: Ablation study results

Page 5 of 7 
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Crash Rate 
(crash/km) 

Crash 
Type ↓ 

1 MLP    0.119 0.076 0.194 0.073 7.81 10  0.130 
2 LSTM    0.092 0.055 0.090 0.092 1.76 10  0.113 
3 Transformer   N/A 𝟎.𝟎𝟑𝟕 𝟎.𝟎𝟑𝟎 0.036 0.033 2.34 10  0.333 
4 Transformer    0.038 0.032 𝟎.𝟎𝟑𝟑 0.040 1.29 10  0.041 
5 Transformer    0.040 0.032 0.036 𝟎.𝟎𝟑𝟐 1.22 10  0.580 
6 Transformer    0.040 0.031 0.037 0.033 𝟏.𝟐𝟓 𝟏𝟎 𝟒 𝟎.𝟎𝟏𝟗 

N/A in the table means not applicable. 142 

2. Supplementary results 143 

a. Ablation study 144 

To examine the effectiveness of each module of the proposed framework, we conduct ablation studies in this 145 
section. Each model setup was run for approximately 10,000 hours of simulation. The results are shown in 146 
Supplementary Table 1. Besides the crash rate column, other values in the table denote the Hellinger distance 147 
between the simulated distribution and ground-truth distribution. The smaller the Hellinger distance for the 148 
metrics, the better the model performance. For the crash rate, the closer to the real-world ground truth 149 
(1.21 10  crash/km), the better the performance.  150 

To investigate the effects of the behavior network backbone, a two-layer Multilayer Perceptron (MLP) (hidden 151 
dimension equals 256) with batch normalization layers and Relu activation function is compared. The main 152 
difference between the MLP and Transformer is that the Transformer utilizes the self-attention mechanism in its 153 
architectural design. By formulating the road agents as individual tokens, the self-attention mechanism in 154 
Transformer is naturally capable of characterizing inter-token interaction between agents. The result shows that 155 
the performance of the Transformer backbone is significantly better in all metrics compared to the MLP backbone. 156 
We also compared the Long Short-Term Memory (LSTM) network (two layers, hidden dimension equal to 256) 157 
as the backbone architecture. To model the interactions between agents, the LSTM module is embedded in a Seq-158 
to-Seq framework11 as a recurrent unit. This design allows the network to handle the interactions among all input 159 
agents instead of only historical ones. The results show that Transformer can achieve better performance in 160 
modeling vehicle interactions. 161 

We also examine the importance of the safety mapping network. The conflict critic module is not applicable 162 
without the safety mapping network. From the results, we can find the crash rate is extremely unrealistic and 163 
multiple magnitudes higher than the ground truth. This result validates the performance of the proposed safety 164 
mapping network that significantly reduces the modeling error in safety-critical situations. The model exhibits 165 
good performance in other metrics since it does not consider safety performance and only optimizes to imitate 166 
normal driving behaviors.  167 

Finally, we demonstrated the significance of the conflict critic module and the adversarial training. We cannot 168 
control the generation process of safety-critical events without the conflict critic module, therefore, we cannot 169 
obtain accurate crash rate and crash type distribution. Without adversarial training, we found that the crash rate 170 
and crash type distribution will be degraded. Table 1 demonstrates that the proposed model exhibits the overall 171 
best performance considering all evaluation metrics. 172 

world as shown by the images in the red box of Figure 3.15a. As captured by the roadside camera,
vehicle #2 at the entrance fails to yield and finally crashed with vehicle #1 within the roundabout.

The second case is a sideswipe crash caused by improper lane usage as shown in Figure 3.15b.
In this case, two vehicles enter the roundabout from the west entrance side by side. Vehicle #1

(shown in blue) drives in the inner lane and vehicle #2 (shown in pink) drives in the outer lane.
When they are approaching the south part of the roundabout, vehicle #2 recklessly steers into
vehicle #1’s lane and leads to a crash. This type of improper lane usage crash also frequently
occurs in the real world. As shown by the images in the red box of Figure 3.15b, vehicle #1 also
improperly intrude into the lane of vehicle #2, causing a crash to happen.

The third case is a rear-end crash caused by failure to stop within assured clear distance. In this
case, vehicle #1 (shown in blue) is stopped and waiting to enter the roundabout, while vehicle #2

(shown in pink) fails to maintain a safe distance from vehicle #1 and causes a rear-end collision.
The NeuralNDE-generated crash is very similar to the crash event happening in real traffic as
shown in Figure 3.15c. From these results, we can find that NeuralNDE can generate realistic
crash events that occur in the real world. The ability to reproduce these rare safety-critical events
is essential for AV testing.

3.4.6 Ablation study

To examine the effectiveness of each module of the proposed framework, we conduct ablation
studies in this section. Each model setup was run for approximately 10,000 hours of simulation.
The results are shown in Table 3.1. Besides the crash rate column, other values in the table
denote the Hellinger distance between the simulated distribution and ground-truth distribution.
The smaller the Hellinger distance for the metrics, the better the model performance. For the crash
rate, the closer to the real-world ground truth (1.21× 10−4 crash/km), the better the performance.

To investigate the effects of the behavior network backbone, a two-layer MLP (hidden
dimension equals 256) with batch normalization layers and Relu activation function is compared.
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The main difference between the MLP and Transformer is that the Transformer utilizes the self-
attention mechanism in its architectural design. By formulating the road agents as individual
tokens, the self-attention mechanism in Transformer is naturally capable of characterizing inter-
token interaction between agents. The result shows that the performance of the Transformer
backbone is significantly better in all metrics compared to the MLP backbone. We also compared
the Long Short-Term Memory (LSTM) network (two layers, hidden dimension equal to 256) as the
backbone architecture. To model the interactions between agents, the LSTM module is embedded
in a Seq-to-Seq framework (Sutskever et al., 2014) as a recurrent unit. This design allows the
network to handle the interactions among all input agents instead of only historical ones. The
results show that Transformer can achieve better performance in modeling vehicle interactions.

We also examine the importance of the safety mapping network. The conflict critic module is
not applicable without the safety mapping network. From the results, we can find the crash rate is
extremely unrealistic and multiple magnitudes higher than the ground truth. This result validates
the performance of the proposed safety mapping network that significantly reduces the modeling
error in safety-critical situations. The model exhibits good performance in other metrics since it
does not consider safety performance and only optimizes to imitate normal driving behaviors.

Finally, we demonstrated the significance of the conflict critic module and the adversarial
training. We cannot control the generation process of safety-critical events without the conflict
critic module, therefore, we cannot obtain accurate crash rate and crash type distribution. Without
adversarial training, we found that the crash rate and crash type distribution would be degraded.
Table 3.1 demonstrates that the proposed model exhibits the overall best performance considering
all evaluation metrics.

3.4.7 Model scalability

Modeling a large traffic network is more challenging than modeling individual scenarios because
of two reasons: 1. It will be difficult to obtain full trajectory data for all vehicles in the network; 2.
Error accumulation issue may become more noticeable because the elapsed time for each agent will
be longer. The key idea for extending to a traffic network is that a large network can be decomposed
into subareas, where critical subareas (e.g., intersection, roundabout, highway entrance and exit,
etc.) that involve complex interactions will be controlled by NeuralNDE models, and other
subareas (e.g., road segments connecting different scenarios, etc.) can be controlled by traditional
rule-based models. Therefore, we only need to have trajectory data to build NeuralNDE models
for those critical nodes in a large network, and connect these nodes with links that are modeled by
traditional rule-based approaches (for example, car-following and lane changing models).

As a proof of concept, we build a “network”, as shown in Figure 3.16, that involves two
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Figure 3.16: Proof-of-concept for modeling a road network
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Figure 3.17: Statistical realism of the intersection area in the road network. (a) Vehicle
instantaneous speed distribution. (b) Vehicle distance distribution. (c) Vehicle distance distribution
in near-miss situations. (d) Post-encroachment time (PET) distribution in near-miss situations.

55



a

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Vehicle instantaneous speed (m/s)
0 3 6 9 12 15 180.00

0.05

0.10

0.15

0.20

0.25

: 0.015 

: 0.062 

b

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Distance (m)
0 20 40 60 800.00

0.01

0.03

: 0.009 

: 0.055 

c

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Yielding speed (m/s)
0 3 6 9 12 15 180.0

0.1

0.2

0.3

: 0.030 

: 0.092 
0.02

d

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Yielding distance (m)
0 10 20 30 40 500.00

0.02

0.04

0.06

0.08

: 0.013 

: 0.058 

e

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Distance (m)
0 2 4 6 80.0

0.1

0.3

: 0.066 

: 0.160 

f

Ground truth
NeuralNDE

Pr
ob

ab
ilit

y 
de

ns
ity

 

Post-encroachment time (PET) (s)
0 1 2 3 40.0

0.2

0.4

0.6

: 0.033 

: 0.116 
0.2

10

Figure 3.18: Statistical realism of the roundabout area in the road network. (a) Vehicle
instantaneous speed distribution. (b) Vehicle distance distribution. (c) Yielding speed distribution.
(d) Yielding distance distribution. (e) Vehicle distance distribution in near-miss situations. (f)
Post-encroachment time (PET) distribution in near-miss situations.

scenarios, i.e., a four-way stop sign-controlled intersection and a two-lane roundabout. We use
SUMO (Lopez et al., 2018) simulator to generate vehicle trajectory data and use it as the ground
truth of the NDE. We assume the traffic network is not fully perceptional and we only have vehicle
trajectory data in the intersection and roundabout areas. Therefore, these two areas (shown by red
rectangles in Figure 3.16) are controlled by trained NeuralNDE models, and the transition areas
((shown by the yellow rectangle in Figure 3.16)) between the two scenarios are controlled by rule-
based IDM car-following model (Treiber et al., 2000) and SL2015 lane-changing model. More
details about experiment settings can be found in the Appendix B.4.

We simulate the network and collect the data in intersection and roundabout areas to
quantitively evaluate the performance. The simulated network can still achieve statistical realism
and the results are discussed below. We ran around 100 hours of simulation to collect the data.
For the intersection area, we evaluate vehicle instantaneous speed and distance distributions to
demonstrate the performance of normal driving behavior, as shown in Figure 3.17a-b, respectively.
From the results, we can find that the simulated distribution is consistent with the ground truth.
We further validate the statistical realism of the safety-critical driving behavior. The results of
vehicle distance in near-miss situations (smaller than 10 meters) and PET are shown in Figure
3.17c-d, respectively. We can find that the proposed method can replicate the ground-truth with
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high accuracy.
For the roundabout area, the vehicle instantaneous speed, distance, yielding speed, and yielding

distance results are shown in Figure 3.18a-d, respectively. The safety-critical events metrics
(vehicle distance in the near-miss situations and PET) are shown in Figure 3.18e-f, which also
demonstrate satisfactory performance. These results serve as a proof of concept to demonstrate
the performance and scalability potential of our proposed NeuralNDE models for simulating large
traffic networks.

3.5 Summary

In this chapter, we proposed NeuralNDE, a deep learning-based NDE modeling framework. The
proposed NeuralNDE demonstrates promising performance for modeling real-world complex
urban driving environments with statistical realism for both normal and safety-critical driving
conditions. Compared with existing works, this is the first time that a simulation environment can
statistically reproduce real-world driving environments with such high accuracy. More importantly,
it can accurately characterize long-tail rare-event statistics, for example, crash rate, crash type,
and crash severity distributions, which are very difficult to achieve but will notably influence
AV training and testing accuracy. The proposed NeuralNDE model focuses on modeling the
microscopic behavior of human drivers, addressing a significant gap in mainstream AV simulators
(e.g., CARLA (Dosovitskiy et al., 2017) that predominantly emphasize photorealistic rendering
and sensor simulations. Therefore, the NeuralNDE can be directly integrated with them to
constitute a complete simulation suite.

Beyond its applications in the context of AVs, NeuralNDE boasts wide-ranging potential across
diverse domains. For instance, it can serve as a tool for assessing the safety performance of traffic
facilities under varying traffic flow conditions. In essence, this high-fidelity microscopic simulator
equips us to address ’what-if’ questions within the realm of transportation engineering.

Despite the promising potential of the proposed method, it still comes with specific limitations
and can be improved in the future. Firstly, incorporating road geometry information into the model
input could further enhance its generalizability. Secondly, as human-driven vehicles may exhibit
distinct behaviors when interacting with AVs, further development might be required to consider
the AV influences on surrounding human-driven vehicles.
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CHAPTER 4

Evaluate AV Safety Performance using NDE Model

4.1 Introduction

4.1.1 Background and related works

One important application of the NDE is to test AV safety performance. There are two critical
problems that need to be solved for AV testing. The first one is how to build the high-fidelity NDE,
which determines the trustworthiness of testing results. Our works discussed in Chapter 2 and 3
are focusing on this problem. However, it is not efficient to directly evaluate AV in NDE, since
it has been argued that hundreds of millions of miles are required to demonstrate the AV safety
performance at the level of human drivers (Kalra and Paddock, 2016). Therefore, the second
problem is how to develop testing algorithms to improve testing efficiency.

Please refer to Section 1.3.2 for a more detailed literature review on testing methodologies
to improve testing efficiency. Some representative works include Zhao et al. (2016); O’Kelly
et al. (2018); Feng et al. (2020d,a). The core concept revolves around evaluating AV in more
challenging scenarios created using IS-based techniques. By increasing the occurrence probability
of safety-critical events, these methods can improve the testing efficiency in isolated scenarios,
such as the cut-in scenario. However, it’s important to note that most of these scenario-based
approaches are only suited for short-duration segments, typically lasting only a few seconds and
involving a limited number of background road users, usually one or two BVs. The ultimate
objective, however, is to assess AV performance within spatial-temporally continuous NDE, which
encompasses a multitude of background road users and a long time horizon. Furthermore, it
should be noted that evaluating AV performance solely in isolated scenarios may not offer a
comprehensive assessment.
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4.1.2 Overview of the chapter

The focus of this chapter is to develop a method for evaluating the safety performance of AV. To
achieve evaluation efficiency without loss of accuracy, the proposed approach is based on NDE
developed in Chapter 2, but with sparse but intelligent adjustments, resulting in the NADE. The
NADE is both naturalistic and adversarial, in that most of the BVs (more generally, road users)
follow naturalistic behaviors for most of the time, and only at selected moments, selected vehicles
execute specific designed adversarial moves. By training the BVs to learn when to execute what
adversarial maneuver, the proposed NADE becomes an intelligent environment for AV testing.

We demonstrate the effectiveness of the proposed method in the highway-driving environment.
Two representative AV agents based on model-based and Deep Reinforcement Learning (DRL)
methods are developed. Simulation results show that the NADE could significantly accelerate the
evaluation process by multiple orders of magnitude with the same accuracy, comparing with the
NDE-based method.

4.1.3 Contributions and organization of the chapter

The contributions of this chapter are summarized as follows:

1. We propose a AV testing method that provides spatiotemporally continuous testing
environments, which enables comprehensive evaluation of AV safety performance.

2. The proposed method ensures the testing results (such as accident rates of different accident
types) of AVs in the generated environment are unbiased with the NDE.

3. The proposed method addresses the inefficiency issue of AV testing. Compared with testing
in NDE, the proposed method reduces the testing time by multiple orders of magnitude for
the same evaluation accuracy.

This chapter is organized as follows: Section 4.2 introduces the overall framework of the
proposed method and discusses the detailed methodology of NADE generation and the evaluation
of AVs with NADE. Section 4.3 is a case study demonstrating the performance of the proposed
method. Section 4.4 provides a summary of this chapter.

4.2 Methodology

4.2.1 Overall framework

To test AV accurately and efficiently, we design the testing environment based on NDE with sparse
but intelligent adjustments, resulting in NADE, to improve the occurrence probability of safety-
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Autonomous vehicles (AVs) have attracted significant
attention in recent years because of their potential to
revolutionize transportation safety and mobility. One

critical step in the development and deployment of AVs is to test
and evaluate their driving intelligence, which indicates whether
an AV can operate safely and efficiently without human inter-
vention. However, current testing procedures for human-driven
vehicles, such as Federal Motor Vehicle Safety Standards
(FMVSS)1 and ISO 26262, only regulate automobile safety-related
components, systems, and design features, without consideration
of driving intelligence in completing driving tasks. To the best of
the authors’ knowledge, to date there are no consensus nor
standard procedures on how to test and evaluate AVs. During the
past few years, although the problem of AV testing has been
investigated extensively by various AV developers, government
agencies, professional organizations, as well as academic institu-
tions, the theory and methods to support such testing and eva-
luation are lacking2,3.

As shown in Fig. 1a, the prevailing state-of-the-art approach
for AV testing uses the agent-environment framework4, through
a combination of software simulation, closed-track testing, and
on-road testing. The basic philosophy is to test the agents of AVs
in a realistic driving environment, observe their performance, and
make statistical comparisons to human driver performance. The
challenge for AV testing, however, comes from three different
aspects shown in Fig. 1b: First, the driving agent in AV is com-
monly developed based on statistics or artificial intelligence (AI)
algorithms. The AI-based agent, which is usually a black box to
external users, limits the use of traditional logic-based software
verification and validation techniques5. Second, the driving
environment is usually complex and stochastic. To represent the
full complexity and variability of the environment, variables that
define the environment are high dimensional, which can cause
the “curse of dimensionality”. The stochasticity of the environ-
ment can also fail the traditional formal methods for absolute
safety. Third, events of interest (e.g., accidents) for the driving
intelligence test rarely happen, and the rareness of events can lead
to the intolerable inefficiency issue for testing. Therefore, how to
construct an intelligent testing environment that can test AV

driving intelligence accurately and efficiently, with consideration
of high dimensionality and the rareness of events, becomes the
key to the AV testing problem.

Most existing methods use the naturalistic driving environ-
ment (NDE) for driving intelligence testing of AVs. For example,
on-road methods test AVs in the real-world NDE, while most
simulation methods test high-fidelity AV models in life-like
simulations of NDE, such as Intel’s CARLA6, Microsoft’s Air-
Sim7, NVIDIA’s Drive Constellation8, Google/Waymo’s Car-
Craft9, Baidu’s AADS10, etc. However, all these methods suffer
from inefficiency issue, because of the “curse of dimensionality”
and the rareness of events in NDE, as discussed above. It has been
argued that hundreds of millions of miles and sometimes hun-
dreds of billions of miles would be required to demonstrate the
safety performance of AVs at the level of human-driven vehi-
cles11. Not to mention that a brand-new testing process may be
required if configurations of AVs are changed. It is inefficient
even under aggressive simulation schemes. In fact, Waymo has
only simulated 15 billion miles in total over the years, which is the
world’s longest simulation test. To a certain extent, this ineffi-
ciency issue has hindered the progress of the AV development
and deployment.

Towards solving the inefficiency issue, scenario-based approaches
have been proposed. Based on the importance sampling (IS) theory,
critical scenarios can be purposely designed for accelerating the
efficiency of AV evaluation12–17. However, existing scenario gen-
eration methods can only be applied for scenarios that involve
simple maneuvers of a very limited number of vehicles with very
short duration, for instance, a cut-in maneuver from a background
vehicle for a few seconds. They are far from representing the full
complexity and variability of the real-world driving environment.
For example, an AV driving in a highway-driving environment can
involve various maneuvers (e.g., lane-changing, car-following, over-
taking, etc.) of hundreds of vehicles for hours of time duration. Such
a driving environment contains numerous distinctive spatio-
temporal combinations of scenarios, which cannot be handled by
existing scenario-based approaches.

Our approach to the construction of a simulation or test-track
based AV testing environment has the following three
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Figure 4.1: The NADE learns to balance the naturalistic environment and adversarial environment
for AV testing based on the agent-environment framework, while ensuring unbiasedness and
improving efficiency

critical events, which rare to occur in NDE. As shown in Figure 4.1, the key to creating the NADE
is to train the background vehicles in the NDE to learn when to execute what adversarial maneuver
while ensuring unbiasedness and improving the efficiency. The learning process is guided by our
theoretical discovery below.

In essence, AV testing can be considered as a rare event estimation problem with high-
dimensional variables. However, few existing methods can handle both the challenges of the
rareness of events and high dimensionality. Testing AVs in NDE is an application of the MC theory
(Mooney, 1997), which suffers from inefficiency problems for rare events. The IS theory has been
developed for solving the challenge of rare events, but it can only be applied in low-dimension
situations (Au and Beck, 2003). It was proved that its efficiency would decrease exponentially
with the increase of dimensionality. Therefore, both MC and IS have limitations for the rare
event estimation problem with high-dimensional variables. However, people have not paid much
attention to the advantage of the MC theory for high dimensionality. We discover that, if there
exists a small subset of variables that are critical to the rare events, applying IS theory with the
small subset of variables while applying the MC theory with the remaining variables can help
overcome both the challenges of the rareness of events and high dimensionality. We provide a
theoretical proof of this in Section 4.2.5. This is significant as this can apply to a general set of
problems with such characteristics. For safety-critical performance tests of AVs, fortunately, these
small but critical variables exist because most of the vehicle accidents involve only a small number
of vehicles in a short period (Swanson et al., 2019). According to the Fatality Analysis Reporting
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System (FARS), about 91.5% fatal injuries suffered in motor vehicle traffic crashes in the United
States in 2018 involved only one or two vehicles (United States. Department of Transportation,
2018).

4.2.2 Generation of NDE

To test AV accurately and efficiently, we design the testing environment based on NDE with sparse
but intelligent adjustments, resulting in NADE, to improve the occurrence probability of safety-
critical events while ensuring unbiasedness. The NDE can be represented as

x =


x1,1 . . . x1,T

... . . . ...
xN,1 . . . xN,T

 , x ∈ X, (4.1)

where xi,j denotes the variables (e.g., position and speed) of the i-th BV at the j-th time step, N
denotes the number of BVs of interest, T denotes the total number of time steps, and X denotes
the feasible space of variables. The NDE generation is to sample values of variables according to
their naturalistic joint distributions, denoted as x P (X).

As P (X) is extremely high dimensional, we simplify the problem by exploiting spatiotemporal
independence among the variables. Assuming the Markovian property, the joint distribution can
be simplified in a factorized way as

P (x) = P (s (0))×
T∏

k=0

P (u (k) |s (k)) . (4.2)

Here, the state and action at the time step k = 0, ..., T are denoted as

s (k) = [s0(k), s1(k), . . . , sN(k)] ,

u (k) = [u1(k), . . . , uN(k)] , (4.3)

where s0 denotes the state of the AV under test, si(i = 1, ..., N) denotes the state of the i-th BV,
and ui denotes the maneuver (e.g., longitudinal accelerations) of the i-th BV. Then the NDE is
generated by sampling maneuvers as u(k) P (u(k)|s(k) at each time step. To simplify P (u(k)|s(k),
it is assumed that all BVs choose their maneuvers simultaneously and independently, so we can
calculate it in a factorized way as

P (u (k) |s (k)) =
N∏
i=1

P (ui (k) |s (k)) . (4.4)
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The action distribution P (u (k) |s (k)) of each vehicle can be obtained based on results of
Chapter 2, in which car-following and lane-changing behavior models are developed based on
real-world data.

4.2.3 Generation of NADE

This section describes our algorithm for NADE construction. The key is to obtain new behavioral
distributions q (u|s) as the replacement of P (u|s) in NDE. To overcome the challenges of high
dimensionality, we identify the Principal Other Vehicle (POV) at the critical moment and only
adjust its behaviors.

To identify the POV, we define the maneuver criticality as the multiplication of exposure
frequency P (ui|s) and maneuver challenge P (Ai|s, ui) as

V (ui|s) ≜ P (ui|s)× P (Ai|s, ui), (4.5)

where Ai denotes the accident between the i-th BV and the AV under test. The first part on the
right-hand side is the exposure frequency obtained from NDD. The second part is the maneuver
challenge that indicates the accident probability given the state-action pair (s, ui). Since we treat
the AV model under test as a black box, to approximate the maneuver challenge, we construct
Surrogate Model (SM)s of AVs by meta-models, described in more detail in Appendix C.1. We
should note that the SMs can also be constructed based on the preliminary AV models, so it
provides an elegant way to leverage existing testing results of preliminary AV models. Let Si

denote the accident between the i-th BV and the SMs. Then, the maneuver challenge can be
approximated by

P (Ai|s, ui) =
∑
u0

P (u0|s)P (Ai|s, ui, u0),

≈
∑
u0

P (u0|s)P (Si|s, ui, u0), (4.6)

where P (u0|s) denotes the probability of the AV’s maneuver u0 at the state s. The first term
P (u0|s) can be predicted approximately by the SMs, and the second term P (Si|s, ui, u0) can be
evaluated by simulations of the SMs. Realizing that the evaluation of P (Si|s, ui, u0) may not
be completed by one-time-step simulation, to obtain the evaluation result quickly, Reinforcement
Learning (RL) or DRL methods may be used. In this chapter, we adopted RL techniques for the
basic scenarios such as car-following, while more general scenarios can be approximated by the
combination of basic scenarios. More details of the maneuver challenge calculation can be found
in Section 4.3.1.
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The criticality for each background vehicle can then be calculated as the summation of
maneuver criticality over all BV’s maneuvers:

Ci(s) ≜
∑
ui

V (ui|s), (4.7)

and the POV can be identified by
c ≜ argmax

i
Ci(s), (4.8)

if Cc(s) > C, where C is a pre-determined threshold (e.g., 0). We define the moment as the
critical moment if there is at least one POV. Because most accidents involve only two vehicles,
we considered at most one POV at each moment in this chapter. The generalization of this work to
multiple POVs is straightforward.

Finally, we construct the importance function by adjusting the maneuvers of POV at critical
moment as

q(u|s) = q(us|s)×
N∏

i=1,i ̸=c

P (ui|s), (4.9)

where uc denotes the maneuver of POV. Only the POV’s maneuver is adjusted by q(uc|s),
while other vehicles follow their naturalistic distributions as in NDE. For uncritical moments, all
vehicles behave as in NDE. The q(uC |s) is constructed by the weighted average of the naturalistic
distribution and the normalized criticality distribution as

q(uc|s) = ϵP (uc|s) + (1− ϵ)V (uc|s)
Cc(s)

, (4.10)

where ϵ > 0 is the weight of the naturalistic distribution. It can balance the exploitation and
exploration to mitigate the influence of approximation errors of maneuver criticality.

4.2.4 Evaluation of AVs with NADE

This section describes how to estimate the accident rate of AV when testing with NADE.
Specifically, if the event of interest (accident event of AVs in this paper) is denoted as A, we
can measure the driving intelligence of AVs by

P (A) =
∑
x∈X

P (A|x)P (X), (4.11)
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where x denotes variables of the driving environment, and X denotes its feasible domain. The
NDE-based testing method is essentially to estimate P (A) by the MC method as

P (A) ≈ 1

n

n∑
i=1

P (A|xi), x P (x),

≈ m

n
, (4.12)

where n denotes the number of tests, m denotes the number of the event A during the tests, and
x P (X) indicates that the variables are sampled from their naturalistic distributions.

Because the event Ais usually a rare event for AVs in NDE, the MC method suffers from
severe inefficiency limitations. To mitigate this issue, the IS method was applied for scenario-
based methods as

P (A) =
∑
x∈X

P (A|x)P (X)

q(x)
q(x),

≈ 1

n

n∑
i=1

P (A|xi)P (Xi)

q(xi)
, xi ∼ q(x), (4.13)

where q(x) is called the importance function. By introducing importance functions, the testing
priority of critical scenarios will be improved, and so will the evaluation efficiency (Feng et al.,
2020d,a,c,b). However, all existing IS-based methods suffer from the “curse of dimensionality”
(Au and Beck, 2003), and thus cannot be applied directly for the complex driving environment.

We solve the “curse of dimensionality” by combining MC and IS methods. Conceptually, only
the critical variables are adjusted by the IS method, while other variables keep their naturalistic
distributions following the MC method. Following the formulation and assumptions in NDE and
NADE, we derive the performance estimation equation as

P (A) ≈ 1

n

n∑
i=1

(
P (A|xi)×

[
Ti∏
k=1

P (u(k)|s(k))
q(u(k)|s(k))

])
, (4.14)

where Ti denotes the total time steps of the i-th simulation test. In this chapter, we terminate a test
if an event A happens or the test reaches the pre-determined driving distance. Denote Ti,c as the
set of critical moments of the i-th test, and, finally, the performance estimation equation can be
obtained as

P (A) ≈ 1

n

n∑
i=1

P (A|xi)×

 ∏
k∈Ti,c

R(k)

 , (4.15)
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where

R(k) ≜
Ti∏
k=1

P (u(k)|s(k))
q(u(k)|s(k))

, (4.16)

is the simulation weight (likelihood ratio) recorded during the test process. The P (A|xi) is
estimated by counting the number of accident events occurring in the test. Based on this equation,
the accident rate of the AV under test can be estimated by the testing results in NADE.

4.2.5 Theoretical analysis of accuracy and efficiency of NADE

This section theoretically justifies the accuracy and efficiency of our NADE-based testing method.
As proved by the importance sampling theory (Owen, 2013), the performance evaluation is
unbiased if q(x) > 0 whenever P (A|x)P (x) ̸= 0. As ϵ > 0 in the generation of NADE, we
can guarantee q(u|s) > 0 whenever P (u|s) ̸= 0 for all states and actions, which is sufficient for
the unbiasedness. Therefore, our NADE-based testing method is statistically accurate.

To justify the efficiency of our method, we introduce the lemma regarding the “curse of
dimensionality” of the IS method (Au and Beck, 2003)

Lemma 4.1. The estimation variance of the IS method has the lower bound as:

σ2 ≥ P 2(A) {exp [DKL (q
⋆(x)∥q(x))]− 1} , (4.17)

where q⋆(x) is the optimal importance function with zero estimation variance, and

DKL (q
⋆(x)∥q(x)) = Eq⋆(x)

(
log

q⋆(x)

q(x)

)
, (4.18)

is the KL-divergence as the measurement of discrepancies between q⋆(x) and q(x).
Following the independence assumptions in NDE, if the IS method is directly applied, we can

derive the equations as

q⋆(x) = q⋆ (s(0))×
T∏

k=1

q⋆ (u(k)|s(k)) , (4.19)

log
q⋆(x)

q(x)
= log

q⋆ (s(0))

q (s(0))
+

T∑
k=1

N∑
i=1

log
q⋆ (ui(k)|s(k))
q (ui(k)|s(k))

. (4.20)

As log q⋆(ui(k)|s(k))
q(ui(k)|s(k)) is usually predetermined by prior knowledge, the KL-divergence will increase

linearly with the dimensionality O (NT ), and, therefore, the estimation variance will increase
exponentially with the dimensionality, leading to the “curse of dimensionality”.
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For NADE, if the variance is only dependent on the dimensionality of the adjusted critical
variables, i.e., the maneuvers of POV at the critical moments, then our method addresses the “curse
of dimensionality”. Specifically, if we denote xc the critical variables, which are independent of all
other variables x−c, we propose the theorem as follows, and the proof can be found in Appendix
C.3.

Theorem 4.1. The estimation variance of our method has the following relations:

σ2 = P 2(A)Dχ2 (q⋆(xc)∥q(xc)) +D (xc∥x) ,

≥ P 2(A) {exp [DKL (q
⋆(xc)∥q(xc))]− 1}+D(xc∥x), (4.21)

where Dχ2 (q⋆(xc)∥q(xc)) = Eq(xc)

(
( q

⋆(xc)
q(xc)

− 1)2
)

denotes the χ2-divergence, q⋆(xc) =
P (A|xc)P (xc)

P (A)
denotes the optimal importance function for the critical variables, and D(xc∥x) =

Eq(x)

[
(P (A|x)− P (A|xc))2 P 2(x)

q2(x)

]
measures whether the adjusted variables are critical.

The term D(xc∥x) measures the variance caused by the identification of critical variables. The
more critical the adjusted variables xc are, the closer P (A|xc) is to P (A|x), and thus the closer
D(xc∥x) is to zero.

The KL-divergence and χ2-divergence measure the discrepancies between optimal importance
functions and proposed importance functions. Compared with Lemma 4.1, both the divergences
are related to the dimensionality of the critical variables, instead of all variables, which resolves
the challenge of high dimensionality for rare event estimation problems.

4.3 Case studies

4.3.1 Generation of NADE

We demonstrated the effectiveness of our method for AV testing in a highway driving environment.
The NDE used in this chapter is developed based on the car-following and lane-changing models
discussed in Chapter 2. At each moment, each BV has 33 possible maneuvers: left lane change,
31 car following accelerations (range from −4 to 2m/s2 with a resolution of 0.2, and right lane
change. All vehicles are assumed to select maneuvers independently and simultaneously for each
time step. For simplification, the action is updated every 1 second (one time step). The underlying
highway traffic simulator (Leurent, 2018) determines specific positions, speeds, and steering angles
of all vehicles with bicycle models at a frequency of 15 Hz during each time step. All lane-changing
maneuvers are set completed within one time step. The simulation continues until all simulation
time steps are completed or a crash event happens.

66



calculated the distributions of bumper-to-bumper spaces and
time-to-collision (TTC) for AVs. To investigate the influences of
AVs, we developed two different types of AV models: the AV-I
model was constructed based on IDM and MOBIL, while the AV-
II model was trained by deep reinforcement learning (DRL)
techniques considering both efficiency and safety. More details on
AV-I and AV-II can be found in the Supplementary Methods.
Figure 6a, b shows that, for the AV-I model, NADE generates
very similar distributions as NDE (naturalistic), but much more
dangerous scenarios with small distances and TTC (adversarial).
It is also true for the AV-II model, as shown in Fig. 6c, d. The
results also indicate that the AV-II model is more aggressive than
the AV-I model, because the AV-II model has smaller bumper-
to-bumper distances and TTC in NDE. This is not surprising
because IDM and MOBIL are designed to be collision-free so AV-
I is comparatively conservative.

We also compared the events encountered by the AVs in
NDE and NADE. Besides the accident event, we defined the

events of BV cut-in, BV hard brake, lane conflict, and AV lane
change, as shown in Fig. 6e. We queried these events with the
following criteria, respectively: (a) a BV cuts in the AV within
1.5 s time headway (THW); (b) a leading BV within 1.5 s THW
brakes harder than −3 ms−2; (c) the AV and BV are within 1.5 s
THW and change to the same lane simultaneously; (d) the AV
changes its lane to avoid the front BV. As shown in Fig. 6(f, g),
comparing with NDE, NADE generates many more events of
the accident, BV cut-in, and lane conflict, and a similar number
of BV hard brake events, for both the two AV models. Actually,
NDE has no event of accident, BV cut in, and lane conflict in
the 2000 km simulations for both the AVs, because of the
rareness of these events. Moreover, as shown in Fig. 6h, i,
NADE generates much more evasive lane change maneuvers of
both the AVs with small relative distances (r1) and speed
differences (RR). All these results show that NADE can test the
AVs much more effectively by more valuable events, comparing
with NDE.

Fig. 4 Illustration of maneuver challenge calculation. a Maneuver challenge calculation of the BV’s accelerations for car following scenarios based on
reinforcement learning techniques. The car following scenarios are formulated based on the Markov decision process (MDP), and the maneuver challenge
values are calculated by the learning process. b Example of maneuver challenge calculation for general scenarios based on autonomous vehicle (AV)’s
maneuver prediction by surrogate models (SMs) and results of car-following scenarios. The image of vehicles is previously published at https://commons.
wikimedia.org/wiki/File:C3top.png under the Creative Common CC0 1.0 Universal Public Domain Dedication.
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Figure 4.2: Maneuver challenge calculation of the BV’s accelerations for car following scenarios
based on reinforcement learning techniques

The most significant part of our method is the generation of NADE for AV testing. In essence,
we aim to construct new distributions, as the replacement of the naturalistic behavior distributions
in NDE, for sampling maneuvers of BVs. To solve the challenge of high dimensionality, we only
twist the behavior distributions of the POV at critical moments. To identify the POV, at each
time step, each BV’s maneuver is evaluated by the criticality metric, which can be computed as a
multiplication of exposure frequency and maneuver challenge. The exposure frequency represents
the naturalistic probability of the maneuver in NDE, while the maneuver challenge measures its
safety challenge to the AV under test.

Therefore, one important step of our method is to calculate the maneuver challenge of
each BV’s maneuver at every state. As the calculation of maneuver challenge involves the
interdependency of maneuvers from both the AV and BVs in the following time steps, the RL
method is adopted for basic scenarios such as car-following, while more general scenarios can be
approximated by the combination of basic scenarios. As the specifics of behavior model of the AV
under test are usually unknown, we utilize SMs to approximate the maneuver challenge. Although
approximation errors usually exist, the maneuver challenge can provide valuable information on
the impact of BV’s maneuvers. SMs can be constructed based on common knowledge of AVs or
prior tests of AVs. In this chapter, we utilize the IDM and MOBIL models as SMs, which are
commonly used in the transportation domain. To capture the uncertainty of AVs, we modify the
MOBIL model as a stochastic lane-changing model described in more detail in Appendix C.1.
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calculated the distributions of bumper-to-bumper spaces and
time-to-collision (TTC) for AVs. To investigate the influences of
AVs, we developed two different types of AV models: the AV-I
model was constructed based on IDM and MOBIL, while the AV-
II model was trained by deep reinforcement learning (DRL)
techniques considering both efficiency and safety. More details on
AV-I and AV-II can be found in the Supplementary Methods.
Figure 6a, b shows that, for the AV-I model, NADE generates
very similar distributions as NDE (naturalistic), but much more
dangerous scenarios with small distances and TTC (adversarial).
It is also true for the AV-II model, as shown in Fig. 6c, d. The
results also indicate that the AV-II model is more aggressive than
the AV-I model, because the AV-II model has smaller bumper-
to-bumper distances and TTC in NDE. This is not surprising
because IDM and MOBIL are designed to be collision-free so AV-
I is comparatively conservative.

We also compared the events encountered by the AVs in
NDE and NADE. Besides the accident event, we defined the

events of BV cut-in, BV hard brake, lane conflict, and AV lane
change, as shown in Fig. 6e. We queried these events with the
following criteria, respectively: (a) a BV cuts in the AV within
1.5 s time headway (THW); (b) a leading BV within 1.5 s THW
brakes harder than −3 ms−2; (c) the AV and BV are within 1.5 s
THW and change to the same lane simultaneously; (d) the AV
changes its lane to avoid the front BV. As shown in Fig. 6(f, g),
comparing with NDE, NADE generates many more events of
the accident, BV cut-in, and lane conflict, and a similar number
of BV hard brake events, for both the two AV models. Actually,
NDE has no event of accident, BV cut in, and lane conflict in
the 2000 km simulations for both the AVs, because of the
rareness of these events. Moreover, as shown in Fig. 6h, i,
NADE generates much more evasive lane change maneuvers of
both the AVs with small relative distances (r1) and speed
differences (RR). All these results show that NADE can test the
AVs much more effectively by more valuable events, comparing
with NDE.

Fig. 4 Illustration of maneuver challenge calculation. a Maneuver challenge calculation of the BV’s accelerations for car following scenarios based on
reinforcement learning techniques. The car following scenarios are formulated based on the Markov decision process (MDP), and the maneuver challenge
values are calculated by the learning process. b Example of maneuver challenge calculation for general scenarios based on autonomous vehicle (AV)’s
maneuver prediction by surrogate models (SMs) and results of car-following scenarios. The image of vehicles is previously published at https://commons.
wikimedia.org/wiki/File:C3top.png under the Creative Common CC0 1.0 Universal Public Domain Dedication.
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Figure 4.3: Example of maneuver challenge calculation for general scenarios

With SMs, we propose to learn the maneuver challenge for car-following scenarios by the RL
method as illustrated in Figure 4.2. Specifically, the state is defined as the BV’s speed, range, and
speed difference, and the action is defined as the BV’s acceleration. Based on Markov Decision
Process (MDP), car-following scenarios can be represented by a decision tree, where each branch
from the initial state to the terminal state specifies a car-following trajectory. To handle the delayed
reward of AV’s accidents, the state-action value of RL is defined as the maneuver challenge, while
the reward is set to one for the AV’s accident event and zero for safe states. The states and actions,
which may eventually lead to accidents of the AVs, have positive challenge values. More technical
details can be found in Feng et al. (2020a). The learning process took about 20 minutes to the
convergence in a desktop computer equipped with Intel i7-7770 CPU and 16 GB RAM.

For general scenarios, we propose to calculate the maneuver challenge for each BV based
on the maneuver prediction of the AV and the results of car-following scenarios. The basic idea
is to calculate the maneuver challenge of each BV at the current time by taking the expectation
of its maneuver challenge over all of its possible maneuvers at the next time step. The AV’s
maneuvers are predicted as a probability distribution by SMs. To demonstrate the computation
of the maneuver challenge, let us take the BV in the top left of Figure 4.3 as an example. For
the BV, there are two possible maneuvers, one is longitudinal acceleration, and the other is to
take the right lane change. For the AV, there are three possible maneuvers, left lane change,
longitudinal accelerations, and right lane change. Each of the maneuvers is predicted by the
SM with a probability. Between the AV and the BV, there are a total of six possible maneuver
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We further investigated the adjustment frequency of BVs’
maneuvers in NADE. Results show that, for every driving mile of
the two AVs, we adjusted average of 6.51 and 5.43 times,
respectively. As a comparison, there are a total of 381.27 and
351.01 BVs’ maneuvers in the neighborhood (the closest eight
vehicles within 120 m) of the AVs every mile. Therefore, we only
adjust about 1.7% and 1.5% maneuvers of the environment,
which is very sparse and thus keep the environment naturalistic.
It validates that sparse but intelligent adjustment of NDE can
significantly improve test effectiveness.

Accuracy and efficiency of driving intelligence testing in
NADE. The accuracy and efficiency of driving intelligence test in
NADE are theoretically guaranteed and validated in our simula-
tion. To measure the driving intelligence regarding safety, acci-
dent rates of the AVs in NDE are utilized as the benchmark. As
the NDE is generated based on NDD, it can represent the safety
performance of the AVs in the real world. In our experiments, we
compared the estimated accident rates and required numbers of
tests for both NDE and NADE. For the convenience of experi-
ments, we conducted one simulation test for a constant driving
distance (400 m) of the AVs, recorded the test results (accident or
not) of the AVs, and calculated the accident rate per simulation

test. As the distance of each test is constant, it can easily trans-
form between the accident rate per simulation test and the driving
distance. More details can be found in the “Methods” section. To
investigate the influences of AV models, both the AV-I and the
AV-II models were tested.

Figure7a–d shows the evaluation results of the accident rate per
test for both the AVs in NDE and NADE. The blue line represents
the results of testing in NDE, and the bottom x-axis indicates the
number of tests. The red line represents the results in NADE, and
the top x-axis for the number of tests. The light shadow represents
the 90% confidence level. As shown in Fig. 7a, c, NADE obtains the
same accident rate estimation with NDE by a much smaller
number of tests for both the AVs. We further calculated the
average driving distance per accident, which were 5.13 × 105 and
1.54 × 106 miles per accident. As human drivers in the US have on
average 4.79 × 105 miles between two accidents on highway35, the
AV-I model has similar safety performance with human drivers,
while the AV-II model is better.

To measure the efficiency, we calculated the relative half-width
(RHW)12 as the measurement of evaluation precision and
calculated the minimum number of tests for reaching a pre-
determined precision threshold (RHW is 0.3). As shown in
Fig. 7b, for the AV-I model, NADE requires only 8.74 × 104
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Figure 4.4: Example of criticality calculation

combinations, among which two of them are predicted to have non-zero maneuver challenges in
the next time step. One is the BV makes a right lane change while the AV remains longitudinal, and
the other is the BV remains longitudinal while the AV makes a left lane change. In both scenarios,
the BV and the AV are in a car-following situation after the lane change maneuver, where the
maneuver challenge can be obtained with the RL model discussed above. The overall maneuver
challenge of the BV is an expectation of those in the two car-following situations.

After calculating the maneuver challenge, the criticality of each BV’s maneuver at each
state can be calculated. For example, as shown in Figure 4.4, the exposure frequency of each
BV can be queried as in NDE, and the maneuver challenge is calculated as discussed above.
Then the criticality is obtained by multiplying the exposure frequency and maneuver challenge.
The criticality of most BVs’ maneuvers is zero because either the exposure frequency is zero
(impossible maneuver) or the maneuver challenge is zero (unchallenging maneuver).

Among all the BVs surrounding the AV, a BV is identified as the POV if its criticality
value is the largest and larger than a threshold (0 in this chapter). The moment with a POV is
identified as the critical moment. For the POV at the critical moment, the importance functions are
constructed by the weighted average of the exposure frequency and the normalized criticality:
with the probability ϵ, we sample maneuvers from the exposure frequency, while with the
probability 1− ϵ, we sample maneuvers from the normalized criticality. Inspired by the defensive
importance sampling, the weighted average can mitigate the influences of the approximation errors
of maneuver challenge. The maneuver of POV at the critical moment is then sampled from the
importance function, while maneuvers for all other vehicles are sampled from the naturalistic
distribution as in NDE. This completes the simulation for one time step with all vehicle states
updated. Figure 4.5 shows an example of the NADE generation procedure.
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We further investigated the adjustment frequency of BVs’
maneuvers in NADE. Results show that, for every driving mile of
the two AVs, we adjusted average of 6.51 and 5.43 times,
respectively. As a comparison, there are a total of 381.27 and
351.01 BVs’ maneuvers in the neighborhood (the closest eight
vehicles within 120 m) of the AVs every mile. Therefore, we only
adjust about 1.7% and 1.5% maneuvers of the environment,
which is very sparse and thus keep the environment naturalistic.
It validates that sparse but intelligent adjustment of NDE can
significantly improve test effectiveness.

Accuracy and efficiency of driving intelligence testing in
NADE. The accuracy and efficiency of driving intelligence test in
NADE are theoretically guaranteed and validated in our simula-
tion. To measure the driving intelligence regarding safety, acci-
dent rates of the AVs in NDE are utilized as the benchmark. As
the NDE is generated based on NDD, it can represent the safety
performance of the AVs in the real world. In our experiments, we
compared the estimated accident rates and required numbers of
tests for both NDE and NADE. For the convenience of experi-
ments, we conducted one simulation test for a constant driving
distance (400 m) of the AVs, recorded the test results (accident or
not) of the AVs, and calculated the accident rate per simulation

test. As the distance of each test is constant, it can easily trans-
form between the accident rate per simulation test and the driving
distance. More details can be found in the “Methods” section. To
investigate the influences of AV models, both the AV-I and the
AV-II models were tested.

Figure7a–d shows the evaluation results of the accident rate per
test for both the AVs in NDE and NADE. The blue line represents
the results of testing in NDE, and the bottom x-axis indicates the
number of tests. The red line represents the results in NADE, and
the top x-axis for the number of tests. The light shadow represents
the 90% confidence level. As shown in Fig. 7a, c, NADE obtains the
same accident rate estimation with NDE by a much smaller
number of tests for both the AVs. We further calculated the
average driving distance per accident, which were 5.13 × 105 and
1.54 × 106 miles per accident. As human drivers in the US have on
average 4.79 × 105 miles between two accidents on highway35, the
AV-I model has similar safety performance with human drivers,
while the AV-II model is better.

To measure the efficiency, we calculated the relative half-width
(RHW)12 as the measurement of evaluation precision and
calculated the minimum number of tests for reaching a pre-
determined precision threshold (RHW is 0.3). As shown in
Fig. 7b, for the AV-I model, NADE requires only 8.74 × 104
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Figure 4.5: Example of NADE generation

4.3.2 Evaluation of NADE

To evaluate the generated NADE, we completed 2,000 km simulations of AVs in NDE and NADE,
respectively, and calculated the distributions of bumper-to-bumper distance (range) and Time-To-
Collision (TTC) for AVs. To investigate the influences of AVs, we developed two different types
of AV models: the AV-I model was constructed based on IDM and MOBIL, while the AV-II model
was trained by DRL techniques considering both the efficiency and safety. More details on AV-I
and AV-II can be found in the Appendix C.2. Figure 4.6a shows that, for the AV-I model, NADE
generates very similar distributions as NDE (naturalistic), but much more dangerous scenarios with
small distances and TTC (adversarial). It is also true for the AV-II model, as shown in Figure 4.6b.
The results also indicate that the AV-II model is more aggressive than the AV-I model, because
the AV-II model has smaller bumper-to-bumper distances and TTC in NDE. This is not surprising
because IDM and MOBIL are designed to be collision-free so AV-I is comparatively conservative.

We also compared the events encountered by the AVs in NDE and NADE. Besides the accident
event, we defined the events of BV cut-in, BV hard brake, lane conflict, and AV lane change, as
shown in Figure 4.7a. We queried these events with the following criteria respectively: (a) a BV
cuts in AV within 1.5s Time Headway (THW); (b) a leading BV within 1.5s THW brakes harder
than -3 m/s2; (c) the AVAV and BV are within 1.5s THW longitudinally and change to the same
lane simultaneously; (d) the AV changes it lane to avoid the front BV. As shown in Figure 4.7b,
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number of tests, while NDE requires 4.39 × 107 number of tests.
Our method can accelerate the evaluation for about 500 times and
reduce about 10 million driving miles. Similarly, for the AV-II
model, NADE requires the 2.32 × 104 number of tests, while NDE
requires 1.41 × 108 number of tests, as shown in Fig. 7d. Our
method can accelerate the evaluation for about 6,000 times and
eliminate 35 million driving miles.

To investigate the influences of parameters in NADE, we
further conducted the sensitivity analysis of ε, which was used
in constructing important functions. For each value (0.1, 0.3,
and 0.5), we completed the tests in NADE and calculated the
minimum number of tests for reaching the precision threshold.
To mitigate the randomness of the results, we repeated the tests
10 times, and calculated the average minimum number of tests,
as shown in Table 1. Please note that NDE is equivalent to
NADE with ε= 1. Results show that NADE can improve the

evaluation efficiency significantly for all three values. The best
result is obtained for the AV-I model with ε= 0.5 and AV-II
model with ε= 0.3. As discussed before, the introduction of ε is
to mitigate the influence of approximation errors of maneuver
challenges. As the approximation errors may be different for
different AVs, the optimal value of ε and the optimal
acceleration rates are different. In practice, ε= 0.5 is a good
choice balancing the optimality and the robustness.

To investigate the computational cost of NADE, we also
compared the average wall-clock time used by NDE and NADE
for reaching the precision threshold. We conducted the simula-
tions of NDE and NADE on the University of Michigan’s Great
Lakes High-Performance Computing (HPC) cluster using 500
cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As
shown in Table 1, the tests in NADE reduce the computational
time significantly for both AV models with all three values of ε.
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number of tests, while NDE requires 4.39 × 107 number of tests.
Our method can accelerate the evaluation for about 500 times and
reduce about 10 million driving miles. Similarly, for the AV-II
model, NADE requires the 2.32 × 104 number of tests, while NDE
requires 1.41 × 108 number of tests, as shown in Fig. 7d. Our
method can accelerate the evaluation for about 6,000 times and
eliminate 35 million driving miles.
To investigate the influences of parameters in NADE, we

further conducted the sensitivity analysis of ε, which was used
in constructing important functions. For each value (0.1, 0.3,
and 0.5), we completed the tests in NADE and calculated the
minimum number of tests for reaching the precision threshold.
To mitigate the randomness of the results, we repeated the tests
10 times, and calculated the average minimum number of tests,
as shown in Table 1. Please note that NDE is equivalent to
NADE with ε= 1. Results show that NADE can improve the

evaluation efficiency significantly for all three values. The best
result is obtained for the AV-I model with ε= 0.5 and AV-II
model with ε= 0.3. As discussed before, the introduction of ε is
to mitigate the influence of approximation errors of maneuver
challenges. As the approximation errors may be different for
different AVs, the optimal value of ε and the optimal
acceleration rates are different. In practice, ε= 0.5 is a good
choice balancing the optimality and the robustness.
To investigate the computational cost of NADE, we also

compared the average wall-clock time used by NDE and NADE
for reaching the precision threshold. We conducted the simula-
tions of NDE and NADE on the University of Michigan’s Great
Lakes High-Performance Computing (HPC) cluster using 500
cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As
shown in Table 1, the tests in NADE reduce the computational
time significantly for both AV models with all three values of ε.
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Figure 4.6: Evaluation of the generated NADE: (a) Distribution of range and TTC for the AV-I
model. (b) Distribution of range and TTC for the AV-II model

comparing with NDE, NADE generates much more events of accident, BV cut-in, and lane conflict,
and a similar number of BV hard brake events, for both the two AV models. Actually, NDE has
no event of accident, BV cut in, and lane conflict in the 2,000 km simulations for both the AVs,
because of the rareness of these events. Moreover, as shown in Figure 4.7c, NADE generates much
more “evasive lane change” maneuvers of both the AVs with small relative distances (r) and speed
differences (RR). All these results show that NADE can test the AVs much more effectively by
more valuable events, compared with NDE.

We further investigated the adjustment frequency of BVs’ maneuvers in NADE. Results
show that, for every driving mile of the two AVs, we adjusted average of 6.51 and 5.43 times,
respectively. As a comparison, there are a total of 381.27 and 351.01 BVs’ maneuvers in the
neighborhood (the closest 8 vehicles within 120m) of the AVs every mile. Therefore, we only
adjust about 1.7% and 1.5% maneuvers of the environment, which is very sparse and thus keep
the environment naturalistic. It validates that sparse but intelligent adjustment of NDE can
significantly improve test effectiveness.

4.3.3 Accuracy and efficiency of the proposed method

The accuracy and efficiency of driving intelligence test in NADE is theoretically guaranteed and
validated in our simulation. To measure the driving intelligence regarding safety, accident rates of
the AVs in NDE are utilized as the benchmark. In our experiments, we compared the estimated
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number of tests, while NDE requires 4.39 × 107 number of tests.
Our method can accelerate the evaluation for about 500 times and
reduce about 10 million driving miles. Similarly, for the AV-II
model, NADE requires the 2.32 × 104 number of tests, while NDE
requires 1.41 × 108 number of tests, as shown in Fig. 7d. Our
method can accelerate the evaluation for about 6,000 times and
eliminate 35 million driving miles.
To investigate the influences of parameters in NADE, we

further conducted the sensitivity analysis of ε, which was used
in constructing important functions. For each value (0.1, 0.3,
and 0.5), we completed the tests in NADE and calculated the
minimum number of tests for reaching the precision threshold.
To mitigate the randomness of the results, we repeated the tests
10 times, and calculated the average minimum number of tests,
as shown in Table 1. Please note that NDE is equivalent to
NADE with ε= 1. Results show that NADE can improve the

evaluation efficiency significantly for all three values. The best
result is obtained for the AV-I model with ε= 0.5 and AV-II
model with ε= 0.3. As discussed before, the introduction of ε is
to mitigate the influence of approximation errors of maneuver
challenges. As the approximation errors may be different for
different AVs, the optimal value of ε and the optimal
acceleration rates are different. In practice, ε= 0.5 is a good
choice balancing the optimality and the robustness.
To investigate the computational cost of NADE, we also

compared the average wall-clock time used by NDE and NADE
for reaching the precision threshold. We conducted the simula-
tions of NDE and NADE on the University of Michigan’s Great
Lakes High-Performance Computing (HPC) cluster using 500
cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As
shown in Table 1, the tests in NADE reduce the computational
time significantly for both AV models with all three values of ε.
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number of tests, while NDE requires 4.39 × 107 number of tests.
Our method can accelerate the evaluation for about 500 times and
reduce about 10 million driving miles. Similarly, for the AV-II
model, NADE requires the 2.32 × 104 number of tests, while NDE
requires 1.41 × 108 number of tests, as shown in Fig. 7d. Our
method can accelerate the evaluation for about 6,000 times and
eliminate 35 million driving miles.

To investigate the influences of parameters in NADE, we
further conducted the sensitivity analysis of ε, which was used
in constructing important functions. For each value (0.1, 0.3,
and 0.5), we completed the tests in NADE and calculated the
minimum number of tests for reaching the precision threshold.
To mitigate the randomness of the results, we repeated the tests
10 times, and calculated the average minimum number of tests,
as shown in Table 1. Please note that NDE is equivalent to
NADE with ε= 1. Results show that NADE can improve the

evaluation efficiency significantly for all three values. The best
result is obtained for the AV-I model with ε= 0.5 and AV-II
model with ε= 0.3. As discussed before, the introduction of ε is
to mitigate the influence of approximation errors of maneuver
challenges. As the approximation errors may be different for
different AVs, the optimal value of ε and the optimal
acceleration rates are different. In practice, ε= 0.5 is a good
choice balancing the optimality and the robustness.

To investigate the computational cost of NADE, we also
compared the average wall-clock time used by NDE and NADE
for reaching the precision threshold. We conducted the simula-
tions of NDE and NADE on the University of Michigan’s Great
Lakes High-Performance Computing (HPC) cluster using 500
cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As
shown in Table 1, the tests in NADE reduce the computational
time significantly for both AV models with all three values of ε.
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number of tests, while NDE requires 4.39 × 107 number of tests.
Our method can accelerate the evaluation for about 500 times and
reduce about 10 million driving miles. Similarly, for the AV-II
model, NADE requires the 2.32 × 104 number of tests, while NDE
requires 1.41 × 108 number of tests, as shown in Fig. 7d. Our
method can accelerate the evaluation for about 6,000 times and
eliminate 35 million driving miles.
To investigate the influences of parameters in NADE, we

further conducted the sensitivity analysis of ε, which was used
in constructing important functions. For each value (0.1, 0.3,
and 0.5), we completed the tests in NADE and calculated the
minimum number of tests for reaching the precision threshold.
To mitigate the randomness of the results, we repeated the tests
10 times, and calculated the average minimum number of tests,
as shown in Table 1. Please note that NDE is equivalent to
NADE with ε= 1. Results show that NADE can improve the

evaluation efficiency significantly for all three values. The best
result is obtained for the AV-I model with ε= 0.5 and AV-II
model with ε= 0.3. As discussed before, the introduction of ε is
to mitigate the influence of approximation errors of maneuver
challenges. As the approximation errors may be different for
different AVs, the optimal value of ε and the optimal
acceleration rates are different. In practice, ε= 0.5 is a good
choice balancing the optimality and the robustness.
To investigate the computational cost of NADE, we also

compared the average wall-clock time used by NDE and NADE
for reaching the precision threshold. We conducted the simula-
tions of NDE and NADE on the University of Michigan’s Great
Lakes High-Performance Computing (HPC) cluster using 500
cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As
shown in Table 1, the tests in NADE reduce the computational
time significantly for both AV models with all three values of ε.
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Figure 4.7: Evaluation of the generated NADE: (a) Illustration of the events. (b) The number of
events encountered by the AV-I model. (c) The number of events encountered by the AV-II model
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To validate the unbiasedness about accident types, we adopted
the crash type diagram defined by the Fatality Analysis Reporting
System (FARS)36, which is a nationwide census provided by
National Highway Traffic Safety Administration (NHTSA) for

data regarding fatal injuries suffered in motor vehicle traffic
crashes. For the highway driving case in this paper, we only have
the accidents between the AV and BVs, so the five accident types
are identified, as shown in Fig. 7e. We note that accident type 1

Type 5

c d

etartnedicc
A

0.0

0.5

1.0

1.5

Number of tests
0.0 0.2 0.4 0.6 0.8 1.0

Number of tests
0.0 0.2 0.4 0.6 0.8 1.0

R
el

at
iv

e 
ha

lf
-w

id
th

010

110
0.0 1.0 2.0 3.0 4.0 5.0 0.0 1.0 2.0 3.0 4.0 5.0

etartnedicc
A

0.0

2.0

4.0

6.0
0.0 1.0 2.0 3.0 4.0 5.00.0 1.0 2.0 3.0 4.0 5.0

Number of tests
0.0 0.3 0.6 0.9 1.2 1.5

Number of tests
0.0 0.3 0.6 0.9 1.2 1.5

R
el

at
iv

e 
ha

lf
-w

id
th

010

AV-I in NDE
AV-I in NADE

AV-II in NDE
AV-II in NADE

110

0.3

0.3

e Type 4

AV-II in NDE
AV-II in NADE

AV-II in NADE

f g

Type 1 Type 2 Type 3

0.0 0.00.0 0.0

1.07e-07

6e-08 6e-08

1.01e-07

0.0 3e-11
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Table 1 The average minimum number and average wall-clock time of tests in the naturalistic driving environment (NDE) and the
naturalistic and adversarial driving environment (NADE) with different parameters ε= 0.1, 0.3, 0.5 for reaching the precision
threshold (RHW is 0.3).

Autonomous vehicle NADE (ε= 0.1) NADE (ε= 0.3) NADE (ε= 0.5) NDE (ε= 1.0)

AV-I No. of tests 1.85 × 105 1.52 × 105 1.14 × 105 4.39 × 107

AV-I Time (s) 324.61 268.14 196.82 6.89 × 104

AV-II No. of Tests 9.40 × 103 2.27 × 103 6.01 × 103 1.41 × 108

AV-II Time (s) 17.25 4.06 10.66 2.33 × 105
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System (FARS)36, which is a nationwide census provided by
National Highway Traffic Safety Administration (NHTSA) for
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Table 1 The average minimum number and average wall-clock time of tests in the naturalistic driving environment (NDE) and the
naturalistic and adversarial driving environment (NADE) with different parameters ε= 0.1, 0.3, 0.5 for reaching the precision
threshold (RHW is 0.3).

Autonomous vehicle NADE (ε= 0.1) NADE (ε= 0.3) NADE (ε= 0.5) NDE (ε= 1.0)

AV-I No. of tests 1.85 × 105 1.52 × 105 1.14 × 105 4.39 × 107

AV-I Time (s) 324.61 268.14 196.82 6.89 × 104

AV-II No. of Tests 9.40 × 103 2.27 × 103 6.01 × 103 1.41 × 108

AV-II Time (s) 17.25 4.06 10.66 2.33 × 105
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(b)

Figure 4.8: Evaluation accuracy and efficiency for the two AVs by NDE and NADE (a) AV-I model.
(b) AV-II model

accident rates and required numbers of tests for both NDE and NADE. For the convenience of
experiments, we conducted one simulation test for a constant driving distance (400m) of the AVs,
recorded the test results (accident or not) of the AVs, and calculated the accident rate per simulation
test. As the distance of each test is constant, it can easily transform between the accident rate per
simulation test and the driving miles. To investigate the influences of AV models, both the AV-I
and the AV-II models were tested.

Figure 4.8 shows the evaluation results of the accident rate per test for both the AVs in NDE
and NADE. The blue line represents the results of testing in NDE, and the bottom x-axis indicates
the number of tests. The red line represents the results in NADE, and the top y-axis for the number
of tests. The light shadow represents the 90% confidence level. As shown in Figure 4.8a,c, NADE
obtains the same accident rate estimation with NDE by a much smaller number of tests for both
the AVs. We further calculated the average driving distance per accident, which were 5.13 × 105

and 1.54× 106 miles per accident. As human drivers in the US have on average 4.79× 105 miles
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Table 1 The average minimum number and average wall-clock time of tests in the naturalistic driving environment (NDE) and the
naturalistic and adversarial driving environment (NADE) with different parameters ε= 0.1, 0.3, 0.5 for reaching the precision
threshold (RHW is 0.3).

Autonomous vehicle NADE (ε= 0.1) NADE (ε= 0.3) NADE (ε= 0.5) NDE (ε= 1.0)

AV-I No. of tests 1.85 × 105 1.52 × 105 1.14 × 105 4.39 × 107

AV-I Time (s) 324.61 268.14 196.82 6.89 × 104

AV-II No. of Tests 9.40 × 103 2.27 × 103 6.01 × 103 1.41 × 108
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Figure 4.9: Evaluation accuracy and efficiency of accident type for AV-II

between two accidents on highway (Bureau of Transportation Statistics, 2018), the AV-I model has
similar safety performance with human drivers, while the AV-II model is better.

To measure the efficiency, we calculated the Relative Half-Width (RHW) (Zhao et al., 2016) as
the measurement of evaluation precision and calculated the minimum number of tests for reaching
a pre-determined precision threshold (RHW is 0.3). As shown in Figure fig:AV1-crash-rate (right),
for the AV-I model, NADE requires only 8.74×104 number of tests, while NDE requires 4.39×107

number of tests. Our method can accelerate the evaluation by about 500 times and reduce about
10 million driving miles. Similarly, for the AV-II model, NADE requires the 2.32 × 104 number
of tests, while NDE requires 1.41 × 108 number of tests, as shown in Figure fig:AV2-crash-rate
(right). Our method can accelerate the evaluation by about 6,000 times and eliminate 35 million
driving miles.

To validate the unbiasedness of accident types, we adopted the crash type diagram defined by
United States. Department of Transportation (2018). For the highway driving case in this chapter,
we only have the accidents between the AV and BVs, so the five accident types are identified, as
shown in Figure 4.9 (top). We note that the accident type 1 can also be caused by reckless cut-in of
the BV, where the difference from the type 4 is that the AV collides the BV from the rear end. We
have compared the results for the AV-II model in NDE and NADE. Figure 4.9 (bottom left) shows
the unweighted accident rate of each type in NADE. As NADE is more adversarial than NDE,
the total accident rate is 0.046 accident per simulation test, which is much larger than NDE. As
required by the IS theory, each accident event should be weighted by the likelihood ratio to keep
the unbiasedness. Figure 4.9 (bottom right) shows that the weighted accident rates for all five types
are same as the results in NDE within the evaluation precision (the RHW is smaller than 0.3). The
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Table 4.1: The average minimum number of tests and average wall-clock time in NDE and NADE
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Table 1 The average minimum number and average wall-clock time of tests in the naturalistic driving environment (NDE) and the
naturalistic and adversarial driving environment (NADE) with different parameters ε= 0.1, 0.3, 0.5 for reaching the precision
threshold (RHW is 0.3).

Autonomous vehicle NADE (ε= 0.1) NADE (ε= 0.3) NADE (ε= 0.5) NDE (ε= 1.0)

AV-I No. of tests 1.85 × 105 1.52 × 105 1.14 × 105 4.39 × 107

AV-I Time (s) 324.61 268.14 196.82 6.89 × 104

AV-II No. of Tests 9.40 × 103 2.27 × 103 6.01 × 103 1.41 × 108

AV-II Time (s) 17.25 4.06 10.66 2.33 × 105

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-021-21007-8

10 NATURE COMMUNICATIONS |          (2021) 12:748 | https://doi.org/10.1038/s41467-021-21007-8 | www.nature.com/naturecommunications

summation of the accident rates of all five types is the same as the total accident rate, so these five
types include all accidents of the AV-II model in both NDE and NADE.

To investigate the influences of parameters in NADE, we further conducted the sensitivity
analysis of ϵ, which was used in constructing important functions. For each value (0.1, 0.3, and
0.5), we completed the tests in NADE and calculated the minimum number of tests for reaching the
precision threshold. To mitigate the randomness of the results, we repeated the tests for 10 times,
and calculated the average minimum number of tests, as shown in Table 4.1. Please note that NDE
is equivalent to NADE with ϵ = 1. Results show that NADE can improve the evaluation efficiency
significantly for all three values. The best result is obtained for the AV-I model with ϵ = 0.5 and
AV-II model with ϵ = 0.3. As discussed before, the introduction of ϵ is to mitigate the influence
of approximation errors of maneuver challenges. As the approximation errors may be different for
different AVs, the optimal value of ϵ and the optimal acceleration rates are different. In practice,
ϵ = 0.5 is a good choice balancing the optimality and the robustness.

To investigate the computational cost of NADE, we also compared the average wall-clock time
used by NDE and NADE for reaching the precision threshold. We conducted the simulations
of NDE and NADE on the University of Michigan’s Great Lakes High-Performance Computing
(HPC) cluster using 500 cores (Intel Xeon Gold 6154 processor) and 2500 GB RAM. As shown in
Table 4.1, the tests in NADE reduce the computational time significantly for both AV models with
all three values of ϵ.

4.3.4 Adversarial examples in NADE

We investigated the capability of NADE for generating adversarial examples. Adversarial
examples have been widely investigated in the domain of Machine Learning (ML). By applying
small but intentionally perturbations to examples from the dataset, adversarial examples can cause
severe failures in many ML methods and, therefore, provide insights for further improvement
(Goodfellow et al., 2014). Similarly, adversarial examples, sometimes known as corner cases,
edge cases, or worst cases, play an important role in the development and evaluation of AVs. As
they happen rarely in the NDE, it is significant to generate adversarial examples systematically.
As demonstrated above, the NADE can generate many more accidents than the NDE. The key is
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maneuvers as u (k) ~ P(u (k)|s (k)) at each time step. To simplify P(u (k)|s (k)), it is
assumed that all BVs choose their maneuvers simultaneously and independently, so
we can calculate it in a factorized way as

P u kð Þjs kð Þð Þ ¼
YN
i¼1

P ui kð Þjs kð Þð Þ: ð4Þ

The P(ui (k)|s (k)) is further simplified by assuming spatial independence, for
example, the car-following maneuvers of a BV are only dependent on states of itself
and its leading vehicle. Let Ni denote all vehicles that have dependencies with the i-

th BV. Then the P(ui (k)|s (k)) can be approximated by P ui kð ÞjsNi
kð Þ

� �
.

Finally, the P ui kð ÞjsNi
kð Þ

� �
is calculated by the empirical probability of the

state-action pair in NDD, as shown in Fig. 2d.

Generation of NADE. This section describes our algorithm for NADE construc-
tion. The key is to obtain new behavioral distributions q(u|s) as the replacement of
P(u|s) in NDE. To overcome the challenge of high dimensionality, we identify the
POV at the critical moment and only adjust its behaviors.

To identify POV, we define the maneuver criticality as the multiplication of
exposure frequency P(ui|s) and maneuver challenge P(Ai|s,ui) as

V ui sjð Þ ¼Δ P ui sjð Þ ´P Ai s;uijð Þ; ð5Þ
where Ai denotes the accident between the i-th BV and the AV under test. The first
part on the right-hand side is the exposure frequency obtained from NDD. The
second part is the maneuver challenge that indicates the accident probability given
the state-action pair (s, ui). Since we treat the AV model under test as a black box,
to approximate the maneuver challenge, we construct SMs of AVs by meta-models,
described in more detail in the Supplementary Methods. We should note that the
SMs can also be constructed based on the preliminary AV models, so it provides an
elegant way to leverage the existing testing results of preliminary AV models. Let Si
denote the accident between the i-th BV and the SMs. Then, the maneuver
challenge can be approximated by

P Ai s; uijð Þ ¼P
u0

P u0 sjð ÞP Ai s;j ui; u0ð Þ;

�P
u0

P u0 sjð ÞP Si s�Ni
;

��� ui;u0
� �

;
ð6Þ

where P(u0|s) denotes the probability of the AV’s maneuver u0 at the state s, and s�Ni

denotes the states of the vehicles that influence the event Si. The first term P(u0|s)

can be predicted approximately by the SMs, and the second term P Si s�Ni
;

��� ui; u0
� �

can be evaluated by simulations of the SMs in the scenarios specified by

s�Ni
; ui; u0

� �
. Realizing that the evaluation of P Si s�Ni

;
��� ui; u0

� �
may not be

completed by one-time-step simulation, to obtain the evaluation result quickly,
reinforcement learning or deep reinforcement learning methods may be used. In
this paper, we adopted reinforcement learning techniques for the basic scenarios
such as car-following, while more general scenarios can be approximated by the
combination of basic scenarios, as shown in Fig. 4.

The criticality for each BV can then be calculated as the summation of
maneuver criticality over all the BV’s maneuvers:

CiðsÞ ¼Δ
X
ui

VðuijsÞ; ð7Þ

and the POV can be identified by

c ¼Δ argmaxiCi sð Þ; ð8Þ

if Cc (s) > C, where C is a pre-determined threshold (e.g., 0). We define the moment
as the critical moment if there is at least one POV. Because most accidents involve
only two vehicles, we considered at most one POV at each moment in this work.
The generalization of this work to multiple POVs is straightforward.

Finally, we construct the importance function q(u|s) by adjusting the
maneuvers of POV at the critical moment as

q ujsð Þ ¼ q ucjsð Þ ´
YN

i¼1;i≠c

P uijsð Þ; ð9Þ

where uc denotes the maneuver of POV. Only the POV’s maneuver is adjusted by q
(uc|s), while other vehicles follow their naturalistic distributions as in NDE. For
uncritical moments, all vehicles behave as in NDE. The q(uc|s) is constructed by the
weighted average of the naturalistic distribution and the normalized criticality
distribution as

q ucjsð Þ ¼ εP ucjsð Þ þ 1� εð ÞV ucjsð Þ
Cc sð Þ ; ð10Þ

where ε > 0 is the weight of the naturalistic distribution. It can balance the
exploitation and exploration to mitigate the influence of approximation errors of
maneuver criticality.
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Fig. 8 Adversarial examples generated in NADE. a The autonomous vehicle (AV, blue vehicle) was on high speed and had a rear-end collision with the
cut-in principal other vehicle (POV, green vehicle with orange rectangle) after two front-left POVs sequentially changed their lanes towards the AV. b The
AV made a left lane change and collided with the POV due to a lane conflict (the POV accelerated first and then made a right lane change, simultaneously
with the AV). c The AV turned left to avoid the collision to the cut-in POV but failed as the cut-in POV switched back to the left lane simultaneously with
the AV. d The AV made an evasive lane change to avoid one cut-in POV but eventually collided with another cut-in POV.
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Figure 4.10: Adversarial examples generated in NADE
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to identify the cases that are valuable and informative. We propose two criteria as examples to
illustrate the potential of NADE for generating adversarial examples. The first is the simulation
weight, which is the likelihood ratio of the simulation test. A smaller simulation weight usually
indicates a higher probability of the test being an adversarial example. The second is the diversity
of the events (as defined in Figure 4.7a) involved during the test. A test involving diverse events
usually contains more information for understanding the AV model under test. Figure 4.10 provides
several examples identified using the above criteria. The blue vehicle represents the AV under test,
the green vehicles represent the BVs, and the green vehicle with the red rectangle represents the
POV. In the first case, AV was on high speed and had a rear-end collision with the cut-in POV
after two front-left POVs sequentially changed their lanes towards the AV. In the second case, the
AV made a left lane change and collided with the POV due to a lane conflict (the POV accelerated
first and then made a right lane change, simultaneously with the AV). In the third case, The AV
turned left to avoid the collision to the cut-in POV but failed as the cut-in POV switched back to
the left lane simultaneously with the AV. In the last case, the AV made an evasive lane change to
avoid one cut-in POV but eventually collided with another cut-in POV.

4.4 Summary

In this chapter, we developed NADE, an intelligent testing environment based on NDE developed
in Chapter 2 for AV safety performance evaluation. The proposed method can be used to enhance
the high-fidelity NDE to significantly accelerate the AV testing process without loss of testing
accuracy. The proposed method can also be used to systematically generate valuable adversarial
examples for the further development of AVs. High-fidelity NDE is the foundation and prerequisite
of NADE, and these results further demonstrate the importance of NDE for AV applications.

The efficiency of using NADE for AV testing is dependent on the approximation error of the
maneuver challenge of BVs. The approximation error comes from two problems, one is the
difference between the SM and the real AV under test, and the other is the prediction error of
the AV maneuver in the following time steps, which is interdependent on the maneuvers of BVs.
The first problem can be mitigated by prior knowledge of the AV, such as the testing results of
its previous model. Although this knowledge may not be complete, it can be leveraged by our
framework in constructing SM and thus reduces the difference between the SM and the AV model.
The second problem is essentially a policy evaluation in the AI domain, where state-of-the-art
algorithms such as those from DRL can be utilized for further reducing the approximation errors.
With smaller approximation errors, the NADE can further accelerate the testing process of AVs.

For future works, ML-based methods should be developed to substitute the model-based
methods and heuristics used during the POV identification. These can help extend the proposed
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methodology to more complex environments, ultimately facilitating comprehensive AV evaluations
at the city level for full-length trips.
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CHAPTER 5

Summary and Future Directions

5.1 Summary of the dissertation

This dissertation centers on the pivotal task of simulating the high-fidelity NDE for AVs.
Simulation plays an indispensable role in the development and testing of AVs, due to its unmatched
advantages of controllability, repeatability, and cost-effectiveness. It serves as the cornerstone
for building a closed-loop pipeline aimed at enhancing AV safety performance. However, for
simulation to fulfill its promise as an effective tool, it must meet the novel and demanding criterion
of statistical realism in terms of fidelity. The simulated NDE needs to be statistically representative
of the real-world traffic environment, particularly for those long-tail safety-critical events, which
are critical for AV safety. Existing methods, however, fall short in achieving this level of fidelity,
underscoring the need for new approaches in this vital domain.

The key to NDE is modeling human driving behavior. With the advancement of sensing
technologies and data acquisition systems, NDD are being collected in scale and become widely
available. Therefore, in Chapter 2, we propose a data-driven method to characterize stochastic
human driving behavior, harnessing the wealth of large-scale NDD. Specifically, car-following
and lane-changing models in different situations are developed, in which longitudinal acceleration
distributions and lane-changing probabilities are estimated using empirical distributions. To
satisfy the statistical realism requirement, an optimization problem based on the Markov chain
is formulated to refine empirical behavior models. The proposed method is validated in simulating
a multi-lane highway driving environment using real-world data. The results show that it can
reproduce accurate statistics, including speed, distance, etc., and outperforms existing methods,
such as the widely used microscopic simulator SUMO.

In contrast to highway driving environments, urban environments usually involve more
complex interactions between multiple agents, and the driving behavior of each agent could be
difficult to model independently using car-following and lane-changing models. To address this,
Chapter 3 introduces NeuralNDE - a DL-based method which characterizes the joint behavior
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distribution of multiple agents. By leveraging the state-of-the-art neural network backbone
(Transformer) with the supervision of NDD, it can accurately model nuanced and diverse
human interactions. To enhance modeling accuracy in safety-critical situations, we develop a
controllable mechanism for generating safety-critical events. This ensures the generation of safety-
critical events that align with real-world occurrence frequencies and patterns. The proposed
method demonstrates promising performance for simulating urban roundabout environments with
statistical realism for both normal and safety-critical driving conditions. Notably, it can reproduce
the accurate crash rate and even the detailed composition of crash types, severities, and near-miss
statistics.

One important application of high-fidelity NDE is AV safety performance evaluation. Due
to the rarity of safety-critical events in NDE, directly testing AV in NDE is exceptionally time-
consuming even in simulations. To improve the testing efficiency, we propose an intelligent
testing algorithm in Chapter 4. We discover that sparse but adversarial adjustments to the NDE,
resulting in the NADE, can significantly reduce the required test miles without loss of evaluation
unbiasedness. By training the background agents to learn when to execute what adversarial
maneuver, the proposed environment becomes an intelligent environment for driving intelligence
testing. We demonstrate the effectiveness of the proposed method based on the highway-driving
NDE developed in Chapter 2. The results show that, compared with directly evaluating AV in
NDE, the proposed NADE environment can accelerate the evaluation process by multiple orders
of magnitude without loss of testing accuracy. Consequently, we provide a complete pipeline for
accurate and efficient simulation-based AV testing.

In summary, this dissertation presents methodologies for building high-fidelity NDE, which is
the foundation and prerequisite for simulation-based AV applications. These proposed methods
pave the way for enhancing AV safety performance, which is beneficial for all stakeholders,
including AV developers, customers, and regulators, and contributes to the long-term development
of AV technology.

5.2 Future directions

At last, this dissertation will provide some future directions.

City-level simulation The goal for NDE is to conduct city-level or even larger-scale simulations.
Currently, the proposed method (NeuralNDE) excels primarily in environments abundant with
trajectory data. To enhance scalability, a pivotal avenue for future research involves the
development of a unified model, which should integrate road network information into its input.
By training this model on data sourced from diverse geographical locations, it should attain the
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capacity to generalize its understanding to previously unseen road geometries. The substantial
leap in model generalization holds the key to enabling city-level simulations, an essential stride
forward in the pursuit of comprehensive acAV development and testing.

AV influence on NDE In most existing studies, including this dissertation, the assumption has
been that the presence of an AV has a negligible effect on its surrounding vehicles. Nonetheless, it
is crucial to recognize that human-driven vehicles might behave differently if they are interacting
with an AV (Yu et al., 2021). This influence could potentially intensify as the number of AVs on
the road increases. Consequently, further developments and considerations are required on NDE
modeling to consider the AV influences on the NDE. Additionally, exploring the evolution and
transformation process of human driving behavior in response to the growing presence of AVs on
the road would be an interesting research problem.

Safety-critical behavior modeling The accuracy of human driving behavior in safety-critical
situations should be further enhanced, given the significant impact minor differences can have on
AV safety. Recent increases in high-resolution data collection, especially in near-miss scenarios
(Ke et al., 2023), offer opportunities to develop specialized behavior models for safety-critical
situations, further improving NDE fidelity.

Macroscopic-level fidelity This dissertation primarily emphasizes achieving microscopic-level
fidelity in the NDE. However, it is imperative to extend this fidelity validation to the macroscopic
level when simulating large road networks. This includes assessing the simulator’s ability to
replicate real-world traffic phenomena like traffic oscillations and the fundamental diagram. By
achieving high accuracy in both microscopic and macroscopic statistics, we anticipate the NDE
simulator will assume a pivotal role in diverse domains encompassing AVs and the development
of intelligent transportation systems.
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APPENDIX A

Additional Details in Chapter 2

A.1 Naturalistic driving data processing

First, the original data were segmented into trajectories with the following requirements: (1)
the time should be continuous and does not have discontinuity of more than 2 seconds, (2) the
identification of the surrounding vehicles is consistent throughout the trajectory, (3) each trajectory
should last more than 3 seconds. Data that are too noisy (with severe speed and/or position
oscillations) are discarded.

Figure A.1: Lane-changing events identification example: the subject vehicle is doing a left lane
change.

Second, considering the driving environment of the subject vehicle, trajectory data points will
be categorized into the six situations as illustrated in Figure 2.3a, correspondingly. An important
step in the categorization is to identify the lane-changing event by analyzing the lateral distance to
the lane markings. Figure A.1 shows an example that the ego-vehicle is doing a left lane change.
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Note that the sign of the distance to lane marking differentiates the left and right lane markings.
Figure A.1 shows the whole process of a left lane-changing event: the vehicle is approaching the
left lane marking and crosses the lane when the distance to the left lane marking equals zero, and
then changes to the maximum (lane width) after entering the target lane. The starting moment and
crossing the lane moment of lane-changing events can be identified based on both the distance and
slope change of the distance, accordingly. Similar techniques are also utilized for lane-changing
detection in a recent study (De Gelder et al., 2020). The starting point of the lane-changing event
will be used for calculating the lane-change probability.

A.2 Experiment settings

The experiment settings of the proposed method and the SUMO baseline are discussed in the
section. For the proposed method, a three-lane highway driving environment is developed based
on an open-source highway traffic simulator (Leurent, 2018). The bicycle model is implemented
to update vehicle states at a 10Hz frequency. All lane-changing maneuvers are set completed in
1 second. To be consistent with the NDD, the speed of the NDE simulation is bounded between
20 to 40 m/s, and the longitudinal acceleration is bounded between -4 to 2 m/s2. Since both
the longitudinal and lateral models are data-driven, there are inevitably states where no NDD is
collected. We will use the IDM and MOBIL models for states not covered by the proposed behavior
models. The IDM model parameters are calibrated from the same NDD. The MOBIL model
parameters are partially from (Gong et al., 2018) which are also calibrated using the SPMD dataset.
The detailed model parameters are listed in the next paragraph. The simulation initialization
method determines the initial state of all vehicles, which includes the position and speed, etc.
A realistic initialization is preferred to shorten the required warm-up time, which can improve the
simulation efficiency. In this study, a data-driven initialization method is proposed based on NDD
and the details can be found in Appendix A.3. Using the proposed initialization method, around 60
vehicles will be initialized for each simulation. It is approximately 1360 vehicles/hour/lane, which
belongs to level of service (LOS) C for multilane highways (Federal Highway Administration
(FHWA), 1994). We ran 100 simulations to mitigate the randomness effect. To fully examine the
error accumulation issue, each simulation ran 15 minutes, which included 10 minutes of warm-up
time and 5 minutes of data collection.

The calibrated parameters of the IDM model using the SPMD are: maximum acceleration
(0.8 m/s2), desired speed (37 m/s), exponent parameter (3.0), comfortable deceleration (-1.3
m/s2), gap at standstill (0.1 m), and desired time headway (0.8 s). To generate a stochastic
version IDM, we added zero-mean Gaussian noise to the standard IDM output based on existing
literature (Treiber and Kesting, 2017; Laval et al., 2014). We examined different standard deviation
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parameters from 0.5 to 3.0 with a resolution of 0.5. We presented the results with the best
performance (standard deviation equals 1.5). The parameters of the MOBIL model are: politeness
factor (0.1), utility threshold (0.2m/s2), and maximum safe deceleration (-3m/s2). The calibrated
parameters of the W99 model are: minGap (2.0 m), CC1 (1.2 s), CC2 (9.9 m), CC3 (-19.3 s),
CC4 (-0.2 m/s), CC5 (0.1 m/s), CC6 (1.5 10−4rad/s), CC7 (1.0 m/s2), CC8 (0.6 m/s2), CC9
(0.5m/s2). For the SUMO baseline, all simulation settings are the same as the proposed method.
Each simulation lasts for 15 minutes, which includes 10 minutes of warm-up time and 5 minutes
of data collection. We set the input traffic flow as 1360 vehicles/hour/lane and 60 vehicles will
be generated in each simulation. The initial speed of the vehicle is set as 32 m/s based on NDD.
To account for the stochasticity of the simulator, we ran 100 simulations for each model to collect
data.

A.3 The proposed data-driven simulation initialization method

We propose a data-driven initialization method to sequentially determine the (i+1)-th vehicle state
(xi, yi, vi), i.e., longitudinal position, lateral position, and velocity, of downstream vehicles based
on its upstream i-th vehicles’ states. The lateral position yi is the same as the lateral coordinates
of its lane center. The first vehicle of each lane is determined by sampling its longitudinal position
inside an initial zone from a uniform distribution and its velocity from the empirical velocity
distribution. This can be expressed as

xi ∼ U (0, d0) , (A.1)

vi ∼ π⋆
v , (A.2)

where U (·, ·) denotes the uniform distribution, d0 is the predetermined initial zone size, v0
is the speed, and π⋆

v is the empirical velocity distribution obtained from the NDD. Based on the
state of the i-th vehicle, we can determine its downstream (i + 1)-th vehicle state. An indicator
variable follows a Bernoulli distribution Ii ∼ B (pCF ) is sampled to determine whether the i-th
vehicle is in the car-following (Ii = 1) situation or free-driving (Ii = 0) situation. pCF is the
probability a vehicle is in the car-following case, which can be approximated from NDD. Then the
joint distribution of range r and range rate rr given the current speed g(r, rr|vi) is queried from the
NDD if Ii = 1. Then, the position and velocity of the next (downstream) vehicle can be obtained
by
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xi+1 = xi + r, (A.3)

yi+1 = yi, (A.4)

vi+1 = vi + rr, (A.5)

where r, rr is the range and range rate sampled from g(r, rr|vi), and the lateral position of the
(i+ 1)-th vehicle is the same as the i-th vehicle since they are in the same lane. If Ii = 0, the next
vehicle is randomly generated in a new initial zone outside the car-following observation range,
and the velocity follows the empirical velocity distribution. It can be represented as

xi+1 = xi + dobs + r, (A.6)

r ∼ U (0, d0) , (A.7)

yi+1 = yi, (A.8)

vi+1 ∼ π⋆
v , (A.9)

where dobs is the predetermined car-following observation range suggested by the NDD.
Vehicles on each lane can be sequentially generated by repeating this process. Note that unrealistic
initialization that leads to trivial initial collision will be rejected and resampled. Based on the data,
the parameters used in the study are d0 = 50m, pCF = 0.68, and dobs = 115m.

A.4 Performance of baseline methods using parameters from
the literature

Besides using parameters calibrated by ourselves, we also use model parameters from the literature
to fully illustrate the performance of existing methods which includes those calibrated by the NDD
from Virginia, US (Sangster et al., 2013) (denoted as VT100 IDM), and Shanghai, China Zhu et al.
(2018a) (denoted as Shanghai IDM and Shanghai W99). The vehicle initial speed is set based
on the parameters of each model, which is 26 m/s for VT100 IDM, 28 m/s for Shanghai IDM,
and 22 m/s for Shanghai W99. Other simulation settings are the same as discussed in Appendix
A.2., where each model runs 20 simulations to collect data. The results are shown in Figure
A.2. Although the NDD reported in Figure A.2 is not the same one used for calibration in the
literature, the comparison is still informative. The distributions generated using existing methods
are concentrated in relatively dense regions, however, the real-world distribution spreads naturally
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Figure A.2: Velocity and range distributions that generated using model parameters from the
literature.

among the whole intervals.
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APPENDIX B

Additional Details in Chapter 3

B.1 NeuralNDE results of rounD dataset

The NeuralNDE results using the rounD dataset are shown in Figure B.1. From the results, we can
find that NeuralNDE can achieve statistical realism and significantly outperform existing methods.
We only show normal driving behavior statistics since the safety-critical driving behavior ground
truth, e.g., crash and near-miss data, is unavailable.
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Supplementary Figure 3. Statistical realism of NeuralNDE using rounD dataset. a, Vehicle instantaneous 174 
speed distribution. b, Vehicle distance distribution. c, Yielding distance distribution: distance between the 175 
yielding vehicle and its nearest conflicting vehicle. d, Yielding speed distribution: speed of the nearest conflicting 176 
vehicle. 𝐷  and 𝐷  denote the Hellinger distance and the KL-divergence, respectively. 177 
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that NeuralNDE can achieve statistical realism and significantly outperform existing methods. We only show 180 
normal driving behavior statistics since the safety-critical driving behavior ground truth, e.g., crash and near-miss 181 
data, is unavailable. 182 

Supplementary references 183 

1. Zou, Z., Zhang, R., Shen, S., Pandey, G., Chakravarty, P., Parchami, A., & Liu, H. X. Real-time Full-stack 184 
Traffic Scene Perception for Autonomous Driving with Roadside Cameras. IEEE International Conference 185 
on Robotics and Automation (ICRA) (IEEE, 2022). 186 

2. Zhang, R., Zou, Z., Shen, S., & Liu, H. X. Design, implementation, and evaluation of a roadside cooperative 187 
perception system. Transportation Research Record (2022). 188 

3. Michigan Traffic Crash Facts. https://www.michigantrafficcrashfacts.org/.  189 
4. Krajewski, R., Moers, T., Bock, J., Vater, L., & Eckstein, L. The rounD dataset: a drone dataset of road user 190 

trajectories at roundabouts in Germany. IEEE International Conference on Intelligent Transportation 191 
Systems (ITSC) 1-6 (IEEE, 2020). 192 

5. National Highway Traffic Safety Administration. 2020 FARS/CRSS coding and validation manual. Report 193 
No. DOT HS 813 251 (2022). 194 

6. Richards, D. C. "Relationship between speed and risk of fatal injury: pedestrians and car occupants." (2010). 195 
7. Lopez, P. et al. Microscopic traffic simulation using SUMO. International Conference on Intelligent 196 

Transportation Systems (ITSC) 2575-2582 (IEEE, 2018). 197 
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B.2 SUMO simulation settings

The IDM (Treiber et al., 2000) and SL2015 model are used as the car-following model and lane-
changing model, respectively. The SUMO default SL2015 lane-changing model is used with
default parameters. The IDM model considers both the impact of the desired speed and the desired
bumper-to-bumper range on the longitudinal behavior, as shown below

a (t) = amax

[
1−

(
v(t)

v0

)δ

−
(
s⋆(t)

s(t)

)2
]
, (B.1)

where amax is the maximum acceleration, v0 is the desired speed, v(t) and s(t) are the velocity
and the bumper-to-bumper range at the current time step t, δ is an exponent parameter and s⋆ is the
desired bumper-to-bumper range which can be calculated as

s⋆ = s0 +max

(
0, v(t) · T − v(t) ·∆v(t)

2
√
amax · acomf

)
, (B.2)

where s0 is the minimum range at a standstill, T is the desired time headway, ∆v(t) is the
speed difference and acomf is the comfortable deceleration. The model parameters are set based
on the data and common practice as follows: v0 = 12.5m/s, T = 1.0s, s0 = 2m, amax =

9.0m/s2, acomf = 4.5m/s2, δ = 4. Note that different sets of parameters are examined and results
with the best performance are used and reported in the paper.

B.3 Crash type and severity details

To determine the crash type of a simulated collision, we follow the definition of the National
Highway Traffic Safety Administration (2022) and consider the state of collision vehicles at the
crash moment. Specifically, we consider the relative position and relative heading of the two
colliding vehicles. There are four potential relative positions, i.e., front, left, right, and rear, of two
colliding vehicles, as shown in Figure B.2. The relative heading of two vehicles is between 0 to
180 degrees, where 0 degrees means two vehicles are heading the same direction and 180 degrees
means the opposite direction. We define a crash as rear-end if the relative position is rear or front,
and the relative heading is smaller than 40 degrees. A sideswipe crash is when the relative position
is left or right, and the relative heading is smaller than 30 degrees or greater than 150 degrees.
A head-on crash is when the relative position is front, and the relative heading is greater than 90
degrees. Other crashes are considered angle crashes.

To calculate the Delta-V based on the conservation of momentum, the collision is assumed to
be a perfectly inelastic collision and the vehicles have the same mass. Therefore, the change
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c. Evaluation metrics 36 

The Ann Arbor roundabout ground-truth crash rate is obtained based on data from August to mid-November 2021 37 
for around 75 days from 7:00-19:00. There were 14 crashes in this roundabout with a total vehicle travel distance 38 
of 1.16 10 kilometers. Therefore, the empirical crash rate ground-truth is 1.21 10 crash/km. The ground-39 
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Supplementary Figure 1. a, Vehicle distance illustration. b, Ground-truth crash type distribution. Adopted from 49 
Michigan Traffic Crash Facts3. c, Vehicle relative position for crash type classification. 50 

To determine the crash type of a simulated collision, we follow the definition of the National Highway Traffic 51 
Safety Administration5 and consider the state of collision vehicles at the crash moment. Specifically, we consider52 
the relative position and relative heading of the two colliding vehicles. There are four potential relative positions, 53 
i.e., front, left, right, and rear, of two colliding vehicles, as shown in Supplementary Fig. 1c. The relative heading 54 
of two vehicles is between 0 to 180 degrees, where 0 degrees means two vehicles are heading the same direction 55 
and 180 degrees means the opposite direction. We define a crash as rear-end if the relative position is rear or front, 56 
and the relative heading is smaller than 40 degrees. A sideswipe crash is when the relative position is left or right, 57 
and the relative heading is smaller than 30 degrees or greater than 150 degrees. A head-on crash is when the 58 
relative position is front, and the relative heading is greater than 90 degrees. Other crashes are considered angle 59 
crashes. 60 

To calculate the change in velocity (Delta-V) based on the conservation of momentum, the collision is assumed 61 
to be a perfectly inelastic collision and the vehicles have the same mass. Therefore, the change in velocity can be 62 
obtained based on the difference between the impact speed vector and the separation speed vector. For example, 63 
consider a rear-end crash, where the front vehicle is initially stationary and the rear-end collision vehicle is 64 
traveling at 30 mph. Then, the separation speed of the two vehicles will be 15 mph, and the Delta-V of both 65 
vehicles are 15 mph. Many existing studies investigated the relationship between Delta-V and occupant injury 66 
level, we follow their found thresholds6 to measure the crash severity. Specifically, in side impact crashes (e.g., 67 

Figure B.2: Vehicle relative position for crash type classification

in velocity can be obtained based on the difference between the impact speed vector and the
separation speed vector. For example, consider a rear-end crash, where the front vehicle is initially
stationary and the rear-end collision vehicle is traveling at 30 mph. Then, the separation speed
of the two vehicles will be 15 mph, and the Delta-V of both vehicles are 15 mph. Many existing
studies investigated the relationship between Delta-V and occupant injury level, we follow their
found thresholds (Richards, 2010) to measure the crash severity. Specifically, in side impact
crashes (e.g., angle crash), there is no injury if Delta-V is smaller than 8 mph, minor injury if
Delta-V is between 8 and 14 mph, serious injury if Delta-V is between 14 and 24 mph, and fatal
injury if Delta-V is greater than 24 mph. For frontal impact crashes (e.g., rear-end crash), the
corresponding thresholds are no injury (0, 11] mph, minor injury (11, 23], serious injury (23, 34],
and fatal injury (34,∞).

B.4 Model scalability experiment settings

We use SUMO (Lopez et al., 2018) to generate vehicle trajectory data and use it as the ground
truth of NDE for training and validation. We collect around five hours of data to train NeuralNDE
models for the intersection and roundabout scenarios. The training settings are the same as
previous experiments using AA and rounD datasets. During the inference time, the intersection
and roundabout areas are controlled by NeuralNDE, and the transition area in between is controlled
by model-based methods. Since there is no crash in NDE (i.e., SUMO), the acceptance probability
of the crash critic module is set to zero. We also apply the safety mapping rule that is used to train
the safety mapping network to the whole simulation environment including the transition area to
further guarantee the safety of the simulation. We simulate the whole network for around 100 hours
and collect the data to validate the performance. The simulation resolutions and metrics definitions
are the same as in previous experiments. The PET is collected for vehicles within the roundabout
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circle and intersection. The instantaneous speed for the intersection scenario is collected for all
vehicles in the area.
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APPENDIX C

Additional Details in Chapter 4

C.1 Construction of surrogate models

This section describes the details of the SMs used in this paper. Specifically, we constructed the
SMs based on IDM car-following model (Treiber et al., 2000) and MOBIL lane-changing model
(Kesting et al., 2007). The details of IDM model can be found in Appendix B.2.

The MOBIL model calculates the utility of a lane-changing maneuver as

u = ãego − aego + p · ((ãnew − anew) + (ãold − aold)), (C.1)

where p is the politeness factor (0.1), aego, anew, aold denote the original accelerations of the
ego vehicle, the new follower in the target lane, and the old follower in the current lane, and
ãego, ãnew, ãold denote the new accelerations if the ego vehicle changes its lane. To capture the
randomness of AVs, we modified the model as a probabilistic lane-changing model. First, the total
lane change probability (pLC) is calculated by using a piecewise linear function of the total utility
(uT = max{0, uL}++max{0, uR}):

pLC =


0.9, uT ≥ 1

(0.9− 2× 10−8)uT , uT ∈ (0, 1)

2× 10−8, uT = 0

(C.2)

where 2 × 10−8 indicates the minimum probability of lane change. Then, the specific probability
for the left and right lane-changing maneuver is proportionally allocated according to its utility uL
and uR.
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C.2 Construction of AV models

This section describes the details of the two AV models used in Chapter 4. The AV-I model
was constructed by the IDM and MOBIL models with the calibrated parameters: amax =

1.5m/s2, v0 = 33.33m/s, δ = 4, s0 = 2.0m,T = 1.2s, acomf = 2m/s2, p = 0.0. The AV-
II model was trained by DRL techniques with the efficiency reward mapping the velocity from
[20, 40]m/s to the reward [−1, 1]. The inputs of the network were the states (velocity, position,
and lane ID) of the vehicles within the AV’s observation range (120 m). The outputs were the
33-dimensional discretized maneuver space, including left and right lane changes, and the 31
discrete longitudinal accelerations from [−4, 2]m/s2 with a resolution of 0.2m/s2. The AV agent
predicted behaviors of surrounding vehicles for one time step and avoided the maneuvers that
lead to immediate accidents. We implemented the double deep Q-networks (DDQN) algorithm
(Van Hasselt et al., 2016) with dueling networks (Wang et al., 2016) to train the AV agent. Besides
the dueling layer, we used two hidden layers with 256 neurons. We set the learning rate (10−5),
batch size (64), discount factor (0.99), target network update frequency (1,000), replay memory
size (50,000), loss function (mean square error), and the optimizer (Adam), as commonly used in
the practices.

C.3 Proof of Theorem 4.1

By the IS theory, the estimation variance can be derived as

σ2 = Eq(x)

(
P 2 (A|x) P

2(x)

q2(x)

)
− P 2(A), (C.3)

where q(x) = P (x−c)q(xc) denotes that the critical variables are sampled from the importance
function xc ∼ q(xc), while other variables are sampled from the naturalistic distributions x−c ∼
P (x−c). Substituting q(x) into the equation, we have the following equation as

σ2 = Eq(x)

(
P 2 (A|x) P

2(xc)

q2(xc)

)
− P 2(A),

= Eq(xc)

(
Eq(x−c)

(
P 2 (A|x)

) P 2(xc)

q2(xc)

)
− P 2(A). (C.4)

Substituting the variance equation that

EP (x−c)

(
P 2 (A|x)

)
= E2

P (x−c)
(P (A|x)) + σ2

P (x−c)
(P (A|x)), (C.5)
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the estimation variance equation can be further derived as

σ2 = Eq(x)

(
P 2 (A|x) P

2(xc)

q2(xc)

)
− P 2(A),

= Eq(xc)

(
E2

P (x−c)
(P (A|x)) P

2(xc)

q2(xc))

)
+ Eq(xc)

(
σ2
P (x−c)

(P (A|x))P
2(xc)

q2(xc))

)
− P 2(A), (C.6)

The first term can be derived as

Eq(xc)

(
E2

P (x−c)
(P (A|x)) P

2(xc)

q2(xc))

)
= Eq(xc)

(
P 2(A|xc)

P 2(xc)

q2(xc)

)
. (C.7)

By the IS theory, the optimal importance function for the critical variables is

q⋆(xc) =
P (A|xc)P (xc)

P (A)
. (C.8)

Substituting it into the equation, the first term can be further derived as

Eq(xc)

(
P 2(A|xc)

P 2(xc)

q2(xc)

)
= P 2(A)Eq⋆(xc)

(
q⋆(xc)

q(xc)

)
,

= P 2(A)Eq⋆(xc)

(
exp log

q⋆(xc)

q(xc)

)
,

≥ P 2(A) expEq⋆(xc)

(
log

q⋆(xc)

q(xc)

)
,

= P 2(A) {exp [DKL(q
⋆(xc)∥q(xc))]− 1} . (C.9)

Moreover, according to the definition of χ2-divergence, we can also derive the equivalence as

Eq⋆(xc)

(
q⋆(xc)

q(xc)

)
= Eq(xc)

((
q⋆(xc)

q(xc)

)2
)

+ 1,

= Dχ2 (q⋆(xc)∥q(xc)) + 1. (C.10)

The second term can be derived as

Eq(xc)

(
σ2
P (x−c)

(P (A|x))P
2(xc)

q2(xc))

)
= Eq(x)

[
(P (A|x)− P (A|xc))2

P 2(x)

q2(x)

]
. (C.11)

Substituting both the first and second terms, we can conclude the theorem.
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and Ondruska, P. (2021). Simnet: Learning reactive self-driving simulations from real-world
observations. In 2021 IEEE International Conference on Robotics and Automation (ICRA),
pages 5119–5125. IEEE.

Bezzina, D. and Sayer, J. (2014). Safety pilot model deployment: Test conductor team report.
Report No. DOT HS, 812(171):18.

Bhattacharyya, R. P., Phillips, D. J., Wulfe, B., Morton, J., Kuefler, A., and Kochenderfer, M. J.
(2018). Multi-agent imitation learning for driving simulation. In 2018 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pages 1534–1539. IEEE.

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., Neelakantan, A., Shyam,
P., Sastry, G., Askell, A., et al. (2020). Language models are few-shot learners. Advances in
neural information processing systems, 33:1877–1901.

Bureau of Transportation Statistics (2018). Transportation accidents by mode. https://www.
bts.gov/content/transportation-accidents-mode.

California Department of Motor Vehicles (2023). 2022 autonomous vehicle disengagement
reports. https://www.dmv.ca.gov/portal/vehicle-industry-services/
autonomous-vehicles/disengagement-reports/.

Chai, Y., Sapp, B., Bansal, M., and Anguelov, D. (2019). Multipath: Multiple probabilistic anchor
trajectory hypotheses for behavior prediction. arXiv preprint arXiv:1910.05449.

Chen, X., Li, L., and Zhang, Y. (2010). A markov model for headway/spacing distribution of road
traffic. IEEE Transactions on Intelligent Transportation Systems, 11(4):773–785.

94

https://media.maymobility.com/May-Mobility-Cities-Today-Whitepaper-2023.pdf
https://media.maymobility.com/May-Mobility-Cities-Today-Whitepaper-2023.pdf
https://www.bts.gov/content/transportation-accidents-mode
https://www.bts.gov/content/transportation-accidents-mode
https://www.dmv.ca.gov/portal/vehicle-industry-services/autonomous-vehicles/disengagement-reports/
https://www.dmv.ca.gov/portal/vehicle-industry-services/autonomous-vehicles/disengagement-reports/


Cruise LLC (2020). Cruise autonomous vehicles drive 200,000 hours a day in simulation. https:
//www.youtube.com/watch?v=9G2zUUTeG1I&ab_channel=Cruise.

De Gelder, E., Manders, J., Grappiolo, C., Paardekooper, J.-P., Den Camp, O. O., and De Schutter,
B. (2020). Real-world scenario mining for the assessment of automated vehicles. In 2020 IEEE
23rd International Conference on Intelligent Transportation Systems (ITSC), pages 1–8. IEEE.

Devlin, J., Chang, M.-W., Lee, K., and Toutanova, K. (2018). Bert: Pre-training of deep
bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805.

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., Dehghani,
M., Minderer, M., Heigold, G., Gelly, S., et al. (2020). An image is worth 16x16 words:
Transformers for image recognition at scale. arXiv preprint arXiv:2010.11929.

Dosovitskiy, A., Ros, G., Codevilla, F., Lopez, A., and Koltun, V. (2017). CARLA: An open urban
driving simulator. In Conference on robot learning, pages 1–16. PMLR.

Dowling, R., Skabardonis, A., Alexiadis, V., et al. (2004). Traffic analysis toolbox, volume iii:
Guidelines for applying traffic microsimulation modeling software. Technical report, United
States. Federal Highway Administration. Office of Operations.

Erdmann, J. (2015). SUMO’s lane-changing model. In Modeling Mobility with Open Data, pages
105–123. Springer.

Federal Highway Administration (FHWA) (1994). Highway Capacity Manual, Special Report
209. Transportation Research Board, National Research Council.

Feng, S., Feng, Y., Sun, H., Bao, S., Zhang, Y., and Liu, H. X. (2020a). Testing scenario library
generation for connected and automated vehicles, part II: Case studies. IEEE Transactions on
Intelligent Transportation Systems, 22(9):5635–5647.

Feng, S., Feng, Y., Sun, H., Zhang, Y., and Liu, H. X. (2020b). Testing scenario library
generation for connected and automated vehicles: An adaptive framework. IEEE Transactions
on Intelligent Transportation Systems, 23(2):1213–1222.

Feng, S., Feng, Y., Yan, X., Shen, S., Xu, S., and Liu, H. X. (2020c). Safety assessment of highly
automated driving systems in test tracks: A new framework. Accident Analysis & Prevention,
144:105664.

Feng, S., Feng, Y., Yu, C., Zhang, Y., and Liu, H. X. (2020d). Testing scenario library generation
for connected and automated vehicles, part I: Methodology. IEEE Transactions on Intelligent
Transportation Systems, 22(3):1573–1582.

Feng, S., Sun, H., Yan, X., Zhu, H., Zou, Z., Shen, S., and Liu, H. X. (2023). Dense reinforcement
learning for safety validation of autonomous vehicles. Nature, 615(7953):620–627.

Feng, S., Yan, X., Sun, H., Feng, Y., and Liu, H. X. (2021). Intelligent driving intelligence test
for autonomous vehicles with naturalistic and adversarial environment. Nature communications,
12(1):1–14.

95

https://www.youtube.com/watch?v=9G2zUUTeG1I&ab_channel=Cruise
https://www.youtube.com/watch?v=9G2zUUTeG1I&ab_channel=Cruise


Gao, J., Sun, C., Zhao, H., Shen, Y., Anguelov, D., Li, C., and Schmid, C. (2020). VectorNet:
Encoding hd maps and agent dynamics from vectorized representation. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11525–11533.

Gong, X., Guo, Y., Feng, Y., Sun, J., and Zhao, D. (2018). Evaluation of the energy efficiency in a
mixed traffic with automated vehicles and human controlled vehicles. In 2018 21st International
Conference on Intelligent Transportation Systems (ITSC), pages 1981–1986. IEEE.

Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville,
A., and Bengio, Y. (2020). Generative adversarial networks. Communications of the ACM,
63(11):139–144.

Goodfellow, I. J., Shlens, J., and Szegedy, C. (2014). Explaining and harnessing adversarial
examples. arXiv preprint arXiv:1412.6572.

Grimmett, G. and Stirzaker, D. (2020). Probability and random processes. Oxford university
press.

Gu, J., Sun, C., and Zhao, H. (2021). DenseTNT: End-to-end trajectory prediction from dense
goal sets. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages
15303–15312.

Guo, Q., Li, L., and Ban, X. J. (2019). Urban traffic signal control with connected and automated
vehicles: A survey. Transportation research part C: emerging technologies, 101:313–334.

Gurobi Optimization, LLC (2022). Gurobi Optimizer Reference Manual.

Gursten, S. M. (2021). What Michigan roundabouts were the most dangerous
in 2020. https://www.michiganautolaw.com/blog/2021/08/18/
michigan-roundabouts-most-dangerous-2020.

Hamdar, S. H., Mahmassani, H. S., and Treiber, M. (2015). From behavioral psychology to
acceleration modeling: Calibration, validation, and exploration of drivers’ cognitive and safety
parameters in a risk-taking environment. Transportation Research Part B: Methodological,
78:32–53.

Hammit, B. (2018). A case for online traffic simulation: Systematic procedure to calibrate car-
following models using vehicle data. https://github.com/bhammit1/Analysis.

Hammit, B., James, R., and Ahmed, M. (2018). A case for online traffic simulation: Systematic
procedure to calibrate car-following models using vehicle data. In 2018 21st International
Conference on Intelligent Transportation Systems (ITSC), pages 3785–3790. IEEE.

Hinton, G., Srivastava, N., and Swersky, K. (2012). Neural networks for machine learning lecture
6a overview of mini-batch gradient descent. Cited on, 14(8):2.

Ho, J. and Ermon, S. (2016). Generative adversarial imitation learning. Advances in neural
information processing systems, 29.

96

https://www.michiganautolaw.com/blog/2021/08/18/michigan-roundabouts-most-dangerous-2020
https://www.michiganautolaw.com/blog/2021/08/18/michigan-roundabouts-most-dangerous-2020
https://github.com/bhammit1/Analysis


Huang, Z., Liu, H., Wu, J., and Lv, C. (2023). Differentiable integrated motion prediction and
planning with learnable cost function for autonomous driving. IEEE transactions on neural
networks and learning systems.

Igl, M., Kim, D., Kuefler, A., Mougin, P., Shah, P., Shiarlis, K., Anguelov, D., Palatucci, M., White,
B., and Whiteson, S. (2022). Symphony: Learning realistic and diverse agents for autonomous
driving simulation. arXiv preprint arXiv:2205.03195.

Jacobstein, N. (2019). Autonomous vehicles: An imperfect path to saving millions of lives.

James, S., Wohlhart, P., Kalakrishnan, M., Kalashnikov, D., Irpan, A., Ibarz, J., Levine, S., Hadsell,
R., and Bousmalis, K. (2019). Sim-to-real via sim-to-sim: Data-efficient robotic grasping via
randomized-to-canonical adaptation networks. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 12627–12637.

Jumper, J., Evans, R., Pritzel, A., Green, T., Figurnov, M., Ronneberger, O., Tunyasuvunakool, K.,
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