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Abstract 

Valorization of biomass-derived molecules via aqueous-phase catalytic hydrogenation is a 

promising strategy for producing CO2-neutral fuels and chemicals to reduce our reliance on fossil 

fuels and lower our greenhouse gas emissions. However, the high cost and low activity of current 

catalysts prevent the economical implementation of the technology. The work herein focuses on 

gaining a fundamental understanding of the processes that govern aqueous-phase hydrogenation 

of biomass-derived compounds to inform the design of efficient materials for the production of 

sustainable chemicals. 

In Chapter 2, we measure the aqueous-phase adsorption enthalpies and free energies of 

phenol, benzaldehyde, furfural, benzyl alcohol, and cyclohexanol on polycrystalline Pt and Rh via 

experimental isotherm fitting and density functional theory modeling. We find that the 

experimental aqueous-phase adsorption enthalpies are between 50 to 250 kJ mol−1 less exothermic 

than calculated gas-phase enthalpies. We also find that there is a larger difference between the gas-

phase and aqueous-phase enthalpies for Rh than there is for Pt. Aromatics adsorb with similar 

strength on Pt and Rh in the aqueous-phase, despite Rh binding compounds more strongly in the 

gas phase. A widely used implicit solvent model overpredicts the heats of adsorption for all 

organics compared with experimental measurements. However, accounting for the enthalpic 

penalty of displacing surface-adsorbed water molecules upon organic adsorption using a bond-

additivity model explains the greatly reduced heats of adsorption and rationalizes the similar 

binding strength on Pt and Rh in the aqueous phase.  



 xvi 

In Chapter 3, we identify the active facet of Pt and Rh catalysts for aqueous-phase 

hydrogenation of phenol and explain the origin of size-dependent activity trends observed on Pt 

and Rh nanoparticles. We extract phenol adsorption energies on the active sites of Pt and Rh by 

fitting kinetic data, and we show that the active sites adsorb phenol weakly. We predict turnover 

frequencies (TOF) on the (111) terraces and (221) steps of Pt and Rh with density functional theory 

modeling and mean-field microkinetic simulations and find that the (111) terraces are more active 

than the step sites. The higher activities of the (111) terraces are due to lower activation energies 

and weaker phenol adsorption, which prevents high coverages of adsorbed phenol from inhibiting 

hydrogen adsorption. Finally, we measure the TOF for phenol hydrogenation on Rh nanoparticles 

as a function of particle diameter and find that the TOF increases as a function of particle size, 

which is caused by larger particles having higher fraction of (111) terrace sites. 

Lastly, in Chapter 4, we investigate platinum-cobalt alloys for the hydrogen evolution 

reaction (HER) and the electrocatalytic hydrogenation (ECH) of phenol, and we evaluate the 

adequacy of the hydrogen adsorption energy as a descriptor the catalytic activity for both reactions. 

Through a combination of electrochemical measurements, DFT calculations, and kinetic 

modeling, we show that while that the hydrogen adsorption energy is a useful descriptor for HER, 

it is an insufficient descriptor for ECH of phenol. Structural characterization reveals that the PtxCoy 

catalysts have a surface containing both Co and Pt. DFT calculations paired with kinetic modeling 

of the PtxCoy surface corroborates our experimental finding that the ECH is not enhanced by 

weakening hydrogen adsorption. However, kinetic modeling predicts that platinum-cobalt 

catalysts with a core-shell may have enhanced ECH performance, warranting future consideration. 
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Chapter 1 Introduction & Background 

1.1 Motivation 

Producing transportation fuels and chemicals through the valorization of biomass-derived 

molecules is a promising strategy to decrease our reliance on fossil fuels and reduce our 

greenhouse gas emissions in favor of a CO2-neural resource. Biomass waste produced through 

agricultural, municipal, and industrial sources is typically disposed of,1 but as access to renewable 

electricity becomes more widespread, there is growing interest in converting this abundant and 

underutilized resource into useful fuels and chemicals. Current biomass wastes can be converted 

to product specialty and commodity fuels and chemicals that can be used for a variety of 

applications including transportation and energy storage.2 Figure 1-1 highlights how emerging 

technologies can leverage renewable electricity to convert current waste streams into useful 

products. 

 
Figure 1-1 Schematic of biomass conversion into fuels and chemicals. Simplified scheme for the conversion of 

current biomass wastes into useful fuels and chemical using renewable electricity. Adapted from ref 2. 
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Lignocellulosic biomass, produced as waste in the agriculture and forestry industries,1 is 

an abundant and inexpensive carbon resource that can be broken down into a mixture of organic 

compounds through established processes such as hydrothermal liquefaction or pyrolysis.3,4 These 

processes are used to depolymerize and decompose lignin, cellulose, and hemicellulose that make 

up the biomass to produce an aqueous mixture of organic compounds referred to as bio-oil. Bio-

oil contains hundreds of different components including various phenols, aldehydes, furans, and 

acids.3,5–8 Figure 1-2 shows some of the prototypical organic compounds found in a bio-oil 

mixture produced from the pyrolysis of lignocellulosic biomass. Unfortunately, the mixtures’ high 

oxygen content, high acidity, and low heating value make it unsuitable for direct use as a fuel.9,10 

However, the stability and energy density of biomass-derived organics can be improved through 

catalytic hydrogenation and deoxygenation. 

 
Figure 1-2 Example bio-oil mixture. Some of the representative compounds present in a typical bio-oil mixture 

produced through the thermal treatment of cellulose, hemicellulose, and lignin. Adapted from ref. 8.  
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Thermocatalytic hydrogenation (TCH) and electrocatalytic hydrogenation (ECH) are two 

promising strategies for upgrading the compounds in bio-oil to produce stable, high-energy density 

transportation fuels and other value-added chemical products. TCH uses high pressure H2 and a 

thermal driving force to promote hydrogenation reactions, whereas ECH uses an applied electric 

potential to produce hydrogen equivalents in situ by reducing protons from the solution phase.11 

Hydrogenation of organics via TCH and ECH typically follow the same reaction mechanism,11 

thus the main difference between the two processes is the source of hydrogen. Although in 

principle both processes can be driven renewably, the H2 in TCH is typically produced through the 

energy-intensive steam-methane reforming process, which produces large amounts of CO2. In 

ECH, hydrogen is produced electrochemically at mild temperatures and pressures,12 thus opening 

a route for the production of CO2-neutral fuels and chemicals from a sustainable biomass 

feedstock. Figure 1-3 shows a simplified electrochemical cell for the ECH of guaiacol, which is 

representative of molecules found in a bio-oil mixture. In the electrochemical cell, hydrogen 

equivalents are produced via the oxidation of water at the anode, and hydrogenation (reduction) of 

the organic molecule occurs at the cathode, thus eliminating the need for an external H2 source.  

 
Figure 1-3 Example electrochemical cell for ECH of bio-oils. Electrochemical cell for the electrocatalytic 

hydrogenation of guaiacol, a model bio-oil compound. Pt acts as the anode and Ru acts as the cathode for the two half-

cell reactions. Adapted from ref. 13.  
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Unfortunately, chemicals produced through biomass conversion are not cost-competitive 

alternatives to petrochemicals. Techno-economic analysis reveals that bio-oil hydrogenation is the 

most capital and energy-intensive part of the process, which is in part due to the high cost and low 

activity of current catalysts.14–16 The development of novel high-activity and low-cost catalysts is 

required for the efficient hydrogenation of biomass-derived organic molecules. 

1.2 Background 

The work herein investigates thermocatalytic and electrocatalytic hydrogenation of phenol, 

furfural, and benzaldehyde on Pt, Rh, and Pt-based alloys. These molecules were chosen because 

they are representative of the oxygenated aromatic molecules that are present in an aqueous bio-

oil mixture, and they are recognized by the US Department of Energy for their potential to be 

upgraded into value-added fuels and chemical products.17,18 Figure 1-4 shows phenol, 

benzaldehyde, and furfural as well as their hydrogenated products. Pt and Rh were selected because 

they are among the most active pure metals for bio-oil hydrogenation, and the reaction mechanism 

on Pt and Rh is well understood.19 Platinum-based alloys are promising catalysts for a variety of 

applications,20 however the use of alloys for the aqueous-phase catalytic upgrading of biomass-

based organic compounds is underexplored.  
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Figure 1-4 Representative bio-oil molecules. (a) Phenol, cyclohexanone, and cyclohexanol. Cyclohexanone and 

cyclohexanol are formed as products from phenol hydrogenation. (b) Benzaldehyde and benzyl alcohol, which is a 

product of benzaldehyde hydrogenation. (c) Furfural and furfuryl alcohol, which is a product of furfural 

hydrogenation.  

The work included in this dissertation aims to study the structure-property relationships 

that govern aqueous-phase hydrogenation of bio-oil compounds to help establish a set of design 

principles that may be used to guide future development of active, selective, and low-cost materials 

for the catalytic hydrogenation of aromatics. Both computational and experimental research is 

required to elucidate catalytically relevant thermodynamic properties such as aqueous-phase 

adsorption strengths and kinetic properties such as activation energies and reaction rates for TCH 

and ECH. Computational modeling is a powerful technique that can be used to provide mechanistic 

insight into which properties of a material are responsible for its catalytic activity and can be used 

to rationalize experimental observations and inform further catalyst design. Density functional 

theory (DFT) is a popular quantum mechanical modeling approach that is used to gain an atomistic 

understanding of the structure-property relationships of a wide range of materials in the field of 

catalysis. DFT allows for important catalytic properties to be predicted, which can be used to 

rationalize experimentally observed phenomena and to guide catalyst discovery. The following 
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sections highlight the relevant thermodynamic and kinetic phenomena that govern aqueous-phase 

hydrogenation of aromatics. 

1.2.1 Reaction Mechanism Governing Bio-Oil Hydrogenation 

Developing an accurate kinetic model for bio-oil hydrogenation helps us understand how relevant 

thermodynamic and kinetic phenomena affect a catalyst’s performance. Aqueous-phase ECH and 

TCH of phenol,19,21–25 benzaldehyde,11,19,21 and furfural19 has been studied experimentally on Pt 

and Rh. ECH and TCH of aromatics often follow a Langmuir-Hinshelwood reaction mechanism 

at moderate pH,25 in which the reaction is rate-limited by a surface reaction between the adsorbed 

organic molecule and adsorbed hydrogen. A simple schematic of a Langmuir-Hinshelwood 

reaction mechanism is shown in Figure 1-5. In this reaction mechanism, first, both reactant species 

must adsorb on the catalyst surface. Next, the adsorbed molecules react on the catalyst surface to 

form the product. Finally, the product molecule desorbs from the catalyst surface. In the case of 

bio-oil hydrogenation, multiple sequential surface reactions between the adsorbed organic and 

adsorbed hydrogen occur before the hydrogenated product desorbs. The Langmuir-Hinshelwood 

model for phenol hydrogenation is discussed in depth in Chapter 3. 

 
Figure 1-5 Langmuir-Hinshelwood reaction mechanism. A simplified schematic depicting a Langmuir-

Hinshelwood reaction mechanism where reactant molecules adsorb on the catalyst surface, react to form a product, 

and desorb. 

The rate of the example reaction between species A and species B depicted in Figure 1-6 

is described by Eq. 1-1. In this expression, k is the rate constant, KA and KB are the adsorption 
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equilibrium constants of species A and B, and CA and CB are the concentrations of species A and 

B.  

rate = 𝑘
𝐾A𝐶A𝐾B𝐶B

(1 + 𝐾A𝐶A + 𝐾B𝐶B)2
  Eq. 1-1 

asThe rate constant k is related to the related to the reaction kinetics, and the adsorption equilibrium 

constants (KA and KB) are related to the adsorption thermodynamics of the species. The adsorption 

equilibrium constant KA is related to the adsorption free energy of species A (ΔGA) through Eq. 

1-2. KB follows a similar relationship. In this expression R is the ideal gas constant and T is 

temperature. 

𝐾𝐴 = exp (
−∆𝐺A

𝑅𝑇
) Eq. 1-2 

Because the reaction rate is closely related to the adsorption energies of the reactant species, it is 

essential to be able to accurately predict adsorption properties to construct an accurate kinetic 

model. For bio-oil hydrogenation, the rate depends on the properties of the bio-oil molecule and 

hydrogen, instead of the representative species A and B used in the model above. Therefore, 

understanding how bio-oil molecules adsorb onto a catalyst surface in the aqueous-phase is critical 

in order to understand catalyst performance for TCH and ECH. However, accurately predicting 

aqueous-phase adsorption energies is challenging due to the complexity of the solvent 

environment. Computational approaches for predicting aqueous-phase adsorption energies of 

model bio-oils are discussed in Section 1.2.2. 

1.2.2 Predicting Aqueous-Phase Adsorption Energies 

Accurately predicting adsorption energies of aromatic and organic molecules on metal and alloy 

catalysts in the aqueous phase is challenging despite its relevance to many catalytic reactions such 

as biomass hydrogenation. Adsorption is a fundamental process in which an atom or molecule 
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binds to the surface of a material. The energetics, stability, and reactivity of a molecule changes 

upon binding to a catalyst surface; therefore, knowledge of adsorption is often the first step in 

understanding a range of other properties. Although adsorption energies are generally well 

understood in the gas phase, much less is known about adsorption in the aqueous phase. This lack 

of understanding of aqueous-phase adsorption leads to inaccurate predictions of aqueous-phase 

catalytic behavior. Specifically, the adsorption energies of bio-oils dictate their surface coverages 

and are closely linked to reaction kinetics. Therefore, accurately predicting aqueous-phase 

adsorption energies is necessary to make valid predictions of reaction kinetics from first principles. 

To this end, numerous computational and experimental studies have investigated gas-phase and 

aqueous-phase adsorption on metals. 

The gas-phase heat of adsorption of phenol on Pt(111) from calorimetry measurements 

(220 kJ mol−1) is similarly reproduced from gas-phase DFT calculations.26,27 However in the 

aqueous-phase, the heat of adsorption is much less exothermic than what is measured in the gas-

phase. Experimentally, the aqueous-phase heat of adsorption of phenol on Pt(111) was found to 

be 71 kJ mol−1 relative a gas-phase phenol molecule, which is approximately 150 kJ mol−1 more 

endothermic than in the gas phase.28 Similar differences between the gas-phase and aqueous-phase 

adsorption energies were observed for other bio-oil compounds such as benzaldehyde.11,29 The 

large difference between gas-phase and aqueous-phase adsorption is caused, in part, by the 

solvation of reactant molecules and the catalyst surface as well as the competition between solvent 

molecules and the organic for adsorption sites.30–33 Solvent effects must be accurately described 

by DFT models in order for aqueous-phase adsorption energy predictions to agree with 

experimentally measured values.34 Figure 1-6 highlights the difference between adsorption in the 

gas-phase and adsorption in the aqueous phase, where the organic molecule must interact with 
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solvent the solvent environment. Adsorption in the solution phase is more complex than in the gas 

phase due to solvation of the adsorbate, displacement of solvent molecules from the metal surface, 

and additional effects such as hydrogen bonding between water and the adsorbate. 

 
Figure 1-6 Gas-phase and aqueous-phase adsorption. The aqueous phase adsorption enthalpy of phenol (ΔH°ads,aq,θ) 

is less exothermic (more positive in energy) than the gas-phase adsorption enthalpy of phenol (ΔH°ads,aq,gas,θ) because 

of complex solvent effects. Adapted from ref 35. 

There are various computational strategies to describe solvent effects including implicit 

solvation models, explicit solvation models, and hybrid approaches.34,36–38 Figure 1-7 illustrates 

implicit, explicit, and hybrid approaches for the solvation of methanol. Implicit solvation models 

treat solvent as a polarizable continuum and describe electrostatic solvent effects, although they 

fail to capture effects such as hydrogen bonding which can only be captured through explicit 

modeling of water.34,39 Previously, the adsorption of phenol and benzaldehyde on Pt(111) in the 

aqueous-phase was studied using VASPsol,40,41 a popular implicit solvation model implemented 

in the Vienna Ab initio Simulation Package (VASP) code.42,43 Iyemperumal and Deskins found 

that adsorption of gas-phase phenol and benzaldehyde in the aqueous phase is more exothermic 

than gas-phase adsorption on Pt(111).44 This finding contradicts the experimental observation that  

adsorption of bio-oils is much less exothermic in aqueous phase compared to gas phase, 

highlighting the limitations of implicit solvation models for predicting adsorption energies of large 

organics, especially if the free energy for cavitation is not carefully parameterized in these implicit 
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models.34 Implicit solvation models tend to perform better for small organic molecules, and their 

accuracy for larger molecules can be improved through proper parameterization of the solvation 

model.45 

 
Figure 1-7 Implicit solvation, microsolvation, and explicit solvation approaches. a) The solvation of methanol 

using an implicit solvation approach where all solvent is treated using a dielectric continuum model. b) The solvation 

of methanol using a microsolvation model where the local solvent environment around methanol is modeled using 

explicit water molecules and the long-range solvent environment is modeled using an implicit model. c) The solvation 

of methanol where all solvent molecules are explicitly modeled. Adapted from ref 36. 

Aqueous-phase adsorption can be evaluated more rigorously using explicit solvent 

modeling techniques such as molecular dynamics paired with enhanced sampling techniques such 

as umbrella sampling,46–48 thermodynamic integration,49,50 or metadynamics.36,51–53 In these 

approaches, solvent−solvent, solvent−organic, solvent−metal, and organic−metal interactions can 

either be described classically through the use of empirical force fields, through first-principles 

electronic structure calculations, or through a combination of the two (referred to as quantum 

mechanics/molecular mechanics (QM/MM)).34,54–58 One of the challenges in classical molecular 

dynamics is the lack of force fields parameterized to accurately describe the interactions present 

in many aqueous-phase catalytic systems involving aqueous solvent, organics, and metals.59,60 

First-principles based molecular dynamics simulations do not need to be parameterized, however, 

they are computationally expensive, which limits the system size and time scales that may be 

explored.34,44 A QM/MM approach, where interactions in the local environment around the 

molecule of interest are treated quantum mechanically and long range solvent effects are treated 
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classically, can speed up simulation times, but these calculations still rely on properly 

parameterized force fields.54–57 The aqueous-phase adsorption energy of phenol on Pt(111) was 

calculated with QM/MM with close agreement to experimental measurements.55 However, the 

force field used for these calculations is currently only parameterized for interactions between 

water and the (111) and (100) facets of Au, Ag, Cu, Pt, and Pd.61,62 Without the development of 

additional force fields, classical molecular dynamics and QM/MM approaches are currently 

limited to a small catalyst design space. 

Singh and Campbell developed a bond-additivity model to explicitly account for formation 

of water−organic bonds and organic−metal bonds as well as the breaking of water−water and 

water−metal bonds in order to predict aqueous-phase adsorption energies based on experimental 

gas-phase measurements or DFT calculations.63 Using this model the aqueous-phase adsorption 

energy of organics on surfaces can be quickly predicted using tabulated thermodynamic properties 

like the surface energy, enthalpy of vaporization of liquid water, and solvation energy of the 

organic in addition to the adsorption enthalpies of water and the organic from gas-phase 

calorimetry measurements or DFT calculations.64,65 Figure 1-8 shows the individual steps 

involved in estimating the aqueous-phase adsorption energy using the bond-additivity model. In 

the first step, water−water bonds are broken to separate the bulk water from the water adsorbed on 

the metal surface. The energy for this step is accounted for using the surface energy of liquid water. 

In the second step, the adsorbed layer of water is displaced in the gas phase to expose the bare 

metal surface. The gas-phase enthalpy of adsorption of water on is used to account for the energy 

of this step. In the third step, water is condensed back into the liquid phase, and the enthalpy of 

vaporization of water is implemented to account for this step. In the fourth step, the gas-phase 

adsorption enthalpy of the organic on the surface from calorimetry or DFT calculations can be 
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used to account for the energy of phenol adsorption on the surface. Finally, water−organic 

interactions are accounted for using a combination of the water surface energy and the solvation 

enthalpy of the organic. Additional details about the derivation of this model and its application 

for phenol adsorption on Pt(111) are reported in ref 63. The application of this model for predicting 

aqueous-phase adsorption energies of model bio-oils is discussed in detail in Chapter 2. 

 
Figure 1-8 Bond-additivity model used to predict aqueous-phase adsorption energies of organics. Bond-

additivity model which accounts for (1) the breaking of water−water bonds, (2) the displacement of solvent from the 

surface, (3) the condensation of water into the liquid phase, (4) the formation of organic−metal bonds, and (5) the 

formation of water−organic bonds. Adapted from the figures in ref 63.  

This bond-additivity model is a powerful tool that allows for the rapid prediction of 

aqueous-phase adsorption properties of molecules when adequate gas-phase data is available. 

Because this model relies on measured or calculated adsorption energies (or adhesion energies) of 

organics and solvents on the specific surface in question, the model is limited to systems with 

existing adsorption data. Density functional theory calculations allow for the model to be applied 

to new organics, because predictions of gas-phase adsorption behavior of organics can be obtained 

much more quickly than they can be with experimental calorimetry measurements. Unfortunately, 

accurate solvent adsorption or adhesion energies are difficult to obtain both computationally and 

experimentally, which limits the extension of the model to new surfaces and facets. Adhesion 
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energies of methanol, acetic acid, water, benzene, and phenol were measured on Pt(111) and 

Ni(111), allowing the bond-additivity model to be applied to Ni(111) and Pt(111) for a variety of 

solvents.66 The adhesion energy of a solvent on a surface is the adsorption energy per unit area. 

Despite the model’s generalizability for a variety of solvents and surfaces, the lack of solvent 

adsorption or adhesion data limits the ability of this model to be rapidly applied to novel systems. 

Despite the myriad computational models for describing solvent effects and predicting aqueous-

phase adsorption behavior of molecules, balancing the accuracy of a model with its computational 

cost is a remaining challenge in the domain. 

1.2.3 Understanding Bio-Oil Hydrogenation through Computational Modeling 

A fundamental understanding of the elementary reaction steps of bio-oil hydrogenation on metals 

and alloys is important to build accurate kinetic models from first-principles modeling and 

rationalize catalytic activity. The reaction rate described by the Langmuir-Hinshelwood model 

(Eq. 1-1) is dependent on both the adsorption thermodynamic properties as well as the reaction 

rate constant, k, which is dependent on the activation barriers for hydrogenation. Reactions with 

lower activation barriers have faster intrinsic kinetics than reactions with higher activation barriers. 

Activation barriers for hydrogenation can be readily calculated with DFT. Modeling the 

elementary reaction steps for bio-oil hydrogenation allows us to compare possible reaction 

pathways, determine the rate-determining step in a given reaction mechanism, and gain insight 

about the relative rates of reactions on different surfaces. 

The hydrogenation of phenol has been studied computationally on Pt(111), and the reaction 

mechanism was elucidated.67,68 In the aqueous-phase, phenol is first hydrogenated to form 

cyclohexanone, which can be further hydrogenated for form cyclohexanol.12,69,70 Two reaction 

mechanisms for the formation of cyclohexanone and cyclohexanol were modeled by using DFT to 
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calculate the energetics of the elementary reaction steps.68 Figure 1-9 shows two possible reaction 

pathways in which phenol is hydrogenated to form cyclohexanone and cyclohexanol. In one 

pathway, phenol is hydrogenated to form 1-cyclohexenol, which undergoes a tautomerization 

reaction to form cyclohexanone. In the other pathway, phenol dissociates to form an adsorbed 

phenoxy intermediate, which is sequentially hydrogenated to form cyclohexanone. DFT analysis 

shows that on Pt(111), the dissociation of phenol to phenoxy was not thermodynamically or 

kinetically favorable and that the hydrogenation on Pt(111) would likely proceed through the first 

pathway.68 However, the dissociation of phenol on metals like Pd and Rh is thermodynamically 

favorable,26,68 highlighting the necessity of mechanistic modeling when exploring bio-oil 

hydrogenation on new materials. The construction of detailed mechanistic models using DFT can 

provide critical insight into reactions and the calculated energies can provide a basis to rationalize 

plausible reaction mechanisms and compare the performance of various catalysts for a given 

reaction. 

 
Figure 1-9 Comparison of mechanisms for phenol hydrogenation. (Top) Hydrogenation of phenol to 

cyclohexanone and cyclohexanol via tautomerization (taut.). (Bottom) Hydrogenation of phenol via a phenoxy 

intermediate. 

 Solvent influences the adsorption thermodynamics of bio-oil molecules and can influence 

hydrogenation barriers by solvating transition states and by participating in the reaction 

mechanism.33 Multiple studies have compared the mechanisms for gas-phase and aqueous-phase 
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hydrogenation of bio-oils.71–74 The presence of an aqueous solvent environment reduces the 

activation barriers for the cleavage of O–H bonds and hydrogenation of C=O bonds because of 

their strong interactions with water, which can facilitate the reaction between surface-adsorbed 

hydrogen or H+ in solution and the O–H and C=O groups.71–73 However, water has a negligible 

effect on the barriers for hydrogenation of C=C bonds, which are hydrophobic in nature.73 The 

hydrogenation of C=C bonds primarily proceeds through a surface-mediated pathway between the 

adsorbed organic and adsorbed H* rather than through a solution-mediated pathway.73 The 

hydrogenation of many bio-oil compounds are rate-limited by the surface hydrogenation of C=C 

bonds,11,75,76 but some elementary reaction steps, particularly those containing polar groups, 

require rigorous evaluation of solvation effects to properly capture reaction kinetics. Implicit 

solvation models do not describe hydrogen bonding, and cannot be used to accurately model 

elementary steps where water participates directly in the reaction mechanism.71 Therefore, when 

modeling bio-oil hydrogenation, it is important to understand the reaction mechanism, particularly 

the steps that contribute the most to the overall rate, to determine which modeling approaches are 

most appropriate to calculate reaction energetics. 
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Chapter 2 Adsorption Energies of Organics on Pt and Rh in the Aqueous Phase 

This chapter was adapted from Akinola, J.; Barth, I.; Goldsmith, B. R.; Singh, N. Adsorption 

Energies of Oxygenated Aromatics and Organics on Rhodium and Platinum in Aqueous Phase. 

ACS Catal. 2020, 10 (9), 4929–4941. My contribution to this work is the density functional theory 

modeling. James Akinola performed the experimental work. 

2.1 Introduction 

Over 143 billion gallons of motor gasoline are consumed annually within the USA to power 

transportation, emitting huge amounts of greenhouse gases like CO2.
77 The need to supply energy 

for transportation in a sustainable manner has spurred efforts to replace fossil fuels with renewable 

and CO2-neutral transportation fuels. One promising strategy is to produce transportation fuels 

from lignin biomass waste.5,78–80 Converting the oxygenated aromatic compounds in water that 

come from fast pyrolysis of lignin (i.e., bio-oil) to transportation fuels or chemical precursors 

requires aqueous-phase catalytic or electrocatalytic hydrogenation and hydrodeoxygenation,81 

typically rate-limited on metals by surface reactions. To improve the kinetics of these and other 

aqueous-phase catalytic reactions, an understanding of the effect of water (or solvent) on organic 

adsorption is critical, because adsorption energies can determine coverages and alter activation 

barriers.  

Although adsorption energies on metals are generally well understood in the gas phase, 

much less is known about adsorption in the aqueous phase. This lack of knowledge about 

adsorption in the aqueous phase is problematic for catalyst design because gas-phase adsorption 
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energies often cannot be used to explain aqueous-phase catalytic activity trends. For example, the 

experimental gas-phase adsorption of phenol on Pt(111) is so strong (−220 kJ mol−1)65 that room-

temperature hydrogenation would seem unlikely to occur because of site poisoning by phenol, yet 

phenol hydrogenation on Pt occurs in the aqueous phase at room temperature.12,23,75,82,83 Also, 

Pt(111) and Rh(111) are predicted by density functional theory (DFT) modeling to have a ~50 kJ 

mol−1 difference in their adsorption energy of phenol in the gas phase,26 but have similar aqueous-

phase hydrogenation turnover frequencies (TOFs) and apparent activation barriers.22,23 Recent 

work shows that the aqueous-phase heat of adsorption of phenol on a Pt(111)-like surface is much 

smaller than in the gas phase,28 which was attributed to the enthalpy associated with the 

displacement of multiple water molecules from the Pt surface upon adsorption of phenol and 

described by a bond-additivity model.63 This more moderate adsorption energy of phenol is 

consistent with the aqueous hydrogenation activity observed at room temperature. Here we 

specifically: (1) extend the bond-additivity model to four new molecules on Pt(111) terraces and 

also to three new surfaces, Rh(111) terraces, Rh(110) steps, and Pt(110) steps; (2) confirm the 

adsorption of these molecules is reversible, which is a requirement for extracting adsorption 

energies using adsorption isotherms; and (3) perform a DFT analysis for all studied molecules to 

compare quantitatively with our measurements. To our knowledge, this is the first direct 

comparison of DFT-computed adsorption energies with experimentally extracted values for these 

molecules and surfaces in the aqueous phase. Each of these aspects improves upon previous studies 

and taken together provide a more advanced study of molecule adsorption in the aqueous phase 

than prior work.28,63,84  

In this work, we report adsorption enthalpies and free energies on Pt and Rh for select US 

Department of Energy platform chemicals that serve as bio-oil model compounds. Specifically 
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phenol, benzaldehyde, and furfural,17 as well as two hydrogenated products—benzyl alcohol and 

cyclohexanol—in aqueous phase on polycrystalline Rh and Pt wires are studied using cyclic 

voltammetry (CV) and DFT modeling. We use CV to measure the charge from reversible hydrogen 

underpotential deposition (Hupd) and desorption (H+ + e− + ∗ (Metal) ⇄ H∗)85–87 on 

polycrystalline Rh and Pt without organics present and with increasing organic concentration. The 

decrease in Hupd charge due to adsorbed organics75,88–90 is used to estimate the organic coverage as 

a function of organic concentration and construct adsorption isotherms.28 Aqueous-phase 

adsorption equilibrium constants are extracted using a Temkin adsorption model to fit the 

adsorption isotherms. Enthalpies are determined from the Gibbs free energies of adsorption as 

previously described.28 Adsorption enthalpies and free energies of these organics on Pt and Rh 

surfaces are also predicted using DFT modeling and a bond-additivity model to compare with 

experimental values.  

Ultimately, our work finds that the heats of adsorption of organics in the aqueous phase are 

reduced by 50–250 kJ mol−1 compared with their gas-phase values because of the enthalpic penalty 

of displacing several water molecules upon adsorption. This weaker adsorption explains why 

surface reactions of organics that bind too strongly to react in the gas phase can occur at room 

temperature in water. Additionally, we show that unlike in gas phase, Rh and Pt have similar 

adsorption energies in aqueous phase for phenol, benzaldehyde, and their reaction intermediates. 

This similar adsorption energy in aqueous phase could be responsible for the comparable aqueous 

hydrogenation activity of these molecules observed on Pt and Rh. We also show that using DFT 

modeling with only implicit solvation overestimates adsorption energies and does not capture 

observed experimental trends, which prevents accurate predictions of coverages. Using a bond-

additivity model combined with gas-phase DFT calculations enables more accurate predictions of 
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aqueous adsorption energies of C5/C6 organics. These results highlight the necessity of properly 

accounting for the effect of solvent displacement at the metal interface when modeling adsorption 

of organic molecules, particularly those with large adsorption footprints such as aromatics.   

2.2 Experimental & Computational Methods 

2.2.1 Cyclic Voltammetry 

The working electrode for the CV measurements was either a polycrystalline Pt wire (0.5 mm 

diameter, 99.997% Alfa Aesar) or Rh wire (0.5 mm diameter, 99.8% Alfa Aesar) and the counter 

electrode was a graphite rod. A two-compartment electrochemical cell with a working and 

reference electrode compartment and a counter electrode compartment separated by a N117® 

Nafion membrane was used. The working electrodes were first exposed to a flame for cleaning 

any adventitious organic, followed by rinsing with Milli-Q water. Before each use, the cell was 

cleaned with Milli-Q water and oven dried at 80 °C three times. This cleaning procedure removes 

trace impurities of organics that would otherwise result in inconsistent measurements from run to 

run. An Ag/AgCl reference electrode was calibrated to 0 V vs. reversible hydrogen electrode 

(RHE) in the supporting electrolyte and all potentials are reported vs. RHE based on this 

calibration. Acetate buffer (pH 5) containing 100 mM acetic acid (Sigma Aldrich, 99.995%) and 

100 mM sodium acetate (Sigma Aldrich 99.999%) was used as the supporting electrolyte. Acetic 

acid is used in this work to mimic a bio-oil environment containing carboxylic acids91 and has 

negligible adsorption on Pt and Rh in the Hupd region.92 The working electrode compartment was 

filled with 130 mL of acetate buffer and sparged with N2 (99.999%) to remove dissolved oxygen. 

The working electrode was further cleaned under voltammetric conditions in the potential window 

of −0.2 V to 1.8 V vs. RHE for 60 cycles at a scan rate of 100 mV s−1. After voltammetric cleaning, 

CV was carried out at a 100 mV s−1 scan rate in the potential window of 0.05 V to 1.1 V for Rh 
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wire and 0.05 V to 1.3 V for Pt wire. Within these potential windows the cyclic voltammograms 

were repeatable and reversible. There was no scan rate dependence (between 20–100 mV s−1) of 

the Hupd charge on Pt28 and less than 7% change in Hupd charge with scan rate on Rh (Appendix 

Figure A-1 and Appendix Table A-1).  

Organics dissolved in acetate buffer solution were introduced to the cell to increase the 

concentration of organics from 1 µM up to 500 mM. The organics used for adsorption studies were 

phenol (Sigma Aldrich, >99%), benzaldehyde (Sigma Aldrich >99%), furfural (Sigma Aldrich 

99%), benzyl alcohol (Sigma Aldrich 99.8%), and cyclohexanol (Sigma Aldrich 99%). At the 

lowest organic concentration (1 μM), the bulk organic concentration would decrease by at most 

0.2% upon adsorption of a complete monolayer of the organic onto the metal electrode, thus we 

assumed the bulk concentration was unchanged by adsorption (see Appendix A.2 for calculation 

details). The electrolyte was stirred and re-sparged with N2 to remove oxygen prior to CV 

measurements for each organic concentration. The working electrode was continuously cycled in 

the same potential window between each CV measurement (0.05 V to 1.1 V for Rh and 0.05 V to 

1.3 V for Pt). The CV measurements were repeated under the conditions specified at each organic 

concentration until steady state was reached. The charge from chemisorbed hydrogen in the Hupd 

region (0.05 V–0.35 V) was obtained by integrating the area under the desorption peaks in the CV, 

dividing by the scan rate, and then subtracting the baseline capacitive charge calculated from the 

double layer charging region of the CV. With phenol present, the Hupd charge from H* adsorption 

and desorption match closely on Pt (Appendix Figure A-2a). On Rh, the H adsorption region had 

a contribution from the Rh2O3 reduction peak,85 causing the apparent adsorption charge to be larger 

than the desorption charge (Appendix Figure A-2b), hence the Hupd desorption peak was used 

instead to estimate the amount of chemisorbed hydrogen on both Rh and Pt. 
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2.2.2 Dilution of Organic Concentration to Determine Reversibility 

To test whether organic adsorption was reversible, after taking a cyclic voltammogram at a given 

organic concentration the organic concentration was diluted by removing a given volume of the 

existing solution and replacing with the same volume of acetate buffer supporting electrolyte while 

the working electrode containing the adsorbed organic was kept in place under a continuous 

blanket of N2. After dilution, the working electrode was cycled at the normal potential window 

used for Hupd measurements until the adsorbed organic reached equilibrium with the diluted cell 

solution concentration (indicated by a stable CV). This stable CV at the diluted concentration was 

compared to measurements done at the same concentration, but without previously going to higher 

organic concentrations.   

2.2.3 Adsorption Isotherm Fitting 

Each isotherm was fit by a one site or two site model using the same procedure from ref 28. Briefly, 

the equilibrium constant of adsorption 𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞

 for each site was obtained by fitting the fraction 

of Hupd inhibited at different organic concentrations to a Temkin isotherm (Eq. 2-1), where the 

saturation coverage for site 1 was the coverage (𝜃) where the first plateau is seen, and the 

saturation coverage of site 2 was the second plateau. ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0
0  is the adsorption free energy of 

the aqueous organic at zero coverage, 𝑅 is the ideal gas constant, and 𝑇 is the temperature. Several 

models can be used to fit the adsorption isotherm, such as the Langmuir-Hinshelwood (LH) model 

where metal surface sites can either be unoccupied, have adsorbed hydrogen, or have adsorbed 

organic. Instead of a LH model, we used a modified Langmuir model where the organic adsorption 

energy varies linearly with the coverage because of adsorbate-adsorbate interactions (also known 

as the Temkin model).93,94 The Temkin model assumes that the coverage of organic does not 
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depend on adsorbed H in the reversible Hupd region but depends only on the bulk organic 

concentration and the organic equilibrium adsorption constant. This model is used because of its 

simplicity compared to the LH model. Recently, a LH model was used to fit kinetics for Pt/C for 

aqueous-phase phenol hydrogenation over a range of phenol concentrations, resulting in an 

equilibrium constant for phenol of 33 (standard-state concentration of 1 M phenol, as used here).21 

This value is similar to the adsorption equilibrium constant of 38 measured for phenol/Pt(111) 

using the Temkin model,28 supporting the accuracy of the Temkin model used for this work. 

Additional discussion about the isotherm derivation and fitting is provided in Appendix A.6. 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 = exp (

−∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0
0 + 𝛼𝜃

𝑅𝑇
) 

Eq. 2-1 

Ideally the measurements would be done as a function of surface charge on both Pt and Rh to 

determine the influence of the surface charge of the metal electrode on the water layer and organic 

adsorption95,96 or at a potential where maximum organic adsorption is reached, often slightly 

cathodic to the potential of zero charge.97 However, the Hupd technique inherently cannot be done 

at a single potential but requires cycling over a range of potentials. Hence, our reported values may 

be underpredictions of the organic adsorption strength relative to the adsorption on an uncharged 

surface. Despite this, there is still general agreement between the adsorption energies extracted 

through this method and solution calorimetry, as well as gas-phase calorimetry once the effects of 

the water layer on the metal surface have been accounted for.63  

2.2.4 Computational Methods 

Density functional theory (DFT) calculations were done using the Vienna Ab Initio Simulation 

Package (VASP).42,43 All DFT calculations were non-spin polarized because spin polarization was 

found to have 0.14% and 0.43% average change in the organic and water adsorption energies, 
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respectively, on Pt and Rh in gas phase. The Perdew-Burke-Ernzerhof functional with the semi-

empirical D3 dispersion correction (PBE-D3) was used because of its good trade-off between 

computational cost and accuracy, although PBE-D3 has been shown to overestimate adsorption 

strengths of aromatics.98–101 Projector-Augmented Wave pseudopotentials102 were used with a 

kinetic energy cutoff at 400 eV. The convergence criteria for electronic and ionic forces were set 

to 10−5 eV and 0.01 eV Å−1. Atomic structures were geometry optimized using either the conjugate-

gradient algorithm or the quasi-Newton algorithm. Lattice parameters of bulk Pt and Rh were 

determined by relaxing a four-atom face-centered cubic cell of each metal. A 15×15×15 

Monkhorst-Pack k-point grid was used for bulk relaxations. The calculated lattice parameters were 

3.925 Å and 3.792 Å for Pt and Rh and are within 1.2% and 0.1%, respectively, of the 

experimentally determined values.103,104 

The adsorption enthalpies of phenol, benzaldehyde, furfural, benzyl alcohol, and 

cyclohexanol were predicted on (111) terraces and the (110)-like and (100)-like steps of the (553) 

and (533) surfaces, respectively. Throughout this text we refer to the steps of the (553) and (533) 

surfaces simply as (110) and (100). The surface slab models of Pt and Rh were modeled using 4×4 

supercells that were four layers thick. For all considered surfaces, the top two layers could relax 

during geometry optimization, whereas the bottom two layers were fixed in their bulk coordinates. 

Metal slabs were separated by a 20 Å vacuum in the direction perpendicular to the surface. A 

3×3×1 Monkhorst-Pack k-point grid was used for adsorption energy calculations of organics on 

4×4 slabs corresponding to a 1/16 monolayer (ML) coverage. A 5×5×1 Monkhorst-Pack k-point 

grid was used for adsorption energy calculations of organics on 3×3 slabs corresponding to a 1/9 

ML coverage. Spurious dipole interactions between periodic images were corrected in VASP 

(IDIPOL = 3, LDIPOL = True).  
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A variety of implicit and explicit modeling approaches have been used to treat the water-

adsorbate-metal interface to enable prediction of thermodynamic and kinetic parameters for 

aqueous-phase reactions.30,34 Explicit treatment of water through classical,105 ab initio,72 and 

hybrid54 molecular dynamics calculations has been employed to describe water-adsorbate-metal 

interactions at the interface, although these approaches are computationally demanding because 

they require sampling over long time scales. Alternatively, simple ice-like layers have been used 

to explicitly model water, although this approach is too crude to accurately describe the water-

adsorbate-metal interactions at standard electrochemical conditions.105 In place of explicit solvent 

modeling, adsorption energies may be calculated using computationally inexpensive implicit 

solvent models.44,106  

Two approaches—an implicit solvent model using the VASPsol model40,107 and a bond-

additivity model recently published by Singh and Campbell63—were used in this study to model 

solvation effects. VASPsol, which was developed to treat solvated molecules and nanocrystal 

surfaces, models the interactions between solvent and solute by using DFT to describe the solute 

explicitly and the linear Poisson-Boltzmann equation to describe the solvent as a continuum 

dielectric. In this work the water solvent was implicitly treated using the default VASPsol 

parameters (see A.7 for gas-phase, implicit solvent, and thermodynamic calculations). The bond-

additivity model, which accounts for the formation of water-organic bonds as well as the breaking 

of water-water and water-metal bonds, was originally developed to estimate the aqueous-phase 

adsorption energy of phenol on Pt(111) based on the experimental gas-phase adsorption energy.63  

Here, the bond-additivity model (Eq. 2-2)63 was used to estimate the aqueous-phase 

adsorption enthalpies of all organic molecules considered at 298.15 K and 1 atm. 
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−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0

= −∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 + 𝑛(∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑤𝑎𝑡𝑒𝑟 𝑀⁄

0 + ∆𝐻𝑣𝑎𝑝
0 )

− 2𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞)𝜎𝑅 + (𝑤𝑎𝑡𝑒𝑟-𝑅) 

Eq. 2-2 

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0  is the adsorption enthalpy of gas-phase organic R onto metal M in the aqueous 

phase, ∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0  is the adsorption enthalpy of gas-phase organic R onto metal M in the gas 

phase, n is the number of water molecules displaced from metal M upon organic adsorption, 

∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑤𝑎𝑡𝑒𝑟 𝑀⁄
0  is the adsorption enthalpy of a water molecule onto metal M in the gas phase, 

∆𝐻𝑣𝑎𝑝
0  is the vaporization enthalpy of water, 𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞) is the surface energy of liquid water, 𝜎𝑅 is 

the area of an adsorbed organic molecule, and water-R is −1/2∆𝐻𝑆𝑜𝑙𝑣,𝑅 + 𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞)𝜎𝑅, where 

∆𝐻𝑆𝑜𝑙𝑣,𝑅 is the solvation enthalpy of the organic in water. For simplicity, in the subsequent text we 

omit 𝑅 or 𝑅/𝑀 when it is clear which metal and organic are being referred to (e.g., we refer to 

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0  as ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠

0 ). A similar equation using experimental adhesion energies (rather 

than our calculated values) of aqueous and non-aqueous solvents is presented in ref 66, but as the 

adhesion energy of water on Rh is not experimentally available we use Eq. 2-2 here. Conceptually 

these equations are the same bond-additivity model. 

The number of water molecules displaced upon organic adsorption, n, was calculated for 

each molecule on each surface by studying the heat of adsorption as a function of organic coverage 

using the bond-additivity model (details provided in Appendix A.11). Treating each modeled 

coverage as saturation, n was calculated over a range of organic coverages. In subsequent 

applications of the bond-additivity model, we choose the n that corresponds to the coverage at 

which the heat of adsorption reaches a maximum. Using this method, we find that phenol adsorbs 

on Pt(111) at 1/9 ML coverage (9 Pt atoms per phenol molecule) and displaces 6.5 water molecules 

assuming a water coverage of 0.72 ML.64 This phenol coverage on Pt(111) matches the coverage 
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in aqueous phase determined from quantitative Auger electron spectroscopy measurements,108 and 

the value of 6.5 water molecules is the same as used in our previous bond-additivity model for 

phenol on Pt(111) using experimental values.63 Therefore, we believe our computational approach 

is reasonable for estimating the number of water molecules displaced from the Pt(111) terrace 

upon adsorption of phenol, and we apply it to the other organics on Pt(111) and Rh(111) terraces. 

Because it is difficult to vary organic coverage on stepped surfaces, we calculate n on (110) and 

(100) terraces and assume that n is the same on the respective steps. Although, the value of n on 

stepped surfaces may be evaluated more rigorously using ab initio molecular dynamics, this 

computationally demanding approach was not employed in this current work. Since n is not 

calculated explicitly on (110) and (100) steps, predicted heats of adsorption on the stepped surfaces 

are not as accurate as the heats of adsorption on the (111) terrace. 

2.3 Results & Discussion 

2.3.1 Impact of Phenol on the Underpotential Deposition of Hydrogen on Pt and Rh 

The data in Figure 2-1 shows that Hupd on a Pt wire and a Rh wire is inhibited by phenol adsorption, 

which implies competitive adsorption between H* and phenol* on the surfaces of both metals in 

the aqueous phase. The cyclic voltammograms with phenol for the Pt wire (Figure 2-1a) match 

those measured previously, where the difference in Hupd charge on Pt with and without phenol was 

used to quantify the coverage of adsorbed phenol.28,75 On Rh, the Hupd charge, proportional to the 

H* desorption peak area in the potential range 0.05–0.35 V, also decreases with increasing phenol 

concentration (Hupd charge values are shown in Appendix Figure A-2). Similar to Pt, we attribute 

the decreasing Hupd charge to blocking of Rh sites by adsorbed phenol, resulting in fewer sites 

available for hydrogen to adsorb. Hydrogen underpotential deposition on Rh in acetate buffer 

without phenol is kinetically fast and reversible within the potential window used in this work, 
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shown by the symmetry of the reduction and oxidation peaks associated with Hupd and the Hupd 

charge independence on scan rate (Appendix Figure A-1 and Appendix Table A-1). The Hupd on 

Rh and Pt is also reversible when phenol is present (Appendix Figure A-2), indicating that H* 

does not react with adsorbed phenol during these scans. The change in Hupd charge with phenol 

concentration is reproducible (Appendix Figure A-3 and Appendix Table A-2). 

 
Figure 2-1 Cyclic voltammograms on Pt and Rh wire. Cyclic voltammograms showing the Hupd region at different 

bulk phenol concentrations on a) platinum wire and b) rhodium wire. The Hupd current peaks attributed to Pt(110) 

steps and Pt(100) steps and the broad region corresponding to Pt(111) terraces are labeled. The Hupd peaks 

corresponding to different Rh facets overlap with one another. The cyclic voltammograms were taken in 100 mM 

acetate buffer supporting electrolyte (pH 5) at 298 K and using 100 mV s−1 scan rate. Phenol competes with H* 

adatoms for metal sites, hence the drop in area under the Hupd adsorption and desorption peaks as phenol concentration 

increases.  

The polycrystalline Pt and Rh wires have different Hupd peak shapes, based on how H* 

interacts with the different surface facets. The peak voltages for Pt in Figure 2-1a are consistent 

with prior polycrystalline Pt studies,28,75 and individual Hupd peaks have been identified on Pt single 

crystals in 0.1 M H2SO4 and HClO4.
90,109 These studies indicate the peak located at ~0.10–0.15 V 

is from Pt(110) steps, the peak at ~0.23–0.3 V is from Pt(100) steps, and the broad feature that 

underlies the two peaks from ~0.05–0.35 V is from Pt(111) terraces. Contributions from Hupd on 

(111) steps, (110) terraces, and (100) terraces on Pt are at CV peak locations that overlap with 
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those of (111) terraces, (110) steps, and (100) steps.110–114 Unlike on Pt, the Hupd peaks all overlap 

for the facets of polycrystalline Rh85 (i.e., Rh(110),115 Rh(100),116 and Rh(111)116–118). 

Consequently, a single adsorption/desorption peak is observed for Hupd on Rh wire in 0.1 M acetate 

buffer, Figure 2-1b. This overlap of Hupd peaks from the different facets of Rh, attributed to the 

similar hydrogen adsorption free energies on the different facets, makes deconvolution of organic 

adsorption on the different facets from Hupd alone difficult. 

Adsorbed phenol blocks Hupd across the Pt facets to different extents, with the Pt(110) peak 

decreasing more than the Pt(100) peak for the same phenol concentrations, whereas the broad 

Pt(111) feature drops the least at concentrations between 1 μM and 100 µM (Figure 2-1a). 

Therefore, the Pt(110) and Pt(100) steps adsorb phenol stronger than the Pt(111) terrace, in 

agreement with a prior report.28 In Figure 2-1b, any differences in phenol adsorption on the 

different facets of Rh wire are not immediately evident since the Hupd peaks of Rh(110), Rh(100), 

and Rh(111) cannot be distinguished. Nonetheless, we will show below based on the shape of the 

adsorption isotherm that there are also two distinct types of adsorption sites on Rh.  

First, the inhibition of Hupd charge as a function of phenol concentration (Figure 2-1) can 

be used to extract adsorption energies using an adsorption isotherm, so long as the Hupd process 

remains reversible in the presence of phenol and phenol adsorption is an equilibrated, reversible 

process. We show that the Hupd oxidation and reduction charges match both in the absence of 

phenol and with phenol present (Appendix Figure A-2), proving reversible H+ reduction and H* 

oxidation. This observation matches the report that phenol is reduced on Pt and Rh only at lower 

potentials (< 0 V vs. RHE) than applied in this work.12 To test whether the adsorption of organics 

on Pt and Rh is reversible we measure the Hupd charge at a certain bulk organic concentration, then 

dilute the bulk concentration to see if the Hupd charge recovers to that associated with the new 
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(lower) bulk organic concentration (Appendix Figure A-4). The observation that Hupd charge and 

thus phenol coverage is recovered (Appendix Table A-3), i.e., there is no hysteresis in the 

adsorption isotherms, implies phenol adsorption is an equilibrated, reversible process. The data in 

Appendix Figure A-4 show that other organics also adsorb/desorb reversibly on both Pt and Rh. 

2.3.2 Extracted Adsorption Energies of Phenol on Platinum and Rhodium 

Having fulfilled both criteria for reversibility as discussed above, the adsorption isotherms of 

phenol on Pt and Rh shown in Figure 2-2 were constructed by plotting the fraction of Hupd 

inhibited by phenol from the cyclic voltammograms (Figure 2-1) against the bulk concentration 

of phenol. The fraction of Hupd inhibited, which we assume was caused by the reversible adsorption 

of phenol on the metal surface, was obtained from the difference in the Hupd charge with and 

without phenol in solution (details in A.5 of the appendix). The fraction of Hupd inhibited by phenol 

on Pt at different concentrations determined using the CV technique matches a report using a 

radiotracer method.119 The dilution points are shown in Figure 2-2 as open triangles to indicate 

the reversibility of phenol adsorption and the lack of hysteresis using this technique. For example, 

diluting from 100 µM (filled triangle) to 10 µM (open triangle) is shown in the isotherm in Figure 

2-2a for phenol on Pt wire, where the diluted point matches the measurement at 10 µM without 

dilution. The variation between the data points after dilution compared to without dilution at the 

same bulk phenol concentration is within the small run-to-run variation from multiple 

measurements (see Appendix Figure A-3 for run-to-run variations). 
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Figure 2-2 Adsorption isotherms of phenol on Pt and Rh. Adsorption isotherms of phenol on a) Pt and b) Rh wires 

constructed by plotting the fraction of Hupd inhibited by phenol vs. the bulk phenol concentration. Each data point (blue 

triangle) is obtained from the drop in Hupd charge with phenol in Figure 2-1. Fits are from a two-site Temkin adsorption 

model with 𝛼 = 0 kJ mol−1 giving the best fit. The orange squares (site 2) correspond to the fraction of Hupd inhibited 

that is greater than the saturation amount of site 1. Thus, site 2 data points are adjusted by subtracting the saturation 

fraction of site 1 at the higher phenol concentration. Diluted points are shown by open triangles (solid black arrow 

indicates dilution by a factor of 10). The agreement of the diluted points with points directly taken by adding phenol 

without first reaching a higher concentration shows that phenol adsorption under these conditions is reversible. 

The isotherm shapes in Figure 2-2 indicate the presence of two distinct adsorption sites on 

both Pt and Rh, based on the initial increase in coverage with concentration, followed by a plateau 

with increasing concentration (saturation of the first site), then by a second region of increasing 

coverage corresponding to adsorption on the second set of sites. Thus, we divide the phenol 
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adsorption isotherm into two sites for both Pt and Rh, where site 1 corresponds to the stronger 

binding site and site 2 corresponds to the weaker binding sites. The Hupd peaks for Pt(110) and 

Pt(100) in Figure 2-1a decrease at lower phenol concentrations, whereas the Pt(111) Hupd peak 

only decreases at higher concentrations. Thus, site 1 in Figure 2-2a is attributed to a combination 

of stepped facets of Pt(110) and Pt(100), and site 2 is attributed to Pt(111) terraces.28 The 

adsorption free energy extracted in this way on site 2 matches those from a kinetic model for 

phenol hydrogenation, as discussed in the Experimental & Computational Methods section. The 

fraction of site 2 corresponding to the Pt(111) terrace-like sites (0.37 from the isotherm for Pt in 

Figure 2-2 and 0.4 from Ref 15) is similar to predictions from electrochemical Wulff construction 

of the fraction of (111) sites (~0.4 in the 0 V to 0.4 V vs. RHE range for Pt),120 supporting this 

assignment. Our DFT calculations using the bond-additivity model for Pt also predict stronger 

phenol adsorption on the (110) steps compared with the (111) terraces, consistent with our 

assignment. The model, however, predicts weaker phenol adsorption on the (100) steps than (111) 

terrace despite stronger adsorption in the gas phase. This discrepancy from the experimental results 

may be a result of an inaccurate (too strong) water adsorption energy on the (100) step or an 

inaccurate number of water molecules displaced upon organic adsorption as discussed in the 

methods.  

Although from the CV of Rh (Figure 2-1b) we cannot distinguish between facets, from 

Figure 2-2b it is apparent that there are two adsorption sites, where site 1 reaches saturation 

coverage at 1 mM phenol, followed by continued adsorption on site 2 at higher concentration. We 

attribute site 1 to a combination of (110) and (100) steps facets and site 2 to (111) terraces, the 

same as the assignment on Pt. Our assignment is supported by the similar fraction of site 1 on Pt 

and Rh (0.63 and 0.62 respectively). The bond-additivity calculations for Rh predict that phenol 
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adsorbs on (110) steps the strongest, followed by (111) terraces, then (100) steps the weakest, the 

same order as predicted for Pt. It is possible that site 1 of Rh is only the (110) step and not the 

(100) step, although the weak adsorption predicted on the (100) steps may be a result of an 

erroneous treatment of water on the (100) steps in the model as described above for Pt. 

The values of experimental adsorption free energies (∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃
0 ) from isotherm fitting 

using the procedure outlined in A.6 are compiled in Table 2-1, along with the free energy of gas-

phase organic adsorption in aqueous phase (∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0 ), calculated from ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃

0  using 

Henry’s law constant in Appendix Table A-5. The adsorption values are also converted to 

enthalpies of gas-phase organic adsorption in aqueous phase (∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0 ) and aqueous organic 

adsorption enthalpies (∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝜃
0 ) following the method discussed in detail in A.9 and outlined in 

Scheme A-1. Briefly, the standard entropy of each gas-phase organic molecule is used to estimate 

the entropy of adsorption using a known correlation for many gas-phase molecules,121 allowing us 

to convert from ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0  to ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃

0 . Although this accounts for the loss in entropy 

from the gas-phase organic adsorption, we assume that the displaced water layer has the same 

entropy, i.e., that the water layer on top of the adsorbed organic has the same structural order as 

the water layer on top of the metal surface. This assumption of invariant entropy from water is 

supported by the close agreement between aqueous-phase calorimetry of benzaldehyde on both 

Pt/C and Rh/C compared to the enthalpies extracted here using this method. The assumption that 

the water layer maintains the same entropy could be tested by measuring ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃
0  as a function 

of temperature and constructing a van’t Hoff plot, so that this approximation is not required. If 

there was an increase in entropy from the water being displaced (i.e., water on the adsorbed organic 
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has higher entropy than water adsorbed on metal), the enthalpies of adsorption would be more 

positive than reported here, but the effect is estimated to not be more than 11 kJ mol−1.63 

2.3.3 Difference in Gas-Phase and Aqueous-Phase Adsorption Energies of Phenol 

Here we compare our experimentally measured aqueous-phase heats of adsorption (−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0 ) 

of phenol on both Pt(111)28,63 and Rh(111) with DFT-computed values in the gas phase and 

aqueous phase. The data in Figure 2-3 shows computed gas-phase heats of adsorption 

(−∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝜃
0 ) and aqueous-phase heats of adsorption (−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃

0 ) calculated using implicit 

solvation, the bond-additivity approach, and experimental isotherm fitting. Our gas-phase DFT 

calculations for phenol heat of adsorption on Pt(111) agrees with low-coverage values measured 

by ultrahigh vacuum calorimetry.65 Phenol is calculated to adsorb ~50 kJ mol−1 stronger on 

Rh(111) compared with Pt(111) in the gas phase, but the experimental measurements show that 

Rh(111) and Pt(111) both adsorb phenol with similar and weaker strength in the aqueous phase.  

Heats of adsorption computed using implicit solvation predict that phenol should adsorb 

stronger than in the gas phase on Pt and Rh and overpredict adsorption strengths by at least 100 kJ 

mol−1 compared with experiment. Here, calculations using only implicit solvation predict that 

phenol binds 29 kJ mol−1 stronger on Pt(111) in the aqueous phase compared with the gas phase, 

which is consistent with the 25 kJ mol−1 increase in phenol binding strength previously reported 

using an implicit solvation model.44 Past work that treated water explicitly reported the aqueous-

phase adsorption enthalpy of a gas-phase phenol molecule to be 37 kJ mol−1 more exothermic than 

in the gas phase.72 Implicit and explicit solvent calculations that model water surrounding the 

organic but not displaced from the surface yield far more exothermic adsorption enthalpies than 

our equilibrated adsorption measurements and even calorimetry values. Also, DFT calculated 

adsorption energies that account for displacement of adsorbed water from a metal surface84 have 
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not been compared directly with experimental values. The consequence of these significantly 

stronger adsorption energies would be a many orders of magnitude error in adsorption equilibrium 

constants, which are used for catalysis in trying to predict or understand surface coverages (e.g., 

through a LH reaction or other microkinetic model).  

The bond-additivity model (Eq. 2-2) corrects the DFT-predicted gas-phase adsorption 

enthalpies for solvation and water displacement at the metal interface upon organic adsorption, 

bringing the predictions into much closer agreement with experiment for phenol adsorption on 

Pt(111) and Rh(111). The bond-additivity model here does not account for the differences in the 

potential of zero charge (PZC) between Pt(111) and Rh(111), which could affect the metal surface 

charge and thus the water adsorption layer. The PZC of the (111) facets of Pt and Rh in 0.1 M 

H2SO4 are much different (0.3 V on Pt(111)122,123 and 0.1 V on Rh(111) vs. RHE).124 Accounting 

for this effect would further improve the accuracy of this model.  

 
Figure 2-3 Computed heats of adsorption. DFT-computed heats of adsorption in implicit solvent (orange), gas phase 

(blue), and aqueous phase using a bond-additivity model to correct the gas-phase calculation for solvation and water 

displacement at the metal interface (green). Experimentally derived heats of adsorption for gas-phase phenol on the 

metal in the aqueous phase for site 2, attributed to Pt(111) and Rh(111) terraces, are shown in yellow. Abbreviations: 

Bond Additivity = Bond Add. 
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As previously discussed for Pt,63 the difference in gas-phase and aqueous-phase adsorption 

is mainly attributed to the fact that in aqueous phase, organics must displace water adsorbed to the 

metal surface. This has been described qualitatively by Gileadi125 and Bockris,119 but used 

quantitatively in recent work since we now know the number of water molecules displaced by 

phenol and the enthalpy associated with those adsorbed waters. For example, a phenol molecule 

adsorbing on Pt(111) surface in aqueous phase displaces approximately 6.5 water molecules, based 

on the footprint of adsorbed phenol on Pt108 and saturation coverage of water on Pt.64 Since Pt(111) 

has been recently shown to be the active facet for phenol hydrogenation,82 it is important to 

understand how the presence of solvent/water impact the effective adsorption strength of phenol 

on this facet. 

The similarity between phenol adsorption on Rh and Pt in the aqueous phase is primarily 

caused by the stronger water adsorption on Rh than on Pt as calculated here and in ref 126. Our 

DFT calculated water/Rh(111) adsorption energy (−52 kJ mol−1) is stronger than water/Pt(111) 

(−39 kJ mol−1) in the gas phase, consistent with temperature programmed desorption experiments 

where water desorption on Rh(111) is observed at higher temperatures than on Pt(111).127 Water 

adsorption energies on other surfaces are included in Appendix Table A-4. We assume the phenol 

“footprint” is similar on Rh and Pt108 and that n from Eq. 2-2 is the same for the two metals. This 

assumption is supported by the similar adsorption geometries (Appendix Figure A-5 and 

Appendix Figure A-6) and metal surface area covered by phenol on Rh and Pt (0.60 nm2 for Pt 

and 0.56 nm2 for Rh) from our calculations. Thus, the stronger water adsorption on Rh offsets the 

stronger gas-phase phenol adsorption energy, resulting in comparable aqueous-phase adsorption 

energies.  
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2.3.4 Impact of other Oxygenated Aromatics and Organics on the Underpotential Deposition 

of Hydrogen on Rh 

Besides phenol, other oxygenated aromatics and organics (i.e., benzaldehyde, furfural, benzyl 

alcohol, cyclohexanol) tested here also compete with hydrogen for adsorption sites on Rh, as seen 

in Figure 2-4. Consequently we can broadly apply the CV technique to extract adsorption energies 

of organics in the aqueous phase provided that in the Hupd potential window the adsorbed organic 

and H* adsorb and desorb reversibly. The drop in the Hupd peaks with individual organic 

concentration varies in the order of furfural ˃ benzaldehyde ˃ phenol ˃ benzyl alcohol >> 

cyclohexanol. Cyclohexanol in particular has much lower impact on the Hupd than the other 

organics, even at 200 mM.  
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Figure 2-4 Cyclic voltammograms of benzaldehyde, furfural, benzyl alcohol, and cyclohexanol. Cyclic 

voltammograms in the Hupd region with increasing bulk organic concentration on a Rh wire for a) benzaldehyde, b) 

furfural, c) benzyl alcohol, and d) cyclohexanol. Experiments were carried out in 100 mM acetate buffer supporting 

electrolyte (pH 5) at 298 K and using a 100 mV s−1 scan rate. The adsorbed organic competes with H* for sites hence 

the drop in Hupd charge indicated by the reduced current density with increasing organic concentration. 

Similar to the reversibility of Hupd discussed above for phenol, the Hupd charges in the 

cathodic and anodic direction in the presence of benzaldehyde, benzyl alcohol, and cyclohexanol 

are the same, implying reversible Hupd, however, furfural Hupd (Figure 2-4b) became less 

reversible with increasing furfural concentration on Pt and Rh (Appendix Figure A-7 and 

Appendix Figure A-8). With increasing furfural concentration, a larger portion of the adsorbed 

hydrogen is not desorbed in the Hupd region (i.e., the difference in Hupd adsorption and desorption 
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charge increases). This irreversible reduction current is also seen at higher furfural 

concentrations.128 This behavior does not seem to be due to a catalytic reaction, because the 

difference in Hupd adsorption and desorption charge was independent of scan rate (Appendix 

Figure A-8c and Appendix Figure A-8d). Thus, one possibility for the irreversible Hupd reduction 

in the presence of furfural may be that H* partially hydrogenates the adsorbed furfural species, but 

complete furfural hydrogenation and desorption does not occur in this potential region. Recent 

studies have shown that furfural may also decarbonylate at potentials just positive of the Hupd 

region, forming strongly adsorbed CO, adsorbed furyl fragments, and adsorbed H.128,129 In this 

case, the irreversible reduction current we observe here may be related to the reduction or reaction 

of adsorbed furyl to furan, but without furan desorption that would allow catalytic turnover.  

2.3.5 Adsorption Energies of Furfural, Benzaldehyde, Benzyl Alcohol, and Cyclohexanol on 

Rh 

Using the data in Figure 2-4, the fraction of Hupd inhibited by the organics is shown in Figure 2-5, 

with specified points testing the reversibility of the adsorption process indicated by open symbols. 

The data in Appendix Figure A-4 contains CVs used to test the reversibility of all organics tested 

here, except for cyclohexanol which did not adsorb at appreciable coverages. The adsorption free 

energies of these organics were extracted the same way as was done for phenol. The two-site 

behavior seen for phenol on Rh is not observed for furfural and cyclohexanol. We deduce that 

furfural does not adsorb differently on the individual Rh facets as opposed to phenol, benzyl 

alcohol and benzaldehyde, which adsorb on distinct Rh sites (attributed to stronger adsorption on 

steps and weaker adsorption on terraces). This may also be a result of furfural decarbonylating 

upon adsorption, as discussed earlier. Thus, the extracted adsorption energies of furfural without 

a two-site adsorption behavior are an average over the different sites. For cyclohexanol, the 
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adsorption is not strong enough to reach sufficiently high coverages where adsorption on a second 

site may be seen. Further coverage increases were limited by the solubility of cyclohexanol. The 

fraction of Hupd inhibited at 1 mM cyclohexanol concentration, shown in Figure 2-5d is less than 

5% whereas for other organics (Figure 2-5), greater than 50% organic coverage was achieved at 

1 mM. Our DFT calculations also indicate that cyclohexanol adsorption is weaker on Pt and Rh 

than aromatic adsorption. As the main difference between the phenol and cyclohexanol is the 

aromatic ring, the weaker adsorption of cyclohexanol (Figure 2-5d) is consistent with the idea that 

the adsorption of aromatics on a transition metal arises from the interaction between the aromatic 

π electron system and the metal d-band.130 The measured adsorption energies of the model 

compounds are included in Table 2-1, converted between free energies and enthalpies as discussed 

in A.9 of the appendix. Table 2-1 also includes the adsorption energies from calculations using 

DFT and adjusting using the bond-additivity model. 



 40 

 
Figure 2-5 Adsorption isotherms of benzaldehyde, furfural, benzyl alcohol, and cyclohexanol. Adsorption 

isotherms of a) benzaldehyde, b) furfural, c) benzyl alcohol, and d) phenol on Rh wire and cyclohexanol on Rh wire. 

The data points were obtained from the fraction of Hupd inhibited on Rh by the different organics from Figure 2-4 at 

various organic concentrations. The values for phenol in d) are from Figure 2-2b and are compared directly to the 

non-aromatic cyclohexanol values taken in a separate experiment to show the effect of the aromatic ring. A Temkin 

isotherm model was used to fit the data and extract the adsorption free energies. Benzaldehyde, phenol, and benzyl 

alcohol isotherms are divided into two sites for fitting. Furfural do not show a two-site adsorption behavior as seen 

for phenol. Dilution is shown by the solid arrows to test the reversibility of organic adsorption. New measurements 

after dilution are denoted by open symbols. 

Table 2-1 Adsorption free energies and enthalpies. Measured adsorption free energies and enthalpies of organic 

compounds on Rh and Pt wires at 298 K in aqueous phase from hydrogen site blocking experiments. DFT calculated 

values adjusted using the bond-additivity model are also included. 

Molecule 
∆𝑮𝒂𝒅𝒔,𝒂𝒒,𝜽=𝟎 

kJ mol−1 a 

α 

kJ 

mol−1 

Sat. 

frac. 

−∆𝑯𝒂𝒅𝒔,𝒂𝒒,𝜽
𝟎  

kJ mol−1 a 

−∆𝑯𝒂𝒅𝒔,𝒂𝒒,𝒈𝒂𝒔,𝜽
𝟎  

kJ mol−1 a 

−∆𝑯𝒂𝒅𝒔,𝒂𝒒,𝒈𝒂𝒔,𝜽
𝟎  

kJ mol−1 

DFT + Bond 

Add. b 

Pt from ref 28 and measured here for furfural 
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Phenol (site 1) −29 4 0.53 41 91 130 

Phenol (site 2) −9 0 0.40 21 71 76 

Benzaldehyde −30.5 4.5 0.80   43 c  83 121/94 

Furfural −26.1 0 0.89 26 84 95/92 

Benzyl alcohol −33 5 0.86 32 99 159/128 

Cyclohexanol d −17 0 0.66 −2 69 24/ −3 

Rh 

Phenol (site 1) −26.3 0 0.62 39 89 86 

Phenol (site 2) −7 0 0.38 20 70 60 

Benzaldehyde  

(site 1) 
−26.6 1.6 0.75   39 c  81 124 

Benzaldehyde  

(site 2) 
−9 10 0.25   20 c 62 112 

Furfural −25 0 0.82 25 83 88/66 

Benzyl alcohol 

(site 1) 
−26.5 0 0.54 28 95 114 

Benzyl alcohol 

(site 2) 
−8 10 0.36 9 76 104 

Cyclohexanol d −3 0 0.63 −7 63 −34/−65 

a. The adsorption free energies are extracted from Figure 2-2 and Figure 2-5. Heats of adsorption at standard coverage 

𝜃0 = 0.054 are also listed based on conversions using the methodology described in the appendix (A.9). −∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝜃
0  

refers to the heat of adsorption of solvated phenol and −∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0  refers to the aqueous-phase heat of adsorption 

of gas-phase phenol. b. −∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0  is reported here from the values in Appendix Table A-4 using the bond-

additivity model. “Step” site values (site 1) correspond to (110) step calculations and the “terrace” sites (site 2) 

corresponding to (111) terraces. For molecules where two distinct adsorption sites were not found experimentally, 

(110) calculated values are listed first, followed by (111). c. Heats of adsorption measured by solution calorimetry 

from ref 11 on Pt/C and Rh/C were 44 kJ mol−1 and 39 kJ mol−1, respectively. d. Cyclohexanol coverages did not reach 

saturation, so these values are estimated by using the same saturation coverage of phenol on site 1 for Rh (0.63 ML).  

2.3.6 Comparing Experiments with Implicit Solvent and Bond-additivity Calculations 

The aqueous-phase heats of adsorption from experiments increase in the order of benzaldehyde ˃ 

phenol ˃ benzyl alcohol ˃ furfural ˃> cyclohexanol, which has the same trend as Pt in aqueous 

phase.28 Furfural adsorption on Pt was not previously measured in ref 28 but is reported here (Hupd 

and adsorption isotherm are in Appendix Figure A-9). The heat of adsorption for benzaldehyde 

on site 1 of Rh (39 kJ mol−1) obtained here from the isotherm fitting is the same as the value 

determined from solution calorimetry of benzaldehyde on Rh/C (39 kJ mol−1),11 supporting the 

accuracy of this technique for estimating adsorption energies on metal surfaces. The exact order 
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of the heats of adsorption for the aromatics differs between experiment and our computationally 

predicted energies (Table 2-1), yet this is unsurprising given the small variation in heats of 

adsorption on a given site, which is well within the expected accuracy of DFT-based predictions, 

and the assumptions/estimates of the number of waters displaced and its impact on the predicted 

adsorption energies. Nevertheless, the much stronger adsorption of the aromatic molecules 

compared with the more weakly adsorbing cyclohexanol is captured by our computational results. 

The differences between experimental and predicted heats of adsorption for all five 

organics studied here are shown in Figure 2-6. Heats of adsorption were also predicted using the 

optB88-vdw functional,131,132 which has been used to predict accurate gas-phase adsorption 

energies of phenol on Pt(111),133 though we find no qualitative differences between using the 

optB88-vdw functional and PBE-D3 (see Appendix Figure A-12 of SI for comparison). The heat 

of adsorption of each molecule on the (110) step and the (111) terrace is calculated in the gas phase 

and in the aqueous phase using either DFT with implicit solvent or the bond-additivity model. 

Here we use the (110) step to compare to the experimental site 1 and the (111) terrace to compare 

to site 2. The triangles for phenol in Figure 2-6 correspond to the difference between the values 

shown in Figure 2-3. Generally, the energy of solvating organics and the penalty of displacing 

adsorbed water, which is explicitly accounted for in the bond-additivity model, results in a drastic 

reduction in the apparent adsorption energy of the organics in the aqueous phase compared with 

the gas phase.  

For all organics, a large difference between gas-phase and experimental heats of adsorption 

is observed, indicating that gas-phase DFT predicts adsorption to be much stronger than what is 

observed experimentally in the aqueous phase. Similarly, DFT with implicit solvent predicts 

adsorption of the organics to be much stronger than what is experimentally measured. The heats 
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of adsorption predicted using the bond-additivity model, however, are much closer to experimental 

values for all organics, with cyclohexanol as an exception. Since cyclohexanol adsorbs so weakly, 

we are unable to get a saturation coverage, hence the isotherm fit is poor and the extracted aqueous 

values may not be accurate. Furthermore, because cyclohexanol already binds weakly in the gas 

phase compared with the aromatics, it may have insufficient driving force to displace as many 

water molecules as the aromatics. 

 
Figure 2-6 DFT-calculated heats of adsorption of phenol, benzaldehyde, furfural, benzyl alcohol, cyclohexanol. 

Calculated heats of adsorption using the PBE-D3 functional referenced to experimental heats of adsorption for 

organics using different methods. Calculations on (110) steps are compared to site 1 and (111) facets are compared to 

site 2. a) Pt(110) step and Pt(111) terrace differences between theory and experiment; b) Rh(110) step and Rh(111) 

terrace differences. Heats of adsorption are calculated in the gas phase and in the aqueous phase using an implicit 

solvent model or a bond-additivity model (Bond Add.). Calculated enthalpies on the (111) terrace and (110) step were 

referenced to the same experimental enthalpy when two distinct adsorption sites were not extracted from the isotherms. 

Values greater than zero indicate that adsorption is predicted by DFT to be stronger than experiment, whereas values 

less than zero indicate that adsorption is predicted by DFT to be weaker. Experimental values and Bond Add. values 

are shown in Table 2-1 and all computational values are shown in Appendix Table A-4. 

The number of water molecules displaced by each organic molecule (used for bond 

additivity) from each surface was chosen based on an estimated saturation coverage of each 

organic and an approximate coverage of water (Appendix Figure A-10 and Appendix Table 

A-6). Unsurprisingly, the closest agreement between bond-additivity calculations and the 
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experimental values are for (111) terraces, where UHV work has given a more accurate 

understanding of the footprint of the adsorbed organic and hence number of displaced waters. 

Ultimately, the data in Table 2-1 and Figure 2-6 show that the adsorption enthalpies of the 

organics in aqueous phase are greatly reduced by the presence of water compared with gas-phase 

adsorption enthalpies, and that closer agreement with experimental measurements in aqueous 

phase is obtained with the bond-additivity model.  

2.3.7 Consequences of Weaker Effective Organic Adsorption on Pt and Rh on Hydrogenation 

Rates 

The comparable free energies of adsorption of phenol and benzaldehyde on Rh and Pt wires in 

aqueous phase may explain why there is considerable similarity in the Rh/C and Pt/C activity for 

both aqueous-phase thermal and electrocatalytic hydrogenation of those molecules. Aqueous-

phase hydrogenation of phenol and benzaldehyde on Pt/C and Rh/C can be described using a 

Langmuir-Hinshelwood mechanism with a surface reaction rate-determining step,11,12 so the 

adsorption energies of the organic and of hydrogen should play a key role in the observed kinetics. 

In particular, the adsorption energies of the reactants and intermediates will dictate the surface 

coverages when adsorption/desorption is fast compared to the surface reaction, thus these 

adsorption energies will control the reaction orders. The adsorption energies will also impact the 

TOF, both through the surface coverages and the activation energies. Phenol has similar TOFs and 

reaction orders for hydrogenation of the aromatic ring on Pt/C and Rh/C.22,23 Benzaldehyde also 

shows comparable hydrogenation TOFs and reaction orders for the aldehyde group on Pt/C and 

Rh/C.11 Pt and Rh have similar effective activation energies for phenol12,23 and benzaldehyde,11 

with Rh having a slightly lower (~4 to 6 kJ mol−1) effective activation energy for both reactions. 
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The similar hydrogen adsorption energies of Pt and Rh,134 combined with the above 

evidence for aqueous-phase hydrogenation implies that there are not major differences in the 

organic adsorption energy on Pt and Rh. This observation is inconsistent with the different organic 

adsorption strengths in gas phase (e.g., phenol adsorbs 50 kJ mol−1 more strongly on Rh(111) than 

Pt(111)). However, the similar aqueous adsorption strengths for Pt and Rh in this work agree 

qualitatively with the observed catalytic activity for phenol and benzaldehyde hydrogenation. In 

addition, the much lower adsorption energy for phenol and benzaldehyde in the aqueous phase 

explains why these reactions can proceed at room temperature, whereas in gas phase the adsorption 

energy would be too strong for appreciable reaction, and desorption may be rate limiting, as 

opposed to the surface reaction being rate-limiting in aqueous phase. The adsorption equilibrium 

constant for phenol on Pt(111) using the bond-additivity model63 in fact matches closely to the 

adsorption equilibrium constant for phenol hydrogenation on Pt/C,21 whereas the adsorption 

constant from gas-phase or implicit solvent calculations is more than 30 orders of magnitude too 

large. The large difference in gas-phase and aqueous-phase adsorption energies highlights the 

importance of understanding adsorption in aqueous phase for catalysis, which we show can be 

approximated using gas-phase calculations coupled with the bond-additivity model. Although this 

method would enable more accurate estimates of coverage and adsorption/desorption, it would not 

account for solvent effects in preferentially stabilizing the transition state or identifying new 

reaction mechanisms that require interaction with the solvent. 

2.4 Conclusions 

Generally, we find that organics bind weaker in the aqueous phase compared to gas phase on Pt 

and Rh. This observation is well explained by a bond-additivity model that accounts for the large 

enthalpic penalty for displacement of multiple water molecules by the organics from the 
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water/metal interface. Using this model, we predicted adsorption energies in aqueous phase from 

gas-phase calculations which match qualitatively with experiments. As a result of this water 

displacement enthalpy, phenol and other organics adsorb with similar strength on Pt and Rh in 

aqueous phase despite the considerable difference in their gas-phase adsorption enthalpies. 

Although for surface reactions this weaker adsorption in aqueous phase may apply to the 

energies of adsorbed products, intermediates and transition states equally relative to the adsorbed 

reactant species and thus may not greatly change catalytic barriers, the weakening of adsorption 

energies has important consequences in understanding adsorption/desorption, coverages, and 

TOFs. These results help explain how aromatics such as furfural, benzaldehyde, and phenol, which 

bind so strongly to metals in the gas phase (200–250 kJ mol−1) can be hydrogenated even at room 

temperature in the presence of water. Additionally, these findings show how computational 

techniques can be used to predict and rationalize how solvents tune adsorption on metal surfaces. 

Understanding how solvents impact adsorption can enable the control of condensed-phase catalytic 

rates through selection of the solvent environment. 
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Chapter 3 Explaining the Structure Sensitivity of Pt and Rh for Aqueous-Phase 

Hydrogenation of Phenol 

This chapter was adapted from Barth, I.; Akinola, J.; Lee, J.; Gutiérrez, O. Y.; Sanyal, U.; Singh, 

N.; Goldsmith, B. R. Explaining the Structure Sensitivity of Pt and Rh for Aqueous-Phase 

Hydrogenation of Phenol. J. Chem. Phys. 2022, 156 (10), 104703. My contribution to this work is 

the density functional theory modeling. James Akinola performed the experimental work. 

3.1 Introduction 

Upgrading bio-oils derived from waste biomass is a route to sustainably produce fuels and 

chemicals and reduce our dependency on petrochemicals.135–137 Currently, the aqueous-phase 

hydrogenation step in biomass conversion is too capital- and energy-intensive to compete 

economically with fossil fuels.14,16 Many studies have explored electrocatalytic hydrogenation 

(ECH) and thermocatalytic hydrogenation (TCH) to understand the reaction mechanism and 

improve the efficiency of bio-oil conversion.2,13,138,139 The most active ECH and TCH catalysts are 

platinum group metals,2,12,21–23,75,82,140 typically dispersed as nanoparticles onto supports to 

increase fractional exposure and improve catalyst utilization. However, the surfaces of these 

nanoparticles have multiple exposed facets, not all of which are active for hydrogenation.21,82 Thus, 

decreasing the particle size to increase the catalyst surface area may actually decrease the catalyst 

performance and utilization because a lower fraction of active sites may be exposed at small 

particle sizes. A better understanding of why certain catalyst sites are active for hydrogenation is 

required to effectively upgrade the many compounds present in bio-oil. We hypothesize that the 
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adsorption energies of the bio-oil compound and hydrogen on the active site largely affect the 

catalytic activity, as expected from the Sabatier principle;141 however, it may not be the sole 

predictor (i.e., intrinsic differences in kinetics between surfaces may also affect the rate). Ideally, 

the aqueous-phase hydrogenation activity of a given molecule on a catalyst surface could be 

qualitatively estimated based on simple adsorption energy calculations,35,63 which would 

accelerate the computational screening of active catalysts for aqueous-phase reactions on metal 

surfaces. Thus, it is important to know if adsorption energies alone are sufficiently accurate as 

descriptors to predict trends in hydrogenation kinetics. 

In this work, we use computational and experimental methods to identify the active sites 

of Pt and Rh for ECH and TCH of phenol, a model bio-oil compound, and explain why these sites 

are active. We study phenol because it is representative of phenolic compounds within many bio-

oil mixtures,8,137,142 and Pt21,75,82 and Rh12,21–23 are among the most well-studied catalysts for ECH 

and TCH of phenol. Phenol hydrogenation is structure sensitive on Pt and the Pt(111)-like sites 

(i.e., (111) terraces) have been shown to be the active facet for ECH and TCH;21,82 however, the 

reason why only this Pt facet is active for phenol ECH and TCH is unclear. In addition, it is unclear 

if phenol ECH and TCH are also structure sensitive on Rh or what the active site is for Rh. One 

hypothesis is that certain facets are active due to weaker adsorption of phenol, which prevents 

phenol from poisoning the catalyst surface and blocking hydrogen adsorption under typical 

operating conditions.12,21–23,75,82  

Herein, we show that ECH and TCH of phenol is structure sensitive on Rh, similar to what 

has been shown for Pt. We test the hypothesis that certain Pt or Rh facets are active due to weaker 

phenol adsorption. Computational and experimental data for phenol ECH and TCH on Pt and Rh 

corroborate our hypothesis that the adsorption energy of phenol influences the reaction rate on the 
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active site, but other factors, namely the activation energies, also contribute to the activity. We 

emphasize that although the adsorption energy of the reacting compound influences the reaction 

rate, it is not the sole descriptor of a catalyst’s activity.  

The electrocatalytic and thermocatalytic hydrogenation of phenol on both Pt/C and Rh/C 

have been reported to follow a Langmuir-Hinshelwood (LH) mechanism. This LH mechanism 

involves the competitive adsorption of phenol and hydrogen followed by sequential surface 

reactions of adsorbed hydrogen (H*) and the adsorbed organic to form cyclohexanone and 

cyclohexanol.12,21 The major difference between ECH and TCH of phenol is the source of adsorbed 

hydrogen. For ECH, hydrogen equivalents are produced on the catalyst surface by reducing 

protons from aqueous solution using an applied cathodic potential. For TCH, the H* is derived 

from dissociative adsorption of H2. ECH and TCH of phenol have similar apparent activation 

energies and product distributions at applied potentials where the ECH rate is comparable to that 

of TCH at 1 bar H2, implying the same rate-determining step (RDS).12,22,23 The surface reaction 

between adsorbed phenol and H* has been proposed as the RDS for ECH and TCH on Pt/C, 

indicating the turnover frequency (TOF) is controlled by the rate constant (k) and equilibrium 

coverages of phenol (𝜃𝑃) and hydrogen (𝜃𝐻), according to the LH model described by Eq. 3-1.  

TOF = 𝑘𝜃𝑃𝜃𝐻  Eq. 3-1 

Because the surface reaction is rate-determining, 𝜃𝑃 and 𝜃𝐻 are assumed to be quasi-equilibrated 

and controlled by the aqueous equilibrium adsorption constants on the active site (KP and KH, 

where P = phenol and H = hydrogen). The TOF can be written in terms of the bulk concentration 

of phenol divided by the standard concentration of 1 M (CP) and the aqueous hydrogen 

concentration (CH) in Eq. 3-2. 



 50 

TOF = 𝑘
𝐾𝑃𝐶𝑃𝐾𝐻𝐶𝐻

(1 + 𝐾𝑃𝐶𝑃 + 𝐾𝐻𝐶𝐻)2
 Eq. 3-2 

The CH is equivalent to [PH2 / (1 bar)]1/2 for TCH, where PH2 is the pressure of hydrogen in 

equilibrium with the solution. For ECH, CH is the concentration of H+ divided by 1 M.21 For TCH, 

KH is the equilibrium adsorption constant of H* from ½ H2. For ECH, KH is also the equilibrium 

adsorption constant of H*, but from H+ and e−, thus KH increases with more negative applied 

potential due to the increased thermodynamic driving force to form H*. The potential dependence 

of phenol ECH TOFs on Pt/C and Rh/C are qualitatively explained by Eq. 3-2 by considering this 

change in KH.21 Briefly, the TOF increases with more negative applied potential at low hydrogen 

coverages and decreases with more negative applied potential at high hydrogen coverages due to 

competitive adsorption with phenol.21 

Solvent can influence the hydrogenation rate of organic molecules by changing their 

adsorption thermodynamics and hydrogenation barriers of elementary steps. Upon adsorption, 

organic molecules with large footprints, such as aromatics, must displace solvent molecules at the 

solvent/metal interface. The aqueous-phase adsorption energies of aromatic compounds are 

weaker than those measured in the gas phase because of the energetic penalty of solvent 

displacement.63,125 For example, the adsorption free energies of phenol on Pt and Rh are over 150 

kJ mol−1 weaker in the aqueous phase compared to the gas phase due to the displacement of 

multiple water molecules upon adsorption.35,55,63 At room temperature, the weaker adsorption 

energy of phenol in the aqueous phase increases reaction rates compared to the gas phase because 

of more balanced coverages of phenol and hydrogen. Water solvent can lower barriers through 

two ways: first, water solvation can reduce the energy of transition states more than reactant 

species, and second, water can directly participate in transition states to facilitate bond breaking 

and formation. In aqueous-phase hydrogenation reactions on metals, water is predicted to lower 
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the barriers for the hydrogenation of C=C bonds by less than 10 kJ mol−1 through solvation.57,71,73 

In contrast, water is predicted to lower the barriers of O-H bond breaking by >35 kJ mol−1 through 

direct participation in transition states.32,57,71–73,143  

The LH model (Eq. 3-2) has been shown to approximate the rates of ECH and TCH of 

phenol on platinum group metals.21,23,83 Eq. 3-2 has been used to fit the TOF measured over a 

range of phenol concentrations for TCH of phenol on Pt/C.21 The extracted KP value on the active 

site was compared with KP values of stepped facets and Pt(111)-like sites extracted independently 

from adsorption isotherms on polycrystalline Pt.21,28 The active facet for phenol hydrogenation 

was attributed to Pt(111)-like sites due to similar KP values. However, whether the activity of 

Pt(111) is due to fast intrinsic hydrogenation kinetics (larger k) or optimal coverages of the 

adsorbed reactants (higher 𝜃𝑃𝜃𝐻) is unknown. In the case of Rh, even the active site and reason 

for its activity are unknown, despite Rh/C being a commonly studied metal for phenol 

hydrogenation.12,21–23 

Here we elucidate which Rh facet is active for phenol hydrogenation and explain the origin 

of the high TOF on the active sites of Pt/C and Rh/C. Using DFT modeling, microkinetic 

simulations, and experimental kinetics measurements, we address whether the active site for 

phenol hydrogenation is a step or terrace facet and how intrinsic kinetics (i.e., transition state 

energies) and the phenol adsorption energy govern the phenol hydrogenation activity of Pt/C and 

Rh/C. We predict that (111) terraces of Pt/C and Rh/C are the active sites for phenol hydrogenation 

due to faster intrinsic kinetics and weaker adsorption of phenol compared to (221) stepped facets. 

We report that the TOF on Rh/C for ECH of phenol increases with particle size, similar to what 

has been shown previously on Pt/C, consistent with the active sites for phenol hydrogenation being 

the (111) terraces. These results indicate that synthesis techniques to preferentially expose (111) 
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terraces on supported nanoparticles should be used to optimize the utilization of metals, increase 

bio-oil hydrogenation rates, and reduce the cost of bio-oil valorization. 

3.2 Methods 

3.2.1 Atomistic Modeling Details 

The Vienna Ab initio Simulation Package (VASP) was used for all DFT calculations42,43,144,145 

along with the Atomic Simulation Environment (ASE) interface.146 The Perdew-Burke-Ernzerhof 

functional101 with the semi-empirical D3 dispersion correction100 was chosen because of its 

reasonable accuracy and tractable computational expense.147 The projector augmented wave 

method and a plane wave kinetic energy cutoff of 400 eV were used for all calculations.148,149 The 

first-order Methfessel-Paxton smearing scheme with a 0.2 eV smearing width was used.150  

The Pt(111), Pt(221), Rh(111), and Rh(221) surfaces were modeled using 3×3×4 slabs 

consisting of 36 metal atoms. The bottom two layers of each surface were fixed in their bulk lattice 

coordinates and the top two layers could relax during geometry optimization. Metal slabs were 

separated by a 20 Å vacuum. The bulk lattice parameters of Pt (3.925 Å) and Rh (3.972 Å) were 

determined by relaxing four-atom face centered cubic unit cells of both metals. A 16×16×16 

Monkhorst-Pack k-point grid was used when determining the bulk lattice parameters.151 For 

surface calculations, a 5×5×1 Monkhorst–Pack k-point grid was used. All DFT calculations were 

non-spin polarized. Spin polarization was found to have a negligible effect on the adsorption 

energy of phenol on Pt and Rh. Geometries were optimized until the electronic energy and ionic 

forces were converged to within 10−5 eV and 0.01 eV Å−1. The climbing-image nudged elastic 

band (CI-NEB) method was used to find transition states of the hydrogenation reaction.152 CI-NEB 

images were optimized until the electronic energies and ionic forces were within 10−5 eV and 0.05 
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eV Å−1. The free energies for phenol and all reaction intermediates were evaluated in the harmonic 

limit at 300 K (including translation, rotational, and vibrational free energy contributions). The 

free energies of gas-phase species were evaluated using ideal gas thermodynamic corrections at 

300 K and 1 bar. 

Co-adsorbed hydrogen is typically present on the catalyst surface in acidic solution.153–156 

The Gibbs free energies of adsorbed phenol with co-adsorbed hydrogen on the (111) terraces and 

(221) steps of Pt and Rh were calculated as a function of hydrogen coverage at 300 K and 1 bar 

H2. The system with the lowest free energy on each surface was chosen to model the phenol 

hydrogenation reaction. On the (111) surfaces, hydrogen was placed in the same configurations 

used previously to model benzene hydrogenation with co-adsorbed hydrogen.157 The lowest 

energy configuration on Pt(111) and Rh(111) consisted of phenol adsorbed in the bridge-30 

configuration with 4/9 monolayer (ML) coverage of co-adsorbed hydrogen (Appendix Figure B-1 

& Appendix Figure B-2). On Pt(221) and Rh(221), phenol adsorbed at the step edge with 4/9 ML 

of hydrogen co-adsorbed on Pt(111) and 6/9 ML of hydrogen co-adsorbed on Rh(111) (Appendix 

Figure B-3 & Appendix Figure B-4). The relative free energy of adsorbed phenol with co-

adsorbed hydrogen as a function of hydrogen coverage is shown in Appendix Figure B-5.  

Mean-field microkinetic simulations were performed using the MKMCXX software158 to 

predict TOFs of phenol hydrogenation on Pt and Rh. Here we assume adsorption of all species 

require a single site in the microkinetic model. In reality, phenol adsorbs to multiple atoms and 

thus it would be more appropriate to require phenol to adsorb on an ensemble of surface atoms. 

Nonetheless, as we show below, the single site microkinetic model gives predictions that are 

qualitatively consistent with experimental observations on Pt. Forward and reverse reaction rate 

constants were calculated using harmonic transition state theory and DFT-computed activation 
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free energies. Thermochemistry corrections were included for all reaction intermediates and 

transition states using the harmonic approximation. A constant pre-exponential factor of 6.25×1012 

s−1 calculated using 
𝑘𝐵𝑇

ℎ
 at 300 K was used. Adsorption and desorption of phenol, hydrogen, and 

cyclohexanone were also treated using an Arrhenius model. Adsorption and desorption were 

assumed to be barrierless. In the microkinetic model we use partial pressures of phenol and 

hydrogen at the same ratio as what is in solution experimentally.159,160 The concentration of phenol 

was 20 mM and the concentration of hydrogen in solution (0.78 mM) was estimated using Henry’s 

law for hydrogen in equilibrium with 1 bar H2. The total system pressure was 1 bar.  

Although solvent affects the hydrogenation kinetics of aromatic molecules, we found that 

implicit solvation using VASPsol40,41 for phenol hydrogenation had a negligible effect on the 

reaction energies and transition states and thus was not considered further (Appendix Figure B-6). 

Experimental aqueous-phase adsorption free energies of phenol on Pt and Rh were used in place 

of DFT-computed free energies as inputs into the microkinetic model to capture the effects of 

solvation, solvent displacement, and changes in entropy upon adsorption of phenol. Due to 

challenges in explicitly treating solvation of reactants and intermediates along each step in the 

reaction mechanisms, we assume all species have solvation energies similar to phenol. The 

desorption energy of cyclohexanone was chosen to maintain thermodynamic consistency in the 

overall reaction free energy. The reaction free energy (–44 kJ mol–1) was calculated using the 

reaction P(aq) + 2H2(g) ⇌ CHO(aq), where the aqueous-phase free energies of phenol (P) and 

cyclohexanone (CHO) are from gas-phase free energies calculated from DFT that were shifted for 

solvation using the Henry’s law constants of the species.161 The average adsorption free energy of 

H* along the reaction energy diagram was used for the microkinetic model. Cyclohexanone was 

modeled as the sole product of phenol hydrogenation because the formation of cyclohexanone 
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dominates the product distribution under experimental conditions with low phenol conversion (< 

10% conversion).22  

3.2.2 Experimental Details 

3.2.2.1 Chemicals and Catalytic Materials 

Chemicals were obtained from Sigma-Aldrich and used as received. Aqueous sodium acetate 

buffer solution (3 M, pH = 5.2 ± 0.1) was used as the supporting electrolyte for ECH of phenol 

(≥99.0%). Ethyl acetate (≥99.8%) was used as solvent for extraction and dimethoxybenzene (99%) 

was used as the internal standard for gas chromatography. N2 (>99.99%, Cryogenic Gases) was 

used to remove dissolved oxygen from the reactor. H2 (ultra-high purity grade, Cryogenic Gases) 

was used for TCH. All water was purified with a Milli-Q system up to a resistivity of 18.2 MΩcm. 

Rh/C purchased from Sigma Aldrich (1, 3, 5, and 10 wt%) was used for all ECH studies at a phenol 

concentration of 20 mM. For the TCH studies as a function of phenol concentration, the rates at 

low (10 mM) and high (900 mM) phenol concentrations were low enough that product 

quantification was difficult with the low total amount of metal for these catalysts. Therefore, a 

higher Rh metal loading, 20 wt% Rh/C from Fuel Cell Store, was used for all TCH studies. 

3.2.2.2 Catalyst Characterization and Surface Area Measurements 

X-Ray Diffraction (XRD) analysis was done on the 20 wt% Rh/C using a Rigaku Miniflex X-Ray 

diffractometer with Cu Kα radiation (λ = 1.5418 Å) and a Ni filter. Samples were scanned between 

the 2θ range of 10° < 2θ < 90° at a rate of 5°/min. The Scherrer equation was used to calculate the 

average crystallite size of the 20 wt% Rh/C as 2.9 nm using the full width at half maximum of the 

Rh(111), Rh(220) and Rh(311) diffraction peaks in Appendix Figure B-7. The XRD instrument 

line broadening was negligible compared to the estimated particle size and was thus ignored for 
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calculating the particle size. For the TCH studies using this same 20 wt% Rh/C, the number of 

surface metal atoms used to normalize TOF was estimated from the particle size obtained by XRD 

(see SI). The particle diameters of Rh/C used to determine the particle size dependence for ECH 

of phenol were estimated to be 2, 5, 7, and 10 nm for the 1, 3, 5, and 10 wt% loading, respectively, 

from transmission electron microscopy (TEM). Ground catalyst samples were suspended in 

ethanol, and microliters of the catalyst suspension were applied on a copper grid coated with 

carbon and dried before a TEM measurement was performed with a JEOL JEM-2011 electron 

microscope operating at 120 keV accelerating voltage. For further detail and sample images see 

ref. 11. The number of surface metal atoms for the 1, 3, 5, and 10 wt% Rh/C catalysts used for the 

particle size studies was determined from H2 chemisorption as described previously.11,22 The metal 

dispersions, or moles of surface Rh per total moles of Rh, of the 1, 3, 5, and 10 wt% Rh/C samples 

were 0.43, 0.2, 0.135, and 0.1, respectively. Details on weight loading of Rh supported on carbon, 

commercial source of the catalyst, reaction for which each catalyst was used, average particle sizes 

from TEM, XRD, and H2 chemisorption and dispersion from H2 chemisorption and XRD are 

shown in Appendix Table B-1. 

3.2.2.3 Thermocatalytic Hydrogenation 

A 125 mL jacketed glass batch reactor was used to perform TCH of phenol. 10 mg of 20 wt% 

Rh/C catalyst was added to Millipore water in the cell and then sparged with a flow of N2 for 30 

min at 100 mL min−1 under continuous stirring at 500 rpm to remove oxygen and disperse the 

nanoparticles. A flow of H2 at 70 mL min−1 into the cell for 30 minutes was used to activate the 

catalyst, saturate the solution with H2, and bring the headspace pressure to 1 bar H2. Before 

introducing phenol, the H2 flow was reduced to 25 mL min−1 and kept constant throughout the 

reaction to maintain the reactor pressure at 1 bar H2 and prevent air from entering the reactor. The 
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temperature was kept at 25 °C using a refrigerated/heated bath circulator (Fisher Scientific). To 

attain a desired phenol concentration in the cell, a particular concentration of phenol in water, 

already sparged with N2 to remove dissolved O2, was introduced into the cell. A syringe connected 

to PEEK tubing was used to avoid possible contamination from a metal needle. The pH of the 

solution with phenol was 5.2–5.4, which is the same as the pH of phenol in acetate buffer used for 

ECH. Previous studies of TCH of phenol on Pt/C show that at this pH, the phenol TCH activity is 

essentially independent of the presence of acetate.23 The reactor mixture was stirred using a stir 

bar at 500 rpm for the duration of the reaction. At this stir rate, limitations on the measured rate 

due to mass transfer were eliminated (Appendix Figure B-8). The reaction start time was recorded 

immediately after the phenol was introduced in the cell. All measurements were done under 

differential conditions (<10% conversion of phenol). 

3.2.2.4 Electrocatalytic Hydrogenation 

A two-compartment batch electrolysis cell was used for ECH studies.11 The cathodic and anodic 

compartments were separated by a Nafion 117 membrane. The carbon felt (Alfa Aesar, >99.0%, 

3 cm×1.5 cm with 3.2 mm thickness) used as the working electrode was first presoaked in water 

and connected to a 3 mm diameter graphite rod (Sigma Aldrich, 99.99%). For each of the 1, 3, 5, 

and 10 wt% Rh/C catalysts, 10 mg catalyst were added to the acetate buffer supporting electrolyte 

in the cathodic compartment. The carbon felt connected to a graphite rod was inserted into the cell 

and the catalyst was loaded into the felt by stirring the catalyst/acetate buffer mixture for 30 min 

at 500 rpm until the catalyst infiltrated the carbon felt.22 The effectiveness factor of 0.97 for the 

carbon felt (3.2 mm thick) used in this work indicates the felt was thin enough to avoid internal 

mass transfer limitations.82 The reference electrode was a Ag/AgCl double junction electrode and 

the counter electrode was a high-surface area Pt mesh. Acetate anions are reported to have 
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negligible adsorption on Pt and Rh at the cathodic potential used in this work (i.e., −0.1 V vs. 

RHE).92 Hence we assume ECH is not impacted by competitive adsorption between the reactants 

and acetate. Before ECH, the supporting electrolyte was sparged with N2, which was also used as 

a blanket to prevent O2 from entering the cell. A current of −40 mA was applied for 30 min to the 

working electrode to polarize the catalyst. 

To measure the ECH rate, phenol solution already sparged with N2 was added to the cell 

to make a final concentration of 20 mM and the reaction was performed at a fixed potential using 

a Bio-Logic VSP-300. The solution resistance was measured using impedance spectroscopy based 

on the real part of the impedance at a frequency of 200 kHz. During the ECH measurements, only 

85% of the solution resistance was compensated automatically, because a higher fraction of 

compensation results in instability in the applied voltage due to the limitations of the potentiostat 

controller.162 The remaining 15% of the solution resistance was manually corrected following the 

measurement and used to calculate the final iR-compensated applied potential of −0.1 V vs. RHE 

that is reported. The pH of acetate buffer and phenol solution in the cathodic compartment was 

measured before and after the reaction for each catalyst metal weight loading and no change was 

observed. 

3.2.2.5 Product Analysis 

The TCH and ECH reactions were monitored by removing 0.5 mL aliquots every 3 min from the 

batch reactor. Three sequential liquid-liquid extractions were performed to transfer phenol and its 

associated hydrogenation products from the aqueous phase to an organic phase. In each extraction 

step, the aqueous phase was mixed with 1 mL of pure ethyl acetate to transfer phenol and its 

associated hydrogenation products from the aqueous phase to the organic phase, and then the two 

liquids were separated. Three extractions were sufficient to transfer all organics from the aqueous-
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phase aliquot to the organic phase because no phenol or product was detected upon additional 

extraction. Remaining water was removed from the organic phase with anhydrous Na2SO4 (Sigma 

Aldrich 99%). 20 μL of pure dimethoxybenzene was added as internal standard to 1 mL of the 

dried organic phase. 1 µL of the resulting solution was injected to an Agilent Varian 450 gas 

chromatograph equipped with a flame ionization detector. Carbon balances were greater than 90% 

for all reported data. Rates were calculated using the moles of cyclohexanone and cyclohexanol 

detected to determine the moles of phenol converted. At least four time points were used to 

determine the rate. TOFs were calculated based on the rate of cyclohexanol and cyclohexanone 

formed per surface metal atom as described in ref. 22. Additional details on TOF calculations are 

given in B.2. 

3.2.2.6 Fitting TCH Rate Data to a Langmuir-Hinshelwood Model 

The experimental TCH rate data was fitted by minimizing the sum of the squared errors between 

the experimental TOF at different phenol concentrations and the TOF predicted from the reaction 

model in Eq. 3-2, in the same way as described in ref. 10. To minimize the difference, the values 

of k, KP, and KHCH were optimized, and these are the values reported. For simplicity in fitting the 

kinetic model, the values of k, KP, and KHCH were assumed to be constant with phenol 

concentration (i.e., Langmuir adsorption). We have previously shown that equilibrium adsorption 

isotherms on Rh were best fit assuming an adsorbate interaction term of zero (i.e., Langmuir 

model)35 supporting our assumption of Langmuir adsorption when fitting the kinetic data here. 

3.3 Results & Discussion 

3.3.1 Adsorption Energies of Phenol on the Active Sites of Pt and Rh 
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By fitting phenol hydrogenation rate data to a LH model, KP of the active site can be extracted and 

compared with known KP values on different facets to determine the identity of the active site. 

This approach has been used on Pt/C to determine that Pt(111) is the active site for phenol 

hydrogenation,21 but similar analysis has not yet been performed on Rh. Here we measure phenol 

hydrogenation rates on Rh/C under the same TCH conditions as performed for Pt/C (i.e., 1 bar 

H2)
21 and extract KP on Rh/C by fitting kinetic data to Eq. 3-2. We compare the extracted KP on 

the active site with KP values previously extracted from an aqueous-phase phenol adsorption 

isotherm on Rh wire at the same temperature and pH as our kinetic measurements here.35  

The TOF in Figure 3-1 shows a phenol concentration dependence typical of a competitive 

LH mechanism, where at low concentrations of phenol the reaction order in phenol is positive due 

to the phenol coverage being low, and at high concentrations of phenol the reaction order is 

negative due to the phenol coverage being too high and poisoning the metal surface. By minimizing 

the error between the experimental TOF values and the predicted TOF values from Eq. 3-2, we 

determine k, KP, and KHCH. 

 
Figure 3-1 Thermocatalytic hydrogenation of phenol on Rh. Log(TOF) for thermocatalytic hydrogenation (TCH) 

of phenol on 10 mg of 20 wt% Rh/C as a function of log(phenol concentration) for phenol concentrations (CP) from 
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0.01 M to 1 M. The TOF data points (circles) were fit to the Langmuir-Hinshelwood rate law (solid black line) 

assuming competitive adsorption between phenol and hydrogen. TCH of phenol in water (pH 5.2–5.4) was performed 

under 1 bar H2 at 298 K with a stir bar at 500 rpm. The values of k, KP, and KHCH on the active site were extracted by 

minimizing the sum of the squared errors between the experimental TOF and the theoretical TOF obtained using Eq. 

3-2. The standard error of each parameter was estimated using the “jackknife” procedure.163,164 

We compare the phenol adsorption equilibrium constant, KP, on the active site from TCH 

rate measurements to the KP values extracted independently from adsorption isotherm fitting to 

understand the active site on Pt and Rh (Table 3-1). KP on the active site of Pt/C was measured 

previously to be 33, which corresponds to a Gibbs free energy of adsorption (∆GP) of –8.7 kJ mol–

1, by fitting kinetic data using Eq. 3-2.21 KP values of 38 and 120000 have been measured 

previously for two distinct adsorption sites on polycrystalline Pt by fitting to a phenol adsorption 

isotherm constructed by measuring the fraction of hydrogen underpotential deposition (HUPD) sites 

inhibited by phenol adsorption as a function of phenol concentration.28 Phenol adsorption sites 

with the lower KP values adsorb phenol more weakly and sites with the higher KP values adsorb 

phenol more strongly. We refer to the adsorption equilibrium constants of the weak and strong 

adsorption sites as KP,weak and KP,strong, respectively. We refer to the corresponding Gibbs free 

energies as ∆GP,weak and ∆GP,strong. The weaker phenol adsorption site of Pt is attributed to the 

(111) terraces, and the stronger phenol adsorption site is attributed to (110)-like, (100)-like, and 

step sites based on the measured cyclic voltammograms (CVs).21,28 As discussed in ref. 21, the 

similarity between the KP value on the active site of Pt/C from kinetic measurements (KP = 33) 

and KP,weak from adsorption isotherm fitting (KP,weak = 38) implies that the active facet for phenol 

hydrogenation on Pt/C is a Pt(111)-like terrace, which adsorbs phenol more weakly than stepped 

facets.  

Table 3-1 Measured adsorption energies on Pt and Rh. Experimental equilibrium adsorption constants of phenol 

and corresponding adsorption free energies (ΔGP) extracted from TCH rate measurements and CV adsorption 

isotherm fitting at 298 K and pH = 5.2. TCH rates are measured on Pt/C and Rh/C and adsorption isotherms are on a 

Pt or Rh wire. Standard concentration of phenol is defined as 1 M. ΔGP values have units of kJ mol−1. 

Metal Technique used to extract phenol adsorption equilibrium constant 
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Fitting TCH rates to 

rate law 

Adsorption isotherm fitting to CV+HUPD measurements 

Weak adsorption site Strong adsorption site 

KP ΔGP KP,weak ΔGP,weak KP,strong ΔGP.strong 

Pt 33 from ref. 21  −8.7 38 from ref. 28 

(attributed to (111) 

terraces).  

−9.0 120000 from ref. 28 

(attributed to step sites).  

−29 

Rh 38 (this work) −9.0 17 from ref. 35  −7.0 41000 from ref. 35  −26 

ΔGP values for Pt are from a Temkin adsorption isotherm and have lateral interaction energy values of 0 and 4 kJ 

mol−1 for the weak and strong binding sites. Rh values were found to have a best fit using a Langmuir adsorption 

isotherm i.e., the adsorption energies were not a function of phenol coverage. 

Similar to Pt, polycrystalline Rh has two distinct adsorption sites with different equilibrium 

constants for phenol—the values of KP,weak and KP,strong on Rh wire were measured previously from 

adsorption isotherm fitting to be 17 and 41000, respectively (Table 3-1).35 The comparable KP 

value on the active site of Rh from Figure 3-1 (KP = 38) and KP,weak from adsorption isotherm 

measurements (KP,weak = 17) suggests that the facet which adsorbs phenol more weakly is active 

for phenol TCH on Rh/C. The three order of magnitude difference between KP,strong and KP of the 

active site of Rh indicate that this stronger adsorption site does not contribute significantly to 

catalytic turnover. Unlike on Pt, where the HUPD peaks of (111) terraces and step sites are 

distinguishable, the CVs on Rh do not indicate whether (111) terraces or steps are weak or strong 

adsorption sites. Therefore, we cannot determine from CVs alone whether the active site of Rh is 

the (111) terrace or if stepped facets (e.g., Rh(221) steps) are responsible for TCH activity. In 

Section 3.3.3, we describe our first principles calculations and microkinetic modeling to determine 

the active Rh facet. 

3.3.2 Explaining the Activity of Pt(111) from First Principles Modeling 
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It is unclear whether Pt(111) is intrinsically more active than the stepped facets (i.e., larger k) or 

whether the activity of Pt(111) is from differences in adsorption energies between the weak and 

strong adsorption sites. To clarify the origin of the activity of the Pt(111) facet, we study the phenol 

hydrogenation reaction on the Pt(111) terrace and Pt(221) step at 0 V vs. RHE (i.e., 1 bar H2 at 

300 K) using DFT modeling and mean-field microkinetic simulations. This is identical to the 

methodology for calculating the TCH rate at 1 bar H2 from a computational perspective. Our 

calculations of phenol hydrogenation on Pt(100) in the gas phase show that Pt(100) is over four 

orders of magnitude less active than Pt(111) and thus is not considered further (Appendix Figure 

B-9). As discussed earlier, the surface reaction for TCH and ECH is hypothesized to be the 

same,12,22,23 so we assume ECH and TCH share the same active site.  

On both Pt(111) and Pt(221), the first hydrogenation step was modeled to occur on the 

ortho carbon followed by hydrogenation of the meta carbon to form 1,3-cyclohexadienol, in accord 

with a prior study of phenol on Pt.72 We predict the third and fourth hydrogenation steps occur at 

the para carbon and meta carbons, respectively, to form 1-cyclohexenol. We model the 

tautomerization of 1-cyclohexenol to form cyclohexanone; however, tautomerization can occur at 

an earlier point along the reaction pathway. DFT-predicted geometries of this hydrogenation 

mechanism on Pt(111) are shown in Figure 3-2a, and the geometries on Pt(221) are shown in 

Appendix Figure B-10. The corresponding energetics of the surface reactions relative to aqueous-

phase phenol and gas-phase hydrogen, with a surface hydrogen coverage of 4/9 ML are given in 

Figure 3-2b. Because of the difficulties in accurately predicting aqueous-phase organic adsorption 

energies computationally, we instead use the experimental values for phenol adsorption from 

Table 3-1 as a calibration (i.e., to determine the relative energy of (ii)). The dotted lines refer to 

the assumption that the modeled Pt site is ‘weak’ adsorption (∆GP,weak) and the solid lines refer to 
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the assumption that the modeled Pt site is ‘strong’ adsorption (∆GP,strong). Although, as discussed 

above, we know that Pt(111) corresponds to the ‘weak’ adsorption (∆GP,weak), and thus the dotted 

black line is the ‘correct’ pathway for Pt(111), and the solid blue line in Figure 3-2b is the ‘correct’ 

pathway for Pt(221), we show both cases here to understand the effect of this initial adsorption 

step on the overall rate. All subsequent energies (i.e., (iii) through (xvi)) are plotted based on the 

calculations relative to the adsorbed phenol, using the assumption that any solvation effects on 

phenol adsorption are the same as for the adsorbed intermediates and transition states. The final 

energy of (xvii) is from the thermodynamic value of the difference in energy of phenol and 

cyclohexanone in the aqueous phase, to maintain thermodynamic consistency for all plotted 

pathways. The surface-adsorbed H* consumed was replenished after each hydrogenation step to 

maintain the initial hydrogen coverage over the course of the reaction. 

Hydrogen co-adsorption has been found to reduce hydrogenation barriers for various 

organic compounds on platinum group metals,157,165,166 but has not yet been studied for phenol 

hydrogenation on Pt. On average, we find that co-adsorption of hydrogen decreases the activation 

energies of hydrogenation and tautomerization on Pt(111) by 20 kJ mol−1 (Appendix Figure B-9). 

However, we find that the Pt(111) terrace is more active than the Pt step regardless of the presence 

or absence of co-adsorbed hydrogen (Appendix Figure B-9). Although co-adsorbed hydrogen 

does not change the activity ordering of Pt terraces and steps, this may not always be the case for 

other catalysts (Appendix Figure B-9 shows that hydrogen co-adsorption may change the 

predicted active site for Rh).  

When looking at the reaction energy diagram for phenol hydrogenation on Pt(111) and 

Pt(221) (Figure 3-2b), there are differences beyond the phenol adsorption energy that contribute 

to the kinetics. Even if the phenol adsorption energy were the same (i.e., comparing the solid blue 
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and black lines in Figure 3-2b to one another and the dotted lines to each other), the transition 

state barriers are often higher on Pt(221) than on Pt(111). These correspond to intrinsic kinetic 

differences on the two surfaces, rather than solely coverage effects.  

 
Figure 3-2 Free energy diagram for phenol hydrogenation on Pt. (a) DFT-predicted geometries corresponding to 

the initial, transition, and final states for the hydrogenation of phenol (P(aq)) to cyclohexanone (CHO(aq)) on Pt(111) 

with 4/9 ML of co-adsorbed hydrogen. Products of the first, second, third, and fourth hydrogenation additions are 

denoted as PH*, PH2*, PH3*, and PH4*, respectively. H*i corresponds to adsorbed hydrogen at 4/9 ML hydrogen 

coverage, and H*i−1 corresponds to adsorbed hydrogen after one hydrogen has reacted with the organic. TS1, TS2, 

TS3, and TS4 denote hydrogenation transition states and TS5 denotes the tautomerization transition state. Color 

legend: Pt = grey, O = red, C = black, and H = white. The H* atom participating in each elementary reaction step is 

colored green (cases where more than one hydrogen is colored green are due to periodic boundary conditions). (b) 

Reaction free energy profiles for the electrocatalytic hydrogenation of phenol to cyclohexanone on Pt(111) and Pt(221) 

at hydrogen coverages of θH = 4/9 ML on Pt(111) and Pt(221) at 0 V vs. RHE. Dotted lines refer to the adsorption 

energy of phenol matching the experimental adsorption energy corresponding to ∆GP,weak, while the solid lines 



 66 

correspond to the adsorption energy of phenol matching the experimental adsorption energy of ∆GP,strong in Table 3-1 

for Pt. All subsequent adsorption energies are referenced to this value, with the overall reaction energy of phenol to 

cyclohexanone plotted according to calculated reaction energies. Thermal corrections to the free energies of adsorbed 

species and transition states are included within the harmonic approximation at 300 K. 

To predict whether Pt(221) or Pt(111) is more active, we construct a mean-field 

microkinetic model to predict TOFs for phenol hydrogenation on Pt(111) and Pt(221) based on the 

reaction energetics in Figure 3-2b. The energies used for each adsorption and elementary reaction 

step in the microkinetic model of each facet are given in the Appendix (Appendix Table B-3). 

The calculated TOFs between 290 and 310 K from the microkinetic simulations of phenol 

hydrogenation on Pt(111) and Pt(221) in Figure 3-3 show that Pt(111) is the active site. The 

reaction on both facets is modeled using both the weak and strong phenol adsorption free energies 

to clarify how differences in phenol adsorption on the two facets affect phenol hydrogenation 

kinetics. Pt(111) is more active than Pt(221) regardless of whether the reaction is modeled with 

ΔGP,weak, or ΔGP,strong. Considering that ΔGP,weak is attributed to Pt(111)-like terraces and ΔGP,strong 

is attributed to stepped facets,28 our computational results predict that Pt(111) is over thirteen 

orders of magnitude more active than Pt(221) at 300 K and 0 V vs. RHE. Even when the reaction 

is modeled with ΔGP,weak on both facets, Pt(111) is still over thirteen orders of magnitude more 

active than Pt(221), highlighting that the activity differences between Pt(111) terraces and steps 

are largely due to intrinsic kinetic differences and not only due to differences in phenol adsorption 

on Pt(111) and step sites. Our predicted TOFs based on the microkinetic modeling support 

previous experimental results that Pt(111) is the active facet for phenol hydrogenation.21 The joint 

factors of adsorption energy and intrinsic kinetic activity contributing to the activity of a catalyst 

site helps to explain why Pd/C is less active than Pt/C for phenol hydrogenation despite their 

similar adsorption energies.21 
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Figure 3-3 Arrhenius plot of phenol hydrogenation on Pt. Arrhenius plot for the hydrogenation of phenol between 

290 K and 310 K at 0 V vs. RHE based on microkinetic modeling of all elementary steps (i.e., without assumption of 

RDS). Concentration of phenol is 20 mM (see methods). Values corresponding to Pt(111) are shown with blacklines 

and values corresponding to Pt(221) are shown with blue lines. Both facets are modeled using ΔGP,weak (dashed lines) 

and ΔGP,strong (solid lines) from Table 3-1. Elementary rate constants are calculated from the activation energies of the 

steps shown in Figure 3-2b.  

The predicted apparent activation energies of the reactions are extracted from the slopes of 

the Arrhenius plots in Figure 3-3. The predicted activation energy of 102 kJ mol−1 on Pt(111) 

(ΔGP,weak = −9 kJ mol−1) and 168 kJ mol−1 on Pt(221) (ΔGP,strong = −29 kJ mol−1) are much higher 

than the experimental apparent activation energy of 29 kJ mol−1 on Pt/C at 300 K.12 Besides the 

commonly attributed error in predicted energetics due to using an approximate exchange-

correlation functional, the high computed apparent activation energy relative to the experimental 

value may arise from the exclusion of explicit solvation effects in our atomistic model.  

Although the microkinetic modeling simulations reveal that the higher activity of Pt(111) 

compared to stepped facets is due to Pt(111) having both faster intrinsic kinetics and weaker phenol 

adsorption, there are some discrepancies between our predicted RDS and that in our LH model 

(Eq. 3-2). Microkinetic simulations predict that the fourth hydrogenation step on Pt(111) has the 

highest degree of rate control (Appendix Figure B-11).167 This prediction supports that a surface 
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hydrogenation step, not adsorption or desorption, is the RDS for phenol hydrogenation, but is 

different than our assumption in Eq. 3-1 & Eq. 3-2 that the first hydrogenation step is the RDS. 

Explicit treatment of solvent effects along the reaction coordinate would lead to a more accurate 

prediction of the RDS. Recent experimental and computational work has suggested that the second 

hydrogen addition to phenol on Pt is the RDS at temperatures of 433 to 473 K, because H/D 

exchange of phenol was found to be fast compared to the hydrogenation rate, implying a quasi-

equilibrated first hydrogenation step.25 Because of the uncertainty in which hydrogenation step (1-

4 in Figure 3-2a) is the RDS, a more general interpretation of Eq. 3-2 is to describe a surface 

reaction between hydrogen and either phenol or a partially hydrogenated phenol intermediate, as 

postulated in ref. 21.  

3.3.3 Discerning the Active Facet of Rh from First Principles Modeling 

Comparing KP from our experimental TCH kinetic measurements with the KP,weak and KP,strong 

values extracted from adsorption isotherms indicates that the active facet for phenol hydrogenation 

on Rh is the facet that adsorbs phenol more weakly (Table 3-1). However, experimental CV 

adsorption isotherms do not reveal whether KP,weak (and hence the active facet) may be attributed 

to the Rh(111) terraces or stepped facets.35 To identify the active facet of Rh and explain the origin 

of the activity, we computationally model the hydrogenation of phenol to cyclohexanone on 

Rh(111) and Rh(221) with co-adsorbed hydrogen using the same mechanism considered for Pt. 

Similar to the observation on Pt, hydrogen co-adsorption reduces activation energies on Rh(111) 

by 8 kJ mol−1 on average (Appendix Figure B-9). The geometries on Rh(111) are shown in Figure 

3-4a and the geometries on Rh(221) are shown in Appendix Figure B-12. On Rh, it has been 

proposed that phenol may be hydrogenated through a mechanism that involves the conversion of 

phenol (C6H5OH) to phenoxy (C6H5O) followed by sequential hydrogenation to form 
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cyclohexanone (Scheme B-1).68 We model this mechanism (Appendix Figure B-13) and predict 

it to be slow compared to the mechanism in Figure 3-4a, which involves phenol hydrogenation to 

1-cyclohexenol followed by tautomerization to form cyclohexanone. We use the same 

methodology as described for Figure 3-2b to plot the reaction energy diagram on Rh in Figure 

3-4b, again using the experimentally measured adsorption energies of phenol. Unlike for phenol, 

here we do not know already whether Rh(111) or Rh(221) correspond to ‘weak’ or ‘strong’ 

adsorption. Like on Pt, the data in Figure 3-4b shows that there are differences in the reaction 

energy profile between Rh(111) and Rh(221) apart from the phenol adsorption energy, despite the 

same mechanism being investigated on both surfaces. 



 70 

 
Figure 3-4 Free energy diagram for phenol hydrogenation on Rh. (a) DFT-predicted geometries corresponding to 

the initial, transition, and final states for the hydrogenation of phenol (P(aq)) to cyclohexanone (CHO(aq)) on Rh(111) 

with 4/9 ML of co-adsorbed hydrogen. Products of the first, second, third, and fourth hydrogenation additions are 

denoted as PH*, PH2*, PH3*, and PH4*, respectively. H*i corresponds to adsorbed hydrogen at 4/9 ML hydrogen 

coverage, and H*i−1 corresponds to adsorbed hydrogen after one hydrogen has reacted with the organic. TS1, TS2, 

TS3, and TS4 denote hydrogenation transition states and TS5 denotes the tautomerization transition state. Color 

legend: Rh = teal, O = red, C = black, and H = white. The H* atom participating in each elementary reaction step is 

colored green (cases where more than one hydrogen is colored green are due to periodic boundary conditions). (b) 

Reaction free energy profiles for the electrocatalytic hydrogenation of phenol on Rh(111) and Rh(221) at hydrogen 

coverages of θH = 4/9 ML on Rh(111) and θH = 6/9 ML on Rh(221) at 0 V vs. RHE. Dotted lines refer to the adsorption 

energy of phenol matching the weak experimental adsorption energy of Rh (ΔGP,weak in Table 3-1) while the solid 

lines correspond to the adsorption energy of phenol matching the experimental adsorption energy ΔGP,strong in Table 

3-1. All subsequent adsorption energies are referenced to this value, with the overall reaction energy of phenol to 

cyclohexanone plotted according to calculated reaction energies. Thermal corrections to the free energies of adsorbed 

species and transition states are included within the harmonic approximation at 300 K. 
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We construct a mean-field microkinetic model to predict TOFs for phenol hydrogenation 

on Rh(111) and Rh(221) based on the energetics in Figure 3-4b and predict that Rh(111) is the 

active site for phenol hydrogenation. The energies used for each adsorption and elementary 

reaction step are given in the Appendix (Appendix Table B-4). By analyzing the predicted TOFs 

as a theoretical Arrhenius plot (Figure 3-5), we show that Rh(111) is more active than Rh(221) 

for phenol hydrogenation at temperatures between 290 K and 310 K. The Rh(111) is more active 

than Rh(221) regardless of whether the reaction on Rh(111) is modeled using ∆GP,weak or ∆GP,strong. 

Our experimental data (Table 3-1) indicate that the active site for phenol hydrogenation on Rh is 

the site that adsorbs phenol more weakly. When modeling phenol ECH using the weak phenol 

adsorption energy on both facets, we predict that Rh(111) is over six orders of magnitude more 

active than Rh(221). These results demonstrate that Rh(111) must be the weak adsorption site of 

Rh due to the relative inactivity of Rh(221). Although the microkinetic model predicts Rh(111) 

with ∆GP,strong to have the highest activity due to the more balanced coverages of hydrogen and 

phenol, the stronger adsorption site being the active facet is inconsistent with experimental 

measurements. Modeling the effect of solvation on the adsorption energy of hydrogen would 

improve the predicted activity ordering between ∆GP,weak and ∆GP,strong on Rh(111). 
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Figure 3-5 Arrhenius plot for phenol hydrogenation on Rh. Arrhenius plot for the hydrogenation of phenol 

between 290 K and 310 K at 0 V vs. RHE based on microkinetic modeling. Concentration of phenol is 20 mM (see 

methods). Values corresponding to Rh(111) are shown with black lines and values corresponding to Rh(221) are 

shown with blue lines. Both facets are modeled using ΔGP,weak (dashed lines) and ΔGP,strong (solid lines) from Table 

3-1. Elementary rate constants are calculated from the activation energies of the steps shown in Figure 3-4b. 

Based on Figure 3-5, the apparent activation energy for ECH of phenol on Rh(111) 

(ΔGP,weak = –7 kJ mol−1) is 142 kJ mol−1 and for Rh(221) (ΔGP,strong = –26 kJ mol−1) is 181 kJ 

mol−1. Similar to Pt, the apparent activation energies from the DFT-based mean field microkinetic 

models are significantly larger than the experimentally measured value of 23 kJ mol−1 in the 

absence of mass transport limitations on Rh/C.12 Similar to Pt, the fourth hydrogenation step is 

predicted to have the highest degree of rate control on Rh(111) and Rh(221) (Appendix Figure 

B-11). 

3.3.4 Intrinsic Activity of Phenol Hydrogenation vs. Fraction of (111) Terraces 

To corroborate our predictions that Pt(111) and Rh(111) are the active sites for phenol TCH and 

ECH, we measured the particle size dependence of the ECH TOF and Faradaic efficiency on Rh/C 

particles with diameters between 2 and 10 nm (Figure 3-6a). The TOFs for ECH of phenol on 

Pt/C over a similar particle size range from ref. 82 are reproduced in Figure 3-6a. On both Pt/C 
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and Rh/C, larger particles are predicted to have a higher fraction of (111) sites from the 

cuboctahedron model,82,168,169 while smaller particles have a higher fraction of step-like 

features.170,171 These larger particles have higher TOFs and higher Faradaic efficiencies than 

smaller particles. At small enough particle sizes (~2 nm), we observe practically no catalytic 

activity, indicating that the step sites are inactive for electrocatalytic hydrogenation of phenol, 

consistent with our modeling predictions. Although the fraction of (100) terraces will also increase 

with particle size according to the cuboctahedron model, the (100) sites of Pt and Rh adsorb phenol 

stronger than (111) terraces.28,35 Because our combined kinetic and adsorption measurements show 

that the active site should adsorb phenol weakly, the (100) sites are not the active sites. 

Additionally, we predict (100) sites to have lower gas-phase hydrogenation activity compared to 

(111) sites (Appendix Figure B-9). Therefore, we attribute the increase in activity and Faradaic 

efficiency with particle size to the increasing fraction of the active (111) terraces that dominate the 

catalytic turnover.  

Decreasing particle size to reduce the mass of expensive metals required (i.e., Pt and Rh) 

is desired only down to a certain particle size, below which the decrease in fraction of active sites 

counteracts the benefit from a higher fractional exposure. The catalyst utilization, the phenol 

hydrogenation rate per gram of catalyst, is shown in Figure 3-6b. The smallest particles of Pt (~3 

nm) have lower utilizations compared to larger particles; however, the catalyst utilization plateaus 

at further increasing particle sizes. We expect there to be a maximum in catalyst utilization for Pt 

within the 3−10 nm particle diameter range and hypothesize that increasing the particle diameter 

beyond 10 nm, while possibly increasing the TOF, would decrease the catalyst utilization, and thus 

be undesired for practical applications. The utilization of Rh increases monotonically in the 3−10 

nm particle diameter range, which is unexpected as we would assume a plateau or maximum to 
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occur, similar to what is seen for Pt, if a cuboctahedron model of the particle size-facet distribution 

is correct.172 This lack of a matching catalyst utilization maximum on Pt and Rh in Figure 3-6b 

implies that the distribution of terrace sites with particle size may differ between Pt and Rh, and 

that higher utilizations of Rh may be achieved on nanoparticles sizes >10 nm. However, we do 

hypothesize a maximum in catalyst utilization will occur on Rh at large enough particle sizes. 

 
Figure 3-6 Experimental structure sensitivity of phenol hydrogenation on Pt and Rh. (a) The turnover frequency 

(TOF) and Faradaic efficiency for electrocatalytic hydrogenation (ECH) of 20 mM phenol at 298 K as a function of 

particle size for Pt/C and Rh/C nanoparticles. The average nanoparticle size was estimated using TEM. 10 mg of Pt/C 

and Rh/C were infiltrated into a carbon felt and used as the working electrode and the supporting electrolyte was 3 M 

acetate buffer (pH 5.2). The applied potential was −0.1 V vs. RHE for Rh/C and was corrected for solution resistance. 

The TOFs and Faradaic efficiencies for Pt/C are from ref. 82 measured at approximately −0.47 vs. Ag/AgCl and 

corrected for solution resistance. TOF is the total moles of cyclohexanol and cyclohexanone molecules produced per 

second normalized to the total moles of surface Pt or Rh atoms obtained from H2 chemisorption. Open points refer to 

Faradaic Efficiencies and solid points refer to TOF. (b) Experimental catalyst utilization in rate of phenol conversion 

per second per gram of Pt or Rh as a function of particle size.  

Synthesizing shape-specific catalysts to preferentially expose (111) sites is a potential route 

to improve the TOF of the structure-sensitive phenol hydrogenation reaction and improve catalyst 

utilization.173–175 The insights here for phenol hydrogenation extend to structure-sensitive 

hydrogenation of other oxygenated aromatics relevant to bio-oils, such as benzaldehyde. The TOF 

of benzaldehyde ECH on Pt/C increases with particle size,82 and the (111) terraces are predicted 

Rh/CPt/C
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to adsorb benzaldehyde weaker than step sites.35 Thus, the particle size dependence for 

benzaldehyde is explained by the increase in the fraction of (111) terraces with particle size, as is 

the case with phenol.  

3.4 Conclusions 

Both Pt and Rh are structure sensitive for TCH and ECH of phenol with the active site being (111) 

terraces. Although (111) terraces are the weaker phenol adsorption sites, which enables higher 

coverages of phenol and hydrogen reactants, those surfaces are also intrinsically more active, i.e., 

they have lower hydrogenation barriers. This finding shows that although the adsorption energy of 

phenol is important for predicting kinetics, it is not the sole predictor, potentially explaining why 

other metals that adsorb phenol similarly to Pt and Rh (e.g., Pd) have different kinetics. It is 

unknown whether weaker adsorption to the active site is a general phenomenon for hydrogenation 

of oxygenated aromatics, but other catalytic reactions, such as benzaldehyde hydrogenation, also 

show a similar structure sensitivity. Further work is needed to identify if (111) terraces, which 

adsorb a wide range of organics more weakly than step sites, are also more intrinsically active for 

a range of bio-oil model compounds. 
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Chapter 4 Electrocatalytic Hydrogenation of Phenol on Platinum-Cobalt Alloys  

This chapter was adapted from Barth, I.; Akinola, J.; Singh, N.; Goldsmith, B. R. Electrocatalytic 

Hydrogenation of Phenol on Platinum-Cobalt Alloys. Submitted, 2023. My contribution to this 

work is the density functional theory modeling. James Akinola performed the experimental work. 

4.1 Introduction 

The search for sustainable energy and chemicals has led to a growing interest in hydrogen-related 

processes, such as the hydrogen evolution reaction (HER) and electrocatalytic hydrogenation 

(ECH) of bio-oil. Electrocatalytic hydrogenation offers a sustainable pathway to stabilize lignin-

derived bio-oil on the route to producing specialty chemicals and transportation fuels.2,135–137,176–

178 Understanding the mechanism and catalyst structure-activity relations for ECH of components 

of bio-oil may aid the transition to sustainable chemical and fuel production. In this study, we 

investigate phenol in aqueous acetate buffer as a representative lignin-derived phenolic compound 

in bio-oil,179 and we study ECH on Pt alloyed with Co (PtxCoy) to understand the mechanism and 

alloy nanoparticle catalyst design rules.  

Electrocatalytic hydrogenation of phenol on Pt follows a Langmuir-Hinshelwood 

mechanism, such that the reaction rate is governed, in part, by the adsorption energies of hydrogen 

and phenol.12,21 Surface-adsorbed hydrogen can either hydrogenate the phenol or combine via HER 

to form H2 as a side reaction. There are multiple examples of controlling the adsorption energies 

of reactants through alloying for thermocatalytic hydrogenation (TCH).20,180–186 Gas-phase TCH 

of cyclohexene on Pt alloyed with Fe, Co, Ni, or Cu reached a maximum activity at moderate 
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cyclohexene and hydrogen adsorption energies.187 The catalytic activity of NixFey alloys for 

hydrogenation of C=C, C=O, and C-N bonds positively correlate with weakening hydrogen 

adsorption, and Ni2Fe sites had the weakest hydrogen adsorption energy and highest hydrogenation 

activity.188 Hydrogen adsorption energy (ΔGH) is also an effective descriptor for the HER activity 

of metals and alloys.189–195 There are much fewer studies using alloys for ECH of organics,196–198 

and the use of organic adsorption energy and GH as ECH descriptors is underexplored. Generally, 

there is limited understanding of how alloying affects adsorption energies and reaction barriers of 

organics in the aqueous phase and whether GH is a useful descriptor for ECH activity. 

 Whether a simple descriptor for ECH exists may depend on the structure of the alloy 

surface under reaction conditions. The activity of alloys is highly dependent on the composition 

of the surface and subsurface as well as nanostructure through strain,199–201 ligand,202,203 and 

ensemble effects.204,205 The possibility of enrichment of certain elements in the catalyst surface is 

particularly important under reaction conditions where catalyst restructuring is possible and 

difficult to detect.206 For example, Oezaslan et al. report that PtxCoy forms a Pt skin in 0.1 M 

HClO4,
207 whereas others report that the surface in 0.1 M HClO4 or 1 M HNO3 consists of a mixture 

of Pt and Co atoms rather than a pure Pt skin.208–210 The activity of a surface consisting only of Pt 

atoms may differ considerably from a catalyst surface consisting of both Pt and Co atoms in close 

proximity, even if the subsurface composition is similar. 

In this work, we synthesize and characterize PtxCoy alloys of different Co compositions to 

understand how the catalyst structure and hydrogen adsorption energy are related to ECH activity 

and current efficiency. We select these PtxCoy alloys because Pt is an active metal for ECH and 

subsurface alloying of Co is reported to weaken the hydrogen adsorption energy as a result of 

compressive strain and ligand effects.199,201,202 We postulate that weakening the hydrogen 
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adsorption energy will enhance HER activity, but ECH activity will depend more strongly on the 

nanostructure and presence of surface Co in the PtxCoy. Our X-ray absorption spectroscopy (XAS) 

and scanning transmission electron microscopy (STEM) characterization of the PtxCoy alloy 

nanoparticles show that although the surface is enriched in Pt rather than Co relative to the bulk, 

the surfaces are still a mixture of Pt and Co atoms (as opposed to a pure Pt skin over a PtxCoy 

core). On our PtxCoy alloys, the ECH activity does not simply trend with the hydrogen adsorption 

energy. Our density functional theory (DFT) calculations indicate that the ECH activities of these 

alloys cannot be described by the GH alone because hydrogenation barriers tend to follow a 

Brønsted-Evans-Polanyi relationship with respect to the reaction energies of phenol 

hydrogenation, and surfaces with weaker hydrogen adsorption energies do not necessarily have 

lower hydrogenation barriers. We demonstrate how kinetic modeling is able to qualitatively 

describe the experimental activity of these alloys by incorporating not only the GH but also 

computed transition state energies on the mixed Pt and Co surfaces.  

4.2 Experimental & Computational Methods 

4.2.1 Chemicals & Materials 

All chemicals purchased were used as received. Chloroplatinic acid hexahydrate, H2PtCl6·6H2O 

(38–40% Pt, Sigma Aldrich) and cobalt hydroxide, Co(OH)2 (95%, Sigma Aldrich) were used as 

metal precursors for catalyst synthesis. 37% HCl (Sigma Aldrich) was used to neutralize alkaline 

Co(OH)2. Sodium borohydride, NaBH4 (≥96%, Sigma Aldrich) was used as the chemical 

reductant. Carbon felt (6.35 mm thick, 99.0%, Alfa Aesar) was used as the conductive porous 

support for ECH measurements. A graphite rod (3.05 mm diameter, 99.9995%, Alfa Aesar) 

connected to carbon felt was used as the working electrode. Sodium acetate buffer solution (Sigma 
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Aldrich, 3 M, pH 5.2) was used as supporting electrolyte for ECH and HER. Metal catalysts on 

Vulcan carbon, that is, 30 wt% Pt/C, 40 wt% Pt3Co/C, and 40 wt% PtCo/C were purchased from 

the Fuel Cell store. A 5% Nafion 117 solution (Sigma Aldrich) was used as the binder for preparing 

catalyst inks for HER measurements. Boron nitride (99.5%, Alfa Aesar) was used to pelletize the 

metal catalysts for ex-situ X-ray absorption spectroscopy measurements. 

4.2.2 Catalyst Preparation 

Two sets of PtxCoy alloys were prepared. PtxCoy/C refers to purchased nanoparticles of PtxCoy 

supported on Vulcan carbon. PtxCoy/C were used to measure HER activity on a rotating disk 

electrode (RDE). PtxCoy/felt denotes PtxCoy nanoparticles synthesized on a conductive porous 

carbon felt. PtxCoy/felt were used for ECH activity measurements because higher surface area 

catalysts were needed for product quantification and because of difficulties in loading the PtxCoy/C 

onto a porous support without mechanical loss of catalyst at the negative potentials explored in 

this work. Both sets of samples were electrochemically cycled prior to testing for activity to avoid 

any leaching during activity measurements. This pretreatment process is described below. 

4.2.2.1 Preparation of Platinum-Cobalt Alloy Nanoparticles on Vulcan Carbon for Rotating 

Disk Electrode 

To perform HER measurements using a RDE, catalysts inks were prepared by adding 3 mg of the 

supported catalyst (i.e., 30 wt% Pt/C, 40 wt% Pt3Co/C, or 40 wt% PtCo/C) into a mixture of 2.5 

mL Millipore water and 2.5 mL isopropyl alcohol and 17.5 µL of 5 wt% Nafion solution as the 

binding agent. The mixture was sonicated for 2 hr to disperse the catalyst in the solution. A glassy 

carbon disk substrate for the inks was thoroughly polished using a 0.05 µm alumina suspension 

and rinsed three times with Millipore water and then sonicated in water for 30 min. 8 µL of the 

freshly sonicated catalyst ink was deposited on the clean glassy carbon disk substrate assembled 
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in a Teflon rotating disk holder in two separate depositions (16 µL total) performed 30 minutes 

apart to achieve a catalyst loading of 9.6 µg. The deposited catalysts were air dried in a closed 

compartment for at least 1 hr to form a catalyst film before experiments.  

4.2.2.2 Synthesis of Platinum-Cobalt Alloy Nanoparticles on Porous Carbon Felt Support 

Pieces of carbon felt (1.5 cm × 1.5 cm × 6.35 mm thick) were first thermally pretreated in air at 

400 °C for 16 hr to increase their surface area. PtxCoy was directly synthesized on carbon felts by 

chemical reduction using a sodium borohydride method.211 The target compositions of Pt and Co 

were adjusted to synthesize Pt/felt, Pt3Co/felt, PtCo/felt, and PtCo3/felt. An amount of Co(OH)2 to 

achieve the desired Co metal loading and metal atomic ratio was dissolved in 20 mL mixture of 

1:1 volume ratio of methanol to Millipore water. After, 37% HCl was added dropwise with a 

precision pipette to bring the solution to pH 2. Similarly, the desired amount of H2PtCl6·6H2O was 

used to prepare a separate 20 mL aqueous solution of chloroplatinic acid. The two solutions were 

mixed, and the wetted carbon felt was sonicated in the solution for 2 hr. NaBH4 was added to 5 

mL of water in a separate vial to achieve NaBH4:metal molar ratio of 12:1. Sodium borohydride 

solution was added dropwise to the precursor solution containing the felt in a water bath and 

sonicated for 3 hr. The felt was afterwards removed from the solution, rinsed three times with 

Millipore water, and left to dry in a vacuum oven set at 80 °C for 15 hr. Before use for ECH 

measurements, the felt was thoroughly rinsed with Millipore water. 

4.2.3 Catalyst Characterization & Surface Area Measurements 

4.2.3.1 Pretreatment of Platinum-Cobalt Alloys Before Use 

To minimize dissolution of Co during activity testing, the PtxCoy catalysts were first subjected to 

cyclic voltammetry by applying 1500 potential sweeps between 0.05 and 1.5 V vs. RHE at 500 
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mV/s in acetate buffer. The same procedure was used for the PtxCoy/C and PtxCoy/felt samples and 

is based on a protocol that is known to both remove any residual unalloyed Co in the catalyst and 

leach Co from the PtxCoy/C surface. This process is reported to result in either a Pt shell with a 

PtxCoy core or to form an enriched Pt surface although with surface Co present (i.e., a mixed alloy 

surface).208–210 Our results here indicate that we form a mixed alloy surface that contains both Pt 

and Co as described in the Results and Discussion. The pretreated catalysts following cyclic 

voltammetry were used for all HER and ECH activity measurements and all characterization 

except where specified otherwise. 

4.2.3.2 Bulk Elemental Analysis 

The Pt and Co loadings of the as prepared PtxCoy and pretreated PtxCoy catalysts (i.e., following 

cyclic voltammetry) were measured using a PerkinElmer NexION 2000 ICP-MS. 1 mg of the 

catalyst was digested in 2 mL aqua regia solution (3:1 molar HCl:HNO3). This solution was further 

diluted with Millipore water by a factor of 10000 to about 10–20 ppb. 20 ppb bismuth and 20 ppb 

scandium were co-fed as internal standard in the instrument to normalize Pt and Co intensities, 

respectively. The concentrations of Pt and Co were extracted by comparing to calibration standards 

of Pt and Co. The composition of the pretreated catalysts based on inductively coupled plasma-

mass spectrometry (ICP-MS) is used for the catalyst naming convention. 

4.2.3.3 X-ray Absorption Spectroscopy 

The pretreated PtxCoy/C and PtxCoy/felt catalysts were crushed to powder and mixed with 

calculated amounts of boron nitride as a pelletizer to obtain desired edge steps and X-ray 

transmission through the samples. The catalysts and boron nitride were made into pellets (13 mm 

diameter and 1–2 mm thick) and probed at the Pt L3-edge (11564 eV) and Co K-edge (7709 eV). 

These samples were also analyzed in our custom made in-situ XAS cell under negative cathodic 
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potential with and without phenol in the supporting electrolyte to understand the catalyst structure 

during ECH.24 Samples were analyzed in transmission mode or fluorescence mode depending on 

the quality of the data. In-situ XAS measurements were performed only in fluorescence mode 

because of hydrogen bubble formation that interfered with transmission signal. A minimum of 

three scans were taken for each sample at either edge. Pre-processing and linear combination fitting 

of the X-ray absorption near edge (XANES) region was performed using Athena while extended 

X-ray absorption fine structure (EXAFS) fitting was performed using Artemis.212 Pt and Co foils 

were used as standards for either edge and used as reference in data alignment and fitting.  

4.2.3.4 X-ray Diffraction 

X-ray diffraction (XRD) was performed on the PtxCoy/C and PtxCoy/felt catalysts using a Rigaku 

Miniflex X-ray diffractometer with Cu Kα radiation and a Ni filter that has an X-ray wavelength 

of 1.5406 Å. For the PtxCoy/felt samples, 10 mg of the catalyst on felt was crushed to powder and 

put into a transparent sample holder before setting the voltage and current to 40 kV and 15 mA, 

respectively. For the PtxCoy/C samples, the powder was directly used. Scanning was carried out at 

3°/min with a 0.02° step in the range of 10° < 2θ < 90°. The Scherrer equation was used to estimate 

the average crystallite size as discussed in the Appendix. 

4.2.3.5 Transmission Electron Microscopy & Scanning Transmission Electron Microscopy 

Measurements 

A Thermo Fisher Scientific Talos F200X G2 electron microscope equipped with a Super-X EDX 

detector and operating at an accelerating voltage of 200 keV was used for the scanning 

transmission electron microscopy (STEM) and transmission electron microscopy (TEM) imaging 

and analysis. A portion of the catalyst on carbon felt was ground before dissolving 1 mg of the 

ground catalyst in 1 mL of isopropanol. A drop of the suspension was deposited on a clean Cu 
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grid. The Cu grid was left to dry overnight before imaging was performed. The average size and 

distribution of particles were acquired with the ImageJ software.  

4.2.3.6 Hydrogen Underpotential Deposition 

The electrochemically active surface area (ECSA) of exposed Pt surface metal atoms on the 

PtxCoy/felt and PtxCoy/C catalysts was measured using hydrogen underpotential deposition (HUPD). 

The catalysts were electrochemically cleaned using cyclic voltammetry (CV) at 100 mV/s for 50 

cycles at potentials –0.2 to 1.5 V vs. RHE. After electrochemical cleaning, CV was done at a 20 

mV s−1 scan rate in the potential window of 0.05 V to 1.2 V and the HUPD charge from the oxidative 

region after subtracting the baseline capacitive charge was used to estimate the ECSA of the Pt 

sites using a charge density of 210 µC cm−2
.  

4.2.4 Hydrogen Evolution Reaction 

The hydrogen evolution reaction (HER) was performed in a 3 M acetate buffer solution in a three-

electrode single compartment batch electrolysis cell at room temperature. The working electrode 

was a glassy carbon disk with the deposited catalysts assembly used in an RDE setup (Pine 

Instruments). A Ag/AgCl double junction electrode was used as the reference electrode and a Pt 

wire loop was used as the counter electrode. The catalysts were first pretreated as discussed above, 

and the ECSA was measured by HUPD before performing linear scan voltammetry at 10 mV s−1 

between −0.2 V and 1.1 V vs. RHE at rotation rates of 400, 900, 1600, and 2500 rpm. The applied 

potential was corrected for potential loss due to series resistance as measured by the real part of 

the impedance measured at high frequency. The measured current was normalized to ECSA to 

obtain the current density. Based on the measurements, 1600 rpm was sufficiently high that mass 

transport artifacts were not observed (Appendix Figure C-1a–c), thus the current densities at 1600 

rpm were used to evaluate intrinsic kinetics (kinetic current density). Tafel plots were constructed 
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by plotting the log of the current density at 1600 rpm against the overvoltage for the HER rates 

(Appendix Figure C-1d). The Tafel slope and exchange current density were determined by 

fitting the log of current density vs. overvoltage to a linear line (log i = η/b + log i0), where i is the 

kinetic current density, b is the Tafel slope, η is the overvoltage, and i0 is the exchange current 

density. Only overvoltage values ≥100 mV were used in the fit to the Tafel equation to extract the 

exchange current density. 

4.2.5 Electrocatalytic Hydrogenation of Phenol 

4.2.5.1 ECH Measurement 

ECH was performed on the PtxCoy/felt catalysts using a two-compartment batch electrolysis cell 

where the cathodic and anodic compartments were separated with a Nafion 117 membrane. The 

PtxCoy/felt catalysts were attached to a 3 mm diameter graphite rod (Sigma Aldrich, 99.99%) and 

used as the working electrode in the 140 mL cathodic compartment. Acetate buffer (3M, pH 5.2) 

sparged with N2 was used as the supporting electrolyte in both cathodic and anodic compartments. 

A Ag/AgCl double junction electrode was used as the reference electrode and the counter electrode 

was a 3 mm diameter graphite rod (Sigma Aldrich, 99.99%). To perform ECH, the target negative 

potential was first applied for 1 hr to the working electrode to reduce the metal nanoparticles and 

saturate the solution with hydrogen. Phenol sparged with N2 was added to the cathodic 

compartment to achieve 20 mM phenol concentration before performing ECH at a fixed potential 

of either −0.1, −0.15, or −0.2 V vs. RHE using a Bio-Logic VSP-300. The series resistance was 

automatically compensated at 85% using impedance spectroscopy at a frequency of 200 kHz and 

the remaining 15% was manually corrected to give ±10 mV of the reported iR-free applied 

potentials. No change in the pH of acetate buffer plus phenol solution before and after performing 

ECH for 2 hr was observed, indicating sufficient buffering capacity. 
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4.2.5.2 Product Quantification During ECH of Phenol 

A 1 mL aliquot was taken from the cathodic compartment every 30 min to monitor ECH reaction 

progress. ECH products (i.e., cyclohexanone and cyclohexanol) and the phenol reactant were 

extracted from the aqueous supporting electrolyte into an organic phase using through three 

sequential liquid-liquid extractions with ethyl acetate as the solvent. For every extraction step, 

about 5 mg of sodium chloride was added to the aliquot before mixing with 1 mL of pure ethyl 

acetate to aid separation of the organic and aqueous phase. Any water present in the organic phase 

was removed using anhydrous Na2SO4 (Sigma Aldrich 99%). Dimethoxybenzene (DMB) was 

used as an external standard, where 10 µL DMB was mixed with 1 mL of the dried organic phase 

before injecting 1 µL of the mixture to an Agilent Varian 450 gas chromatograph equipped with a 

flame ionization detector. ECH was performed at less than 10% conversion and carbon balances 

were greater than 90%. The turnover frequency (TOF) for each PtxCoy/felt catalyst was calculated 

from the rate of cyclohexanol and cyclohexanone formed per surface Pt atom estimated from the 

hydrogen underpotential deposition. 

4.2.6 Density Functional Theory Modeling  

The Vienna Ab initio Simulation Package (VASP) was used for Kohn-Sham DFT 

calculations.42,43,144,145 The exchange-correlation energy was calculated using the Perdew-Burke-

Ernzerhof functional101 with the semi-empirical D3 dispersion correction.100 The projector 

augmented wave method and a plane wave kinetic energy cutoff of 400 eV were used for all 

calculations.148,149 The first-order Methfessel-Paxton smearing scheme with a 0.2 eV smearing 

width was used.150 All calculations performed on slabs containing Co were spin-polarized. Spin 

polarization had a negligible effect on the pure Pt surface.  
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We modeled Pt and PtxCoy intermetallics (i.e., Pt, Pt3Co, PtCo, and PtCo3) and Pt/PtxCoy 

(i.e., a monolayer of pure Pt over a PtxCoy subsurface) systems to investigate how Pt enrichment 

in the alloy surface affects adsorption of phenol and hydrogen and the catalytic performance for 

HER and ECH. Four-atom bulk face-centered cubic (FCC) unit cells of Pt, Pt3Co, PtCo, and PtCo3 

were optimized in VASP with a 21 × 21 × 21 Monkhorst-Pack k-point grid.151 We modeled only 

the FCC crystal structure because it is the crystal structure observed experimentally in our 

purchased and synthesized catalysts from XRD. The expected change in lattice constant with Co 

fraction (i.e., from Vegard’s law) from the FCC lattice constants matches the change in lattice 

constant from our powder XRD data for PtxCoy/C for their expected Co fraction (Appendix Figure 

C-2), indicating alloys are formed. Previous work found that the (111) facet of Pt and other metals 

like Rh are the active facet for hydrogenation of aromatics.82,213 Therefore, we constructed the 

(111) facets of Pt, Pt3Co, PtCo, and PtCo3 from the bulk unit cells. The Pt/PtxCoy slabs were 

modeled by replacing all Co atoms in the top layer of the slabs with Pt to achieve a pure Pt surface 

layer. The PtxCoy and Pt/PtxCoy systems were modeled using 4 × 4 × 4 slabs, where the bottom 

two layers were fixed in their bulk lattice coordinates and the top two layers were relaxed during 

geometry optimization. A 3 × 3 × 1 Mokhorst-Pack k-point grid was used for all slab calculations. 

The climbing-image nudged elastic band method was used to find the transition states for the 

hydrogenation reactions.152 The enthalpies and free energies of adsorbed phenol, hydrogen, and 

reaction intermediates were evaluated in the harmonic limit without solvation corrections, and the 

free energies of non-adsorbed species were evaluated using ideal gas thermodynamic corrections 

at 300 K. The configurations of phenol and hydrogen with the lowest computed energies were used 

in the subsequent work. Implicit solvation was not used to model adsorption or hydrogenation 

because it was found to improperly describe solvent effects for phenol adsorption and had little 
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effect on the adsorption energies of hydrogen or the hydrogenation barriers using default 

parameters.35,213 

4.3 Results & Discussion 

4.3.1 Comparing Hydrogen Evolution Activity to Hydrogen Adsorption Energy on PtxCoy/C 

In Figure 4-1a we show the HER exchange current densities on PtxCoy/C catalysts as a function 

of Co fraction. Pt3Co/C is the most active for HER, followed by PtCo/C and Pt/C. The exchange 

current density of Pt/C in acetate buffer (pH 5.2) obtained here (4.1 mA cm−2) matches that 

reported by Zheng and coworkers (4.0 mA cm−2) in the same electrolyte and pH.190 The HER 

activity trend between Pt/C and Pt3Co/C is consistent with studies that reported Pt3Co to be 

superior to Pt,210,214 although the structure of the Pt3Co surface impacts the HER performance. 

Specifically, a Pt3Co catalyst with both Pt and Co present on the surface and a Pt3Co catalyst with 

a pure Pt surface layer were reported to increase the current density by two and five times 

compared to pure Pt, respectively.210  

Exposing PtxCoy catalysts to acidic conditions can form a Pt-enriched surface (i.e., a 

surface with both Pt and Co) or a Pt-skin structure on a PtxCoy core. However, the structure of 

PtxCoy alloys in our supporting electrolyte (3 M acetate buffer, pH 5) has never been reported. The 

enhancement we observe in Figure 4-1a for Pt3Co/C compared to Pt/C (a factor of 2.25) is close 

to the reported enhancement for a Pt3Co catalyst with both Pt and Co present on the surface. 

Although there are reports of sub-nanometer PtCo clusters with enhanced HER activity relative to 

pure Pt,215 our PtCo/C, with a diameter of approximately 5 nm (characterization provided below), 

is less active than Pt3Co/C and more similar to Pt/C.  
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Figure 4-1 Hydrogen evolution activity related to the hydrogen adsorption energy on different PtxCoy 

structures. a) HER measured exchange current densities at 23.3°C as a function of Co fraction for the PtxCoy/C 

catalysts. Exchange current densities were extracted from Tafel plots shown in the Appendix for the PtxCoy/C catalysts 

deposited on glassy carbon in 3 M acetate buffer supporting electrolyte (pH 5.2) sparged with H2. b) DFT-calculated 

hydrogen adsorption free energies on PtxCoy and Pt/PtxCoy alloys as a function of Co content at 300 K. c) Measured 

HER exchange current densities as a function of the calculated hydrogen adsorption free energies on PtxCoy alloys. d) 

HER measured exchange current densities as a function of the calculated hydrogen adsorption free energies on 

Pt/PtxCoy alloys. Images of hydrogen adsorbed on PtCo and Pt/PtCo alloy slabs are inset in c) and d), respectively. 

Hydrogen is colored peach, Pt is colored gray, and Co is colored blue. Error bars for a), c) and d) denote the standard 

deviation from the average of two separate experiments. 

To better understand the trends in HER exchange current densities on the PtxCoy/C 

catalysts, we use DFT to model hydrogen adsorption on PtxCoy for two possible types of structures: 

1) both Pt and Co present in the surface and 2) a pure Pt surface covering a PtxCoy core (Pt/PtxCoy). 

In Figure 4-1b we show that an increasing Co fraction in Pt/PtxCoy alloys causes the surface Pt to 

adsorb H weaker, but high fractions of Co in the surface of PtxCoy alloys cause the surface to 
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behave more like Co and bind H more strongly (GH on Co(0001) is computed to be −42 kJ mol−1). 

For Pt/PtxCoy the presence of Co in the alloy subsurface interacts with the Pt overlayer through a 

combination of strain and ligand effects216–218 to cause a monotonic weakening of the computed 

hydrogen adsorption energy as Co increases. For the mixed PtxCoy surfaces, the hydrogen 

adsorption energy weakens initially in the Pt3Co case but then strengthens with increasing Co in 

the PtCo and PtCo3 cases because of the strong Co-H interactions that are possible when high 

fractions of Co are on the surface. In fact, the three-fold Co sites on PtCo3 are predicted to adsorb 

hydrogen only ~1 kJ mol−1 weaker than a pure Co(0001) surface.  

By comparing the experimental HER exchange current density to the computed GH, we 

hypothesize that our experimental catalysts form a mixed Pt and Co surface rather than a Pt skin 

on a PtxCoy core. We show the experimental HER exchange current density for the PtxCoy/C 

catalysts against the computed GH assuming a mixture of Pt and Co on the surface in Figure 

4-1c. We do the same for a Pt/PtxCoy structure in Figure 4-1d. For the mixed Co and Pt surface, 

the HER exchange current density increases with weakening hydrogen adsorption (Figure 4-1c). 

The HER exchange current density does not increase with weakening of the predicted hydrogen 

adsorption on the Pt/PtxCoy models (Figure 4-1d). Because generally HER activity for Pt group 

metals is expected to increase with weakening hydrogen adsorption,190,195 the results in Figure 

4-1c compared to Figure 4-1d indicate that the PtxCoy/C catalysts pretreated in 3 M acetate buffer 

(pH 5.2) do not form a Pt skin, but instead have both Pt and Co present on the catalyst surface.  

Using DFT, we calculate the energy to substitute subsurface Co with surface Pt in a 

Pt/PtxCoy slab with and without adsorbed hydrogen to predict the preferred structure of the slabs. 

Our calculations suggest that the presence of H*, which interacts more strongly with Co than with 

Pt, has the potential to stabilize Co in the catalyst (Appendix Figure C-3). This modeling 
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prediction corroborates our observation of the enhancement of Pt3Co/C compared to Pt/C matching 

what is expected for a surface with both Pt and Co present. The dependence of GH on the PtxCoy 

structure highlights the importance of identifying the surface composition for electrocatalysis, 

because a Pt/PtxCoy catalyst may have considerably different activity than a PtxCoy catalyst.  

4.3.2 Synthesis and Characterization of PtxCoy Alloys Supported on Conductive Carbon Felt 

To measure ECH activity for PtxCoy alloys, we synthesize PtxCoy nanoparticles with varying 

compositions of Co directly on a conductive carbon felt support (PtxCoy/felt) to achieve 

sufficiently high catalyst loading to detect the products of ECH of phenol (cyclohexanol and 

cyclohexanone). We cycle these catalysts from 0.05−1.5 V vs. RHE prior to use for ECH and do 

not detect any remaining unalloyed Co (Appendix Figure C-4, Appendix Figure C-5, and 

Appendix Figure C-6), implying alloys are formed rather than mixtures of bulk Co and Pt.209 

Although these catalysts are supported on carbon felt as opposed to the catalysts shown in Figure 

4-1 (PtxCoy/C, supported on Vulcan carbon), we show below that they form similar structures. 

We show Pt L3-edge EXAFS of the PtxCoy/felt samples in Figure 4-2a that confirms local 

coordination of Co with Pt. The Pt-Pt bond length of the Pt100/felt matches that of a Pt foil. This 

Pt-Pt bond length decreases with increasing bulk Co content as measured by ICP-MS. The peak 

between 2.4−2.6 Å indicates scattering between two nearest neighbor Pt atoms in the first shell. Pt 

atoms are replaced by smaller Co atoms with increasing Co content, which leads to smaller 

interatomic distances. The fits of the EXAFS data of the Pt foil and the PtxCoy/felt are shown in 

Appendix Figure C-7, Appendix Figure C-8, and Appendix Figure C-9 and the Pt-Pt and Pt-

Co coordination number and bond lengths extracted from the fits to a first and second shell are 

shown in Appendix Table B-1. With increasing Co content, we also see an increase in the Pt-Co 

coordination numbers, further indicating the formation of alloys.  
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Our measured lattice constant of the alloys from XRD also corroborates the formation of 

PtxCoy alloys. We show the XRD patterns for the PtxCoy/felt catalysts in Figure 4-2b with the Pt 

FCC lattice peak highlighted. There is no evidence of pure Co phases in the XRD. The Pt FCC 

peak shifts to higher 2θ values compared to Pt, shown in the inset image in Figure 4-2b. We 

calculate the Co fraction from the shift of the 2θ values of the (111) plane using Vegard’s law 

(Appendix Figure C-2) and plot this Co fraction from XRD in Figure 4-2c along with the fraction 

of Co in the lattice based on the fitted EXAFS data using the Pt-Pt and Pt-Co coordination numbers. 

The Co fraction from EXAFS and XRD are similar to one another, but they differ quantitatively 

from the Co fraction measured using ICP-MS, although they follow the same qualitative trend. 

Although the higher Co content measured from ICP-MS following complete dissolution of the 

catalyst may indicate some unalloyed Co in the catalyst, we do not see any indication of pure Co 

or Co oxide redox reactions based on the cyclic voltammetry following our pretreatment 

(Appendix Figure C-5). One possibility is that excess cobalt may arise from unalloyed Co in the 

catalyst core that is not in contact with the electrolyte. Thus, this excess bulk Co should not 

influence the surface reaction. 
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Figure 4-2 Ex-situ XAS and XRD for PtxCoy/felt catalysts. a) Unadjusted k-weighted EXAFS spectra of Pt foil and 

PtxCoy/felt in real space collected at the Pt L3-edge. b) XRD spectra of PtxCoy/felt with Pt #04–0802 and Co #15–0806 

standards indicated by ash and gold vertical lines, respectively. Inset corresponds to region attributed to (111). c) Co 

fraction from XRD and EXAFS as a function of the Co fraction measured from ICP-MS. The x and y in PtxCoy are 

the bulk atomic ratio of Pt and Co measured from ICP-MS after pretreatment. Normalized XANES spectra of metal 

foils and PtxCoy/felt catalysts at the d) Pt L3-edge and e) Co K-edge. 

The PtxCoy/felt catalysts are only slightly oxidized ex-situ and mostly metallic under 

applied cathodic potential. We show in Figure 4-2d and Figure 4-2e the ex-situ XANES of the 

catalysts on felt at the Pt L3-edge and Co K-edge. The shape and intensity of the white line for the 

metallic Pt foil is similar to that of the PtxCoy/felt samples, indicating Pt is mainly in the metallic 

phase. Using linear combination analysis of the XANES data in Figure 4-2d compared to Pt foil 

and PtO2 (Appendix Table C-2) we show that less than 2% of Pt forms PtO2. We expect 20% of 
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all bulk Pt to be on the surface based on an average particle size of 5 nm, thus only a small fraction 

of the surface Pt seems to be oxidized. Under applied cathodic potential (−0.05 V vs. RHE), the 

XANES of Pt100/felt in Appendix Figure C-10 show a white line similar to that of the metallic Pt 

foil except for the broad shoulder indicating the formation of adsorbed H on Pt at negative 

potentials.24 Thus, we do not expect significant differences in the electronic structure of Pt during 

operating conditions. Contrary to the Pt L3-edge, the white line at the Co K-edge in Figure 4-2e 

increases with Co content which could indicate the formation of oxidized Co species. These 

oxidized Co species are likely from surface Co since subsurface Co would not be exposed to air. 

This observation of surface oxidized Co is similar to reports of surface oxidized Ni in PtNi alloys, 

which was interpreted as being due to Ni being present in the surface.219,220 The presence of 

oxidized surface Co indicates that PtxCoy does not form a Pt skin, but rather there is Co present on 

the surface. We were unable to evaluate the Co K-edge under operating conditions because of the 

noise in the XANES signal from H2 bubble formation, but we hypothesize Co may reduce under 

the potentials relevant for ECH. 

The PtxCoy/felt nanoparticles have similar particle sizes despite the variation in bulk Co 

fraction, so that differences in their ECH performance can be attributed to varying the Co content, 

rather than structure sensitivity effects.82,213 We have previously shown that phenol ECH on Pt and 

Rh is a structure sensitive reaction,213 with larger particles with a higher fraction of terrace sites 

showing higher turnover frequencies. The TEM images and distribution in Figure 4-3a, Figure 

4-3b, and Figure 4-3d show that Pt100/felt, Pt86Co14/felt and Pt80Co20/felt have similar average 

nanoparticle sizes (5.8 ± 1.3 nm, 5.8 ± 1.8 nm and 5.5 ± 1.2 nm, respectively) and are well 

dispersed on the treated carbon felt (additional images are shown in Appendix Figure C-11). 

Although the average particle size and distribution is larger for the Pt62Co38/felt catalyst in Figure 
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4-3e (13.6 ± 3.2 nm), the expected increase in activity because of a higher fraction of the active 

terraces was not observed as we will discuss in the subsequent section. We give the average 

nanoparticle sizes from TEM, XRD crystallite sizes calculated from the Scherrer equation, and the 

EXAFS first shell total coordination number in Appendix Table C-3. The trend in particle sizes 

from these different methods in Appendix Table C-3 are qualitatively in agreement. 

 
Figure 4-3 TEM histogram distribution of particle diameters and representative micrograph (inset image) of 

the PtxCoy catalysts. a) Pt100/felt, b) Pt86Co14/felt, d) Pt80Co20/felt, and e) Pt62Co38. A STEM-EDS line profile analysis 

across a single nanoparticle of the catalysts for c) Pt86Co14/felt, and f) Pt3Co/C catalyst. Inset image in b) and c) shows 

a 2D elemental mapping of Pt (teal) and Co (red) across the nanoparticle for which the line scan was performed. 

We show by STEM line scans for Pt86Co14/felt in Figure 4-3c and Pt3Co/C in Figure 4-3e 

that both the carbon felt and Vulcan carbon supported catalysts do not form a Pt skin but instead 

form a surface with both Pt and Co present. The Co and Pt line scan across a single nanoparticle 

shows a similar ratio of the Pt and Co intensity at the edges of the particles as in the core of the 

particle, indicating no visible Pt shell is formed. This further corroborates our evidence that both 

the PtxCoy supported on carbon felt (PtxCoy/felt) and PtxCoy supported on Vulcan carbon 

(PtxCoy/C) have a surface containing both Pt and Co atoms. 
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4.3.3 Electrocatalytic Hydrogenation of Phenol on PtxCoy Alloys 

Unlike our observation that the hydrogen adsorption energy shows a clear trend with the HER 

activity (Figure 4-1), the more complex ECH performance in Figure 4-4 prevents us from using 

a simple descriptor to understand the PtxCoy/felt catalysts. For example, the catalyst with the 

highest TOF at −0.1 V vs. RHE (Pt86Co14/felt) is not the most active at more negative potentials. 

The more negative potentials may result in lower ECH TOFs on the Pt100/felt and Pt86Co14/felt due 

to increased hydrogen coverage that blocks adsorption of phenol.21 The more negative potential 

and hydrogen site-blocking also results in a lower current efficiency to ECH for those catalysts 

(Figure 4-4b). Although Pt86Co14/felt has the highest TOF of the catalysts for the conditions tested, 

it has a low current efficiency (Figure 4-4b) due to high HER activity. The ECH TOF for 

Pt62Co38/felt instead increases with more negative potential along with a corresponding increase 

in current efficiency. This opposite behavior on Pt62Co38/felt may arise because the hydrogen 

coverage is lower compared to Pt100/felt and Pt86Co14/felt, such that more negative potentials 

enhance ECH. The complicated trend in activity and current efficiency on the alloys suggests a 

more complicated model than a single adsorption energy descriptor is needed to understand phenol 

ECH on platinum cobalt alloys. To understand the multiple effects of adsorption energies and 

coverage, applied potential, and activation barriers, we use a kinetic model based on a Langmuir-

Hinshelwood mechanism to capture the experimental trends. To construct this model, we first 

investigate the effects of Co fraction on phenol adsorption and the barrier for hydrogenation in the 

next section. 
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Figure 4-4 Experimental ECH turnover frequency and current efficiency on PtxCoy/felt catalysts as a function 

of Co fraction for different applied potentials. a) ECH TOF in 20 mM phenol in 3 M acetate buffer supporting 

electrolyte (pH 5.2) at 23.3 °C and −0.1, −0.15 or −0.2 V vs. RHE. The applied potential was directly corrected for 

85% of the series resistances using the potentiostat ZIR technique and the remaining 15% series resistance was further 

corrected manually to give ±0.01 V of target potential. The number of surface atoms of the catalysts used to calculate 

the TOF was estimated from the Pt HUPD surface area. b) Current efficiency to ECH calculated from the moles of ECH 

products with respect to the amount of charge passed. 

4.3.4 Effect of Co Alloying on Phenol Adsorption and Hydrogenation Barriers 

In aqueous phase, we do not find a significant change in the experimental adsorption free energy 

of phenol with increasing Co fraction (Figure 4-5) despite the varying ECH TOF with Co fraction. 

We find the adsorption free energy of phenol to be −22.5 kJ mol−1, −19.0 kJ mol−1, and −20.5 kJ 

mol−1 kJ mol−1 on Pt/C, Pt3Co/C, and PtCo/C, respectively. We find the adsorption energies are 

independent of phenol coverage. This constant aqueous phenol adsorption energy with Co fraction 

highlights that the phenol adsorption energy is also not a descriptor for ECH. To extract the free 

energy for phenol adsorption, we fit the coverage vs. concentration data to a Temkin isotherm 

shown in Eq. 4-1. 
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𝜃P

𝜃𝑠𝑎𝑡
=

exp (
−(∆𝐺𝑎𝑑,𝜃=0

𝑎𝑞
+ 𝛼𝜃𝑃)

𝑅𝑇 ) 𝐶P

(1 + exp (
−(∆𝐺𝑎𝑑,𝜃=0

𝑎𝑞 + 𝛼𝜃𝑃)

𝑅𝑇 ) 𝐶P)

 

 

Eq. 4-1 

Here 𝜃𝑃 is the phenol coverage, 𝜃𝑠𝑎𝑡 is the saturation coverage, ∆𝐺𝑎𝑑,𝜃=0
𝑎𝑞

 is the aqueous adsorption 

free energy in kJ mol−1 at a phenol coverage of zero, 𝛼 is how adsorbate-adsorbate interactions 

influence the adsorption energy as a function of coverage in kJ mol−1, CP is the concentration of 

phenol, R is the ideal gas constant, and T is temperature in Kelvin. A caveat of these adsorption 

isotherms is that they probe the coverage of phenol as a function of bulk phenol concentration 

solely on the surface Pt atoms because the coverage of phenol on Co atoms cannot be probed using 

HUPD. We have previously shown that metals such as Pt and Rh which adsorb organic molecules 

(e.g., phenol) with very different energies in the gas phase have similar aqueous-phase adsorption 

energies.35 We attributed this similar phenol adsorption between Pt and Rh to the energy penalty 

of displacing water molecules from the liquid/metal interface which offsets the energy difference 

observed in the gas phase (i.e., although Rh adsorbs phenol in the gas phase more strongly than 

Pt, it also adsorbs water more strongly, so the penalty for displacing water is larger on Rh than on 

Pt).63,221 

 
Figure 4-5 Phenol adsorption energies from adsorption experiments on PtxCoy/C catalysts. Phenol adsorption 

isotherm on a) Pt/C, b) Pt3Co/C, and c) PtCo/C from inhibition of hydrogen underpotential deposition with different 
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bulk phenol concentrations in 3 M acetate buffer and 23°C. The dashed lines in a), b), and c) are fits of the data to a 

Temkin adsorption model to extract the aqueous adsorption energy and its coverage dependence α. 

Through DFT modeling, we demonstrate that the structure and composition of the alloy 

surface has a notable impact on the activation enthalpy of the first hydrogenation step. The DFT-

predicted geometries for the first hydrogenation step of phenol on PtCo and Pt/PtCo are shown in 

Figure 4-6a as representative examples. In Figure 4-6b we show the computed activation enthalpy 

(∆𝐻𝑓
‡
) as a function of Co fraction (yCo) for PtxCoy and Pt/PtxCoy. We calculate ∆𝐻𝑓

‡
 as the enthalpy 

of the transition state for the first hydrogenation step relative to the enthalpy of surface-adsorbed 

hydrogen and phenol. The activation enthalpy increases almost linearly with Co fraction on the 

PtxCoy surfaces but decreases linearly with Co fraction for the Pt/PtxCoy surfaces. The opposite 

trend in activation enthalpy with Co fraction on the two types of surfaces highlights the impact of 

having Co and Pt on the surface (PtxCoy) compared to only Pt on the surface (Pt/PtxCoy). 

By comparing the activation enthalpy to the hydrogen adsorption enthalpy and 

hydrogenation reaction enthalpy, we observe why the PtxCoy and Pt/PtxCoy surfaces are predicted 

to have such different trends in hydrogenation rates with Co fraction. We show ∆𝐻𝑓
‡
 as a function 

of the computed hydrogen adsorption enthalpy (∆𝐻H) on each respective surface in Figure 4-6c. 

On the Pt/PtxCoy surface, ∆𝐻𝑓
‡
 decreases with weakening hydrogen adsorption. We previously 

hypothesized that weakening hydrogen adsorption on a pure Pt catalyst through controlling the pH 

can influence the hydrogenation barrier through Brønsted-Evans-Polanyi (BEP) relations.222 

Briefly, with all else being held constant, a weaker adsorbed hydrogen would result in a more 

favorable hydrogenation reaction energy and consequently a lowered hydrogenation barrier. 

Although ∆𝐻H seems to be a descriptor for the Pt/PtxCoy surfaces, ∆𝐻𝑓
‡
 is not simply a function of 

∆𝐻H for the PtxCoy surfaces. By examining ∆𝐻𝑓
‡
 on PtxCoy as a function of the hydrogenation 
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reaction enthalpy (∆𝐻rxn) in Figure 4-6d, we demonstrate that hydrogenation on PtxCoy follows a 

BEP relationship, with a higher reaction enthalpy correlating with a higher activation enthalpy. 

The more endothermic ∆𝐻rxn on the PtxCoy surfaces compared Pt/PtxCoy surfaces indicate that the 

hydrogenated intermediate species (PH*) is less stable than the reactants (P* + H*) when there is 

Co in the surface catalyst layer. The slope near one implies a late transition state. For the PtxCoy 

surfaces, the surface with the weakest hydrogen adsorption is not the surface with the least 

endothermic reaction enthalpy. Ultimately, despite adsorbed hydrogen being an important 

reactant, the hydrogen adsorption energy alone is not a suitable descriptor for phenol 

hydrogenation like it is for HER. Instead, the activation enthalpy more closely follows a BEP 

relationship, and the higher ∆𝐻𝑓
‡
 on PtxCoy surfaces than on Pt or Pt/PtxCoy surfaces is caused by 

the weaker interaction between the hydrogenated phenol intermediate and the PtxCoy surface. 
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Figure 4-6 Activation enthalpy for the first hydrogenation step of phenol. a) Top and side views of DFT-predicted 

geometries corresponding to the initial, transition, and final states for the first hydrogenation of phenol on the (111) 

facet of both PtCo and Pt/PtCo. Color legend: Pt = gray, Co = blue, O = red, C = black, and H = white. The H* atom 

participating in the hydrogenation reaction is colored green. Activation enthalpy for the first hydrogenation of phenol 

on PtxCoy and Pt/PtxCoy as a function of b) Co fraction, c) the adsorption enthalpy of hydrogen (∆𝐻H), and d) the 

reaction enthalpy for the first hydrogenation step of phenol at 300 K (∆𝐻rxn). Blue triangles correspond to activation 

enthalpies calculated on PtxCoy and gray circles correspond to barriers calculated on Pt/PtxCoy. Black diamonds 

correspond to pure Pt. Linear fits to the data are shown along with corresponding equations. 

4.3.5 Explaining ECH Activity on PtxCoy Alloys Using a Langmuir-Hinshelwood Model 

We are able to describe the trend in experimental TOF with Co fractions and applied potentials 

shown in Figure 4-4 using a Langmuir-Hinshelwood model to capture the effects of Co alloying 

on hydrogen adsorption energy, phenol adsorption energy, and hydrogenation activation enthalpy. 

Assuming that the first hydrogenation step is rate determining,12,21 we estimate the TOF as a 

function of potential and Co fraction using a simple microkinetic model. In Eq. 4-2, we show that 
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the equilibrium adsorption coefficient for hydrogen (KH) is a function of the applied 

electrochemical potential (E) and the hydrogen adsorption free energy on a given surface. F is 

Faraday’s constant. We note that we assume the ΔGH at 0 V vs. RHE here is the same as that 

computed for Figure 4-1, referenced to 1 bar H2. 

𝐾H(𝐸) = exp (
−∆𝐺H(𝐸 = 0 V vs. RHE)

𝑅𝑇
) exp (

−𝐹𝐸

𝑅𝑇
) 

Eq. 4-2 

In Eq. 4-3, we assume that the phenol equilibrium adsorption coefficient (KP) is independent of 

potential, although in reality there may be variations due to the impact of potential on the interfacial 

water layer.119 The adsorption coefficient is dependent on the free energy of adsorption of phenol, 

ΔGads,P.  

𝐾P = exp (
−∆𝐺ads,P

𝑅𝑇
) 

Eq. 4-3 

If the first hydrogenation step is rate determining, the TOF will be described by Eq. 4-4. The TOF 

depends on the rate constant, kECH, and the product of the hydrogen and phenol coverage, 𝜃H and 

𝜃P.21 The coverages are given by the equilibrium adsorption coefficients when adsorption is quasi-

equilibrated. Here CP is the concentration of phenol and CH is an ‘equivalent’ chemical potential 

of hydrogen, as we have elaborated in previous work.35 

𝑇𝑂𝐹 = 𝑘𝐸𝐶𝐻𝜃H𝜃P = 𝑘𝐸𝐶𝐻

𝐾H𝐶H𝐾P𝐶P

(1 + 𝐾H𝐶H + 𝐾P𝐶P)2
 

Eq. 4-4 

The rate constant depends on the enthalpy of the first hydrogenation step’s transition state relative 

to the reactant energy (∆𝐻𝑓
‡
) as we show in Eq. 4-5. A is a preexponential factor, which we assume 

to be independent of the Co content of the catalyst surface, and we do not include any influence of 

the applied potential on the rate constant. 

𝑘𝐸𝐶𝐻 = 𝐴 exp (
−∆𝐻𝑓

‡

𝑅𝑇
) 

Eq. 4-5 
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We predict the rate constant as a function of the Co fraction due to a dependence of the activation 

barrier on the Co fraction (Figure 4-6b). The linear trends in Figure 4-6b indicate that the rate 

constant would exponentially decrease with Co fraction on the mixed Co and Pt surface and 

exponentially increase with Co fraction on the Pt skin surface. As the hydrogen adsorption free 

energy is also a function of the Co fraction (Figure 4-6b), we can describe the TOF as a function 

of Co content and potential if the first hydrogenation step is rate determining. Here we assume KP 

is constant with Co content, and we use a ΔGads,P value of −9 kJ mol−1 based on our previously 

obtained value for the adsorption energy of phenol on the active site of Pt for ECH.21 We discuss 

additional details of the kinetic model in the Appendix. 

 
Figure 4-7 ECH turnover frequency on PtxCoy/felt, as a function of Co fraction and potential using a Langmuir-

Hinshelwood model. a) Calculated ECH TOF assuming the first hydrogenation step is rate determining, and the 

transition state barrier increases as a function of Co fraction, as found for the for the mixed surface PtxCoy structure 

(PtxCoy) in Figure 6. b) Calculated ECH TOF assuming the first hydrogenation step is rate determining, and the 

transition state barrier is decreases as a function of Co fraction, as found for the Pt skin structure (Pt/PtxCoy) in Figure 

6. The temperature used is 300 K. 

We show the prediction of the TOF as a function of potential and Co fraction in Figure 

4-7 for the two types of catalyst surfaces. The results on the mixed Co and Pt surface in Figure 

4-7a qualitatively match our experimental results in Figure 4-4a. At more negative potentials the 

hydrogen coverage will increase on PtxCoy, which for catalysts that adsorb hydrogen relatively 
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strongly, will cause the phenol coverage to decrease and the TOF to go down. For higher Co 

fractions, where the hydrogen adsorption energy is weaker, the effect of more negative potential 

is less detrimental, as the phenol coverage remains high. In this way, the kinetic model captures 

why the maximum in ECH TOF with Co fraction varies as a function of applied potential. At 

comparable coverages of hydrogen and phenol for a pure Pt catalyst compared to a PtxCoy alloy, 

the TOF is lower for the alloy due to the higher activation enthalpy (Figure 4-6b). The increase in 

TOF with Co fraction observed experimentally at −0.1 V vs. RHE in Figure 4-4a is explained by 

our model as weakening the hydrogen adsorption energy, which allows a higher coverage of 

phenol on the surface, thus increasing the rate. Although this higher coverage of phenol results in 

an increase in the ECH rate, the current efficiency for ECH at −0.1 V vs. RHE may be lower with 

Co fraction (Figure 4-4b) because of an increase in the HER activity. 

The model for the TOF on a Pt skin with a PtxCoy core (Figure 4-7b) does not match our 

experimental values, further corroborating the mixed PtxCoy surface indicated from our HER 

measurements, characterization, and DFT calculations of the energetically preferred surface. The 

decrease in activity at sufficiently high Co fractions is due to a decrease in the hydrogen coverage, 

conceptually similar to that described for Figure 4-7a. In Figure 4-7b, due to the prediction that 

an increasing Co fraction will decrease the hydrogenation barrier for a Pt/PtxCoy structure, the 

ECH TOF is predicted to increase under almost all conditions up to high Co fractions, which is 

not what we observe experimentally. We predict a catalyst with a stable Pt skin and a PtxCoy core 

structure under ECH conditions would be a more active catalyst based on DFT-calculated 

activation energies and our kinetic modeling. Further study of Pt/PtxCoy core-shell alloys is needed 

to test the stability of Pt/PtxCoy catalysts under ECH conditions and to experimentally verify the 

enhanced activity for phenol ECH. 
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4.4 Conclusions 

We find that PtxCoy alloys at low Co fractions are more active toward ECH of phenol than pure Pt 

at −0.1 V vs. RHE, but the ECH current efficiency is lower than pure Pt due to their high HER 

activity. PtxCoy preferentially forms structures with Co and Pt on the surface under our ECH and 

HER conditions, as opposed to a Pt skin. Although the HER activity correlates with computed 

hydrogen adsorption energies on PtxCoy surfaces, with surfaces that adsorb hydrogen more weakly 

having higher HER activity, the hydrogen adsorption energy is an insufficient descriptor for ECH 

activity. Rather, the hydrogenation activation enthalpies follow a Brønsted-Evans-Polanyi 

relationship with respect to the reaction enthalpies, and the PtxCoy surfaces have more endothermic 

reaction enthalpies and larger activation enthalpies than Pt despite adsorbing hydrogen more 

weakly. We qualitatively explain the experimental ECH TOF trends on the PtxCoy surfaces with a 

Langmuir-Hinshelwood kinetic model. Our DFT and kinetic modeling predict that Pt/PtxCoy 

alloys, i.e., a pure Pt surface layer with PtxCoy core, would have enhanced ECH activity, although 

further work to synthesize and stabilize these structures under ECH conditions is needed.  
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Chapter 5 Conclusion & Outlook  

5.1 Summary 

Producing transportation fuels and chemicals through the valorization of biomass-derived 

molecules is a promising strategy to decrease our reliance on fossil fuels; however, the catalysts 

required for biomass conversion are insufficient to make the technology cost-competitive with 

fossil fuels. The goal of the research presented in this dissertation was to use a joint computational-

experimental approach to elucidate the structure-property relationships that govern aqueous-phase 

hydrogenation of bio-oil compounds to aid in the development of active and selective catalysts to 

improve the viability of technologies for the sustainable production of fuels and chemicals.  

In Chapter 2, we explored various approaches for estimating the aqueous-phase adsorption 

energies of model bio-oil compounds on catalytically relevant facets of Pt and Rh. We explained 

how gas-phase and implicit solvent modeling techniques, commonly used to approximate aqueous-

phase behavior, fail to reproduce experimental adsorption trends, leading to inaccurate predictions 

of a metal’s catalytic hydrogenation activity. Through direct comparison with experimentally 

determined aqueous-phase adsorption energies, we demonstrated that accounting for solvent 

displacement at the solvent/catalyst interface using a bond-additivity model based on first-

principles calculations yields improved agreement with experimental measurements. Specifically 

we showed that DFT-computed adsorption energies of organics and water in addition to tabulated 

thermodynamic properties enable rapid and semi-quantitative predictions of aqueous-phase 

adsorption energies. These results highlight the necessity of accounting for solvent effects, 
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particularly solvent displacement, at the metal interface when modeling adsorption of organic 

molecules relevant to condensed-phase catalytic reactions. The work in this chapter highlights a 

fast approach to quantify a solvent’s effect on organic adsorption, which may help rationalize the 

selection of a solvent environment to tune condensed-phase catalytic rates. 

In Chapter 3, we studied ECH and TCH of phenol on Pt and Rh nanoparticles supported 

on carbon (Pt/C and Rh/C) to identify the active site on Rh/C and explain the activity and structure 

sensitivity of Rh/C and Pt/C. We fit phenol TCH rate data on Rh/C to a Langmuir-Hinshelwood 

model and extracted the phenol adsorption energy on the active site to compare with adsorption 

energies measured on terraces and stepped facets. We modeled phenol hydrogenation on (111) 

terraces and (221) steps of Pt and Rh using density functional theory and microkinetic modeling 

and elucidated the relationship between intrinsic kinetics and phenol adsorption strength. We 

studied phenol ECH on Rh/C as a function of particle size and found that larger particles, which 

have a higher fraction of terrace sites compared to smaller particles, are more active. Ultimately, 

we found that the (111) terraces of Pt and Rh are active for phenol hydrogenation, which our 

computational results indicate is due to higher intrinsic activity and weaker phenol adsorption. By 

providing a better understanding of the active site of Pt/C and Rh/C for phenol hydrogenation, 

these findings may help inform the design of catalysts to preferentially expose and stabilize 

catalytically active sites. 

In Chapter 4, we studied ECH of phenol on platinum-cobalt alloys to investigate whether 

the properties that cause an enhancement in the rate for electrochemical reactions like hydrogen 

evolution reaction (HER) and oxygen reduction reaction are similarly beneficial for ECH of 

phenol. We hypothesized that because adsorbed hydrogen is an important reactant for phenol ECH, 

the barrier for hydrogenation would be lower if the strength between adsorbed hydrogen and the 
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catalyst surface was reduced. We tested a series of PtxCoy alloys supported on carbon (PtxCoy/C) 

for their HER activity, and found that Pt3Co/C, which adsorbed hydrogen the weakest, had the 

highest HER activity. However, experimental measurements revealed that the activity of the 

PtxCoy/C alloys toward ECH was not described by the hydrogen adsorption energy, and that alloys 

with weaker hydrogen adsorption energies were not necessarily more active for ECH. 

Characterization of the catalysts revealed that the surfaces consisted of both Pt and Co atoms. To 

explain these results, we constructed a series of model alloy systems with mixed platinum-cobalt 

surfaces (PtxCoy) as well as systems where the top layer was replaced with pure Pt to emulate a 

core-shell alloy (Pt/PtxCoy). Our DFT modeling revealed that the activation barriers for 

hydrogenation of phenol were not described by the hydrogen adsorption energy, but instead more 

closely followed a Brønsted-Evans-Polanyi relationship with respect to the reaction energies. 

Barriers on the PtxCoy alloys were predicted to increase with Co fraction and barriers on Pt/PtxCoy 

were predicted to decrease with Co fraction. Our DFT-predicted activation barriers combined with 

kinetic modeling rationalized the experimental findings on the PtxCoy/C catalysts. Kinetic 

modeling predicted Pt/PtxCoy alloys to have enhanced activity compared to Pt, and future synthesis 

and testing of platinum-cobalt core-shell alloys for phenol ECH is a promising future direction. 

Together, these chapters explored various properties that govern aqueous-phase catalytic 

hydrogenation of biomass-derived compounds. These works helped disentangle the complicated 

relationship that exists between aqueous-phase adsorption, intrinsic reaction kinetics, and how they 

govern the overall rate of hydrogenation. Future effort toward furthering these aims will continue 

to advance the development of materials for efficient biomass conversion. 

5.2 Extension of Current Research 

5.2.1 Applying the Bond-Additivity Model to New Materials 
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The work presented in Chapter 2 shows that the bond-additivity model performs well for pure 

metals where solvent adsorption or adhesion is well understood, however, extending this approach 

to predict adsorption energies of organics on new materials is an ongoing challenge. The bond-

additivity model relies upon an accurate understanding of solvent adsorption properties in order to 

make reliable predictions of aqueous-phase adsorption energies of organics. Adhesion energies of 

water and various organic solvents have been measured on the (111) facets of Pt and Ni,66 which 

make up only a small portion of the catalyst design space. The lack of experimentally or 

computationally determined adsorption and adhesion energies hinders the extension of the bond-

additivity model to new catalyst materials or solvent environments. 

Preliminary results investigating phenol adsorption on platinum-cobalt alloys, based on the 

work in Chapter 4, highlight that while the bond-additivity model can reliably predict phenol 

adsorption on pure Pt, the model fails to match experimentally observed trends on the alloys. 

Figure 5-1 shows the aqueous-phase phenol adsorption energies on PtxCoy and Pt/PtxCoy predicted 

using the bond-additivity model compared the adsorption energies measured experimentally 

through isotherm fitting. The experimental values and DFT-computed values of the adsorption 

energy agree well on Pt, but the adsorption energies on the alloys are predicted to be much weaker 

than what is seen experimentally. Although the discrepancies between the experimental and 

computational adsorption energies may stem from the limitations in the experimental method used 

to extract the adsorption energies on the alloys (see Chapter 4 for details), they may be due to an 

erroneous description of water adsorption on the platinum-cobalt alloy surfaces. A more detailed 

model of water adsorption on alloy surfaces may be necessary to make better predictions of 

aqueous-phase adsorption from a modeling perspective.  
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Figure 5-1 Aqueous-phase phenol adsorption on platinum-cobalt alloys. DFT-predicted aqueous-phase adsorption 

energies of phenol on the (111) facets of Pt3Co, PtCo, and PtCo3 where both Pt and Co are present in the catalyst 

surface are shown with blue triangles. DFT-predicted aqueous-phase adsorption energies on phenol on Pt/Pt3Co, 

Pt/PtCo, and Pt/PtCo3 are shown with gray circles. Experimentally measured aqueous-phase adsorption energies from 

isotherm fitting are shown in green squares. 

Reliable computational approaches for predicting solvent adsorption behavior on metals 

and alloys would allow for the bond-additivity model to be applied to rapidly predict aqueous-

phase adsorption behavior for a wide range of organic species and surfaces. Here, I highlight two 

approaches for estimating solvent adhesion energies from molecular dynamics simulations. Leroy 

et al. proposed a thermodynamic integration scheme for estimating adhesion energies at a 

liquid/solid interface referred to as the phantom-wall method.223,224 A schematic of the phantom-

wall method is shown in Figure 5-2a. In this approach, a phantom wall, which is an artificial 

potential that only interacts with the liquid, is moved from inside the solid surface outward in order 

to break the liquid/solid interactions, and the change in the free energy of the system is estimated. 

This method, however, is based on classical molecular dynamics and requires accurate force fields 

to describe the liquid/solid interactions at the interface. More recently, a hybrid QM/MM scheme 

was proposed for estimating adhesion energies referred to as density functional theory in classical 
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explicit solvents (DFT-CES).225,226 A schematic of this method is shown in Figure 5-2b. In this 

approach, the energetics of the solid are evaluated with DFT, but the dynamics of the liquid are 

treated with classical molecular dynamics, thus accelerating the computation compared to a purely 

quantum mechanical approach. The DFT-CES method does not rely on classical force fields to 

describe the liquid/solid interactions and was used to closely reproduce the experimental adhesion 

energy of water on Pt(111).66,227  

 
Figure 5-2 Computational approaches for computing solvent adhesion energies. a) Phantom wall method for 

calculation solvent adhesion energies from classical molecular dynamics. Adapted from ref 224. b) DFT-CES method 

for calculating solvent adhesion energies from a QM/MM approach. Adapted from ref 226. 

Computational approaches like the phantom-wall method and DFT-CES can be applied to 

evaluate solvent adhesion energies on materials relevant to aqueous-phase ECH and TCH such as 

metals and alloys. Furthermore, these methods can allow for the study of solvent adsorption 

behavior on materials that may not be easily studied experimentally, such as on specific surface 

facets or surfaces with defects. Ultimately, estimating solvent adhesion energies would allow for 

rapid prediction of aqueous-phase adsorption energies of molecules on catalytically relevant 

materials through the bond-additivity framework without each molecule needing to be simulated 

individually using a more computationally demanding solvent modeling technique.  

5.2.2 Modeling the Electrochemical Environment 
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One of the challenges in computational electrocatalysis is accurately modeling the electrochemical 

environment. To model an electrochemical environment, it is necessary to account for effects of 

the applied electric potential and interactions between the electrode, the electrolyte, and the 

surface-adsorbed species. Together, these effects can alter adsorption thermodynamics and 

reaction kinetics. The computational hydrogen electrode (CHE) method is a popular approach for 

approximating the effect of the applied electric potential for processes that involve an electron 

transfer steps including adsorption processes and elementary reaction steps.228,229 However, the 

CHE only approximates electrochemical behavior,230,231 and a more rigorous approach is necessary 

to model electrochemical systems with higher accuracy. 

 Recently, there has been growing interest in performing density functional theory 

calculations within a grand-canonical ensemble where the number of electrons in the system is 

adjusted to achieve a desired electron chemical potential, which is related to an electrode potential, 

to mimic experimental electrochemical conditions.230,232,233 I will refer to this approach of DFT 

modeling with a grand-canonical ensemble of electrons as grand canonical density functional 

theory (GC-DFT). One of the challenges of modeling electric charge is that periodic DFT systems 

must be charge-balanced.233 However, pairing DFT with an implicit solvation model enables the 

modeling of charged electrode surfaces because the implicit solvent model provides a counter 

charge to maintain overall charge neutrality in the simulation cell.232,234 Thus, GC-DFT 

calculations are performed by changing the number of electrons in the system to achieve a desired 

electrode potential while leveraging a polarizable continuum model of the solvent environment to 

balance the system charge. 

 GC-DFT calculations have been performed with various DFT codes such as VASP using 

the VASPsol implicit solvation model.235–237 However, past implementations have often relied on 
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iterative schemes to converge the number of electrons to achieve the desired electrode potential, 

which can be costly.235,237 However, more recent codes have been introduced to make GC-DFT 

modeling more computationally efficient and user-friendly. GC-DFT calculations implemented in 

the JDFTx code adjust the number of electrons automatically to achieve a desired electron 

chemical potential.238  

Figure 5-3 shows preliminary results of the hydrogen adsorption energy on Pt(111) 

modeled as a function of applied potential using the JDFTx software compared to the potential-

dependence of the adsorption energies using the CHE method. The similarity of the slopes of the 

two methods show that the values calculated with JDFTx do not deviate far from expected behavior 

based on the CHE model. Although the two methods perform similarly for something simple such 

as hydrogen adsorption, GC-DFT modeling can be used to explore effects of the applied potential 

on processes not readily described by the CHE model. For example, the CHE method was shown 

to greatly overestimate the effect of the applied potential for the electrochemical reduction of CO2, 

and GC-DFT modeling provided more accurate reaction energetics.239 GC-DFT modeling has also 

been used to evaluate the effect of applied potential on reaction kinetics. Recently, the JDFTx code 

has been used to perform grand-canonical nudged elastic band calculations in order to find 

transition states of electrochemical reactions under an applied potential.240,241 
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Figure 5-3 Hydrogen adsorption from GC-DFT and CHE. Potential-dependent adsorption energies of hydrogen 

on Pt(111) as a function of applied potential. Values computed using the JDFTx code are shown in black and values 

corresponding to the computational hydrogen electrode model are shown in blue. 

Although JDFTx is a promising approach for modeling electrochemical processes, one of 

the major challenges to is efficient scaling with system size. Poor scaling with system size makes 

it challenging to model bio-oil hydrogenation with this approach. In my experience, the 

computational cost of simulating small supercells (i.e., 2 × 2 × 4 slabs) was comparable to VASP; 

however, simulating supercells with an adsorbed bio-oil molecule JDFTx (i.e., 4 × 4 × 4 slabs) 

was computationally intractable. Performing GC-DFT calculations using the current 

implementation of JDFTx (version 1.7.0) may incur additional computational cost compared to 

other DFT codes. However, careful parallelization of computing resources may be able to 

accelerate JDFTx performance. 

Accurately modeling electrochemical environments and accounting for the effects of an 

applied potential are necessary in order to construct detailed atomistic models of electrocatalytic 

systems. While the CHE model is popular because of its simplicity, emerging implementations of 

GC-DFT in popular DFT codes allow for a more rigorous modeling of the applied electric potential 
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on critical processes. Future work on the ECH of bio-oil compounds would benefit from these 

recent developments. 

5.2.3 Experimental Verification of Platinum-Cobalt Core-Shell Alloys 

Alloying highly active but expensive platinum-group metals with earth abundant materials is a 

strategy to reduce catalyst cost. In some cases, alloying simply improves the activity of the 

platinum-group metal on a mass basis by reducing the amount of the expensive material needed to 

produce the catalyst. However in a variety of applications, alloying platinum-group metals with 

earth abundant metals enhances both the mass activity and specific activity of the catalyst through 

enhancement of the catalysts electronic and structural properties.242 Platinum-cobalt catalysts been 

shown to be promising electrocatalysts for a variety of applications like fuel cells.201 In Chapter 4, 

we discussed the ECH of phenol on platinum-cobalt alloys. We found that catalyst with both Pt 

and Co atoms present on the catalyst surface did not significantly enhance ECH activity compared 

to Pt. However, our DFT calculations indicated that platinum-cobalt core-shell alloys with a pure 

Pt skin and a PtxCoy shell may have enhanced performance for ECH of phenol. In the future, I 

hope to see the synthesis and testing of platinum-cobalt core-shell alloys for phenol ECH. Future 

experimental verification could provide additional confidence to our modeling and could drive 

further exploration of alloys as efficient and low-cost alternatives to platinum-group metals for 

aqueous-phase hydrogenation reactions. 

5.3 Current Challenges & Limitations 

The presence of solvent, ions, and the effect of an applied electric potential all influence the 

adsorption properties and reaction behavior of bio-oil compounds on metals and alloys in an 

electrochemical environment. Accurate description of adsorption and hydrogenation of bio-oils in 
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an electrochemical environment requires a model that accounts for the effect of ions and an applied 

potential. Figure 5-4 summarizes some of the effects that ions have on the solvent/surface interface 

including the blocking of sites, the restructuring of the interfacial solvent layer, and influence over 

transition state energies of certain processes. 

 
Figure 5-4 Summary of ion effects in an electrochemical environment. a) Blocking of adsorption sites by the 

presence of ions in an aqueous solution. b) Restructuring of interfacial water induced by the presence of anions and 

cations. c) Modification of transition state energies from the presence of different cations. Adapted from ref 243.  

Although the current formulation of the bond-additivity model approximates the effects of 

pure solvents on the adsorption of bio-oil compounds, it is not currently well adapted to account 

for phenomena in a more complex electrochemical environment. While the bond-additivity model 

may still be a useful tool, modeling electrochemical adsorption should not rely on this method 

alone. Instead, more advanced methods, such as molecular dynamics simulations are needed to 

more accurately describe adsorption in more representative electrochemical environments. 

In addition to aqueous-phase adsorption, modeling bio-oil hydrogenation in a fully solvated 

environment would advance our understanding of reactions in the condensed phase. In Chapter 3, 

we approximate aqueous-phase hydrogenation behavior using gas-phase hydrogenation kinetics. 

Although past studies have shown that the barriers for the hydrogenation of C=C bonds is not 

significantly affected by the presence of solvent,73 solvation affects can still contribute to the 

overall free energy landscape of aqueous-phase bio-oil hydrogenation. The free energy diagrams 

presented in Chapter 3 assume that the solvent displaced upon phenol adsorption all returns to the 

surface as the product, cyclohexanone, desorbs. This approach, however, leads to an incorrect 
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product desorption energy. In reality, solvent can restructure around the partially hydrogenated 

surface intermediates, which can change the energetics of the reaction in numerous ways. For 

example, the solvation energies of the surface intermediates likely differ from that of the reactant 

and product molecules. This contribution to the energy is likely small, however, since solvation 

energy of phenol and cyclohexanone differ by only 10 kJ mol−1 (Appendix B.3). The restructuring 

of solvent can affect the overall reaction energetics more significantly if a portion of the displaced 

solvent returns to the metal surface along the reaction coordinate. Because the return of solvent to 

the surface is an exothermic process, the relative energies of surface intermediates would be lower 

than what is predicted based on gas-phase calculations if solvent restructuring is accurately 

captured. Modeling differences in solvation along the reaction coordinate would lead to a more 

accurate treatment of product desorption in the aqueous phase and would allow for kinetic 

modeling to more accurately predict rate determining steps and apparent activation energies, both 

of which were found to be qualitatively and quantitatively incorrect compared to experiment in 

Chapter 3. More importantly, accurate treatment of solvation of intermediates and surfaces during 

hydrogenation would help models elucidate activity differences between surfaces that might have 

similar hydrogenation barriers but interact differently with the solvent environment. 

Previous work has aimed to model explicit solvation effects for the hydrogenation of model 

bio-oil compounds, but the current approaches do not adequately sample the local solvent 

environment around the hydrogenated intermediates. For example, some works have used 

molecular dynamics simulations to generate solvent configurations around adsorbed reactants, and 

nudged elastic band (NEB)152 calculations were used to find transition states for the subsequent 

hydrogenation reactions.71,73,244 The solvent environment around the hydrogenated intermediates, 

however, was not re-optimized after each elementary step. Thus, these approaches fail to capture 
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changes in the local solvent environment around the intermediates over the course of the reaction. 

Other approaches have used a combination of NEB calculations and molecular dynamics where 

the NEB replicas were minimized as the solvated system was quenched from finite temperature to 

0 K over a time scale of 1−2 ps.72 This approach allows for the restructuring of solvent around the 

transition state, however, the time scales considered are too short for solvent to restructure around 

the hydrogenated intermediate. Thus, critical phenomena such as the return of displaced solvent to 

the surface are still not properly described. Current approaches only approximate true aqueous-

phase processes, and I believe adequate sampling along the reaction coordinate is essential in order 

to construct free energy diagrams for hydrogenation reactions that reflect what is happening in real 

systems. The major challenge hindering the accurate modeling of condensed phase hydrogenation 

reactions is that molecular dynamics simulations are computationally expensive. However, as 

computational resources improve and as new computational workflows for treating solvent 

environments are developed, more accurate simulations may be performed to explore 

electrochemical reactions. 

5.4 Final Remarks 

In this chapter, I have presented what I consider to be some of the promising future directions for 

the continuation of work in this research area. This is an exciting time to be in the field of 

computational electrochemistry because we are gaining access to more powerful and efficient 

computational resources, and novel methods for the evaluation of important electrochemical 

phenomena are being developed. My hope is that the work that this dissertation is based upon will 

serve as a useful contribution to the field, and that future research will be able to bring us closer to 

the ultimate goal of improved environmental sustainability. 
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Appendix A: Supporting Information for Adsorption of Organics on Pt and Rh 

This appendix was adapted from Akinola, J.; Barth, I.; Goldsmith, B. R.; Singh, N. Adsorption 

Energies of Oxygenated Aromatics and Organics on Rhodium and Platinum in Aqueous Phase. 

ACS Catal. 2020, 10 (9), 4929–4941. My contribution to this work is the density functional theory 

modeling. James Akinola performed the experimental work. 

A.1 Reversibility of Hydrogen Underpotential Deposition in Acetate Buffer and in the 

Presence of Phenol 

The current densities in the hydrogen underpotential deposition (Hupd) region on Rh in acetate 

buffer shown in Appendix Figure A-1 are proportional to the scan rate. This is expected as the 

total charge (current integrated over time) should be independent of scan rate for an equilibrated 

process. 

 
Appendix Figure A-1 Cyclic voltammograms on Rh wire. Cyclic voltamograms showing the Hupd on Rh wire in 

acetate buffer (100 mM acetic acid, 100 mM sodium acetate, pH = 5) at 298 K and scan rates of a) 100 mV s−1, b) 50 

mV s−1, c) 20 mV s−1. 

The change in the Hupd desorption charge with scan rate (Appendix Table A-1) is 

approximately 7%. Partially this may be related to errors in determining the charge (e.g., where to 
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select the background double layer charging current), and partially may be real differences in the 

amount of Hupd that is adsorbed and desorbed at slower scan rates. For our studies because we did 

not see any significant differences in the adsorption isotherms derived at the different scan rates, 

we selected the faster scan rates (100 mV s−1) to minimize the total time required for the full set 

of CV experiments. 

Appendix Table A-1 Desorption charges for Hupd. Desorption charges for Hupd (Qdes) of Rh wire in acetate buffer 

supporting electrolyte corresponding to data in Figure 2-1 at 100, 50, or 20 mV s−1 scan rate. 

The data in Appendix Figure A-1 shows that H adsorption and H* desorption on Pt and Rh are 

reversible with and without phenol. The difference in the charge from H adsorption (Qads) and H* 

desorption (Qdes) is nearly constant even with increasing concentration of phenol for both Pt and 

Rh wires. For Rh, the higher adsorption charge compared with the desorption charge is caused by 

the convolution of the Rh2O3 reduction peak with the H+ reduction peak, causing the ‘adsorption’ 

charge (in actuality the reduction charge) to be larger than the desorption charge. Thus, we use 

Qdes to represent the Hupd charge unless stated otherwise (i.e., the fraction of Hupd charge inhibited 

refers to the effect of the organic on the desorption charge because of site blocking, see A.5). The 

constant ratio of Qads and Qdes at all phenol concentrations indicates that H* does not react with 

adsorbed phenol within this potential window at 100 mV s−1 scan rate, as otherwise the Qdes would 

decrease relative to Qads at higher phenol concentrations.  

The Qads was obtained by integrating the area under the H adsorption region after 

converting the Hupd potential window to a time using the voltage scan rate and subtracting the 

baseline (double layer) charge from the CVs in Figure 2-1. The baseline current for Rh was chosen 

at 500 mM phenol because at this high concentration, the H+ and the Rh2O3 reduction peaks were 

Scan rate 
100 mV s−1 (Appendix Figure 

A-1a) 

50 mV s−1 (Appendix Figure 

A-1b) 

20 mV s−1 (Appendix Figure 

A-1c) 

Qdes (µC) 10.2 10.7 10.9 
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completely inhibited by phenol adsorption. The Qdes was obtained by integrating the area under 

the H* desorption peak in the positive oxidation scan and subtracting the double layer charge.  

 
Appendix Figure A-2 Hupd adsorption charge. The Hupd adsorption charge (from reduction during the portion of the 

cyclic voltammogram where the voltage sweeps in the negative direction, Qads) and desorption charge (from oxidation, 

Qdes) on polycrystalline a) Pt and b) Rh wires as a function of phenol concentration. Charges are calculated from the 

cyclic voltammograms in Figure 2-1. The larger adsorption charge for Rh than desorption charge is because of the 

Rh oxide reduction peak overlapping with the Hupd reduction peak, causing an overprediction of the Qads charge. The 

reversibility of the Hupd charge is constant with phenol concentration for both metals. 

A.2 Change in Bulk Phenol Concentration by Adsorption of Phenol on Rh Wire 

It is important to know if there is an appreciable change in the bulk phenol concentration after 

phenol adsorbs on the Rh surface since an accurate isotherm fit depends on the actual bulk phenol 

concentration. Here we show there is not an appreciable change in the bulk phenol concentration 

upon phenol adsorption. We base this analysis on the maximum Rh surface area exposed in our 

experiments (0.661 cm2 from Appendix Figure A-3c) and the lowest bulk phenol concentration 

used. The total volume of the electrolyte (130 mL) was kept the same in all measurements. 

We assume the same number of Rh and Pt atoms per cm2 = 1.31 × 1015 atoms from refs 

245,246. Thus, the number of Rh (or Pt) atoms covered by phenol at maximum coverage is: 

𝑅ℎ 𝑎𝑡𝑜𝑚𝑠 = 1.31 × 1015 𝑎𝑡𝑜𝑚𝑠 𝑐𝑚−2 × 𝑚𝑎𝑥. 𝑝ℎ𝑒𝑛𝑜𝑙 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 × 𝐸𝐶𝑆𝐴  
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where ECSA is the electrochemical active surface area and we assume the max. phenol coverage 

is 1 monolayer. Using the maximum ECSA of our samples gives: 

𝑅ℎ 𝑎𝑡𝑜𝑚𝑠 = 1.31 × 1015 𝑎𝑡𝑜𝑚𝑠 𝑐𝑚−2 × 1 × 0.661 𝑐𝑚2 = 8.66 × 1014 𝑎𝑡𝑜𝑚𝑠 

Assuming that one phenol molecule adsorbing flat covers five Rh atoms, the number of moles of 

phenol to completely block the Rh wire (i.e., at adsorption saturation) is: 

8.66 × 1014 𝑅ℎ 𝑎𝑡𝑜𝑚𝑠 ×
1 𝑝ℎ𝑒𝑛𝑜𝑙 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒

5 𝑅ℎ 𝑎𝑡𝑜𝑚𝑠
×

1 𝑚𝑜𝑙 𝑝ℎ𝑒𝑛𝑜𝑙

6.02 × 1023 𝑝ℎ𝑒𝑛𝑜𝑙 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠

= 2.874 × 10−10 𝑚𝑜𝑙𝑒𝑠 𝑝ℎ𝑒𝑛𝑜𝑙 

The volume of acetate buffer + phenol in solution is 130 mL. Therefore, the moles of phenol in 1 

µM solution (the lowest phenol concentration we studied) is 1.3 × 10−7 moles. Even if an 

adsorption saturation coverage of phenol from the bulk concentration is reached, the amount of 

phenol remaining in bulk solution would be: 

1.3 × 10−7 𝑚𝑜𝑙𝑒𝑠 𝑝ℎ𝑒𝑛𝑜𝑙 − 2.874 × 10−10 𝑚𝑜𝑙𝑒𝑠 𝑝ℎ𝑒𝑛𝑜𝑙 = 1.297 × 10−7 𝑚𝑜𝑙𝑒𝑠 𝑝ℎ𝑒𝑛𝑜𝑙 

The new concentration of solution after phenol adsorption would then be: 

1.297 × 10−7 𝑚𝑜𝑙𝑒𝑠 𝑝ℎ𝑒𝑛𝑜𝑙

0.13 𝐿
= 9.977 × 10−7 𝑚𝑜𝑙 𝐿−1 = 0.9977 µ𝑀 

Therefore, the bulk phenol concentration remains approximately constant even at the lowest bulk 

phenol concentration of 1 µM (0.2% loss in concentration at 1 µM). However, at these low bulk 

concentrations much less than a full monolayer of phenol is adsorbed based on the small decrease 

in Hupd charge shown in Figure 2-1, so in actuality the decrease in bulk phenol concentration 

would be even smaller. This analysis holds for all organics on Pt as well because a similar area of 

Pt or Rh was immersed in the supporting electrolyte. 
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A.3 Reproducibility of the Effect of Phenol Adsorption on Hupd 

To determine the reproducibility of the Hupd method for quantifying phenol adsorption on Rh, we 

conducted several repetitions at the same bulk concentration of phenol. In Appendix Figure A-3a, 

60 μM phenol was added after stepwise increments from five intermediate concentrations. 

However, in Appendix Figure A-3b and Appendix Figure A-3c, prepared in separate runs, 60 

μM was added after a single increment in phenol concentration. For all three runs, a similar relative 

drop in Hupd charge was observed, showing that the fraction of Hupd inhibited was reproducible and 

independent of the surface areas exposed and the path taken to attain the desired concentration. 

That is, CV measurements performed at lower concentration ranges did not impact later 

measurements at higher concentrations. We also show in A.4 that measurements at higher 

concentrations do not impact later measurements at lower concentrations. 

 
Appendix Figure A-3 Reproducibility of phenol adsorption on Rh. Cyclic voltamograms to test the reproducibility 

of phenol adsorption on rhodium wire from three different repetitions. In a), the final 60 µM concentration was reached 

by adding five intermediate concentrations (1, 2, 5 10, 25 µM are shown in Figure 2-1 of the main text) and taking 

CVs at each of those intermediate concentrations. In b) and c) the 60 µM concentration was directly reached in one 

addition, without CV measurements at intermediate concentrations. The supporting electrolyte was 100 mM acetate 

buffer at 298 K and the scan rate was 100 mV s−1. The ECSA shown is of the run with no phenol, which is used to 

normalize the current. A value of 221 µC cm−2 was used to calculate the ECSA.247,248 

In Appendix Table A-2, the fraction of Hupd inhibited at 60 μM phenol is listed for the 

three runs in Appendix Figure A-3 and is in the range of 0.43 ± 0.01 even with different amounts 
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of time in reaching the desired phenol concentration. This result indicates that no time effect is 

present in our estimations of the phenol coverage.  

Appendix Table A-2 Hupd desorption charges with varying phenol concentration. Hupd desorption charge (Qdes) 

at 0 and 60 µM phenol and the fraction of Hupd inhibited on Rh wire at 60 µM phenol for the different measurements 

shown in Appendix Figure A-3. 

 

A.4 Reversibility of Organic Adsorption on Rh and Pt 

Adsorption of organics must be reversible in the Hupd potential window in order to extract accurate 

adsorption energies. The Hupd desorption charge after phenol replacement with new supporting 

electrolyte is close to the Hupd charge without phenol, with about 99% of the Hupd charge recovered 

on Rh and 97% of the Hupd charge recovered on Pt (Appendix Table A-3). 

Appendix Table A-3 Hupd desorption charges on Pt and Rh. The Hupd desorption charge without phenol, with 60 

µM phenol, and after replacing phenol solution with new supporting electrolyte on Pt wire (Appendix Figure A-4a) 

and Rh wire (Appendix Figure A-4e).  

Also listed is the fraction of Hupd inhibited, calculated from the exact desorption charge before 

rounding to three significant figures. * The concentration is in actuality >0 due to trace remaining 

phenol in the cell after replacing 60 µM phenol with new supporting electrolyte, as well as from 

any phenol desorbed from the electrode surface (see A.2). 

 Repetition 1 (Appendix 

Figure A-3a) 

Repetition 2 (Appendix 

Figure A-3b) 

Repetition 3 (Appendix 

Figure A-3c) 

Phenol 

concentration 

(µM) 

Qdes (µC) 
Fraction of Hupd 

inhibited 
Qdes (µC) 

Fraction of 

Hupd inhibited 
Qdes (µC) 

Fraction of 

Hupd inhibited 

0 108 -- 120 -- 147 -- 

60 60.4 0.439 66.8 0.444 84.7 0.427 

 Pt wire Rh wire 

Phenol concentration 

(µM) 
Qdes (µC) 

Fraction of Hupd 

inhibited 
Qdes (µC) 

Fraction of Hupd 

inhibited 

0 16.6 0 148 0 

60 7.1 0.571 85.5 0.426 

0* 16.1 0.0303 146 0.0143 
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Appendix Figure A-4 Cyclic voltammograms showing reversibility. Cyclic voltammograms showing the 

reversibility of organic adsorption on rhodium and platinum after controlled dilution. a) Dilution from 60 µM phenol 

to 0 µM on Pt. b) Dilution from 100 µM phenol to 10 µM on Rh. c) Dilution from 1 mM phenol to 100 µM on Rh. d) 

Dilution from 1 mM phenol to 100 µM on Pt. e) Dilution from 60 µM phenol to 0 µM on Rh. f) Dilution from 100 

µM benzaldehyde to 10 µM on Rh. g) Dilution from 100 µM furfural to 10 µM on Rh. h) Dilution from 100 µM 

benzyl alcohol to 10 µM on Rh. Supporting electrolyte is acetate buffer (pH 5), and the CV is obtained at 100 mV s−1 

scan rate and 298 K. In a and e, step 1 (black arrow) represents phenol addition while step 2 (red arrow) represents 

dilution. 0 µM* the CV of the new solution is slightly different from 0 µM because of a small amount of phenol 

remaining in the cell after dilution. 

In Appendix Figure A-4, the initial CV of the supporting electrolyte containing no organic 

is shown by a blue line, while CVs with 1 mM, 100 µM, or 60 µM organic in supporting electrolyte 

are indicated by a black line. The CV of the diluted organic(i.e., from 1 mM to 100 µM, 100 µM 

to 10 µM or 60 µM to 0 µM) is shown by a red dashed line. The phenol concentration in Appendix 

Figure A-4a and Appendix Figure A-4e was increased to 60 μM and the new cyclic 

voltammogram shows a drop in the Hupd charge compared to when no phenol is in the supporting 

electrolyte. When the 60 μM phenol solution is replaced with acetate buffer containing no phenol 

(without removing or recleaning the Pt or Rh wire), the Hupd charge is 97% and 99% recovered on 

Pt and Rh, respectively as adsorbed phenol desorbs reversibly from the metal (Appendix Table 

A-3). The reason the Hupd charge in Appendix Figure A-4a and Appendix Figure A-4e is 
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incompletely recovered is because of small traces of phenol remaining in the electrochemical cell. 

For all cases, the CV of the diluted organic showed a higher Hupd charge compared to the initial 

concentration before dilution, and matched the CVs taken at the concentrations directly without 

diluting, as seen in the isotherms in Figure 2-2 and Figure 2-5. This observation shows that 

organic adsorption/desorption is reversible in this potential window. The method of dilution is 

outlined in the main text.  

A.5 Obtaining the Fraction of Hupd Inhibited and Organic Coverage from the Difference in 

Hupd Charge 

The catalyst surface is covered by adsorbed hydrogen (H*) in acetate buffer electrolyte, whereas 

with an organic also present in solution there is competition with H* for adsorption sites, which 

manifests as a noticeable drop in measured Hupd charge. The fraction of Hupd inhibited because of 

organic adsorption is: 

𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝐻𝑢𝑝𝑑 𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑒𝑑 =
𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑜𝑟𝑔𝑎𝑛𝑖𝑐 − 𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ 𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑜𝑟𝑔𝑎𝑛𝑖𝑐
 

Eq. A-1 

Assuming this drop is only due to organic (e.g., phenol) adsorption, the fraction of Hupd inhibited 

is the coverage of organic 𝜃𝑜𝑟𝑔𝑎𝑛𝑖𝑐 normalized to the fraction of Hupd inhibited at saturation. Thus 

𝜃𝑜𝑟𝑔𝑎𝑛𝑖𝑐 = 1 is at complete saturation with organic and 𝜃𝑜𝑟𝑔𝑎𝑛𝑖𝑐 = 0 is when no organic is in 

solution. 

𝜃𝑜𝑟𝑔𝑎𝑛𝑖𝑐 =
𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑜𝑟𝑔𝑎𝑛𝑖𝑐 − 𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ 𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑜𝑟𝑔𝑎𝑛𝑖𝑐 − 𝑄𝑑𝑒𝑠 𝑤𝑖𝑡ℎ 𝑠𝑎𝑡. 𝑜𝑟𝑔𝑎𝑛𝑖𝑐
 

Eq. A-2 

A.6 Fitting Experimental Adsorption Isotherm Data Using the Temkin Model 

Here we describe the fitting of experimental adsorption isotherms for phenol, albeit this process is 

applicable to all the organics studied in this work. The adsorption of bulk phenol in solution (Ph(aq)) 
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onto a free catalyst site available for phenol adsorption (∗) to form an adsorbed phenol (𝑃ℎ ∗) is 

shown by Eq. A-3: 

𝑃ℎ(𝑎𝑞) + ∗ ⇌  𝑃ℎ ∗ Eq. A-3 

The equilibrium adsorption constant (𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞

) of Eq. A-3 is shown in Eq. A-4: 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 =

𝜃𝑃ℎ

𝐶𝑃ℎ𝜃∗
 

Eq. A-4 

where CPh is the bulk concentration of phenol, 𝜃𝑃ℎ is the coverage of phenol (we use Ph here for 

phenol, but could also represent other organics), and 𝜃∗ is the fraction of free sites. The bulk 

concentration of phenol is not changed upon adsorption in our experiments (A.2). In this Hupd 

method we assume that hydrogen can adsorb on the free sites, but not on the sites that phenol is 

adsorbed onto, therefore we can indirectly determine the phenol coverage using Eq. A-5: 

𝜃𝑃ℎ + 𝜃∗ = 1 Eq. A-5 

Combining Eq. A-4 and Eq. A-5 gives an adsorption isotherm (Eq. A-6), where the equilibrium 

adsorption constant is 𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞

, with the subscript 𝜃 referring to the phenol coverage, included to 

indicate that the equilibrium adsorption constant may be dependent on phenol coverage because 

of adsorbate-adsorbate interactions.93,94  

𝜃𝑃ℎ

𝜃𝑠𝑎𝑡
=

𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞  𝐶𝑃ℎ

(1 + 𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 𝐶𝑃ℎ)

 
Eq. A-6 

where 𝜃𝑠𝑎𝑡 is the saturation coverage. If we assume that the equilibrium adsorption constant 

follows a Temkin model, such that the free energy of adsorption changes linearly with coverage, 

then: 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 = exp (

−(∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0
0 + 𝛼𝜃𝑃ℎ)

𝑅𝑇
) 

Eq. A-7 
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where 𝛼 is a parameter with units of kJ mol−1 that represents the strength of adsorbate-adsorbate 

interactions, and ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0
0  is the adsorption free energy in kJ mol−1 at a phenol coverage of 

zero. Eq. A-6 and Eq. A-7 can be combined to give: 

𝜃𝑃ℎ =

exp (
−(∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0

0 + 𝛼𝜃𝑃ℎ)

𝑅𝑇 ) 𝐶𝑃ℎ

(1 + exp (
−∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0

0 + 𝛼𝜃𝑃ℎ)

𝑅𝑇 ) 𝐶𝑃ℎ)

 

 

Eq. A-8 

Using the constructed adsorption isotherms of the coverage of phenol measured indirectly by the 

decrease in Hupd charge as a function of the bulk phenol concentration, we can fit the data to Eq. 

A-8 by varying the parameters of ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝜃=0
0  and 𝛼. For a two-site adsorption model, the 

saturation coverage for site 1 was chosen as the coverage where the isotherm first plateaus, whereas 

adsorption on site 2 begins at the organic concentration immediately above that which saturates 

site 1. 

As discussed in the Experimental & Computational Methods section of the main text, our 

coverage measurements from the Hupd technique are not at the potential of zero charge (PZC), or 

at a slightly cathodic potential where maximum coverage is achieved.97 Nevertheless, coverages 

obtained here for phenol on Pt using the Hupd method match closely to reported coverages obtained 

by radiotracer method at potentials close to the PZC,119 corroborating the accuracy of Hupd method.  

A.7 Details on Free Energy Calculations and Adsorption Geometries of Organics on 

Several Model Facets of Pt and Rh 

The gas-phase enthalpies and free energies of adsorption were calculated using ideal-gas statistical 

mechanics as implemented in the Atomic Simulation Environment Python library.146 The 

enthalpies of gas-phase molecules (Hgas,R) were calculated at 298.15 K and consist of the electronic 
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energy (E) at zero Kelvin, the zero point energy (EZPE), and the integral with temperature of the 

heat capacity at constant pressure (CP). 

𝐻𝑔𝑎𝑠,𝑅(𝑇) = 𝐸 + 𝐸𝑍𝑃𝐸 + ∫ 𝐶𝑃𝑑𝑇
𝑇

0

 

𝐶𝑃 = 𝑘𝐵 + 𝐶𝑉,𝑡𝑟𝑎𝑛𝑠 + 𝐶𝑉,𝑟𝑜𝑡 + 𝐶𝑉,𝑣𝑖𝑏 + 𝐶𝑉,𝑒𝑙𝑒𝑐 

∫ 𝐶𝑉,𝑣𝑖𝑏𝑑𝑇
𝑇

0

= ∑
𝜖𝑖

𝑒𝜖𝑖 𝑘𝐵𝑇⁄ − 1

3𝑁−6

𝑖

 

𝐶𝑉,𝑡𝑟𝑎𝑛𝑠 and 𝐶𝑉,𝑟𝑜𝑡 are both equal to 
3

2
𝑘𝐵 for a three-dimensional, nonlinear molecule. The 𝜖𝑖 

represent energies of the 3𝑁 − 6 vibrational modes of the molecules, where N is the number of 

atoms. The electronic contribution to the heat capacity, 𝐶𝑉,𝑒𝑙𝑒𝑐, is assumed to be zero. 𝑘𝐵 is the 

Boltzmann constant. 

The entropies of gas-phase molecules (Sgas,R) were calculated at T = 298.15 K and pressure 

(P) = 1 atm. 

𝑆𝑔𝑎𝑠,𝑅(𝑇, 𝑃) = 𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑣𝑖𝑏 + 𝑆𝑒𝑙𝑒𝑐 − 𝑘𝐵ln
𝑃

𝑃˚
 

𝑆𝑡𝑟𝑎𝑛𝑠 = 𝑘𝐵 {ln [(
2𝜋𝑀𝑘𝐵𝑇

ℎ2
)

3 2⁄
𝑘𝐵𝑇

𝑃˚
] +

5

2
} 

𝑆𝑟𝑜𝑡 = 𝑘𝐵 {ln [
√𝜋𝐼𝐴𝐼𝐵𝐼𝐶

𝜎
(

8𝜋2𝑘𝐵𝑇

ℎ2
)

3 2⁄

] +
3

2
} 

𝑆𝑣𝑖𝑏 = 𝑘𝐵 ∑ [
𝜖𝑖

𝑘𝐵𝑇(𝑒𝜖𝑖 𝑘𝐵𝑇⁄ − 1)
− ln(1 − 𝑒−𝜖𝑖 𝑘𝐵𝑇⁄ )]

3𝑁−6

𝑖

 

𝑆𝑒𝑙𝑒𝑐 = 𝑘𝐵 ln[2 × (𝑡𝑜𝑡𝑎𝑙 𝑠𝑝𝑖𝑛) + 1] 
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Here M is mass of the molecule, Ii are the moments of inertia, 𝜎 is the symmetry factor, h is 

Planck’s constant, and P˚ is the standard pressure (1 atm). 𝜎 = 1 is used for organics and 𝜎 = 2 is 

used for water. 

The internal energies of adsorbed molecules were calculated in the harmonic limit by 

treating all 3N degrees of freedom as vibrations. Internal energy and enthalpy are related by 

𝐻(𝑇) = 𝑈(𝑇) + 𝑃𝑉. The 𝑃𝑉 term was assumed to be small, therefore the enthalpies were assumed 

to be approximately equal to the calculated internal energies. 

𝐻𝑔𝑎𝑠,𝑅 𝑀⁄ (𝑇) ≈ 𝑈(𝑇) = 𝐸 + 𝐸𝑍𝑃𝐸 + ∑
𝜖𝑖

𝑒𝜖𝑖 𝑘𝐵𝑇⁄ − 1

3𝑁

𝑖

 

The enthalpies and Gibb’s free energies of metal surfaces were assumed to be equal to the 

electronic energies at 0 K (Egas,M) predicted by DFT. Therefore, the enthalpy of adsorption in the 

gas phase at 298.15 K was calculated as ∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 = 𝐻𝑔𝑎𝑠,𝑅 𝑀 ⁄ − 𝐻𝑔𝑎𝑠,𝑅 − 𝐸𝑔𝑎𝑠,𝑀 where 

𝐻𝑔𝑎𝑠,𝑅 𝑀 ⁄ is the enthalpy of gas-phase organic R on metal M. The Gibb’s free energy of adsorption 

in the gas phase was calculated as ∆𝐺𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 = ∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄

0 − 𝑇∆𝑆𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 . The standard 

change in entropy of the organics upon adsorption in gas phase (∆𝑆𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 ) was calculated the 

same way as for our experimental measurements using the correlation described in Eq. A-11 (see 

A.9). Here, we assume the entropies of adsorption in the aqueous phase (∆𝑆𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0 ) are the 

same as in the gas phase and that the entropy associated with displacing water from the surface is 

zero. 

The enthalpies of adsorbed molecules in the aqueous phase using implicit solvent were 

obtained using VASPsol (EVASPsol) and thermodynamic corrections based on vibrational 

frequencies of the adsorbed molecule in the gas phase. The energy from VASPsol includes the free 

energy associated with solvating the organic molecule and the metal surface. 
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𝐻𝑎𝑞,𝑅 𝑀⁄ (𝑇) ≈ 𝑈(𝑇) = 𝐸𝑉𝐴𝑆𝑃𝑠𝑜𝑙 + 𝐸𝑍𝑃𝐸 + ∑
𝜖𝑖

𝑒𝜖𝑖 𝑘𝐵𝑇⁄ − 1

3𝑁

𝑖

 

The enthalpy of adsorption in the aqueous phase relative to the gas-phase organic molecule was 

calculated as ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0 = 𝐻𝑎𝑞,𝑅 𝑀⁄ − 𝐻𝑔𝑎𝑠,𝑅 − 𝐸𝑎𝑞,𝑀, where 𝐻𝑎𝑞,𝑅 𝑀⁄  is the enthalpy of 

aqueous organic R on metal M and 𝐸𝑎𝑞,𝑀 is the electronic energy of the solvated metal surface at 

0 K. The free energy of adsorption in the aqueous phase relative to the gas-phase organic was 

calculated as ∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0 = ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄

0 − 𝑇∆𝑆𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 . As discussed in the main 

text, where it is clear what R and M refer to, the R/M term is omitted.  
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Appendix Figure A-5 DFT geometries of phenol, benzaldehyde, benzyl alcohol, furfural, and cyclohexanol on 

Pt. Top and side view geometries of adsorbed species studied here on the (111) terrace and the (110) and (100) steps 

of platinum in gas phase. The (110) and (100) steps were modeled using the (553) and (533) surfaces, respectively. 

Appendix Figure A-5 shows the adsorption geometries of the organics on Pt facets. On 

the Pt(111) terrace, benzaldehyde and phenol adsorb with the centroid of the ring above the bridge 
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site with 30° rotation (bridge30), which is consistent with previous studies.26,29 Benzyl alcohol also 

adsorbs in the bridge30 configuration. Cyclohexanol adsorbs with both the alkane ring and the 

alcohol group above a three-fold hollow site. Furfural adsorbs with the ring above a three-fold 

hollow site with the ring oxygen above a bridge site, consistent with previous studies.249 On the 

Pt(110) step, benzaldehyde, benzyl alcohol, and phenol adsorb with the aromatic ring above the 

four-fold hollow site of the step and the functional group at the step edge. Cyclohexanol adsorbs 

with the alcohol group at the step edge. Furfural adsorbs with the ring above the three-fold hollow 

site of the step and the aldehyde group at the step edge. On the Pt(100) step, benzaldehyde, benzyl 

alcohol, cyclohexanol, and phenol adsorb with the rings above the four-fold hollow site of the step 

and the functional groups above the three-fold hollow site of the terrace. Furfural adsorbs with the 

ring above the four-fold hollow site of the step and the aldehyde group at the step edge. 

Appendix Figure A-6 shows that benzaldehyde and benzyl alcohol adsorb on Rh(111) in 

the same configurations as on Pt(111). Cyclohexanol, however, adsorbs with the center of the ring 

above the bridge site with the alcohol group above an atop site and furfural adsorbs above a three-

fold hollow site with the oxygen of the ring above an atop site. Phenol adsorbs in the bridge30 

configuration, consistent with what has been previously reported.26 All organics adsorb on the 

Rh(110) step in the same configurations as on the Pt(110) step. On the Rh(100) step, benzaldehyde 

and phenol adsorb at the step edge. Benzyl alcohol adsorbs with the aromatic ring above the four-

fold hollow site and the alcohol group above a three-fold hollow site on the terrace below the step. 

Cyclohexanol adsorbs with the alcohol at the step edge and the ring above an atop site on the 

terrace below the step. Furfural adsorbs with the ring above the four-fold hollow site and the 

aldehyde group at the step edge. 
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Appendix Figure A-6 DFT geometries of phenol, benzaldehyde, benzyl alcohol, furfural, and cyclohexanol on 

Rh. Top and side view geometries of adsorbed species studied here on the (111) terrace, (110) step, and (100) step of 

rhodium in gas phase. The (110) and (100) steps were modeled using the (553) and (533) surfaces, respectively. 
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A.8 Calculated Gas-Phase and Aqueous-Phase Adsorption Energies of Organics and Water 

Adsorption energies from DFT using PBE-D3 for the organic molecules studied here as well as 

water are summarized in Appendix Table A-4. The ‘Gas Phase’ and ‘Implicit Solvent’ 

calculations were done as described in A.7, and the ‘Bond Additivity’ calculations were done using 

the gas phase values as described in A.11.  

Appendix Table A-4 DFT-predicted adsorption energies. DFT-predicted electronic energy (∆E), enthalpy (∆H) 

and Gibb’s free energy (∆G) of adsorption for benzaldehyde, benzyl alcohol, cyclohexanol, furfural, and phenol on 

the (111) terrace, (110) step, and (100) step facets of platinum and rhodium.  

Benzaldehyde 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −225 −226 −188 −255 −256 −218 −94 −57 

(110) step −281 −286 −248 −302 −307 −269 −121 −85 

(100) step −257 −256 −218 −280 −279 −241 −40 −2 

Rhodium 

(111) terrace −312 −317 −279 −326 −331 −293 −112 −75 

(110) step −322 −333 −295 −333 −344 −306 −124 −88 

(100) step −281 −292 −254 −288 −299 −261 40 80 

Benzyl Alcohol 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −250 −253 −213 −274 −277 −238 −128 −89 

(110) step −300 −310 −270 −319 −329 −289 −159 −119 

(100) step −282 −283 −243 −300 −301 −262 −80 −40 

Rhodium 

(111) terrace −288 −293 −254 −303 −309 −270 −104 −64 

(110) step −296 −310 −271 −310 −323 −284 −114 −75 

(100) step −274 −279 −240 −287 −292 −253 40 79 

Cyclohexanol 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −121 −128 −90 −137 −144 −106 −24 15 

(110) step −136 −146 −107 −147 −157 −119 3 33 

(100) step −122 −129 −91 −137 −145 −106 72 110 

Rhodium 

(111) terrace −122 −124 −85 −129 −136 −98 65 104 

(110) step −157 −159 −121 −174 −177 −139 34 73 

(100) step −126 −135 −97 −133 −142 −104 182 221 
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Furfural 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −176 −170 −133 −202 −195 −159 −92 −56 

(110) step −250 −251 −214 −271 −272 −235 −95 −59 

(100) step −241 −242 −205 −264 −264 −228 −34 3 

Rhodium 

(111) terrace −239 −244 −207 −256 −261 −224 −66 −29 

(110) step −286 −288 −251 −302 −303 −267 −88 −51 

(100) step −286 −287 −251 −299 −301 −264 36 73 

Phenol 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −215 −217 −181 −244 −246 −210 −76 −40 

(110) step −286 −289 −253 −301 −304 −268 −130 −94 

(100) step −262 −262 −226 −280 −280 −244 −51 −14 

Rhodium 

(111) terrace −261 −267 −231 −277 −284 −247 −60 −24 

(110) step −281 −290 −253 −290 −298 −262 −86 −49 

(100) step −253 −261 −225 −262 −270 −233 67 103 

Water 

Metal Facet 
Gas Phase Implicit Solvent Bond Additivity 

∆E ∆H ∆G ∆E ∆H ∆G ∆H ∆G 

Platinum 

(111) terrace −44 −39 0 −78 −72 −47 N/A N/A 

(110) step −74 −69 −43 −109 −104 −78 N/A N/A 

(100) step −58 −52 −27 −106 −100 −74 N/A N/A 

Rhodium 

(111) terrace −55 −52 −27 −85 −82 −57 N/A N/A 

(110) step −80 −75 −50 −103 −98 −72 N/A N/A 

(100) step −76 −71 −45 −100 −95 −69 N/A N/A 

All adsorption energies in Appendix Table A-4 are with respect to gas phase molecules (e.g. ∆H is ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅/𝑀
0 ). 

All enthalpies and free energies are calculated at 298.15 K and 1 atm. Entropy of adsorption is calculated using the 

correlation (Eq. A-11) described by Campbell and Sellers.121 

A.9 Converting from Aqueous Free Energies of Adsorption to Aqueous Enthalpies of 

Adsorption 

The process outlined in Scheme A-1 is used to convert from aqueous-phase free energies of 

adsorption obtained from fits to the experimental isotherms in Figure 2-2 and Figure 2-5 to 

aqueous-phase enthalpies of adsorption is the same as that used in ref 28. The process consists of 
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three steps, i) converting the organic aqueous equilibrium adsorption constant (𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞

) to the 

free energy of adsorption of the gas-phase organic in aqueous phase (∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0 ) using Henry’s 

law constant, 𝐾𝐻 , ii) converting to the enthalpy of adsorption of the gas-phase organic using an 

estimate of the adsorption entropy,121 and iii) converting to the enthalpy of adsorption of the 

aqueous-phase organic by subtracting the organic enthalpy of solvation. The value of 

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0  determined through this method can be directly compared to the calculated values 

discussed in A.7 and the value of ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝜃
0  can be directly compared to values from solution 

calorimetry. 

 
Scheme A-1 Estimating enthalpies from CV. Outlined procedure of estimating the aqueous phase adsorption 

enthalpies from CV method and isotherms. 

The values used for the three steps outlined in Scheme A-1 are shown in Appendix Table 

A-5. The Henry’s law constant, 𝐾𝐻, at 298.15 K for each individual organic in water is used to 

convert the aqueous adsorption constant to the equilibrium constant and thus free energy of 

adsorption) of a gas-phase organic relative to the adsorbed organic in the aqueous phase according 

to Eq. A-9. 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃
𝑔𝑎𝑠

= 𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 /𝐾𝐻 = 𝑒

−∆𝐺𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃
0

𝑅𝑇 = 𝑒
−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃

0

𝑅𝑇 𝑒
∆𝑆𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠

0

𝑅  Eq. A-9 

The enthalpy of adsorption of the gas-phase organic relative to the adsorbed organic in aqueous 

phase is estimated by assuming an entropy of adsorption from the correlation in ref 121. This 

correlation uses gas-phase entropies to predict adsorption entropies. For molecules where the gas-

phase entropies were not tabulated we used entropies calculated by ideal gas statistical mechanics.  



 137 

Appendix Table A-5 Enthalpies of solvation. Henry’s law constant (KH) at 298.5 K, gas-phase entropy, and 

enthalpy of solvation (∆𝐻𝑆𝑜𝑙𝑣) for molecules studied in this work. 

Molecule 
Henry’s law constant 

(bar M−1) 

Gas phase entropy 

(J mol−1 K−1) 

∆𝑯𝑺𝒐𝒍𝒗  

(kJ mol−1) 

Phenol 5.0×10–4 from ref 250 
314.8 from ref 251 

313.5 * 
−50.0 from ref 252 

Benzaldehyde 2.6×10–2 from ref 250 334.1 * −42.2 from ref 253 

Furfural 3.86×10–3 from ref 254 318.4 * −58.0 from refs 250,255 

Benzyl alcohol 1.1×10–4 from ref 250 347.9 * −66.9 from ref 256 

Cyclohexanol 5.9×10–3 from ref 250 
353.83 from ref 251 

339.7 * 
−70.7 from ref 257 

* Values calculated in this work by ideal gas statistical mechanics. 

The heat of solvation (−∆𝐻𝑆𝑜𝑙𝑣) of a given organic was obtained either directly from 

references or by applying the van’t Hoff equation (Eq. A-10) and using the reported temperature 

dependence of the Henry’s law constant. ∆𝐻𝑆𝑜𝑙𝑣 was subtracted from the gas-phase adsorption 

enthalpy to obtain the adsorption enthalpy of the solvated organic. 

𝑑ln𝐾𝐻

𝑑 (
1
𝑇)

=
−∆𝐻𝑆𝑜𝑙𝑣

𝑅
 

Eq. A-10 

To clarify, we show an example of how the aqueous-phase adsorption enthalpies were estimated. 

The procedure is outlined in greater detail in the Appendix of ref 28. From fitting the adsorption 

isotherm for Rh (Figure 2-2), the aqueous phase equilibrium constant for phenol on site 1 was 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃
𝑎𝑞 = 37,600 (unitless), where the assumed standard state coverage is 𝜃0 = 0.5. To obtain 

the adsorption equilibrium constant in aqueous phase relative to gas phase phenol, 𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃
𝑔𝑎𝑠

, we 

used the Henry’s law constant 𝐾𝐻: 

𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃
𝑔𝑎𝑠

=
𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃

𝑎𝑞

𝐾𝐻
=

37,600

5 × 10−4
= 7.52 × 107 

To be consistent with our previous work in ref 28 we next shift the standard state coverage to 𝜃0 =

0.054 before making an approximation of the entropy of adsorption to determine enthalpies. We 
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use a standard state coverage of 𝜃0 = 0.054 for phenol on Pt(111), which is calculated as outlined 

in ref 258 using the atomic surface density of Pt(111) and the saturation coverage of phenol on 

Pt(111).65 This value of 𝜃0 is thus specifically for Pt(111) with phenol based on previous 

experimental measurements, but we use it for all systems here (including Rh) despite the slight 

differences in the saturation coverage and number of metal atoms per cm2.  

𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
𝑔𝑎𝑠

=
𝐾𝑒𝑞,𝑎𝑑𝑠,𝜃

𝑎𝑞

𝜃0

1 − 𝜃0 𝐾𝐻

=
37,600

0.054
1 − 0.054

5 × 10−4
= 1.32 × 109 

The entropy correlation from ref 121 is used to estimate the aqueous-phase adsorption entropy using 

gas-phase organic entropy. We assume that the adsorbed organic entropy is the same in the aqueous 

phase as it would be in the gas phase assuming there is no entropy change in displacement of the 

water adlayer. Our DFT-predicted adsorption entropies also use this correlation in Eq. A-11. 

∆𝑆𝑎𝑑,𝑎𝑞,𝑔𝑎𝑠
0 = 𝑆𝑎𝑑

0 − 𝑆𝑔𝑎𝑠
0 = (0.70𝑆𝑔𝑎𝑠

0 − 3.3𝑅) − 𝑆𝑔𝑎𝑠
0 = −[0.30𝑆𝑔𝑎𝑠

0 + 3.3𝑅] Eq. A-11 

where R is the gas constant = 8.314 J mol−1 K−1, 𝑆𝑔𝑎𝑠
0  is the standard gas-phase entropy of the 

organic (phenol in this case), 𝑆𝑎𝑑
0  is the standard adsorbate entropy, and ∆𝑆𝑎𝑑,𝑎𝑞,𝑔𝑎𝑠

0  is the entropy 

of the adsorbed solvated organic relative to gas phase. 

For phenol, 𝑆𝑔𝑎𝑠
0  = 314.8 J mol−1 K−1 = (38 R) from ref 251. Therefore, we can calculate the 

entropy of adsorption of gas-phase phenol onto Rh in the aqueous phase by: 

∆𝑆𝑎𝑑,𝑎𝑞,𝑔𝑎𝑠
0 = −[0.30 × 38𝑅 + 3.3𝑅] = −14.7𝑅 

Using the estimated entropy of adsorption, we convert the equilibrium constant of adsorption for 

gas-phase phenol onto aqueous Rh into an enthalpy of adsorption. Note that the entropy of 

adsorption is calculated using 𝜃0 = 0.054, and would be shifted by 2.5 R if instead we reported at 

𝜃0 = 0.5 as discussed in ref 28,258. The resulting enthalpies at obtained using 𝜃0 = 0.054 are those 

reported in Table 2-1. 
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∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃=0.054
0 =  𝑇∆𝑆𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠

0 − 𝑅𝑇 ln 𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
𝑔𝑎𝑠

 

   = 𝑇(−14.7𝑅) − 𝑅𝑇 ln 𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
𝑔𝑎𝑠

 

= 𝑅𝑇[−14.7 − ln 𝐾𝑒𝑞,𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
𝑔𝑎𝑠

] 

= 8.314
𝐽

𝑚𝑜𝑙 𝐾
× 298.15 𝐾 × [−14.7 − ln [1.32 × 109]] 

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃=0.054
0 = −88.6 𝑘𝐽 𝑚𝑜𝑙−1 

To estimate the aqueous phase adsorption enthalpy of phenol, we subtract the enthalpy of solvation 

∆𝐻𝑆𝑜𝑙𝑣 listed in Appendix Table A-1, which for phenol is −50 kJ mol−1.  

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
0 = ∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝜃=0.054

0 − ∆𝐻𝑆𝑜𝑙𝑣 

∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝜃=0.054
0 = −88.6 𝑘𝐽 𝑚𝑜𝑙−1  − (−50) 𝑘𝐽 𝑚𝑜𝑙−1  = −38.6 𝑘𝐽 𝑚𝑜𝑙−1 

A.10 Reversibility of Hydrogen Underpotential Deposition in the Presence of Furfural 

The Hupd adsorption/desorption region on Pt and Rh in acetate buffer with increasing furfural 

concentration was not reversible (Figure 2-4b) as opposed to the other organics tested here. The 

data in Appendix Figure A-7 shows the adsorption (Qads) and desorption (Qdes) charges at 

different furfural concentrations. At low furfural concentrations, Qads is close to that of Qdes 

indicating H* is completely desorbed in the oxidative scan in the underpotential region (0.05 V to 

0.35 V). However, at high furfural concentrations Qdes is lower than Qads, indicating that some H* 

is not desorbed in the oxidative scan. One possibility is that the H* reacts with a co-adsorbed 

species (such as furfural, or an adsorbed furfural fragment). If this reaction of H* with the adsorbed 

organic species is a catalytic reaction (i.e., one where multiple turnovers occur), the amount of H* 

that is reacted which would not be counted during desorption would increase proportionally with 

increasing time. That is, normalizing the amount of unrecovered charge to the time should result 

in a constant value (equivalent to a turnover frequency). 
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Appendix Figure A-7 Adsorption and desorption charge in the presence of furfural. The Hupd adsorption charge 

(Qads) and desorption charge (Qdes) on a) Pt and b) Rh as a function of furfural concentration. Charges are calculated 

from Figure 2-4b in the same way as described for Appendix Figure A-2. The initial higher adsorption charge Qads 

for Rh is because of the Rh oxide reduction peak being convoluted into the Hupd reduction peak. The lack of 

reversibility of the Hupd charge is seen for furfural on both metals. 

We show that the irreversibility of Hupd in the presence of furfural is not due to a catalytic 

reaction with H* because at lower scan rates (i.e., at longer times spent in the Hupd potential) there 

is no proportional increase in the loss of H*. The data in Appendix Figure A-8a and Appendix 

Figure A-8b shows the fraction of total Hupd on Pt and Rh that is not recovered at different scan 

rates. For all the scan rates, the unrecovered charge increases with furfural concentration. In 

Appendix Figure A-8c and Appendix Figure A-8d, we normalize this fraction to the average 

time that a hydrogen adatom spends on the metal surface during the scan, estimated as half of the 

total time during the Hupd region (tave = 𝑉𝐻𝑢𝑝𝑑
 / scan rate), where 𝑉𝐻𝑢𝑝𝑑

 is the Hupd potential window 

(0.3 V, from the 0.05 V–0.35 V window in the CVs). If the unrecovered reduction charge was due 

to a catalytic reaction of furfural with adsorbed hydrogen, it would be proportional to the amount 

of time spent in the region where hydrogen and furfural are coadsorbed, i.e., at slower scan rates 

(longer times) the amount of unrecovered charge would be larger. If this were the case, normalizing 

to the reaction time would result in equal values at different scan rates. Because the results in 

Appendix Figure A-8c and Appendix Figure A-8d show that there is a large scan rate 
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dependence on this term, it implies there is no turnover reaction occurring, but rather a set amount 

of charge is not recovered, essentially independent of the scan rate. Possible reasons for this 

irreversibility are that (i) furfural is partially being hydrogenated in the short scan time within the 

H adsorption region (0.05 V–0.35 V), but not turning over (i.e., furfural is partially hydrogenated, 

but remains adsorbed on the surface and does not go onto further products and desorb), (ii) the 

reaction time is insufficient for a turnover to occur, or (iii) furfural when adsorbed is 

decarbonylated,128 to form a furyl intermediate and CO*, and then one of these species is 

irreversibly reduced/hydrogenated during the cathodic scan.  

 
Appendix Figure A-8 Irreversibility of furfural adsorption. Fraction of unrecovered H* (or electrons) in the 

desorption region (Qads − Qdes)/Qads,no furfural as a function of furfural concentration at 25, 50 and 100 mV s−1 scan rates 

on a) a Pt wire and b) Rh wire. The data in Appendix Figure A-7 is used for the 100 mV s−1 plots. The fraction of 

unrecovered H* from a) and b) normalized to the average scan time as a function of furfural concentration for 25, 50, 

and 100 mV s−1 on c) Pt wire and d) Rh wire. Here tave = 𝑉𝐻𝑢𝑝𝑑
/scan rate. 
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The adsorption information for furfural on Pt is shown in Appendix Figure A-9. As a note, 

although we report this as adsorption energies for furfural, recent reports indicate that furfural may 

not be adsorbed molecularly on Pt.128 Although those studies were in more acidic conditions (pH 

= 1 rather than pH = 5 here) and higher furfural concentrations (100 mM vs. maximum of 1 mM 

here), there is evidence of low temperature furfural decarbonylation on Pt259–261 that indicates the 

adsorbed species we are probing here may be a furfural fragment, rather than furfural itself.  

 
Appendix Figure A-9 Cyclic voltammograms in presence of furfural. a) Cyclic voltammograms showing the Hupd 

region at different bulk furfural concentrations on Pt wire. b) Fraction of Hupd inhibited by furfural from the cyclic 

voltammograms in a) as a function of furfural concentration to construct an adsorption isotherm of furfural on Pt wire. 

The isotherm fit using a Temkin adsorption model is indicated by the black line. 

A.11 Saturation Coverage & Number of Displaced Waters in Bond-Additivity Model 

In this section we discuss how to estimate the number of waters displaced upon adsorption of an 

organic molecule, n, onto a metal surface, which is integral to using the bond-additivity model63 

to correct between gas-phase and aqueous-phase adsorption energies. To do this, we assume that 

the number of water molecules displaced can be found by multiplying the inverse of the saturation 

coverage of the organic (the inverse being the number of atoms of surface metal per organic 

molecule) by the saturation coverage of water (number of water molecules per atom of surface 

metal). The saturation coverage of water on Pt(111) is assumed to be 0.72 monolayer (ML) based 

on previous work.63,64 Water coverages are unknown on the other surfaces considered in this work, 
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so we assume them to be the same as that of the Pt(111) terrace. As discussed in the methods of 

the main text, phenol on Pt(111) in the aqueous phase is thought to adsorb in regions where the 

local saturation is equal to the saturation coverage of 1/9 ML.108 Thus, the value of n for phenol 

on Pt(111) is: 

𝑛 =
1

(
1 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑝ℎ𝑒𝑛𝑜𝑙

9 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑃𝑡 𝑎𝑡𝑜𝑚𝑠
 )

×
0.72 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑤𝑎𝑡𝑒𝑟

1 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑃𝑡 𝑎𝑡𝑜𝑚𝑠
=

6.5 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑤𝑎𝑡𝑒𝑟

1 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑝ℎ𝑒𝑛𝑜𝑙
 

To test whether we can computationally reproduce the experimental saturation coverage of phenol 

on Pt(111) in water, we study the aqueous-phase adsorption energies as a function of coverage 

using the bond-additivity model. The gas-phase adsorption energy of phenol was calculated at 1/16 

ML, 1/9 ML, and 1/4 ML coverage, and each coverage was treated as saturation in the aqueous-

phase. Specifically, 11.5, 6.5, and 2.9 water molecules were assumed to be displaced at each of 

the three coverages, respectively. The coverage corresponding to the maximum heat of adsorption 

was assumed to be the true saturation coverage and was used in subsequent applications of the 

bond-additivity model. The data in Appendix Figure A-10a for phenol agrees with the 

experimentally measured phenol coverage, with a maximum aqueous heat of adsorption occurring 

at 1/9 ML phenol. The local coverage of benzaldehyde and benzyl alcohol in the aqueous phase is 

unknown, but because phenol, benzaldehyde, and benzyl alcohol are similar in size and all have a 

phenyl group, the saturation coverage of benzaldehyde and benzyl alcohol is assumed to be the 

same as that of phenol. The coverage of cyclohexanol was also assumed to be the same as phenol. 

Furfural differs from the other aromatic molecules in that it does not have a phenyl group. 

Saturation coverage and water displacement were studied using the above approach for furfural on 

Pt(111). Appendix Figure A-10b shows furfural adsorbs the strongest in the aqueous phase at 

3/16 ML coverage, displacing 3.8 water molecules upon adsorption. 
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The coverage of phenol and furfural on Pt(110) steps in the aqueous phase is unknown 

experimentally, so it was explored using the bond-additivity model. Because the size of the Pt(110) 

terrace is simpler to vary compared to the step, coverage dependence of phenol adsorption was 

explored on the terrace. Saturation coverage and number of displaced waters for phenol and 

furfural on the (110) terrace were assumed to be the same on the step. Appendix Figure A-10c 

and Appendix Figure A-10d show that heats of adsorption of phenol and furfural both reach 

maxima at 1/6 ML coverage. Therefore, 1/6 ML coverage and 4.3 displaced waters were chosen 

for the bond-additivity model for Pt(110). 

As with the (110) step, the coverage of phenol and furfural is not known experimentally on 

the Pt(100) step. Saturation coverage and number of displaced waters were estimated on the step 

by modeling the Pt(100) terrace. Appendix Figure A-10e shows that the heat of adsorption of 

phenol in the aqueous phase reaches a maximum at 1/9 ML coverage. At this coverage, 6.5 water 

molecules are assumed to be displaced by the adsorbing organic. Appendix Figure A-10f shows 

that the heat of adsorption of furfural in the aqueous phase reaches a maximum at 3/16 ML, 

corresponding to 3.8 displaced water molecules.  

The organic saturation coverages and number of water molecules displaced on the (111) 

terraces as well as the (110) and (100) steps of Pt and Rh are summarized in Appendix Table A-6. 

We find that all organics excluding furfural adsorb at 1/9 ML coverage on (111) terrace and (100) 

step surfaces and displace 6.5 water molecules. Furfural adsorbs at a higher coverage (3/16 ML) 

and therefore displaces fewer waters (3.8 molecules). On the (110) surfaces, all molecules are 

found to adsorb at 1/6 ML coverage and displace 4.3 water molecules. 



 145 

 
Appendix Figure A-10 Heats of adsorption as a function of organic coverage. a) Cyclic voltammograms showing 

the Hupd region at different bulk furfural concentrations on Pt wire. b) Fraction of Hupd inhibited by furfural from the 

cyclic voltammograms in a) as a function of furfural concentration to construct an adsorption isotherm of furfural on 

Pt wire. The isotherm fit using a Temkin adsorption model is indicated by the black line. 

Saturation coverage is not known for either water or the organics on any of the rhodium 

surfaces. Here, we assume that the saturation coverages calculated for platinum are the same for 
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rhodium. The gas phase adsorption enthalpies of all organics on Pt(111) and Rh(111) were 

calculated at saturation coverage for the bond-additivity model. A coverage of 1/9 ML on the (111) 

surface was achieved by modeling a 3×3 slab consisting of 9 surface atoms and 4 atomic layers. A 

coverage of 3/16 ML on the (111) surface was achieved by co-adsorbing three organics on a 4×4 

slab consisting of 16 surface atoms and 4 atomic layers. A 5×5×1 Monkhorst-Pack k-point grid 

was used for 3×3 slabs, and a 3×3×1 Monkhorst-Pack k-point grid was used for 4×4 slabs.  

The coverage dependence of adsorption on the steps is computationally demanding to 

explore due to the presence of both terrace and step features on the surfaces used to model the 

steps. Therefore, the adsorption enthalpy at 1/16 ML coverage was used in the bond-additivity 

model for all organics on the (110) and (100) steps. The number of water molecules displaced from 

the steps was estimated by calculating the saturation coverage of the organic on the corresponding 

terrace. A coverage of 1/6 ML on the (110) terrace was achieved by modeling a 2×3 slab consisting 

of 6 surface atoms and 5 atomic layers. A coverage of 1/9 ML on the (100) terrace was achieved 

by modeling a 3×3 slab consisting of 9 surface atoms and 4 atomic layers. A 5×5×1 Monkhorst-

Pack k-point grid was used for 2×3 slabs and 3×3 slabs. A coverage of 3/16 ML was achieved on 

the (100) terrace by co-adsorbing 3 molecules onto a 4×4 surface consisting of 16 surface atoms 

and 4 atomic layers. A 3×3×1 Monkhorst-Pack k-point grid was used for 4×4 slabs. Appendix 

Table A-6 summarizes the saturation coverages and numbers of displaced water molecules used 

in the bond additivity model.  

Appendix Table A-6 Saturation coverages of organics. Saturation coverage (𝜃𝑠𝑎𝑡) of organic and number of water 

molecules displaced used to calculate the aqueous heat of adsorption using the bond-additivity model. 

Surface Molecule 𝜽𝒔𝒂𝒕 # Waters displaced, n 

Pt(111) terrace 

 

 

Benzaldehyde 1/9 6.5 

Benzyl Alcohol 1/9 6.5 

Cyclohexanol 1/9 6.5 

Furfural 3/16 3.8 
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Phenol 1/9 6.5 

Pt(110) step 

Benzaldehyde 1/6 4.3 

Benzyl Alcohol 1/6 4.3 

Cyclohexanol 1/6 4.3 

Furfural 1/6 4.3 

Phenol 1/6 4.3 

Pt(100) step 

Benzaldehyde 1/9 6.5 

Benzyl Alcohol 1/9 6.5 

Cyclohexanol 1/9 6.5 

Furfural 3/16 3.8 

Phenol 1/9 6.5 

Rh(111) terrace 

Benzaldehyde 1/9 6.5 

Benzyl Alcohol 1/9 6.5 

Cyclohexanol 1/9 6.5 

Furfural 3/16 3.8 

Phenol 1/9 6.5 

Rh(110) step 

Benzaldehyde 1/6 4.3 

Benzyl Alcohol 1/6 4.3 

Cyclohexanol 1/6 4.3 

Furfural 1/6 4.3 

Phenol 1/6 4.3 

Rh(100) step 

Benzaldehyde 1/9 6.5 

Benzyl Alcohol 1/9 6.5 

Cyclohexanol 1/9 6.5 

Furfural 3/16 3.8 

Phenol 1/9 6.5 

As a simple way to probe the validity of the assumption that organics displace the same 

number of water molecules on the steps and terraces, we compared phenol adsorption geometries 

on (110) and (100) steps and their corresponding terraces. Phenol adsorbed onto the (110) and 

(100) steps and terraces of platinum and rhodium is shown in Appendix Figure A-11. On both 

the (110) steps and the terraces of the two metals, phenol adsorbs with the ring and alcohol groups 
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centered above four-fold hollow sites. Because the adsorbed structure is similar on the two 

surfaces, the number of water molecules displaced from the (110) step may be similar to the 

number of water molecules displaced from the terrace. This assumption appears to be reasonable, 

as bond additivity calculations for aromatics on the Pt(110) step agree qualitatively with 

experiment, and bond additivity calculations for aromatics on the Rh(110) step agree quantitatively 

with experiment. 

The adsorption sites for phenol are distinct on the (100) steps compared to the terraces for 

Pt and Rh. Because the adsorption configuration of phenol is dissimilar on the steps and terraces, 

it is likely a different number of water molecules are displaced from the two surfaces upon 

adsorption of phenol. The number of waters displaced from the (100) step is assumed to be the 

same as on the terrace in this study for computational tractability. The poor agreement between 

bond additivity predictions and experimental measurements may be a result of this inaccurate 

treatment of water displacement on the (100) step. Accurately estimating the number of water 

molecules displaced from the step, however, requires more rigorous methods, such as ab-initio 

molecular dynamics simulations, which were not considered in the current work.  
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Appendix Figure A-11 Adsorption configurations of phenol on (100) terraces and (110) steps. Adsorption 

configurations of phenol on a) the (110) steps and terraces of platinum and rhodium and b) the (100) steps and terraces 

of platinum and rhodium. 

The enthalpies of adsorption of gas-phase organics ‘R’ onto metal ‘M’ in the aqueous phase 

were calculated using Eq. 2-2 as given in the main text, and reproduced here. The example below 

outlines the calculation of the adsorption enthalpy of phenol on Pt(111). 

−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0

= −∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 + 𝑛(∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠 𝑤𝑎𝑡𝑒𝑟 𝑀⁄

0 + ∆𝐻𝑣𝑎𝑝
0 )

− 2𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞)𝜎𝑅 + (𝑤𝑎𝑡𝑒𝑟-𝑅) 

Eq. 2-2 

∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑅 𝑀⁄
0 , the gas-phase enthalpy of adsorption of phenol on Pt(111), is calculated to be −195 

kJ mol−1 at 1/9 ML coverage. ∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑤𝑎𝑡𝑒𝑟 𝑀⁄
0  is the enthalpy of adsorption of water onto metal 

‘M’. Modeling a single water molecule predicts water adsorption to be weaker than what is seen 

experimentally because the energy of the molecule is not stabilized by favorable water-water 

interactions.262 However, modeling water as a hexagonal ice-like layer is also inaccurate as liquid 
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water is less ordered at standard temperatures. Le et al. have found that water molecules at the 

solid/liquid interface form approximately three hydrogen bonds.263 Here, the adsorption enthalpy 

of water is taken to be the adsorption enthalpy of an adsorbed water monomer plus the energetic 

contribution from three hydrogen bonds. To estimate the energy of a hydrogen bond, two water 

molecules were modeled in vacuum and the energy resulting from water-water interactions was 

calculated as 𝐸𝑤−𝑤 = (𝐸𝑤,𝑤 − 2 ∙ 𝐸𝑤) 2⁄  where Ew,w is the energy of the two water molecules 

together in the simulation cell and Ew is the energy of an isolated water molecule. The strength of 

water-water interactions was calculated to be −7 kJ mol−1. Therefore, the enthalpy of adsorption 

of each water molecule onto metal ‘M’ was calculated as the sum of the adsorption energy of a 

water monomer plus the energies of three hydrogen bonds. On Pt(111), ∆𝐻𝑎𝑑𝑠,𝑔𝑎𝑠,𝑤𝑎𝑡𝑒𝑟 𝑀⁄  
0  is 

calculated to be −59 kJ mol−1 after accounting for hydrogen bonds that stabilize adsorbed water 

molecules. The enthalpy of vaporization ∆𝐻𝑣𝑎𝑝
0  of water was taken as 41 kJ mol−1.264 

2𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞)𝜎𝑅 describes water-water interactions over the area of an adsorbed organic 

molecule. 𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞), the surface energy of liquid water, is known experimentally to be 73 kJ 

m−2.265 The area of each molecule on each surface is estimated using the area of the metal onto 

which the molecule is adsorbed. For phenol on Pt(111), phenol is known to adsorb at 1/9 ML 

coverage where each molecule adsorbs on nine platinum atoms corresponding to an area of 0.60 

nm2. The area of each molecule is calculated on each surface using the described approach. (water-

R) describes the interactions between water and the organic and is defined as − 1 2⁄ ∆𝐻𝑆𝑜𝑙𝑣,𝑅 +

𝛾𝑤𝑎𝑡𝑒𝑟(𝑙𝑖𝑞)𝜎𝑅 where ∆𝐻𝑆𝑜𝑙𝑣,𝑅 is the solvation enthalpy of the organic in water. The resulting 

aqueous heat of adsorption predicted for phenol on Pt(111) is within 5 kJ mol−1 of the heat of 

adsorption determined experimentally.  
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−∆𝐻𝑎𝑑𝑠,𝑎𝑞,𝑔𝑎𝑠,𝑅 𝑀⁄
0

= 195 𝑘𝐽 𝑚𝑜𝑙−1 + 6.5(−59 𝑘𝐽 𝑚𝑜𝑙−1 + 41 𝑘𝐽 𝑚𝑜𝑙−1) − 52.7 𝑘𝐽 𝑚𝑜𝑙−1

+ 51.4 𝑘𝐽 𝑚𝑜𝑙−1 = 76 𝑘𝐽 𝑚𝑜𝑙−1 

The calculations and bond-additivity model here assume an uncharged metal surface. Because the 

PZC is different for different Pt or Rh facets, experimentally measuring at certain potentials would 

mean the different facets have different surface charges, which is known to influence the water 

adsorption energy.95,96 However, the PZC of Pt(111) is not much different from Pt(100) (0.33 V 

and 0.38 V vs. RHE in 0.1 M H2SO4 at pH 1 respectively),122,123 and Rh(111) and Rh(100) are also 

similar to one another (0.106 V and 0.154 V in 0.1 M H2SO4 at pH 1, respectively).124 Although 

the PZC is sensitive to pH266 and may be different at the pH 5 used in this work, we assume 

differences in the adsorption energies from differences in the charge of the Pt and Rh facets are 

minor.  

A.12 Comparison of Experimental and Theoretical Heats of Adsorption Using the optB88-

vdw Functional 

All gas-phase and aqueous heats of adsorption of phenol, benzaldehyde, furfural, benzyl alcohol, 

and cyclohexanol reported in the main text were calculated with DFT using the PBE exchange-

correlation functional with the D3 dispersion correction (PBE-D3). We compare the results 

obtained using PBE-D3 with those obtained using the optB88-vdw exchange-correlation 

functional, which has been shown to more closely reproduce gas-phase adsorption energies of 

phenol.27,133 The heats of adsorption using optB88-vdw and PBE-D3 are compared in Appendix 

Figure A-12. 
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Appendix Figure A-12 Comparison of PBE-D3 and optB88-vdw functionals. Calculated heats of adsorption on a) 

platinum and b) rhodium using the PBE-D3 method referenced to experimental heats of adsorption. Values are the 

same as those from Figure 2-6, reproduced here for comparison. Calculated heats of adsorption on c) platinum and 

d) rhodium using the optB88-vdw functional referenced to experimental heats of adsorption. Calculations on (110) 

steps are compared to site 1 and (111) facets are compared to site 2. Heats of adsorption are calculated in the gas phase 

and in the aqueous phase using an implicit solvent model or a bond-additivity model (Bond Add.). 

The qualitative trends in the heats of adsorption do not change when using either PBE-D3 

or optB88-vdw. Heats of adsorption using the bond-additivity model are predicted to be on average 

7 kJ mol−1 lower (12 kJ mol−1 if excluding cyclohexanol) using optB88-vdw compared to PBE-

D3. The gas-phase and implicit aqueous-phase heats of adsorption from both methods are 
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estimated to be ~50-250 kJ mol−1 too large compared with experiment. Regardless of the functional 

choice, the aqueous-phase heats of adsorption predicted using a bond-additivity model are in much 

closer quantitative agreement with experiment.  
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Appendix B: Supporting Information for Structure Sensitivity of Pt and Rh 

This appendix was adapted from Barth, I.; Akinola, J.; Lee, J.; Gutiérrez, O. Y.; Sanyal, U.; Singh, 

N.; Goldsmith, B. R. Explaining the Structure Sensitivity of Pt and Rh for Aqueous-Phase 

Hydrogenation of Phenol. J. Chem. Phys. 2022, 156 (10), 104703. My contribution to this work is 

the density functional theory modeling. James Akinola performed the experimental work. 

B.1 Modeling Phenol Hydrogenation on Pt and Rh 

Phenol and Hydrogen Co-Adsorption on Rh and Pt Facets 

The Gibbs free energy of adsorbed phenol with hydrogen was studied as a function of hydrogen 

coverage (θH) on Pt(111), Rh(111), Pt(221), and Rh(221). On Pt(111) and Rh(111), two different 

adsorption configurations of phenol were considered. On bare Pt(111), phenol prefers to adsorb 

parallel to the surface with the centroid of the aromatic ring above a bridge site rotated 30° with 

respect to the unit cell (bridge-30). The second most stable adsorption configuration was phenol 

adsorbed parallel to the surface with the centroid of the aromatic ring above an HCP hollow site 

rotated 0° with respect to the unit cell (HCP-0).27 We considered two adsorption configurations of 

phenol for Pt(111) and Rh(111) because the most stable adsorption motif may change once 

hydrogen is co-adsorbed to the surface. For example, the most stable adsorption motif of benzene 

on Pd(111) is bridge-30 at low θH and HCP-0 at high θH.267 We only consider a single phenol 

adsorption configuration on Pt(221) and Rh(221).  

The DFT-optimized geometries of phenol adsorbed on the clean metal surface and co-

adsorbed with 1/9, 4/9, and 6/9 ML of hydrogen are shown for Pt(111) and Rh(111) in Appendix 
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Figure B-1 and Appendix Figure B-2. Hydrogen was placed in the same sites used previously to 

model the co-adsorption of benzene and hydrogen on Pd(111).157 At 1/9 ML, a single hydrogen 

atom is adsorbed in an FCC hollow site. At 4/9 ML, four hydrogen atoms are adsorbed in a 

combination of FCC and HCP hollow sites. At 6/9 ML, six hydrogen atoms are adsorbed in the 

unoccupied FCC hollow sites. We predict the most stable adsorption configuration of phenol on 

Pt(221) and Rh(221) to be at the step edge. We consider adsorbed phenol with 1/9, 4/9, and 6/9 

ML of hydrogen adsorbed in unoccupied hollow sites. The DFT-optimized geometries for Pt(221) 

and Rh(221) are shown in Appendix Figure B-3 and Appendix Figure B-4.  

 
Appendix Figure B-1 Phenol with co-adsorbed hydrogen on Pt(111). DFT-optimized geometries of phenol in the 

bridge-30 and HCP-0 configurations on Pt(111) with 0, 1/9, 4/9, and 6/9 ML of co-adsorbed hydrogen. Geometries 

correspond to energetics reported in Appendix Figure B-5a. Color legend: Pt = grey; O = red; C = black; H (phenol) 

= white; H (surface) = green. 
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Appendix Figure B-2 Phenol with co-adsorbed hydrogen on Rh(111). DFT-optimized geometries of phenol in the 

bridge-30 and HCP-0 configurations on Rh(111) with 0, 1/9, 4/9, and 6/9 ML of co-adsorbed hydrogen. Geometries 

correspond to energetics reported in Appendix Figure B-5c. Color legend: Rh = teal; O = red; C = black; H (phenol) 

= white; H (surface) = green. 

 
Appendix Figure B-3 Phenol with co-adsorbed hydrogen on Pt(221). DFT-optimized geometries of phenol 

adsorbed to the step edge of Pt(221) with 0, 1/9, 4/9, and 6/9 ML of co-adsorbed hydrogen. Geometries correspond to 

energetics reported in Appendix Figure B-5b. Color legend: Pt = grey; O = red; C = black; H (phenol) = white; H 

(surface) = green. 

 
Appendix Figure B-4 Phenol with co-adsorbed hydrogen on Rh(221). DFT-optimized geometries of phenol 

adsorbed to the step edge of Rh(221) with 0, 1/9, 4/9, and 6/9 ML of co-adsorbed hydrogen. Geometries correspond 
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to energetics reported in Appendix Figure B-5d. Color legend: Rh = teal; O = red; C = black; H (phenol) = white; H 

(surface) = green. 

The relative Gibbs free energies of adsorbed phenol with co-adsorbed hydrogen on Pt(111), 

Pt(221), Rh(111), and Rh(221) at the different θH are shown in Appendix Figure B-5. The free 

energy of adsorbed phenol and hydrogen at each hydrogen coverage (∆𝐺𝜃,𝑎𝑑𝑠) was calculated 

using Eq. B-1.  

 ∆𝐺𝜃,𝑎𝑑𝑠 = 𝐺𝑝ℎ𝑒𝑛𝑜𝑙∗+𝑛𝐻∗ + (𝐴 − 𝑛) ∙ 𝐺𝐻++𝑒− Eq. B-1 

𝐺𝑝ℎ𝑒𝑛𝑜𝑙∗+𝑛𝐻∗ denotes the free energy of adsorbed phenol with co-adsorbed hydrogen 

corresponding to the DFT-optimized structures in Appendix Figure B-1 through Appendix 

Figure B-4. 𝐺𝑝ℎ𝑒𝑛𝑜𝑙∗+𝑛𝐻∗ was evaluated in the harmonic limit at 300 K. (𝐴 − 𝑛) ∙ 𝐺𝐻++𝑒− is the 

free energy of the protons, which is equal to 
1

2
𝐺𝐻2

 at 0 V vs. RHE based on the computational 

hydrogen electrode model. The free energy of H2 (𝐺𝐻2
) was evaluated in the ideal gas limit at 300 

K and 1 bar. A denotes the total number of hydrogen atoms considered in the system and n denotes 

the number of adsorbed hydrogens. The value of A is constant across the range of hydrogen 

coverages on each facet so that the total number of atoms in each system is constant at each 

coverage. For example, the free energy of adsorbed phenol on Pt(111) or Rh(111) with 1/9 ML of 

adsorbed hydrogen is calculated as ∆𝐺𝜃,𝑎𝑑𝑠 = 𝐺𝑝ℎ𝑒𝑛𝑜𝑙∗+𝐻∗ + (6 − 1) ∙ 𝐺𝐻++𝑒− . In this example, 

A = 6 because only six hydrogen atoms are considered in the system. One of the hydrogen atoms 

is adsorbed, thus n = 1. The remaining hydrogen atoms are not adsorbed.  
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Appendix Figure B-5 Free energy of phenol with co-adsorbed hydrogen. Relative free energy of phenol and co-

adsorbed hydrogen at 300 K and 1 bar H2 on (a) Pt(111), (b) Pt(221), (c) Rh(111), and (d) Rh(221). Phenol is adsorbed 

in the bridge-30 and HCP-0 configurations on (111) terraces or on the step edge for (221) facets. Solvation effects are 

not included. 

Evaluating Implicit Solvation for Phenol Hydrogenation on Rh(111) 

The effect of implicit solvation was evaluated using VASPsol with the default parameters for water 

solvent.40,41 Phenol hydrogenation to cyclohexanone was modeled on a 4×4×4 Rh(111) slab 

without co-adsorbed hydrogen. The phenol hydrogenation reaction mechanism modeled is shown 

in Appendix Figure B-6a, and the corresponding energetics of the reaction with and without 

implicit solvation are compared in Appendix Figure B-6b. All energies were referenced to 

Bridge-30

HCP-0

Rh(221)Rh(111)(c) (d)

Bridge-30

HCP-0

Pt(221)Pt(111)(a) (b)
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adsorbed phenol. We find implicit solvation to have little effect on the reaction energetics. 

Therefore, we do not include implicit solvation for phenol hydrogenation on Pt and Rh. 

 
Appendix Figure B-6 Free energy diagram of phenol hydrogenation in vacuum and with implicit solvation. (a) 

DFT-predicted geometries corresponding to the initial, transition, and final states for the hydrogenation of phenol 

(P(g)) to adsorbed cyclohexanone (CHO(g)) on Rh(111) with and without implicit solvation. Products of the first, 

second, third, and fourth hydrogenation additions are denoted PH*, PH2*, PH3*, and PH4*, respectively. TS1, TS2, 

TS3, and TS4 denote hydrogenation transition states and TS5 denotes the tautomerization transition state. Color 

legend: Rh = teal, O = red, C = black, and H = white. The H* atom participating in each elementary reaction step is 

colored green. (b) Reaction energy profile for the hydrogenation of phenol on Rh(111) with and without implicit 

solvation at 0 K. The black solid line corresponds to the reaction modeled in vacuum and the blue dashed line 

corresponds to the reaction modeled with implicit solvation. 
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B.2 Measuring Intrinsic Catalyst Activity 

Calculating Turnover Frequency from Rate Measurements 

The turnover frequency (TOF) for phenol hydrogenation is defined as the rate of formation of 

reaction products (cyclohexanone and cyclohexanol) per metal surface site calculated according 

to Eq. B-2: 

TOF =
moles of total product formed

moles of surface metal ×  time
=

rate of total product formed

moles of surface metal
 Eq. B-2 

The moles of total product formed were determined as described in the main text. For the particle 

size dependence studies, the moles of surface Rh per weight of catalyst for the Rh/C samples with 

weight loadings of 1, 3, 5, and 10 wt% was measured using H2 chemisorption. The moles of surface 

Rh per catalyst weight was multiplied by the mass of electrocatalyst loaded into the carbon felt 

used as working electrode to determine the moles of surface Rh in the reactor. 

For the TCH concentration dependence measurements, the moles of surface Rh was 

calculated using the dispersion of the catalyst. Assuming a cuboctahedron geometry for metal 

dispersions of 0.20–0.92, the dispersion (D) was calculated from Eq. B-3 as described in ref. 172:  

𝐷 =
moles of surface Rh

moles of total Rh
= (

𝑑𝑎𝑡𝑜𝑚

𝑑𝑝 
× 3.32 )

1

1.23
T Eq. B-3 

where 𝑑𝑝 is the mean particle size extracted from XRD analysis and 𝑑𝑎𝑡𝑜𝑚 is the metal atomic 

diameter, which for Rh is 0.269 nm.268 The value of 𝑑𝑝 for 20 wt% Rh was 2.9 nm from XRD 

measurements in Appendix Figure B-7. Thus, for 10 mg of 20 wt% Rh supported on Vulcan 

carbon the moles of surface Rh is: 

10 mg Rh/C ×  
20 mg Rh

100 mg Rh/C
×

1 g Rh

1000 mg Rh
×

1 mole total Rh

102.9055 g Rh
× (

0.269 nm

2.9 nm 
× 3.32 )

1
1.23

= 7.6 × 10−6 moles of surface Rh 
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Appendix Figure B-7 X-ray diffraction for Rh/C. (a) X-ray diffraction pattern for 20 wt% Rh/C used for phenol 

concentration dependence studies in Figure 3-1. The Scherrer equation was used to calculate the average crystallite 

size using the full width at half maximum of each Rh(111), Rh(220), and Rh(311) peak. The Rh(200) peak was not 

used to evaluate the crystallite size because of the uncertain baseline of the peak. (b) TEM micrograph for the same 

20 wt% Rh/C. Darker objects correspond to Rh metal, while the lighter areas are the Vulcan XC-72 carbon support. 

The Rh particle size distribution is shown in the inset. 

Appendix Table B-1 Catalyst particle sizes. Weight loading of Rh supported on carbon, commercial source of the 

catalyst, reaction for which each catalyst was used, average particle sizes from TEM, XRD, and H2 chemisorption 

and dispersion from H2 chemisorption and XRD. 

Catalyst Source Reaction Particle 

size by 

TEM / 

nm 

Crystallite 

size by 

XRDa / nm 

Particle size by 

H2 

chemisorptionb / 

nm 

Dispersion by 

H2 

chemisorption 

Dispersion 

by XRD 

1 wt% 

Rh/C 

Sigma-

Aldrich 

ECH 2 N/A 2.5 0.43 N/A 

3 wt% 

Rh/C 

Sigma-

Aldrich 

ECH 5 N/A 6.5 0.2 N/A 

5 wt% 

Rh/C 

Sigma-

Aldrich 

ECH 7 N/A 10 0.135 N/A 

10 wt% 

Rh/C 

Sigma-

Aldrich 

ECH 10 N/A 13.5 0.1 N/A 

20 wt% 

Rh/C 

Fuel 

Cell 

Store 

TCH 3.9 2.9  N/A N/A 0.38 

a. Crystallite size estimated using the Scherrer equation. b. Particle sizes from H2 chemisorption are estimated from 

the measured dispersion using a cube octahedron model.15 

Appendix Table B-1 shows that for the 1, 3, 5, and 10 wt% catalysts, the particle sizes 

measured from TEM increase with increasing Rh weight loading. This trend matches with particle 
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sizes estimated from H2 chemisorption. However, H2 chemisorption predicts particle sizes slightly 

larger than TEM, which could arise from the model used to estimate particle size for H2 

chemisorption (assuming the particles are cuboctahedron in shape). Particle sizes could not be 

estimated from XRD data for the 1, 3, 5, and 10 wt% Rh catalysts because the metal loadings were 

too low to accurately resolve the XRD peaks. XRD with Scherrer analysis performed for the 20 

wt% Rh catalyst from Fuel Cell Store gave a crystallite size of 2.9 nm, which is 25% lower than 

the average particle size from TEM (3.9 nm). The higher particle size by TEM is possibly because 

at the TEM magnification used, particle sizes less than 2 nm cannot be detected (see histogram in 

Appendix Figure B-7b). From either TEM or XRD the 20 wt% Rh/C from Fuel Cell Store has 

smaller average particle size than expected compared to the lower Rh weight loadings. One 

possible reason is because the 20 wt% Rh/C was synthesized on Vulcan XC-72 carbon and the 

lower Rh loadings (from Sigma Aldrich) were synthesized on activated carbon. 

Identifying Conditions where the Reaction is Kinetically Limited 

We operated at conditions where both external and internal mass transfer limitations are eliminated 

to measure the intrinsic catalytic activity. For the ECH particle size dependence studies performed 

on Rh/C infiltrated in a porous carbon felt, we operated at conditions (felt thickness of 3.2 mm and 

a stir bar speed of 500 rpm) that we have previously reported to be devoid of both internal and 

external mass transfer limitations.82 For the concentration dependence studies on the non-porous 

Rh/C nanoparticles, we are specifically concerned about external mass transfer of bulk phenol to 

the metal surface or removal of formed products from the surface. In Appendix Figure B-8, the 

TOFs are unchanging at stir bar speeds of 500 rpm and above indicating no external mass transfer 

limitations at these conditions. The same stir bar speed of 500 rpm was used for both ECH and 



 163 

TCH studies. We use the lower bound phenol concentration of 10 mM to probe external mass 

transfer limitations because mass transfer will be slowest at the lowest phenol concentration. 

 
Appendix Figure B-8 Mass transfer limitations for phenol hydrogenation. Turnover frequency (TOF) as a 

function of stir bar speed for TCH of 10 mM phenol at 25 °C and 1 bar H2. TOFs were normalized to the number of 

exposed Rh metal determined using XRD. The blue shaded region is limited by mass transfer whereas the orange 

shaded region is kinetically limited. 

Appendix Table B-2 Experimental ECH kinetics on Rh/C. ECH TOF, Faradaic efficiency to ECH, and catalyst 

utilization for Rh/C catalysts. 

Catalyst Particle size from 

TEM / nm 

TOF / s–1 Faradaic efficiency to 

ECH / % 

Catalyst utilization / 
µmol s−1 gRh

 −1 

1 wt% Rh/C 2 0.0033 4 14 

3 wt% Rh/C 5 0.035 17 68 

5 wt% Rh/C 7 0.086 29 110 

10 wt% Rh/C 10 0.19 35 180 

Catalyst utilization is calculated as thus: TOF × metal dispersion × 
1 mol of total Rh

102.9055 g Rh
. The catalyst 

dispersion (
mol surface Rh 

mol of total Rh
) is measured by H2 chemisorption and reported in Appendix Table 

B-1. 

B.3 Reaction Pathway Modeling for Phenol Hydrogenation on Pt and Rh Facets 

Reaction Free Energies for Phenol Hydrogenation on Pt and Rh 

For P(g) + 2H2(g) ⇌ CHO(g), the gas-phase reaction enthalpy and free energy were calculated to be 

−126 kJ mol–1 and −54 kJ mol–1, respectively. The solvation energies of phenol and cyclohexanone 
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are −27 kJ mol−1 and −17 kJ mol−1, respectively, based on the Henry’s law constants (20 mol m−3 

Pa−1 and 0.38 mol m−3 Pa−1 for phenol and cyclohexanone, respectively).161 The aqueous-phase 

reaction free energy for the reaction P(aq) + 2H2(g) ⇌ CHO(aq) was −44 kJ mol–1.  

Appendix Table B-3 DFT-calculated reaction energetics for microkinetic modeling on Pt. Reaction free 

energies and barriers on Pt(111) and Pt(221) for hydrogenation of phenol at the applied potential of U = 0 V vs. 

RHE (i.e., 300 K and 1 bar H2(g)) on Pt surfaces. ΔGrxn is the reaction free energy, ΔG‡
F is the activation barrier in 

the forward direction, and ΔG‡
B is the activation barrier in the backward direction. The energies correspond to 

Figure 3-2 of the main text and were used in the microkinetic model. The adsorption free energies of phenol are 

experimental values from ref. 28. 

Energies associated with phenol ECH on Pt(111) at 0 V vs. RHE. 

Reaction ΔGrxn (kJ/mol) ΔG‡
F (kJ/mol) ΔG‡

B (kJ/mol) 

(P adsorption) P + * ⇌ P* −9 0 9 

(H adsorption) H+ + e− + * ⇌ H* −18 0 18 

(1) P* + H*i ⇌ PH* + H*i−1 24 47 23 

(2) PH* + H*i ⇌ PH2* + H*i−1 −7 81 88 

(3) PH2* + H*i ⇌ PH3* + H*i−1 25 85 61 

(4) PH3* + H*i ⇌ PH4* + H*i−1 5 92 87 

(Taut.) PH4* + H*i ⇌ CHO* + H*i  −23 63 87 

(CHO desorption) CHO* ⇌ CHO + * −15 0 15 

Energies associated with phenol ECH on Pt(221) at 0 V vs. RHE. 

Reaction ΔGrxn 

(kJ/mol) 

ΔG‡
F (kJ/mol) ΔG‡

B (kJ/mol) 

(P adsorption) P + * ⇌ P* −29 0 29 

(H adsorption) H+ + e− + * ⇌ H* −25 0 25 

(1) P* + H*i ⇌ PH* + H*i−1 61 92 31 

(2) PH* + H*i ⇌ PH2* + H*i−1 47 78 32 

(3) PH2* + H*i ⇌ PH3* + H*i−1 33 64 31 

(4) PH3* + H*i ⇌ PH4* + H*i−1 12 98 86 

(Taut.) PH4* + H*i ⇌ CHO* + H*i  5 85 86 

(CHO desorption) CHO* ⇌ CHO + * 73  −73 

 

Appendix Table B-4 DFT-calculated reaction energetics for microkinetic modeling on Rh. Reaction free 

energies and barriers on Rh(111) and Rh(221) facets for hydrogenation at the applied potential of U = 0 V vs. RHE 

(i.e., 300 K and 1 bar H2(g)). ΔGrxn is the reaction free energy, ΔG‡
F is the activation barrier in the forward direction, 
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and ΔG‡
B is the activation barrier in the backward direction. The energies correspond to Figure 3-4 of the main text 

and were used in the microkinetic model. The adsorption free energies of phenol are experimental values from ref. 
35. 

Energies associated with phenol ECH on Rh(111) at 0 V vs. RHE. 

Reaction ΔGrxn (kJ/mol) ΔG‡
F (kJ/mol) ΔG‡

B (kJ/mol) 

(P adsorption) P + * ⇌ P* −7 0 7 

(H adsorption) H+ + e− + * ⇌ H* −31 0 31 

(1) P* + H*i ⇌ PH* + H*i−1 59 87 28 

(2) PH* + H*i ⇌ PH2* + H*i−1 41 80 39 

(3) PH2* + H*i ⇌ PH3* + H*i−1 47 73 25 

(4) PH3* + H*i ⇌ PH4* + H*i−1 27 63 36 

(Taut.) PH4* + H*i ⇌ CHO* + H*i  −23 40 62 

(CHO desorption) CHO* ⇌ CHO + * 65.9 0 −65.9 

Energies associated with phenol ECH on Rh(221) at 0 V vs. RHE . 

Reaction ΔGrxn 

(kJ/mol) 

ΔG‡
F (kJ/mol) ΔG‡

B (kJ/mol) 

(P adsorption) P + * ⇌ P* −26 0 26 

(H adsorption) H+ + e− + * ⇌ H* −15 0 15 

(1) P* + H*i ⇌ PH* + H*i−1 71 72 0 

(2) PH* + H*i ⇌ PH2* + H*i−1 59 66 7 

(3) PH2* + H*i ⇌ PH3* + H*i−1 20 65 60 

(4) PH3* + H*i ⇌ PH4* + H*i−1 5 65 60 

(Taut.) PH4* + H*i ⇌ CHO* + H*i  −30 36 66 

(CHO desorption) CHO* ⇌ CHO + * 82 0 −82 

The gas-phase hydrogenation of phenol to cyclohexanone without co-adsorbed hydrogen 

was modeled on the (111), (100), and (553) facets of Pt and Rh. The reaction was modeled on 

4×4×4 slabs of Pt and Rh, corresponding to 1/16 ML coverage of phenol. The (553) stepped 

surface was used instead of the (221) stepped surface to ensure that the slab was similar in size to 

the (111) and (100) slabs. The (553) and (221) stepped facets both contain a (110)-like step and 

only differ in the length of the terrace region of the slab. The DFT-predicted geometries of the 
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initial, transition, and final states on Rh(111) are shown in Appendix Figure B-9a. Identical 

reaction mechanisms were considered on Pt(111), Pt(100), Pt(553), Rh(111), Rh(100), and 

Rh(553). The corresponding reaction free energy diagrams are shown in Appendix Figure B-9b. 

The reaction rates were predicted using mean-field microkinetic modeling with the DFT-computed 

free energies as input parameters. The Arrhenius plot in Appendix Figure B-9c compares the 

TOFs on the three facets of Pt and Rh. Pt(111) is predicted to be the most active facet for the gas-

phase hydrogenation of phenol without co-adsorbed hydrogen present. Pt(111) is predicted to be 

over four of magnitude more active than Pt(100) and over seven orders of magnitude more active 

than the Pt(553) step. The Rh(553) step is predicted to be the most active facet for the gas-phase 

hydrogenation of phenol, although the TOFs on Rh(553) and R(111) are within two orders of 

magnitude. The Rh(100) terrace is over four orders of magnitude less active than the Rh(111) 

terrace. The (100) terraces of Pt and Rh were not considered further in this work because of the 

relative inactivity compared to the (111) terraces. 
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Appendix Figure B-9 Phenol hydrogenation on 4 × 4 × 4 slabs. (a) DFT-predicted geometries corresponding to the 

initial, transition, and final states for the hydrogenation of phenol (P(g)) to cyclohexanone (CHO(g)) on a 4 × 4 × 4 

Rh(111) slab without co-adsorbed hydrogen. (b) Reaction energy profile for the gas-phase hydrogenation of phenol 
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on Pt(111), Pt(100), and Pt(553) (left) and Rh(111), Rh(100), and Rh(553) (right). Adsorption, activation and reaction 

free energies are DFT-computed free energies at 300 K and 1 bar H2. Color legend: Rh = teal, O = red, C = black, and 

H = white. The H* atom participating in each elementary reaction step is highlighted in green. (c) Arrhenius plot for 

the gas-phase hydrogenation of phenol on Pt(111), Pt(100), and Pt(553) (left) and Rh(111), Rh(100), and Rh(553) 

(right) between 290 K and 310 K based on microkinetic modeling. 

 
Appendix Figure B-10 DFT-predicted geometries for phenol hydrogenation on Pt(221). DFT-predicted 

geometries corresponding to the initial, transition, and final states for the hydrogenation of phenol (P (aq)) to adsorbed 

cyclohexanone (CHO(aq)) on Pt(221) with 4/9 ML of co-adsorbed hydrogen. Products of the first, second, third, and 

fourth hydrogenation additions are denoted PH*, PH2*, PH3*, and PH4*, respectively. TS1, TS2, TS3, and TS4 denote 

hydrogenation transition states and TS5 denotes the tautomerization transition state. H*i corresponds to adsorbed 

hydrogen at 4/9 ML hydrogen coverage, and H*i-1 corresponds to the surface after one adsorbed hydrogen has reacted. 

Color legend: Pt = grey, O = red, C = black, and H = white. The H* participating in each elementary reaction step is 

highlighted in green. The corresponding energetics are shown in Figure 3-2b of the main text. 

The degree of rate control from microkinetic modeling is shown in Appendix Figure 

B-11a and the predicted surface coverages are shown in Appendix Figure B-11b. The fourth 

hydrogenation step is predicted to have the highest degree of rate control on Pt(111), Pt(221), 

Rh(111), and Rh(221). On Pt(111), the second hydrogenation step is predicted to have a negative 

degree of rate control, indicating that the product of the second hydrogenation step (PH2) inhibits 

the formation of cyclohexanone. This is consistent with the predicted coverages on Pt(111) which 

show that PH2 has a high surface coverage, inhibiting the adsorption of the reactants (i.e., phenol 

and hydrogen). The coverage of phenol is likely too low on Rh(111) because the calculated 
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hydrogen adsorption energy, which does not include solvent effects, is strong relative to the 

experimental aqueous-phase phenol adsorption energy. 

 
Appendix Figure B-11 Degree-of-rate-control and coverage analysis on Pt and Rh. (a) Degree-of-rate-control 

analysis from microkinetic modeling on Pt(111) (ΔGP,weak = –9 kJ mol–1), Pt(221) (ΔGP,strong= –29 kJ mol–1), Rh(111) 

(ΔGP,weak = –7 kJ mol–1), and Rh(221) (ΔGP,strong= –26 kJ mol–1). The fourth hydrogenation step (4) has the highest 

degree of rate control on all surfaces. (b) Equilibrium coverage of species on Pt(111), Pt(221), Rh(111), and Rh(221). 

θP denotes the coverage of phenol and is shown in black, θH denotes the coverage of hydrogen and is shown in blue, 

θPH2 denotes the coverage of the twice hydrogenation phenol intermediate and is shown in red. All other adsorbed 

intermediates are shown in grey. T = 300 K and 20 mM phenol was used in the calculation. 

 
Appendix Figure B-12 DFT-predicted geometries for phenol hydrogenation on Rh(221). DFT-predicted 

geometries corresponding to the initial, transition, and final states for the hydrogenation of phenol (P (aq)) to 
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cyclohexanone (CHO(aq)) on Rh(211) with 6/9 ML of co-adsorbed hydrogen. Products of the first, second, third, and 

fourth hydrogenation additions are denoted PH*, PH2*, PH3*, and PH4*, respectively. TS1, TS2, TS3, and TS4 denote 

hydrogenation transition states and TS5 denotes the tautomerization transition state. H*i corresponds to adsorbed 

hydrogen at 6/9 ML hydrogen coverage, and H*i−1 corresponds to the surface after one adsorbed hydrogen has reacted. 

Color legend: Rh = teal, O = red, C = black, and H = white. The H* participating in each elementary reaction step is 

highlighted in green. The corresponding energetics are shown in Figure 3-4b of the main text. 

Determining Phenol Hydrogenation Mechanism on Rh(111) 

Two plausible mechanisms for phenol hydrogenation on Rh(111) were evaluated. In Mechanism 

1 (M1), phenol is hydrogenated to 1-cyclohexenol, which subsequently tautomerizes to form 

cyclohexanone. In Mechanism 2 (M2), phenol loses a hydrogen to form phenoxy and is 

sequentially hydrogenated to form cyclohexanone. M1 and M2 are summarized in Scheme B-1. 

The conversion of phenol to phenoxy has been studied on Pt(111) and Rh(111).26 Conversion of 

phenol was found to be endothermic on Pt(111), but was exothermic on Rh(111). Phenol 

hydrogenation on Pt(111) has been predicted to proceed through M1.68 Therefore, we model 

phenol hydrogenation using M1 on Pt(111) and Pt(221). However, phenol hydrogenation on 

Rh(111) may proceed through M2 due to the conversion of phenol to phenoxy being energetically 

favorable on Rh(111),26 thus we consider both M1 and M2 for Rh. 

 
Scheme B-1 Comparison of phenol hydrogenation mechanisms. Phenol hydrogenation to 1-cyclohexenol followed 

by tautomerization to form cyclohexanone through Mechanism 1 (M1). Phenol loses a hydrogen to form phenoxy and 

is subsequently hydrogenated to form cyclohexanone in Mechanism 2 (M2). 

We study both mechanisms on Rh(111) to identify the more favorable reaction pathway 

for phenol hydrogenation at 0 K on a 4×4×4 slab of Rh(111), corresponding to 1/16 ML coverage 
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of phenol. The adsorption, activation, and reaction energies are shown in Appendix Figure B-13. 

M1 has a slightly lower effective barrier between (iii) and (iv) (91 kJ mol–1) compared to the 

effective barrier between (iv) and (viii) in M2 (97 kJ mol–1) indicating that the hydrogenation of 

phenol would occur faster through M1 than through M2. Therefore, M1, the same mechanism as 

on Pt, was chosen to model phenol hydrogenation on Rh. 
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Appendix Figure B-13 Reaction energetics for mechanism comparison for phenol hydrogenation. DFT-

predicted geometries corresponding to the initial, transition, and final states for the hydrogenation of phenol (P (g)) to 

adsorbed cyclohexanone (CHO(g)) on Rh(111) via (a) Mechanism 1 and (b) Mechanism 2. The phenoxy intermediate 

in Mechanism 2 is denoted as Pxy*. (c) Reaction energy profile for the electrocatalytic hydrogenation of phenol on 

Rh(111) via Mechanism 1 (left) and Mechanism 2 (right) at 0 K. Color legend: Pt = grey, O = red, C = black, and H 

= white. The H* atom participating in each elementary reaction step is highlighted in green (cases where more than 

one hydrogen is colored green are due to periodic boundary conditions).  
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Appendix C: Supporting Information for Phenol Hydrogenation on Platinum-Cobalt Alloys 

This appendix was adapted from Barth, I.; Akinola, J.; Singh, N.; Goldsmith, B. R. Electrocatalytic 

Hydrogenation of Phenol on Platinum-Cobalt Alloys. Submitted, 2023. My contribution to this 

work is the density functional theory modeling. James Akinola performed the experimental work. 

C.1 HER Kinetics of PtxCoy/C Catalysts 

 
Appendix Figure C-1 Linear scan voltammograms and Tafel plots for Pt/C and PtxCoy/C. LSVs were performed 

at 23.3°C in 3 M acetate buffer (pH 5.2) and a scan rate of 10 mV/s at rotation speeds of 400, 900, 1600, and 2500 
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rpm for a) Pt/C, b) Pt3Co/C, and c) PtCo/C. d) Log(current density) vs. the HER overpotential for Pt/C, Pt3Co/C, and 

PtCo/C for measurements at 1600 rpm. The Tafel lines (dashed lines) were obtained by fitting the data at potentials ≤ 

–0.1 V vs. RHE to the Tafel equation as described in the methods in the main text. The Tafel slopes for Pt/C, Pt3Co/C 

and PtCo/C are 142 mV dec−1, 170 mV dec−1 and 154 mV dec−1, respectively. 

C.2 Catalyst Lattice Constants  

 
Appendix Figure C-2 X-ray diffraction (XRD) spectra and lattice constant as a function of Co fraction for Pt, 

Pt3Co, and PtCo face-centered cubic structures. a) XRD spectra for PtxCoy/C. The vertical lines in a) correspond 

to the 2θ peak locations for the Pt/C to observe the shift in peak location for PtxCoy/C. b) Lattice constants from our 

DFT-modelled PtxCoy slabs (orange) and lattice constants from PtxCoy/C obtained using Bragg’s law (blue).  

A similar slope of the lattice constant with the Co fraction is observed in Appendix Figure C-2b 

for both the computed lattice constant and experimental data. The similar slope confirms that 

PtxCoy/C forms an FCC alloy with the target Co fraction. The slope (0.3) from Appendix Figure 

C-2b was used to estimate the Co fraction for the PtxCoy/felt samples shown in Figure 4-2c based 

on their lattice constant from their XRD data in Figure 4-2b.  
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C.3 Sublayer Segregation Energies 

Sublayer segregation energies of Co in Pt3Co, PtCo, and PtCo3 core-shell alloys were calculated 

using the method described by Farsi & Deskins where Co atoms in the second layer are substituted 

with Pt atoms in the first layer, and the energy difference between the two slabs is taken.269 

Specifically, the segregation energies were calculated as Eseg = ECo,first layer – ECo,sublayer. Slabs were 

modeled using 2 × 2 × 4 supercells with the Pt/PtxCoy structure. The settings for the calculations 

were the same as described in the Methods in the main text, except a 7 × 7 × 1 k-point grid was 

used to sample the Brillouin zone of the smaller supercells. One Co substitution was calculated for 

the Pt3Co, up to two Co substitutions were calculated for PtCo, and up to three Co substitutions 

were calculated for PtCo3. Each Co atom from the subsurface layer was substituted with each Pt 

atom from the surface layer, such that all possible substitutions were considered. Surface 

segregation energies were calculated under vacuum, with 0.25 monolayer (ML) of adsorbed 

hydrogen (H*), and with 1 ML H*. 

Calculated segregation energies for the Pt/PtxCoy alloys are shown in Appendix Figure 

C-3. Under vacuum conditions (Appendix Figure C-3a), all substitutions were positive in energy, 

indicating that it is energetically favorable for Pt to be in the surface and for Co to be in the 

subsurface, consistent with past work.270 Although the energy is positive, the substitution of a 

single Co atom from the subsurface is lower in energy for slabs with higher Co fractions. 

Substituting more than one Co atom in Pt/PtCo and Pt/PtCo3 is higher in energy than a single Co 

substitution. Calculated segregation energies with 0.25 ML of H* adsorbed on the slabs are shown 

in Appendix Figure C-3b. The segregation energies decreased in all instances compared to 

vacuum conditions. A single Co substitution is energetically unfavorable for Pt/Pt3Co and Pt/PtCo, 

but is energetically favorable for Pt/PtCo3. All predicted segregation energies of Co to the surface 

are exothermic when 1 ML of H* is modeled on the Pt/PtxCoy slabs (Appendix Figure C-3c).  
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Appendix Figure C-3 Calculated surface segregation energies of PtxCoy alloys. a) Segregation energies under 

vacuum conditions. b) Segregation energies with 0.25 ML H*. c) Segregation energies with 1 ML H*. An inset 

illustrating how substitutions of Co and Pt were modelled is in c). Gray points correspond to the energies of Pt3Co, 

blue points correspond to the energies of PtCo, and green points correspond to the energies of PtCo3. Circles are for a 

single Pt-Co substitution, triangles are for two Pt-Co substitutions, and squares are for three Pt-Co substitutions. 

C.4 Cyclic Voltammetry, X-ray Absorption, and Microscopy 

 
Appendix Figure C-4 Cyclic voltammograms of as prepared PtxCoy/felt catalysts. a) Cycle #2 of the as prepared 

Pt33Co67/felt sample that became Pt80Co20/felt after pretreatment. b) Cycle #2 of the as prepared Pt13Co87/felt that 

became Pt62Co38/felt after pretreatment. CVs were performed in 3 M acetate buffer supporting electrolyte at 23.3°C 

and a scan rate of 20 mV/s. 
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Appendix Figure C-5 Cyclic voltammograms of the pretreated catalysts synthesized on carbon felt support. a) 

Pt100/felt, b) Pt80Co20/felt, c) Pt86Co14/felt, and d) Pt62Co38/felt. The CVs were performed in 3 M acetate buffer 

supporting electrolyte at 23.3 °C and at a scan rate of 20 mV/s. 

 
Appendix Figure C-6 Cyclic voltammograms of the pretreated catalysts supported on Vulcan carbon. a) Pt/C, 

b) Pt3Co/C, and c) PtCo/C. The CVs were performed at 23.3°C in 3 M acetate buffer supporting electrolyte and at a 

scan rate of 100 mV/s. Cyclic voltammetry for the Vulcan carbon supported catalysts were performed in a rotating 

disk electrode set up. The much lower loading is the reason for the smaller ECSA compared to the catalysts supported 

on carbon felt in Appendix Figure C-5. 
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Cyclic voltammograms of the as-prepared catalyst, prior to cyclic voltammetry 

pretreatment, indicate dissolution of Co (Appendix Figure C-4). Following the pretreatment 

protocol, the oxidation peak corresponding to Co dissolution at −0.7 V vs. RHE no longer appears 

(Appendix Figure C-5 & Appendix Figure C-6). The reduction peak at approximately −0.7 V 

vs. RHE corresponds to reduction of platinum oxide.  

 
Appendix Figure C-7 Extended X-ray absorption fine structure (EXAFS) spectra of Pt foil and Pt100/felt 

catalysts performed at the Pt L3-edge and their fit. The magnitude of the R-space spectra (solid lines) and their fits 

(dashed lines) using a Pt-Pt first and second shell for a) Pt foil and b) Pt100/felt. The imaginary R-space spectra (solid 

lines) and their Artemis fits (dashed lines) for c) Pt foil and d) Pt100/felt. 
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Appendix Figure C-8 EXAFS spectra of Pt86Co14/felt and Pt80Co20/felt catalysts performed at the Pt L3-edge 

and their fit. The magnitude of the R-space spectra (solid lines) and their fits (dashed lines) to a Pt-Pt first and second 

shell and a Pt-Co first shell for a) Pt86Co14/felt and b) Pt80Co20/felt. The imaginary R-space spectra (solid lines) and 

their fits (dashed lines) for c) Pt86Co14/felt and d) Pt80Co20/felt.  
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Appendix Figure C-9 EXAFS spectra of Pt62Co38/felt at the Pt L3-edge and fit. a) The magnitude of the R-space 

spectrum (solid line) and its fit (dashed line) to a Pt-Pt first and second shell and a Pt-Co first shell. b) The imaginary 

R-space spectra (solid line) and its fit (dashed line). 

Appendix Table C-1 Tabulated EXAFS fitting results. Tabulated fitting results for EXAFS of the Pt foil and 

pretreated PtxCoy/felt catalysts at the Pt L3-edge. When fitting the Pt foil, the Pt coordination numbers for the 1st and 

2nd shell was set to 12 and 6 (bolded), respectively to obtain the amplitude factor S0
2 = 0.852 ± 0.035 that is used to fit 

the PtxCoy/felt spectra. The results of the fittings and errors for R, CN, σ2, and ΔE0 are given in the table. 
 Material Pt foil Pt100/felt Pt86Co14/felt Pt80Co20/felt Pt62Co38/felt 

P
t-

P
t 

R (Å) 2.765 ± 0.002 2.758 ± 0.003 2.744 ± 0.004 2.744 ± 0.0029 2.743 ± 0.004 

CN 12 10.70 ± 0.64 9.77 ± 1.13 9.63 ± 0.86 9.59 ± 1.04 

σ2 (Å2) 0.005 ± 0.0002 0.006 ± 0.0003 0.006 ± 0.0005 0.006 ± 0.0004 0.007 ± 0.0005 

ΔE0 (eV) 8.35 ± 0.36 7.54 ± 0.52 7.26 ± 0.47 6.67 ± 0.68 6.71 ± 0.54 

P
t-

C
o
 

R (Å) N/A N/A 2.663 ± 0.041 2.663 ± 0.023 2.663 ± 0.023 

CN N/A N/A 1.06 ± 1.17 1.09 ± 0.72 1.15 ± 0.79 

σ2 (Å2) N/A N/A 0.013± 0.0106 0.010± 0.0055 0.009± 0.0054 

ΔE0 (eV) 8.35 ± 0.36 7.54 ± 0.52 7.26 ± 0.47 6.67 ± 0.68 6.71 ± 0.54 

P
t- P
t 

(2
n d
 

sh
e

ll
) R (Å) 3.909 ± 0.008 3.901 ± 0.014 3.879 ± 0.019 3.879 ± 0.017 3.885 ± 0.019 
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CN 6 3.83 ± 2.03 2.54 ± 1.86 2.87 ± 1.65 2.53 ± 1.74 

σ2 (Å2) 0.006 ± 0.0008 0.007 ± 0.0028 0.006± 0.0036 0.007± 0.0032 0.006± 0.0035 

ΔE0 (eV) 8.35 ± 0.36 7.54 ± 0.52 7.26 ± 0.47 6.67 ± 0.68 6.71 ± 0.54 

 

Appendix Table C-2 Tabulated XANES fitting results. Tabulated linear combination fitting results of XANES for 

PtxCoy/felt catalysts at the Pt L3-edge using Pt foil and PtO2 as standards. Fitting was performed at −20 eV below the 

edge and 30 eV post edge. 
Material % Pt  % PtO2 

Pt100/felt 97.7 2.3 

Pt86Co14/felt 99.7 0.3 

Pt80Co20/felt 99.4 0.6 

Pt62Co38/felt 98.6 1.4 

 

 
Appendix Figure C-10 XANES of Pt100/felt at the Pt L3-edge at −0.05 V vs. RHE and Pt foil. Supporting 

electrolyte is 3 M acetate buffer with graphite rod as counter and a leak-free Ag/AgCl as reference electrode. Reference 

electrode was calibrated to RHE before using it for experiments. 
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Appendix Figure C-11 Representative transmission electron microscopy (TEM) micrographs of the PtxCoy/felt 

catalysts. a) Pt100/felt, b) Pt86Co14/felt, c) Pt80Co20/felt, d) Pt62Co38/felt. All images are taken after pretreatment to 

remove unalloyed Co, but before use for ECH. 

Appendix Table C-3 PtxCoy particle sizes. Particle sizes from TEM and XRD using the Scherrer equation for the 

pretreated PtxCoy on felts and on Vulcan carbon. The first shell Pt-metal coordination number from EXAFS and 

particle size from the correlation in ref. 271 is shown. 

Catalyst 
TEM particle 

size / nm 

XRD crystallite 

size / nm 

EXAFS total 1st 

shell coordination 

number 

Particle size range 

based on EXAFS 

coordination / nm 

Pt100/felt 5.8 ± 1.3 9.7 10.7 ± 0.6 2.3−4.3 

Pt86Co14/felt 5.8 ± 1.8 8.0 10.8 ± 1.2 2.0–8.5 

Pt80Co20/felt 5.5 ± 1.2 8.0 10.7 ± 0.9 2.1–5.5 

Pt62Co38/felt 13.6 ± 3.3 7.9 10.7 ± 1.0 2.0–6.0 

Pt/C 4.2 ± 0.7 2.5 7.2 ± 1.2 0.9−1.4 

Pt3Co/C 5.3 ± 1.2 4.6 9.4 ± 0.9 1.4–2.5 

PtCo/C 5.1 ± 1.1 4.4 8.5 ± 1.0 1.2–1.9 
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C.5 Kinetic Model 

We use a Langmuir-Hinshelwood kinetic model to understand the ECH TOF behavior on the 

PtxCoy/felt catalysts as described in the main text (Eq. 4-2 through Eq. 4-5). In addition to the 

assumptions described in the main text (i.e., phenol adsorption is independent of applied potential, 

hydrogen adsorption is a function of applied potential, surface reaction is the rate-determining step, 

the rate constant is independent of potential), to describe the TOF as a function of Co fraction we 

make the following assumptions:  

1. The H adsorption energy weakens with Co fraction for both the PtxCoy and Pt/PtxCoy structures 

provided the Co fraction is less than 0.5. Although at Co fraction = 0.5 the PtxCoy structures 

shows stronger H adsorption, we model Co fractions < 0.5 for simplicity. Evidence for this 

assumption is shown in Figure 4-1b of the main text. 

2. The phenol adsorption energy is unaffected by Co fraction. Evidence for this is shown by the 

experimental values in Figure 4-5 in the main text. 

3. The first hydrogenation barrier increases linearly with Co fraction for the PtxCoy structure and 

reduces with Co fraction for the Pt/PtxCoy structure. Evidence for this assumption is shown in 

Figure 4-6 of the main text. 

In Eq. C-1 we show our model for the TOF of phenol ECH as a function of both Co fraction 

in the catalyst (yCo) and applied electrochemical potential (E). This equation and the variables are 

the same as combining Eq. 4-4 and Eq. 4-5 in the main text, except here we indicate the explicit 

dependence of certain terms on yCo and E. For example, 𝐾H(𝑦Co, 𝐸) is the equilibrium adsorption 

coefficient of H as a function of Co content in the catalyst and applied potential.  

𝑇𝑂𝐹(𝑦Co, 𝐸) = 𝐴 exp
(

−Δ𝐻𝑓
‡(𝑦Co)

𝑅𝑇
) 𝐾H(𝑦Co, 𝐸)𝐶H𝐾P𝐶P

(1+ 𝐾H(𝑦Co, 𝐸)𝐶H + 𝐾P𝐶P)2
 

Eq. C-1 
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We use a value of 108 sec−1 for the pre-exponential factor (A). The activation enthalpy for the first 

hydrogenation step (∆𝐻𝑓
‡
) as a function of Co fraction is given by Eq. C-2: 

∆𝐻𝑓
‡(𝑦Co) = ∆𝐻𝑓

‡(𝑦Co = 0) + 𝛽1𝑦Co Eq. C-2 

where ∆𝐻𝑓
‡(𝑦Co = 0) is the activation enthalpy for pure Pt, 𝑅 is the ideal gas constant = 8.314 kJ 

mol−1 and 𝑇 is the temperature = 300 K. As we show in Figure 4-6b, the computed first 

hydrogenation activation enthalpy linearly scales with Co fraction, where it increases for the 

PtxCoy structure and decreases for the Pt/PtxCoy structure. To capture this qualitatively in our 

kinetic model we use a value of 𝛽1 = 8 kJ mol−1 for the PtxCoy structures and 𝛽1 = −8 kJ mol−1 for 

the Pt/PtxCoy structures. We note that directly including the computed activation enthalpies into 

the model does not give quantitative agreement with our experimental rates, so we look instead for 

qualitative trends.  

We assume the phenol adsorption equilibrium constant KP is independent of the Co fraction 

and potential as discussed in the main text. In reality, the potential may affect ∆𝐺ads,P by 

strengthening the water-metal bond at potentials far away from the potential of zero charge of the 

metal in the system.119 The adsorption energies from the isotherms fits on the PtxCoy alloy in 

Figure 4-5 are also almost independent of the Co fraction. The fitted value is an average value of 

both the active (111) facet and inactive (100) and (110) steps. We use the ∆𝐺ads,P = −9 kJ mol−1 

for the (111) facet of Pt, which we have previously shown is the active facet for phenol ECH on 

Pt.21 The concentration of phenol used in our experiments was 20 mM, so we set 𝐶P = 0.02 M in 

the model. 

We show the dependence of the energy of adsorption of hydrogen onto the catalyst by Eq. 

C-3. We use a value of ∆𝐺H(𝑦Co = 0, 𝐸 = 0 V vs. RHE) = −1 kJ mol−1 calculated in the aqueous-
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phase for Pt.272 We use a value of 𝛽2 = 40.4 kJ mol−1 in the model which represents how ∆𝐺H is 

weakened with increasing Co fraction from the trend in Figure 4-1b in the main text.  

∆𝐺H(𝑦Co, 𝐸 = 0 V vs. RHE) = ∆𝐺H(𝑦Co = 0, 𝐸 = 0 V vs. RHE) +  𝛽2𝑦Co Eq. C-3 

Combining Eq. C-3 with Eq. 4-2 in the main text we describe the hydrogen adsorption coefficient 

as a function of Co fraction and potential in Eq. C-4. 

𝐾H(𝑦Co, 𝐸) = exp (
−[∆𝐺H(𝑦Co = 0, 𝐸 = 0 V vs. RHE) +  𝛽2𝑦Co])

𝑅𝑇
) exp (

−𝐹𝐸

𝑅𝑇
) 

Eq. C-4 

Coupling Eq. C-1, Eq. C-2, and Eq. C-4 and specified constants, we obtain the equation that we 

use to predict the ECH TOF shown in Figure 4-7.
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