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PREFACE

As we move into the twenty-first century, mineral supplies
have become a truly global concern. For most of human
history, developed countries have consumed far more than
their per capita share of world mineral production. Everyone
talked about the day when the rest of the world might want its
share of the pie, but it was largely an abstract notion. Now,
they are at the door. In fact, China has become the world’s
largest consumer of mineral resources, and India is not far
behind. This momentous change poses two threats. First,
there is the possibility that we will run out of the minerals
even sooner than we thought. Second, there is the increased
pollution caused by their extraction and consumption, which
has already destroyed the environment in some areas.

These threats have generated a wide range of opinions about
mineral resources and the environment. At one end of the
spectrum are those who advocate a dramatic reduction in new
mineral production with recycling and conservation providing
for the future. At the other end are those who feel that vigorous
exploration will always find new minerals and that they can be
produced safely with minimal attention to the environment.
Both camps are on perilous ground. Many mineral commod-
ities, such as oil and fertilizers, cannot be recycled and the
growing demand from developing countries will consume any
minerals that are conserved by developed countries. To make
matters worse, numerous studies have shown that Earth’s store-
house of mineral deposits is indeed finite and that substitutes for
important mineral commodities are scarce. Finally, we cannot
ignore the environmental catastrophes that have been caused by
past mineral production or the impending problems likely to be
caused by increasing global mineral consumption.

Unless we are willing to make a dramatic reduction in our
standard of living, however, we must find a way to produce
and consume the enormous volumes of minerals that we need
without significant degradation of the environment. In other
words, we must find a middle ground in these arguments, and
this means compromise. Unfortunately, compromise is
impossible if the parties involved do not understand the
problem. That is where this book comes in. It provides an

introduction to the geologic, engineering, economic, and
environmental factors that govern the production and con-
sumption of mineral resources. This sort of comprehensive
information is required if we are to understand all sides of an
argument and, hopefully, find a solution.

The book is intended largely for use as a college text,
although it can also be used as a primer for anyone with an
interest in mineral resources. Mineral professionals who seek
a broader view of their field will also find it useful. Because this
audience has such a wide range of backgrounds, an effort has
been made to make the book a self-contained document, in
which all terms and concepts are explained. A basic high
school education is all that is needed to read this book.
Introductory material on geology, chemistry, engineering,
economics, and accounting have been included, along with a
glossary of terms, which appear in bold in the text on first
mention. Appendices with information on elements, miner-
als, rocks, mineral commodities, units of weight and measure
(including useful conversion factors), and mineral reserves
and resources, have also been included, as have references to
recent literature. In keeping with their wide use throughout
the world, metric (SI) units are used as much as possible in
this book, including the term tonne for metric ton, although
the (US) short ton, or more simply ton, and (British) long ton
are used in some cases where data were reported in these
units. Other units, such as flasks and troy ounces, are also
employed where dictated by convention.

This book deals with controversial subjects and we have
expressed opinions about some of them. We have tried to do
this on a case-by-case basis, without following any specific
agenda or point of view. It is encouraging in that respect that
the book has been cited as too “industry oriented” by some
and too “environmentally oriented” by others. Hopefully,
each camp will find much that is familiar and friendly, but
also much that challenges assumptions and encourages fac-
tual debate intended to solve problems and produce a con-
sensus. We will all find many areas in which more data are
needed before final decisions can be reached.
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Although this book has two authors, it is the product
of many minds. We are very grateful to the numerous
geologists, mining and petroleum engineers, metallurgists,
mineral economists, and other professionals who have
allowed access to their projects or operations over the
years, and to the many environmentalists who have dis-
cussed their research and concerns with us. We are equally

grateful to the many students, particularly those in GS/ES380
at the University of Michigan, who have been a constant
source of new information and challenging questions. We
are grateful to Dale Austin and Marc Gellote for invaluable
assistance with the figures, to Hannah Sherman for help with
the references, and to Zoé Lewin for especially careful review
of the entire manuscript.
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CHAPTER

Introduction

1.1 Our mineral resource crisis

We are facing a global mineral resource crisis. In fact, we have
two of them. First, Earth has a finite supply of minerals for a
population that is growing faster than at any time in history
(Figure 1.1). Second, mineral consumption is growing even
faster than the population. Until recently, we were deeply
concerned that most minerals were used in more developed
countries (MDCs) with smaller consumption in less devel-
oped countries (LDCs) (Table 1.1). Although MDCs account
for only 13% of world population, they consume 40% of world
oil, 34% of world copper, 28% of world aluminum, 23% of
world coal, and 21% of world steel, far more than their share.
Now, the MDCs have been joined by China, which alone
consumes 49% of world coal, 46% of world steel, 43% of
world aluminum, 34% of world copper, and 11% of world
oil, also far above its 20% share of world population. Demand
is also increasing from India and other large LDCs as global
affluence grows.

This creates a dilemma. Although we need more minerals
to supply civilization, we are becoming increasingly aware
that their production and use are polluting the planet.
Effects that were once local in scale have become truly global,
with mineral consumption implicated strongly in problems
ranging from global warming and acid rain to destruction of
the ozone layer and pollution of groundwater. Just when we
need to expand mineral production, there is concern that
Earth is reaching its limit of mineral-related pollution.

We cannot ignore this crisis. Our civilization is based on
mineral resources. Most of the equipment that supports a
modern life style is made of metals and powered by energy
from fossil fuels. The machines that we have developed to

World population
25 vs.
World mineral production
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— Oil (Mbbl/day)

/\
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Figure 1.1 Change in world population since 1960 compared to the
increased production of oil, copper, and gem diamonds (based on
data of the US Geological Survey)

transition us into a renewable energy future are also made
entirely of mined materials. Our dependence on minerals
pervades society and managing their flow is a major challenge
to society (Figure 1.2). Large-scale production of food for
growing populations depends on mineral fertilizers, the build-
ings in which we live and work are made almost entirely of
mineral material, and even the gems and gold that we use for
adornment and to support global trade come from minerals.
Although some might seek a return to Walden Pond to free
them from mineral dependency, most of Earth’s 7 billion
inhabitants are actively seeking the comforts that mineral
consumption can provide. If global population and affluence
continue to grow as rapidly as many estimates suggest, the
pressure to find and produce minerals will be enormous.
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2 Introduction

Table 1.1 High-income countries, termed more developed countries (MDCs) in this book, listed in order of decreasing per capita gross
national income (GNI) in US dollars. This list is based on data for 2012 from the World Bank and does not include data for the following
countries that have been listed as high-income in previous years: Andorra, Bahrain, Bermuda, Israel, Kuwait, Liechtenstein, Libya,
Macao, Monaco, New Zealand, Oman, Qatar, Saudi Arabia, and San Marino. All other countries are referred to in this book as less
developed countries (LDCs).

Norway
Switzerland
Luxembourg
Denmark
Australia
Sweden
Canada
United States
Netherlands
Austria
Japan
Singapore
Finland

Belgium

98,860
82,730
76,960
59,770
59,570
56,210
50,970
50,120
48,250
48,160
47,870
47,210
46,940

44,990

Germany
France
Ireland
Iceland
United Kingdom
Italy

Spain
Cyprus
Greece
Slovenia
Korea, Rep.
Portugal
Malta

Czech Republic

44,010
41,750
38,970
38,710
38,250
33840

30,110
26,000
23260

22,810
22,670
20,580
19,760

18,130

Slovak Republic
Estonia

Barbados
Trinidad-Tobago
Chile

Latvia

Lithuania
Equatorial Guinea
Uruguay

St. Kitts and Nevis
Croatia

Russian Federation
Poland

Antigua-Barbuda

17,180
15,830
15,080
14,400
14,280
14,200
13,920
13,560
13,510
13,330
13,290
12,700
12,660

12,640

Although the magnitude of our growing demand is easy to
see, we have become dangerously complacent about it. This
would have been unimaginable to the authors of Limits to
Growth (Meadows et al., 1972), who alerted the world in 1972

General flow of materials
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Figure 1.2 Flow of mineral materials through the US economy showing the role of both waste and recycling
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to its finite mineral supplies and soaring consumption. The
collision between these forces had been developing for almost
a century as world living standards improved. Between 1900
and 1973, world oil consumption grew by more than 7%
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Factors controlling mineral availability

annually, with each succeeding decade using about as much
oil as had been consumed throughout all previous history.
World oil supplies were said to be on their way to exhaustion
by the turn of the century (Bartlett, 1980a). With steel, alu-
minum, coal, and other commodities following similar trends,
it appeared that we were about to witness the end of a brief
mineral-using era in the history of civilization (Petersen and
Maxwell, 1979).

However, this did not happen. In the mid 1970s, world
mineral consumption slowed just as Limits to Growth was
published. At the same time, exploration, stimulated by pre-
dicted mineral shortages, fanned out across the globe, drama-
tically increasing reserves for most mineral commodities. In
fact, production increased so much that it created a glut of
minerals on world markets. Thus, just when we were sup-
posed to feel the cold breath of shortages and rising prices, the
world saw an excess of mineral supplies and plummeting
prices.

Unfortunately, the respite was brief. As can be seen in
Figure 1.1, production curves resumed their climb by the
early 1980s and since then production has continued to rise
with  short
Interestingly, the urgency expressed by Limits to Growth did

interruptions for economic downturns.
not resurface as production began to rise again. Instead, it was
replaced by a new concern about the environment.

Only a short time ago, our mineral supplies were deter-
mined largely by geologic, engineering, and economic fac-
tors. Their relation to Earth’s mineral endowment was
usually depicted as shown in Figure 1.3. Here it can be seen
that the most important part of the mineral endowment

consists of reserves, material that has been identified
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Figure 1.3 Mineral resource classification of the US Geological
Survey. The horizontal axis of the diagram represents the level of
geological knowledge about deposits, possible deposits, and even
undiscovered deposits. The horizontal axis conflates all other
information, which affects economic, engineering, and
environmental factors that determine whether a deposit might be
extracted economically.

geologically and that can be extracted at a profit at the
present time. Resources include reserves plus any undiscov-
ered deposits, regardless of economic or engineering factors.
But, addition of environmental factors to the vertical axis of
this diagram has made the situation much more complex.
Now, we must ask, not only whether the deposit can be
extracted at a profit, but can we also do it in a way that
the
Environmental costs impact the economic axis of Figure

does not compromise quality of our planet.
1.3, thereby controlling the overall profitability of extraction.
Just as importantly, however, and more difficult to show in
the diagram, are government regulations and public opi-
nion. Today, extraction of mineral deposits in most MDCs
and many LDCs must be approved by environmental regu-
lators and accepted by the public, regardless of their eco-
nomic and engineering merits. The social license to find and
operate mineral deposits has become a major constraint on
our ability to supply society with minerals (Thompson and
Boutilier, 2011).

Thus, the nature and extent of our global mineral endow-
ment is no longer controlled strictly by market forces and
administered by mineral professionals who make decisions
on the basis of geologic, engineering, and economic factors.
Instead, it is in the hands of a broader constituency with a
more complex agenda focused largely on the environment,
but with additional concerns about distribution of wealth.
Addition of this new constituency threatens to push
the challenge of supplying society with minerals into the
realm of wicked problems, those in which there is a lack of
certainty about how actions are related to outcomes and
where there is much debate about the relative values of
constraints (Metlay and Sarewitz, 2012; Freeman and
Highsmith, 2014).

As more and more of us express opinions about mineral
deposits, we incur an obligation to understand the factors that
control their distribution, extraction, and use. That is what
this book is about. We will start with a brief review of the four
major factors that control mineral availability.

1.2 Factors controlling mineral availability

1.2.1 Geologic factors

Our mineral supplies come from mineral deposits, which
are concentrations of elements or minerals that formed by
geologic processes. Where something can be recovered at a
profit from these concentrations, they are referred to as ore
deposits. Mineral deposits can be divided into four main
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BOX 1.1 NIMBY — THE “NOT-IN-MY-BACKYARD"” SYNDROME

Many mineral deposits are in “inconvenient” places, including heavily settled regions, and production from them
is often resisted by local residents. Other activities, such as half-way houses for persons released from prison to
garbage dumps, are also resisted, and the practice has become known as the “not-in-my-backyard” (NIMBY)
syndrome. However, if we need the minerals, they must be produced somewhere. This brings up the question of
whether the NIMBY approach, whether by individuals and governments, is fair to others. Hydraulic fracturing
(fracking) provides a good example of the problem. In 2014, the state of New York banned fracking, spurred in
part by environmental problems at early gas production wells. Similar anti-fracking moves have been made by
some towns in the United States and even by the French parliament. We will learn about fracking later in the
book, but for the moment consider the ramifications of this decision. New York is a major consumer of natural
gas, and a large proportion of its supply comes from adjacent states where fracking is applied. If fracking is too
risky for residents of New York, why would they want to subject Pennsylvanians to that risk? A similar question
might be asked of people who expect to use copper mined in other countries with lower levels of environmental
regulation. Unless we find a way to get our minerals from an uninhabited asteroid or planet, we will ultimately

have to face the moral dilemma posed by the NIMBY syndrome.

groups. The most basic group comprises soil and water,
which lack the excitement of gold and oil, but have been
essential to civilization from its beginning. Energy resources
can be divided into the fossil fuels, including crude oil,
natural gas, coal, oil shale, and tar sand; the nuclear fuels,
including uranium and thorium; and geothermal power. As
interesting as they are for the future, wind, tidal, and solar
power are not derived from minerals and, along with hydro-
electric power, have been omitted from this discussion in
order that we can concentrate on minerals, as the title sug-
gests. Metal resources range from structural metals such as
iron, aluminum, and copper, to ornamental and economic
metals such as gold and platinum, and the technological
metals such as lithium and rare earths. Industrial mineral
resources, the least widely known of the four groups, include
more than 30 commodities such as salt, potash, and sand,
which are critical to our modern agricultural, chemical, and
construction industries.

The essential resources, soil and water, require special
consideration in our discussion of mineral resources. Our
interest in most of the other mineral resources discussed
here deals with the balance between the benefits that we derive
from them and the environmental damage that they cause. In
contrast, soil and water have become the main dumping
grounds for most of the wastes that are produced by modern
society, including those related to mineral resources. Thus,
the essential resources become the context in which we assess
the environmental cost-benefit ratios of other mineral

resources. Rather than being the focus of a single chapter,
then, their role in world mineral extraction and use must be
discussed throughout the text.

As we will see throughout this book, there is a close relation
between the type of mineral resource found in an area and its
geologic setting. Just as common sense tells us not to look for
oil in the crater of a volcano, study of Earth has taught us to
look for minerals in favorable geologic environments. As
population pressures place more demand on land, geologic
controls on the distribution of mineral deposits will become
increasingly important in land-use decisions.

1.2.2 Engineering factors

Engineering factors affect mineral availability in two ways,
technical and economic. Technical constraints are imposed
when we simply cannot do something regardless of desire or
funding. An example is extraction of iron from Earth’s core,
which is too deep and hot to be reached by any mining
method. Economic factors constrain mineral availability
only when we judge the cost of a project to be too great. We
could build the necessary equipment to mine the Moon, for
instance, but the cost of the equipment and the mining expe-
dition would far exceed any benefit that the minerals might
afford us.

Engineering considerations place important limits on our
ability to extract minerals from Earth. Mining does not extend
below about 2.3 km in most areas and the gold mines of South
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BOX 1.2

ARE MINERAL RESOURCES SUSTAINABLE?

Mineral deposits have two geologic characteristics that make them a real challenge to modern civilization. First,
almost all of them are non-renewable resources; they form by geologic processes that are much slower than the
rate at which we exploit them. Whereas balanced harvesting of fishery and forest resources might allow them to
last essentially forever, there is little likelihood that we will be able to grow mineral deposits at a rate equal to our
consumption of them. Recent estimates suggest that we are consuming gold about 17,000 times faster than it is
being concentrated in deposits (Kesler and Wilkinson, 2009). This means that the term sustainability cannot be
applied in its strictest sense to mineral resources. Second, mineral deposits have a place value. We cannot decide
where to extract them; Nature made that decision for us when the deposits were formed. The only decision that we
can make is whether to extract the resource or leave it in the ground.
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Figure 1.4 (a) The German ultra-deep borehole project was undertaken to provide information on geologic conditions at depth in Earth’s crust.
Two separate holes, which were drilled from the station shown here, reached a total depth of 4 km. Temperatures at the bottom of the holes
were 120 °C and pressures were 40 megapascals, conditions that are extremely challenging for drilling equipment (photograph courtesy of
KTB-Archive, GFZ Potsdam). (b) The Finiston Pit (also known as the Super Pit) at Kalgoorlie, Western Australia is one of the largest open pit
mines in the world, measuring 3.5 km long, 1.5 km wide, and 0.6 km deep. The pit moves about 15 million tonnes of rock annually containing
about 20,000 kg of gold. Waste rock removed to reach the gold ore is placed on the gray waste-rock dumps to the right of the mine and
pulverized ore after processing to remove gold is placed in the white tailings ponds in the upper right. See color plate section.

Africa, the deepest in the world, reach depths only to about
3.7 km. Wells extend to deeper levels; some oil and gas
production comes from depths of about 8 km and experi-
mental wells extend to 12 km (Figure 1.4a). However, there is
little likelihood that significant production will come from
these depths in the near future simply because few rocks at
these levels have holes from which fluids can be pumped.
Additional engineering constraints are imposed by the need
to process most raw minerals to produce forms that can be
used in industry and by the need to handle wastes efficiently
and effectively.

1.2.3 Environmental factors

Environmental concerns about mineral resources focus on
two main problems. The first to be recognized was pollution
associated with mineral production (Figure 1.4b). Mining and
mineral processing wastes are ten times greater by volume
than municipal waste, and by far the largest amount of waste
generated in the economic cycle (Hudson-Edwards et al.,
2011). The study of older mineral extraction sites has shown
that elements and compounds were dispersed into the envir-
onment around them for distances of many kilometers. In an
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effort to prevent future calamities of this type, laws and
regulations have been developed to control the generation
and disposal of waste products from mineral exploration
and production. The cost of compliance with these regula-
tions has increased enormously and has become a growing

be considered from many political and economic perspec-
tives, it is impossible to avoid the fact that the cost of produ-
cing a mineral must be borne by the deposit from which it
comes or, in some special cases, by some other segment of the
host economy.

factor in determining whether a mineral deposit can be
extracted profitably. Only recently, have we begun to explore
ways to reuse these wastes (Bian et al., 2014).

We have been slower to recognize the importance of wastes Zinc in Canadian Arctic air

associated with mineral consumption, but are making up for

lost time. These wastes are more widely dispersed and it has 10 Coral Harbor
required longer periods of observation and better analytical

techniques to demonstrate that the soil, water, and air around

us are changing in response to our activities (Figure 1.5). This ©

recognition has produced legislation to remove lead from S 10

gasoline, to decrease the amount of SO, emitted from smel-

ters, and to limit the release of salt and fertilizers from storage Resolute
areas, important changes that improve environmental quality
but add to the cost of using minerals.
1 T T
1970 1980 1990 2000

1.2.4 Economic factors _
Figure 1.5 Although most airborne pollutants have decreased in

Economic factors that control mineral production include concentration over the last few decades in response to environmental

those on the supply side, which are largely engineering and clean-up, some continue to increase. Shown here is the change in

environmental costs related to extraction and processing. and zinc content in air at Resolute and Coral Harbor in Arctic Canada,
. o P ] g’. which has increased. Note that the scale for this diagram is

those on the demand side, which include commodity prices, logarithmic, indicating an enormous, and as yet poorly understood,

taxation, land tenure, and other legal policies of the host increase in airborne zinc at these remote locations (based on data in

government. Although the balance among these forces can  Liand Cornett, 2011).

BOX 1.3 THE RIGHT TO MINERAL RESOURCES

The globalization of environmental concerns presents complex ethical problems that we have just begun to face.
Just what right does any country have to pollute the atmosphere and ocean, when that pollution affects other
countries? MDCs are at least trying to limit damaging emissions, but many LDCs continue to be major polluters.
A related problem is the tendency of MDCs to “export” pollution by importing raw and sometimes even
processed minerals from LDCs with fewer environmental regulations. In a world with finite resources and
growing demand, the decision not to exploit one deposit requires that another be exploited to supply world
demand. What might have happened, for instance, if Kuwait had responded to the environmental damage of Iraqi
sabotage during the 1991 war by limiting oil production to just enough for its own energy needs? Would the
MDCs have accepted that, and increased domestic exploration and production, or do they expect environmental
sacrifices from supplier countries, which they are not willing to make themselves? Finally, what about states and
nations whose increased environmental awareness leads them to forbid specific mineral production activities,
such as has happened with the ban on fracking for oil and gas production in New York? Do these entities have a
right to expect others to supply their mineral needs, or should they be excluded from commerce in that

commodity? As demand increases these questions might well become more than tantalizing thought experiments.
\§ J
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Figure 1.6 Relation between land area and number of minerals
produced by various countries showing a good relation for high-
income, stable economies and a poor relation for low and medium-
income countries with less stable economies. This distinction
between countries is similar to the LDC-MDC distinction used in
this book and shows that countries with large land areas (and
consequent variable geology) and stable fiscal and operational
regulations are more likely to host operating mineral deposits.

In a free market, costs and prices are usually part of a global
system, which places similar constraints on all countries.
However, legal, tax, and environmental regulations differ
from country to country. The overall importance of these
factors to mineral availability is shown by the positive correla-
tion between the number of minerals produced and land area
for countries with high-income, stable economies (Figure
1.6). This correlation supports the notion that large areas of
Earth are more likely to have lots of important mineral
resources than small areas. A similar correlation is not seen
for low- and middle-income countries. In view of the rela-
tively weak environmental regulations in most LDCs, the lack
of a correlation in these countries probably reflects a more
uncertain legal and tax framework, which discourages invest-
ment (Govett and Govett, 1977). For this reason, we have
included chapters on land tenure and on mineral economics
and taxation in the book.

1.3 Minerals and global economic patterns

The impact of minerals on the global economy is enormous.
World fuel and metal production are worth about $4.2 and
$1.3 trillion, respectively, and industrial mineral production is
worth about $550 billion (Figure 1.7). A good indication of
the role of mineral production in economic activity in any
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Figure 1.7 Value of world production for the three main classes of
mineral products. Recycled material is not included. Steel and
cement are the only processed mineral products included here and
the exclusion of these would cause the metals and industrial minerals
totals to drop to $0.8 billion and $0.4 billion, respectively (compiled
from data of the US Geological Survey and International Energy
Agency).

country can be obtained by comparing the value of mineral
production and gross domestic product (GDP). As can be
seen in Table 1.2, raw mineral production makes up only a
few percent of GDP in MDCs such as the United States, the
Netherlands, and Sweden, but reaches 7 to 12% in others,
including Australia and Canada. Norway holds the crown
among MDCs with mineral production making up more
than 35% of the GDP. Such unusually high percentages are
more common in some LDCs including Papua New Guinea
and Zambia, which are major copper producers, and the
Persian Gulf countries that supply most of the world’s oil. It
is a mistake to conclude that countries are unimportant
mineral producers just because raw mineral production
makes up a small percentage of the GDP, however. The
United States, for instance, is the leading world producer of
many mineral commodities with a total value of more than
$520 billion and, according to the US Geological Survey, the
value added to the US economy by major industries that
consume these minerals is about $2.44 trillion.

Classical theory holds that economic activity depends on
domestic mineral resource availability (Hewett, 1929).
According to this scheme raw-mineral exports occur early in
a nation’s development, as mineral deposits are discovered
(Figure 1.8a). Profits from these exports are used to build an
industrial infrastructure, which supports growing exports of
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Table 1.2 Approximate value of energy and mining production in major producing countries (in billions of $US).
Compiled from data of the World Bank, International Energy Agency, and International Council on Mining and Metals.

Energy production Mined mineral production
Country Value % of GDP Country Value % of GDP
Russia $534 20.85% Australia $72 7.80%
United States $499 3.11% China $69 1.20%
China $486 3.87% Brazil $47 2.30%
Saudi Arabia $401 46.80% Chile $31 14.70%
Canada $167 11.15% Russia $29 1.90%
Iran $164 15.41% South Africa $27 7.50%
United Arab Emirates, $125 46.04% India $26 1.50%
Venezuela $114 28.93% United States $23 0.20%
Kuwait $109 99.67% Peru $19 12.00%
Qatar $107 50.37% Canada $14 0.90%
Iraq $104 45.17% Indonesia $12 1.70%
Norway $94 35.53% Ukraine $9.3 6.70%
Indonesia $93 7.24% Mexico $8.4 0.80%
Australia $68 7.07% Kazakhstan $7.3 4.90%
India $54 1.12% Iran $4.4 1.30%
South Africa $23 4.13% Philippines $4.2 2.10%
Netherlands $19 2.57% Sweden $4.0 0.90%
Germany $18 0.01% Ghana $3.9 12.70%
Poland $13 0.01% Zambia $3.8 23.80%
Kazakhstan $11 4.53% Papua New Guinea $3.2 33.40%

goods manufactured from domestic raw materials. As mineral
reserves dwindle, imports rise to support continued manufac-
turing. Many LDCs, such as Zambia and the Democratic
Republic of Congo, have been bogged down at the start of
this evolution and their national budgets and overall welfare
are highly dependent on raw-mineral prices. Because these
prices vary unpredictably, these countries cannot control their
revenues, a factor that limits stable development. This situa-
tion is a universal sore spot, with almost all countries wishing
to sell more finished goods and less raw minerals. Even
Canada, which occupies an enviable position in a global con-
text, agonizes about its role as “hewer of wood and drawer of
water” for the world.

It can therefore be seen that classical mineral economic
theory predicts disaster for countries that lack raw minerals

to support manufacturing and exports. But things have chan-
ged. Japan has a strong positive balance of trade in spite of an
enormous annual deficit in mineral imports (Figure 1.8b).
Lower wages and higher domestic productivity are commonly
cited reasons for Japan’s success. Just as important, and less
widely recognized, have been the Japanese raw-material trade
policies. During the last two decades Japan has invested in
mineral extraction projects throughout the world. Most of
these investments have involved agreements to buy some or
all of the production, thus assuring an orderly supply of
minerals.

A more modern view of global mineral trade is shown in
Figure 1.9 using iron and steel as an example. Note that Japan
and Korea, both major exporters of manufactured goods, are
heavily dependent on imported raw material. The European

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

Minerals and global economic patterns 9

( )
BOX 1.4 THE GLOBAL FOOTPRINT OF A SMARTPHONE

In 2015, 70% of the world’s population, almost 5 billion people, owned a mobile phone, with nearly 2 billion of
these being smartphones that function as handheld computers. This is a dramatic increase from none in 1990. The
technology embedded in a smartphone exceeds that in the Apollo Guidance Computer used in 1969 to send
humans to the Moon. That computer weighed 70 pounds, cost $150,000, and had a total storage capacity of 4
thousand bytes of information. Compare this to an Apple iPhone that weighs less than 4 ounces, costs only a few
hundred dollars and comes standard with a storage capacity of 64 billion bytes of data. This remarkable
technology comes with a huge natural-resource footprint. Among the more than 40 elements used are aluminum,
potassium, and silicon for the ion-strengthened glass screen; carbon, cobalt, and lithium for the batteries; indium
and tin to conduct electricity in the transparent touch screen; nickel for the microphone; lead and tin used as
solder; antimony, arsenic, boron, phosphorus, and silicon in various semiconductors and chips; oil for the plastic
housing; bromine in the plastic for fire retardation; copper, gold, and silver in the wiring; tantalum for the
capacitors; the rare-earth elements gadolinium, neodymium, and praseodymium for the magnet, neodymium,
dysprosium, and terbium to reduce vibration, and dysprosium, gadolinium, europium, lanthanum, terbium,
praseodymium, and yttrium to produce colors. That is roughly one-half of all naturally occurring elements.
Mining all of these resources consumes vast quantities of energy, as does shipping them and the finished products
around the world. Almost 90% of the rare earths are mined in China, lithium is mined in Chile, cobalt in the
Democratic Republic of Congo, aluminum in Australia, phosphorus in Morocco, nickel in Canada, and oil is
extracted by using hydraulic fracturing to stimulate permeability in unconventional shale reservoirs.
Smartphones truly have a global environmental footprint. And in the United States the average user buys a
new phone every 2 years.

Evolution of mineral production and consumption

(a) Theoretical changes (b) Japanese copper
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Figure 1.8 (a) Classical relation between economic development and mineral supplies showing the position of several mineral-producing

countries as indicated by the proportion of minerals in their total exports. (b) Change in copper mining and production in Japan from 1940 to

1990 showing increased consumption despite decreased domestic production (based on Ishihara, 1992).
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Figure 1.9 Relation between consumption and extraction for iron
and steel in various parts of the world, showing the high dependency
of the European Union and Japan-Korea on imports, with lesser
dependence in China and North America and a large export market
for South America (compiled from Rogich and Matos, 2008)

Union is in only slightly better shape. China, despite its major
role as a raw-mineral importer, is able to supply a much larger
proportion of its needs domestically, in part because of its larger
size and greater geologic diversity. North America comes even
closer to self-sufficiency, and South America is a major source of
raw materials. Thus, the pattern of mineral use is global, with
LDCs supplying mineral raw materials to MDCs that manufac-
ture goods and export them (Graedel and Cao, 2010).

Some feel that the great increase in the global trade of
minerals has weakened the concept of strategic minerals,
which holds that the security of a country depends on its
mineral supplies, particularly those that are necessary for
defense needs. However, the 1991 Iraq war and its successors
in the Middle East have shown just how hard MDC:s will fight
for access to mineral supplies, suggesting that the strategic
minerals concept has not died away. Global mineral trade has,
however, eroded the power of mineral cartels by promoting
market transparency, in which production and consumption
data are shared by producers throughout the world.

1.4 The new era of world minerals

Mineral resource availability is entering a new era, one in which
traditional geologic, engineering, and economic constraints are
joined and often trumped by environmental considerations.
Dealing with these many factors and the uncertainties that
they involve, while moving ahead to supply the next generation
with minerals, will require compromises based on a full under-
standing of the issues. As a first step in this direction, this book
explores the ramifications and interrelations of geologic, engi-
neering, economic, and environmental constraints on global
mineral resources. We hope it makes you a better decision
maker as we approach these major problems.
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CHAPTER

Origin of mineral deposits

A cubic kilometer of average rock contains millions of dollars
worth of mineral commodities (Table 2.1). Although this
might make you think that we could supply our mineral
needs from average rock, this notion is dispelled by a look at
the costs involved. A tonne of average rock contains only a few
cents worth of gold versus the several dollars that you would
have to spend to extract the gold. Unfortunately, you cannot
get around this constraint by extracting other metals from the

Table 2.1 Value of selected mineral commodities in a cubic kilometer
of average upper crustal rock and in 1 tonne of rock based on 2014
prices. The total value of just these commodities in a cubic kilometer of
average rock is more than $200 billion!

Value in Value in

1 km? of 1 tonne Average crustal

crust of crust abundance
Element ($million) ($) (ppm)
Aluminum 172,000 140.00 81,500
Iron 37,000 30.00 39,200
Manganese 2,100 1.70 774
Nickel 1,100 0.91 47
Copper 233 0.19 28
Zinc 170 0.14 67
Gold 83 0.068 0.0015
Tin 59 0.05 2.1
Lead 43 0.035 17
Molybdenum 42 0.034 1.1
Platinum 3.1 0.003 0.0005

same tonne of average rock because most mineral commod-
ities require different processes, each with its own high cost.
To help keep things in perspective, remember that it takes
several dollars just to buy a tonne of gravel, which takes
essentially no processing. That is why we have to depend on
mineral deposits for our needs. Mineral deposits are simply
places where Earth has concentrated one or more mineral
commodities. Where the degree of concentration is high
enough for profitable extraction, we have an ore deposit.

With all of these factors to consider, you might lose sight of
the fundamental fact that we can only produce minerals from
mineral deposits. So, we begin with a review of the geologic
setting and formation of mineral deposits.

2.1 Geologic framework of Earth
and mineral deposits

Earth consists of four global-scale divisions: the atmosphere,
hydrosphere, biosphere, and lithosphere (Figure 2.1).
Mineral deposits are part of the lithosphere, which is made
up largely of rocks and minerals. Minerals, which control the
distribution of elements in Earth, are naturally occurring
solids with a characteristic crystal structure and definite che-
mical composition. They are divided into groups on the basis
of their chemical compositions (Appendix 2, Table A2.1).
Although about 3,800 minerals are known, only about 30
minerals make up almost all common rocks, another 50 or
so account for most metal ores, and about 100 comprise the
industrial minerals (Appendix 2).

Rocks consist of grains of minerals that hold together well
enough to be thrown across a room. They are divided into
groups on the basis of their origin and composition
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BOX 2.1

MINERAL DEPOSITS VS. ORE DEPOSITS

The distinction between ore deposits and mineral deposits is a dynamic function of economic, engineering,
political, and environmental factors. For example, the need to use catalytic converters to clean automobile exhaust
changed platinum-bearing mineral deposits around Rustenburg, South Africa, into profitable ore deposits.
Similarly, increased oil prices in the 1970s provided the key to large-scale mining of the extensive tar sands of
Alberta, and subsequent price increases in the 2000s transformed Canada into a major oil producer. On the other
side of the coin, mining of lithium from the large pegmatite deposits at Kings Mountain, North Carolina, came to
a halt when production began from the large brine deposits in the Atacama Desert of Chile, simply because it is
much easier to get lithium from a liquid than from a mineral.

Atmosphere Hydrosphere

W _J T

Asthenosphere

Lithosphere

Mantle

2,880 km

Figure 2.1 Distribution of the lithosphere, hydrosphere, and
atmosphere (the biosphere is too small to be shown at this scale) and
major divisions of the solid Earth (core, mantle, asthenosphere, and
lithosphere). Note that the term lithosphere as used by
environmental geochemists refers to the entire solid part of the
planet rather than the outer 100-km-thick plate that geologists call
the lithosphere.

(Appendix 1; Table A2.2). Igneous rocks form by crystal-
lization or solidification of molten rock called magma,
which is less dense than rock and will rise through the litho-
sphere. Where magma reaches the Earth’s surface it is called
lava and forms extrusive rocks, including volcanoes. Where
magma solidifies below the surface, it forms intrusive rocks,
including large bodies known as stocks and batholiths and
tabular bodies known as sills and dikes. Most igneous rocks
consist largely of silicon and aluminum, but they are divided
into smaller groups on the basis of their mineral and chemical
compositions, as discussed later. Sedimentary rocks consist
of material that was deposited by water, wind, or ice. They can
consist of clasts or fragments of pre-existing rocks, of minerals
precipitated from water, or organic matter. Metamorphic
rocks form when other rocks are buried in the crust where
high heat and pressure recrystallize original minerals, forming
new minerals and textures.

The solid Earth, or lithosphere, is divided into the core,
mantle, and crust (Figure 2.1). The core, which consists lar-
gely of iron, is one big mineral deposit. Unfortunately, engi-
neering constraints prevent us from extracting it, although
cores of failed planets come to us in meteorites. The mantle,
which forms a thick shell around the core, consists of ultra-
mafic rocks that are strongly enriched in magnesium; they
contain locally important concentrations of chromium,
cobalt, and nickel. Even the mantle is too deep to be within
reach of mining, although we do extract ore from it where
mantle rocks have been moved to the surface by plate tec-
tonics, as discussed later.

Most of our mineral deposits are in the crust, which covers
the mantle and contains the greatest variety of Earth’s rocks. It
is divided into two parts: ocean crust, which is 5 to 10 km
thick and consists of mafic igneous rocks, largely basalt, that

is enriched in iron, calcium, and magnesium; and continental
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crust, which is 20 to 70 km thick and consists of felsicigneous ~ standpoint, and we extract mineral resources from it mostly
rocks that are enriched in sodium and potassium, meta-  where it has been moved onto the continents by faulting. It is
morphic rocks, and a covering layer of sedimentary rocks.  the continental crust that hosts the vast majority of our
Even the ocean crust is difficult to reach from an engineering  mineral resources.

( )
BOX 2.2 LOOK IT UP

Throughout the book, we have tried to explain most terms and concepts that might be new to you. If we have
failed, have a look in the glossary. And, if you want to get a little more information on the composition and
classification of common rocks and minerals, the main ore minerals for each element, or the most important
weights and measures that we deal with in the book, you can look at the appendices. We make specific reference to
the appendices in this chapter, but will not do so in the remaining chapters and will trust you to look it up.

BOX 2.3 PLATE TECTONICS

Earth’s upper part is divided into large lithospheric plates (Figure Box 2.3.1) that move about by the process known
as plate tectonics. The plates are about 100 km thick and consist of ocean and/or continental crust and some of the
underlying mantle (Figure Box 2.3.2). They are underlain by plastic mantle known as asthenosphere. The plates
meet in three types of margins. Divergent margins form where plates move apart, such as at mid-ocean ridges
where rising mantle melts to produce mafic basalt magma that flows onto the ocean floor creating new ocean crust.
Divergent margins beneath continental crust create rifts such as the Dead Sea, which enlarge to form new oceans
such as the Red Sea. Convergent margins form where plates move together. Most convergent margins include
subduction zones, where the ocean crust sinks back into the mantle causing the production of intermediate to felsic
magmas that form stocks and batholiths in the crust and volcanoes at the surface. At some convergent margins,
neither plate sinks and one rides onto the other along obduction zones. Transform margins form where two plates
move horizontally past each other along features like the San Andreas fault in California.

Pacific
Plate

Antarctic Plate

Continental crust Ocean crust
0-200 1700-2500 0-1 66-144
200-700 2500-3800 1-24 >144
700-1700 age uncertain 24-66

(Ages in millions of years)

Figure Box 2.3.1 Distribution of lithospheric plates. Note that continental crust is much older than ocean crust and the ages of ocean
crust increase away from spreading ridges.
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Ve

BOX 2.3 (CONT.)

Plate tectonics and mineral deposit environments

Continental margin \ Island arc
volcanism M volcanism
T

Rift valley

Sedimentary
basin

Oceanic ridge

volcanism Metamorphic

Subduction zones

Ocean—ocean
collision

Continent—
ocean collision

Continental
rifting

Continent—continent
collision

Sea-floor
spreading

Hydrothermal environments -

MT = Meteoric water systems
MW = Magmatic water systems
MM = Metamorphic water systems

discussed in this chapter and shown in Figure 2.12

SW = Seawater systems
CW = Basinal water/
CW = Hydrocarbon systems

Figure Box 2.3.2 Plate-tectonic environments, showing their relation to ore-forming magmatic and hydrothermal processes

The continents are buoyant features that float on the mantle, whereas denser ocean crust sinks into the mantle at

Magmatic environments -
MG = Magma

subduction zones. In fact, the oldest known ocean crust is only about 200 million years (Ma) old, whereas the oldest
rocks on the continents are about 4 billion years old (Figure 2.2). Even these old continental rocks are significantly
younger than the 4.65 billion year (Ga) age of Earth because the oldest rocks have been destroyed by erosion or
covered by younger ones. Thus, even on the continents, rocks of the four major divisions of Earth history, the
Hadean, Archean, Proterozoic, and Phanerozoic eons (Appendix 1, Table Al.3), become progressively less
abundant with increasing age. In most cases, rocks of Hadean and Archean age form stable cores for the continents,
which are known as cratons or shields, and Proterozoic and Phanerozoic rocks are found largely in deformed belts

surrounding them.

Plate tectonics moves the lithospheric plates at the agonizingly
slow rate of a few centimeters per year. This rate, in turn, controls
magma formation, erosion, and sedimentation, all of which form
mineral deposits (Sawkins, 1990). The resulting rate at which
individual mineral deposits form is much slower than the rate at
which we extract them, which is why we refer to mineral deposits
as non-renewable resources. This distinguishes them from
renewable resources such as forests and fisheries. It also high-
lights the fact that, in the long run, mineral resources are not
really sustainable, at least not in the sense that we can use them at
a rate equal to the rate at which Earth forms them.

2.2 Geologic characteristics of mineral
deposits

Ore deposits represent work that nature does for us. For
instance, Earth’s crust contains an average of about 55 ppm
(parts per million) of copper, whereas copper ore deposits must

contain about 5,000 ppm (0.5%) copper before we can mine
them. Thus, geologic processes need to concentrate the average
copper content of the crust by about 100 times to make a copper
ore deposit that we can use (Table 2.1). We then use industrial
processes to convert copper ore into pure copper metal, an
increase of about 200 times. By a fortunate natural coincidence,
elements and materials that we use in large amounts need less
natural concentration than those that we use in small amounts.
Thus, we are likely to have larger deposits of mineral commod-
ities that we use in large amounts. As long as energy costs
remain high, the relation between work that we can afford to
do and work that we expect nature to do will control the lower
limit of natural concentrations that we can exploit, and this puts
very real limits on our global mineral resources.

Most ore deposits contain an ore mineral in which the
element or substance of interest has been concentrated. For
instance, the common zinc ore mineral, sphalerite (ZnS),
contains about 64% (640,000 ppm) zinc. In rocks that contain
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sphalerite, the production of zinc is greatly simplified because
grains of sphalerite (Figure 2.2a) can be separated from the
ore to produce a smaller volume of material for further treat-
ment to obtain zinc metal. Zinc does not form sphalerite
everywhere, however. Most of the Earth’s zinc substitutes at
very low (ppm) concentrations for iron in silicate minerals
that make up most of the crust. Ore deposits form only where
geologic processes liberate this zinc and combine it with sulfur
to form sphalerite. Formation of most mineral deposits
requires this sort of concentration, first into an ore mineral
and then into a large enough concentration of the ore mineral
to be of economic interest. In some cases, the concentrated
material is not actually a mineral. For instance, crude oil and
natural gas deposits form when organic material dispersed
through sedimentary rock accumulates in concentrations that
we can exploit (Figure 2.2b) and groundwater accumulates in
zones call aquifers.

)

Figure 2.2 (a) The dark crystals of galena grew on top of smaller
crystals of white dolomite. Whereas the dolomite contains almost no
zing, sphalerite contains as much as 64% by weight and is our
principal ore mineral for zinc. (b) The dark material is solidified
crude oil known as bitumen, which is lining a cavity in the white
limestone. See color plate section.

The importance of ore minerals or compounds is well
illustrated by molybdenum and germanium, which have
approximately the same average concentrations in the crust,
about 1.5 ppm. In spite of this, the world molybdenum pro-
duction of 270,000 tonnes is over 2,000 times greater than that
for germanium. This difference reflects the fact that molybde-
num forms the common ore mineral, molybdenite (MoS,),
whereas germanium forms no common minerals.

Ore minerals such as sphalerite and molybdenite are rarely
found in massive clumps that can be extracted directly.
Instead, they are found in mixtures with minerals that have
no commercial value in that setting, known as gangue miner-
als. For instance, quartz (SiO;) is a common gangue mineral
in many metal deposits and is discarded as waste, although
pure deposits of quartz are valuable for glass sand and other
uses. The concentration of the element or compound of
interest in an ore is referred to as the grade of a deposit, and
the minimum concentration needed to extract the ore at a
profit is known as the cut-off grade. Many zinc deposits have
an average grade of about 5% zinc, almost all of which is in
sphalerite. Grades for natural gas, crude oil, and other fluids
are not usually quoted as percentages. Instead, they are given
as the amount of fluid that can be recovered from a given
volume of rock.

In addition to grade, a mineral deposit must attain a mini-
mum size. No matter how high its grade, a deposit must
contain enough ore to pay for the equipment, labor, and
costs of extraction. The size of solid mineral deposits is almost
always given as the mass of ore, which is specified in metric
tons (tonnes) and the size of fluid deposits is given as the
volume of fluid, with the understanding that it can be recov-
ered from a given volume of rock.

Although we refer to processes that form mineral deposits
as ore-forming processes, many deposits are not actually ores.
In the following discussion, we divide ore-forming processes
into those that take place at or near Earth’s surface and those
that take place at depth (Table 2.2).

2.3 Ore-forming processes

2.3.1 Surface and near-surface ore-forming
processes

Weathering and soils

Weathering is the geologic term for the wide range of pro-
cesses that take place in the critical zone, where rocks and
minerals that formed at depth equilibrate with water, air, and
plants near the Earth’s surface (Lin, 2010). Weathering

15

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment

Stephen E. Kesler, Adam C. Simon

More Information

16 Origin of mineral deposits

Table 2.2 Geologic processes that form mineral deposits, with examples of deposits formed by each process and elements
concentrated in them.

Type of process Types of deposits formed and minerals concentrated surface processes

Surface processes
Weathering

Physical sedimentation
Flowing water
Wind

Chemical sedimentation
Precipitation from or in water

Dune deposits — sand

Laterite deposits — nickel, bauxite, gold, clay soil

Placer deposits — gold, platinum, diamond, ilmenite, rutile, zircon, sand, gravel

Evaporite deposits — halite, sylvite, borax, trona

Chemical deposits - iron, manganese

Organic sedimentation
Organic activity or accumulation

Hydrocarbon deposits - oil, natural gas, coal

Other deposits - sulfur, phosphate

Subsurface processes

Involving water

Groundwater and related deposits — uranium, sulfur

Basinal brines — Mississippi Valley-type (MVT), sedimentary exhalative (SEDEX)

Seawater - volcanogenic massive sulfide, SEDEX

Magmatic water — porphyry copper-molybdenum, skarn

Metamorphic water - gold, copper

Involving magmas

Crystal segregation — chromium, vanadium

Immiscible magma separation - nickel, copper, cobalt, platinum-group elements

produces the regolith, a layer of partly decomposed rock and
soil that covers most of the land surface from depths of a few
centimeters to several hundred meters. Some civil engineers
refer to essentially all of the regolith as soil. Farmers refer to
soil as the upper part of the regolith that will support market-
able plant life. Most geologists and environmentalists extend
this definition to take in the upper part of the regolith
throughout the world, including materials somewhat deeper
than the soil of agriculture. This layer contains most of the
minerals that are produced by weathering and it bears the
brunt of environmental pollution (Foth, 1984; Sparks, 2002;
Hillel, 2007).

In warm, humid climates, soil forms largely by chemical
and biological weathering involving the dissolution of com-
mon rock-forming minerals. Dissolved elements such as
sodium, potassium, calcium, and magnesium are carried by
streams to the ocean. Because most common rock-forming
minerals are not very soluble, weathering depends heavily on
acid water and on biological activity (Chorover et al., 2007).
Acid rain is generated by dissolution of atmospheric gases
such as CO, and SO,, as discussed in the next chapter, and
acidity is increased in the soil by bacterial activity that boosts

CO, concentrations to levels of several percent versus only
0.03% in the atmosphere; by decomposition of pyrite and
other sulfide minerals to form sulfuric acid; and by acids
formed during the decay of organic matter. Some rock-form-
ing elements, such as iron and carbon, are oxidized during
weathering, further contributing to the decomposition of
minerals containing them, and plant roots create special che-
mical environments that enhance mineral dissolution.
Physical weathering involves processes that actually break
the rock into pieces. Root growth has this effect, as does ice,
which has a volume 9% greater than an equivalent amount of
water. Growth of salt and calcite crystals when water evapo-
rates from cracks can also fracture a rock. Diurnal (daily) and
seasonal temperature changes cause expansion and contrac-
tion that gradually promote fracturing, as does the removal of
overlying sediment by erosion. These effects dominate only in
arid and Arctic environments, where chemical processes are
limited by the absence of moisture or by low temperatures.
Weathering and soil formation actually form ore deposits
of two main types. First, these processes can remove soluble
constituents leaving behind relatively insoluble elements and
minerals of value in residual deposits. The most obvious
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e N
BOX 2.4 CLASSIFICATION OF SOILS

Soils can be classified on the basis of their vertical zonation. In humid areas where population concentrations are
greatest and environmental effects of greatest interest, the generalized soil profile shown in Figure Box 2.4.1 is a
useful start. It consists of an upper O horizon rich in organic material from vegetation, which grades downward into
an A horizon dominated by silicate and oxide minerals formed by weathering of the original rock. Acid water leaches
material from the lower part of the A horizon, which is sometimes given the separate name E horizon. These
dissolved constituents move downward and are deposited in the B horizon, which becomes enriched in soluble
material. Underlying all of these is the C horizon, which consists of variably weathered bedrock. In many areas of
deep weathering, the C horizon consists of intensely weathered material known as saprolite, which retains the
original textures of the parent rock. In more arid regions and in areas of restricted drainage such as swamps this
zonation is not as well developed.

(@)  Typical soil profile (b) Abundance

0 Organic material

Mineral and
A organic material

Topsoil

E  Zone of leaching

?
i Zone of £
B accumulation 2
- B 4
5- c Partly decomposed Organic 7.
‘ bedrock material / e
/
Bedrock |, '.\
¥ ol
\4 ! l\:_,.f :

Figure Box 2.4.1 Typical soil profile (a) with the related abundances of soluble mineral and organic material (b) of a well-drained soil
in a humid temperate region showing zones in which soluble mineral and organic matter are leached and accumulated. (c) Photo

of soil profile showing organic matter at the top (gray), leached A zone (white) and zone of accumulation (reddish-brown).

See color plate section.

example is grains of gold in rocks; the rocks decompose but ~ microorganisms that carry out chemical reactions essential to

the gold remains in the residuum. Similar processes form life. It is also subject to many assaults, of which erosion is the

concentrations of barite, ilmenite, and other less-soluble
minerals when their enclosing rocks dissolve and disintegrate.
Redistribution of soluble constituents in the soil also creates
mineral deposits such as laterites in which aluminum,
iron, nickel, or other elements accumulate in the lower part
of the B or the C horizons. Laterites often make up the upper
part of saprolite zones, and represent the parts of the weath-
ering zone where original rock textures have been totally
destroyed.

Soil is actually our most important mineral resource. It is

the basis for agriculture as well as the principal host of many

most dangerous. By its very nature, soil is not coherent or
lithified like rock, and this makes it easy to erode. Soil is held
in place largely by plant roots and where they are removed,
soil that has taken thousands of years to form can be removed
in a few hours (Dotterweich, 2013). Humans are more impor-
tant to global erosion and destruction of soils than natural
processes. Human activity has lowered continental land sur-
faces by about 6 cm, an enormous amount in view of the short
time that we have been on Earth (Wilkinson and McElroy,
2007). Soil is also subject to desertification, which occurs
naturally on the margins of deserts, but is also caused by

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

18 Origin of mineral deposits
Porosity -
@ Primary Secondary (b) Permeability Gravel Il
Sand [

Vesicular basalt [ ]
Silt S
Volcanic tuff [ ]
Limestone [
[ I G2y and shale
(I Igneous and metamorphic rock
| | | | | | | |
S 108 10T
K (meters/day)

Figure 2.3 (a) Typical primary and secondary porosity, showing the relation between water and oil in pores. (b) Hydraulic conductivity
K (permeability to water) of various common rock types under near-surface conditions (modified from data of Bear 1972).

BOX 2.5 THE RIGHT TO WATER

Water is the only mineral commodity that is currently referred to by some as a “right.” On July 28, 2010, the
United Nations General Assembly passed Resolution A/RES/64/292 declaring “safe and clean drinking water and
sanitation a human right essential to the full enjoyment of life and all other human rights.” Although this is only
the latest in a long line of documents and declarations regarding the importance of clean water, almost 900 million
people remain without safe drinking water today (Saltman, 2014). Possible ways to supply water range from
collection, purification, and distribution of surface water to expanded systems of local wells using groundwater. In
many cases, groundwater is the less expensive option, especially in arid regions or areas with limited funding for
water distribution systems. Groundwater is also being used in increasing amounts for irrigation, which pits
humans against themselves as they try to find water to drink and, at the same time, water to grow crops. Is there
really enough water; can a finite mineral commodity really be a “right”? These are important questions and part of

the answer lies in the geology of groundwater.

overgrazing, improper cultivation, and mining without
proper reclamation. Salinization of soils is a problem in
areas of excessive irrigation, where soluble salts concentrate
near the surface as the water moves upward by capillary action
and is evaporated. Major changes in soil chemistry can also be
caused by the removal of vegetation, which produces lateriza-
tion, particularly the formation of iron-rich laterite soils
where vegetation is removed from tropical areas. Finally, soil
is the locus of most of the pollution that affects the litho-
sphere, as discussed in the next chapter.

Groundwater

Water is the mineral resource that we must have on a daily
basis, and therefore the most essential. It is so readily avail-
able in many parts of the world that it is easy to forget its
critical importance to life. Much of our water demand is
hidden. The United Nations estimates that about 70% of
water is used for agriculture, another 20% for industry and

only 10% for domestic use. Water use has tripled since the
mid 1900s and is currently increasing at the rate of 64 km’
annually.

Most of the upper part of the continental crust is filled with
water that is fresh or nearly so (Freeze and Cherry, 1979;
Driscoll, 1986). The storage and movement of this water is
controlled by porosity and permeability (Figure 2.3a).
Porosity includes all types of holes in a rock, whether they
are coeval with the rock or formed later. Primary porosity,
which is coeval with the rock, is most common in sedimentary
rocks such as sandstone and conglomerate that consist of
rounded grains with as much as 30% effective porosity.
Shales are usually impermeable because their small grains
are too closely packed. Secondary porosity, which was
imposed on the rock after it formed, is created largely by
faulting, fracturing (which is discussed later), and chemical
reactions. In many igneous and metamorphic rocks, fault
zones are the only areas with high porosity and permeability.
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Chemically corrosive water creates pores in otherwise
impermeable rocks, such as in limestones where descending
rainwaters form caves. Hydraulic fracturing or fracking,
which will be discussed in later chapters, creates secondary
porosity that allows production of oil and gas. The other
factor that controls movement of fluids is permeability,

which describes the degree to which pores connect together
to form pathways for migrating fluids (Figure 2.3b).

Rocks with high porosity and permeability that contain
water are aquifers (Figure 2.4). The flow of underground
fluids is described by Darcy’s law (Table 2.3), which says
that the amount of fluid that will move through a porous

rock per unit of time is directly proportional to head gradient

and fluid conductivity. The head gradient reflects the eleva-

tion of fluid along the flow path and any additional pressure
Table 2.3 Brief summary of Darcy’s law, the relation that explains the
movement of fluids through rocks. It says, in general, that the amount
of fluid that will move through a rock is directly proportional to
permeability and the pressure forcing the fluid to flow.

forcing it along. Fluid conductivity describes both the rock
and the fluid, and is known as hydraulic conductivity if the
fluid is water. The rock is described by its permeability and the

fluid by its density and viscosity.

Darcy’s law Groundwater comes from recharge, the fraction of preci-

q=—K*dp/dl pitation that flows into the ground. This water flows down-

s . , ward through an unsaturated zone, known as the vadose zone,
Definition of terms used in Darcy’s law
to the water table, beneath which rock is saturated and can

= volume of fluid per unit of area per unit time . . .
1 P p constitute an aquifer. Groundwater aquifers range from rego-

K = fluid conductivity lith and sediments just below the surface to sedimentary layers

Al = oo b or fracture zones that extend to depths of many kilometers.
Recharge can also come from seawater or waters made saline
K=CxFxR S .

by evaporation in desert areas. Saline and freshwaters do not

C = constant mix easily and less-dense freshwater usually floats on more

F = fluid term = density or viscosity of fluid dense saline water (Figure 2.4).

P N bil Where groundwater aquifers are undisturbed, they reach
= rock term = permeabili
P v . . an equilibrium between the amount of recharge and the

(proportional to square of average diameter of grains)

amount of water exiting to the surface at springs, lakes, and

streams. Our use of groundwater has disrupted this

Groundwater systems

(‘ /\h ( /\h
Qec\)\hig\e) Qecharge Artesian well
N ‘ Water table ‘
|

YV oV

‘ EX’e_"S"LHOfﬁater table

Depressed water table
around well

Freshwater lens on
saltwater

Spring
River

Saltwater
encroachment

Vadose zone

Impermeable basement rock

Basina| brine

Figure 2.4 Schematic illustration of groundwater systems showing unconfined and confined aquifers. The unconfined aquifer consists of a
layer of glacial deposits that covers the entire surface. Note that the water table mimics surface topography and forms lakes, springs, and
rivers where it meets the surface. Freshwater floats on saltwater where the aquifer extends beneath sea level. A confined aquifer, which is
recharged in the hills to the left, supports an artesian (flowing) well. As long as the water table in the confined aquifer is above the top of the well,
it will continue to flow.

© Cambridge University Press & Assessment www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment

978-1-107-07491-0 — Mineral Resources, Economics and the Environment

Stephen E. Kesler, Adam C. Simon

More Information

20

Origin of mineral deposits
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Figure 2.5 Global distribution of major groundwater aquifers showing named aquifers with the highest stress related to overuse, and those

with arsenic and fluorine contamination (based on data of Kemper et al., 2005; Amini et al., 2008a, b; Gleeson et al., 2012)

equilibrium, leading to problems in some areas. Most com-
monly, excessive withdrawal lowers the local water table,
sometimes drying up shallow wells in the vicinity. If it occurs
over alarge area, it can cause regional water-table declines and
groundwater depletion (Figure 2.5). In a recent study, the US
Geological Survey estimated that groundwater depletion in
the United States totaled about 1,000 km® between 1900 and
2008 (Konikow, 2010). Global depletion is even worse, having
increased by more than 100% between 1960 and 2000 to about
283 km’/year, an amount estimated to be about 2% of global
recharge (Wada et al., 2010).

In coastal regions and on ocean islands, excessive with-
drawal causes saltwater encroachment, a process by which
seawater invades and contaminates the freshwater aquifer.
This can even occur relatively far inland, as in the eastern
part of San Francisco Bay, where excessive withdrawals have
been made for agriculture and pipeline export to the southern
parts of the state. In areas like southern Florida, saltwater
encroachment is aggravated by ocean-access canals for plea-
sure boats, which permit influx of seawater from above.
Irrigation also exacerbates saltwater encroachment and sali-
nization when evaporation increases the salt content of irriga-
tion waters that recharge local aquifers. Excessive withdrawal
also causes subsidence of the land surface (Figure 2.6).
Subsidence of only a few inches can cause big problems by
greatly enlarging areas subject to flooding and by reversing
the slope of sewer and water pipes. In areas underlain by

shallow cave systems, such as central Florida, excessive with-
drawal of groundwater removes support for rock, causing
sinkholes.

Water shortages are widespread around the world but are
most acute in northern Saudi Arabia, northwestern Mexico,
Iran, and the Upper Ganges River area (Standish-Lee et al.,
2005; Gleeson et al., 2012). Where surface water is not avail-
able at all, especially in Kuwait and Saudi Arabia, water
supplies are obtained by desalinization of seawater and saline
groundwater (Murtaugh, 2006; Green, 2013). Desalinization,
although very effective, costs up to ten times more than
current water rates in the United States and can only be
used in countries with excess energy (Younos, 2005).

An obvious solution to water shortages is importation.
Long-distance water transfers, whether surface or ground-
water, have become more and more common. The pioneer in
all of this is southern California, which imports water from
the northern part of the state, as well as the Colorado River
(Jacobs, 2011). Most residents of wetter parts of the world
are not enthusiastic about such long-distance water trans-
fers. The logic of this stance is puzzling in view of our will-
ingness to transfer oil, gas, and other fluids around the
world. No one says that all of us have to live near the oil
wells or the milk production. The same logic probably
applies to water, as long as we can afford to move it to market
and it can be done without disrupting natural flow patterns
and recharge.

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment

978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

Ore-forming processes

Near Luke AFB
5.5 m elevation change
over 35 years

Figure 2.6 Removal of groundwater resulted in 5.5 m of

subsidence north of Luke Air Force Base near Glendale, AZ, between
1957 and 1991. H. H. Schumann, who provides scale for the photo, is
1.88 m tall (photo courtesy of H. H. Schumann and Associates).

Sedimentary ore-forming processes

Sedimentary processes, all of which happen at and near
Earth’s surface, can be divided into three types. Clastic sedi-
mentation deposits grains of rocks and minerals. The most
obvious mineral deposits that form this way are stream gravels
and beach or dune sands. The best known mineral deposits
resulting from clastic sedimentation are placer deposits, which
form where heavy minerals are dropped by water or wind that
passes an obstruction or diversion (Figure 2.7). The most
familiar placer deposits contain gold, which has a specific
gravity about six times greater than average rock. Other placer
deposits contain diamond, magnetite, and zircon. Placer
deposits that have been buried and preserved in older sedi-
mentary rocks are known as paleoplacers.

Chemical sedimentation is an important ore-forming pro-
cess only where the influx of clastic sediment is very limited,
such as in isolated arms of the sea, inland lakes, or the open
ocean far from land. The most widespread ores that form by
chemical sedimentation are evaporites, which consist of
minerals deposited by evaporation of water. Marine evapor-
ites, which contain elements that are abundant in seawater,
are our main source of salt, gypsum, potassium, and bromine.
Non-marine evaporites form in arid regions of the continents
where water flows into enclosed valleys with intermittent
saline lakes and evaporates to form salt pans known as salars
or playas. The composition of lake-hosted, or lacustrine,
evaporites usually reflects the composition of rock in the
local drainage basin, and includes a complex array of sodium,
magnesium, boron, and lithium minerals. Pore spaces in
buried evaporite deposits and their host clastic sediments
contain aqueous solutions more saline than seawater, which
are known as brines, and which contain high concentrations
of similar elements.

Organic sedimentation also forms mineral deposits. Coral
reefs, which consist largely of the calcium carbonate minerals
calcite and aragonite, are mined for limestone. Skeletal mate-
rial in other organisms consists of the calcium phosphate
mineral, apatite, which is also mined. Some mineral deposits
form by modification of organic material in sediments. For
instance, chemical changes associated with burial beneath
younger sediment transform organic matter rich in carbon
and hydrogen into coal, oil, and natural gas. Bacteria facilitate
these changes, usually because they derive energy from them.
For instance, some bacteria convert dissolved sulfate ions
(S0,7?) into H,S gas, which is later reduced to the elemental
form, known as native sulfur. Many such changes take place
below Earth’s surface and merge with the subsurface processes
discussed below.

2.3.2 Subsurface ore-forming processes

Subsurface processes that form mineral deposits involve aqu-
eous, hydrocarbon, and magmatic fluids. Aqueous fluids con-
sist of water and dissolved solids and gases, including
freshwater, steam, and brine. Hydrocarbon fluids consist of
crude oil and natural gas, and magmatic fluids include mag-
mas of all compositions. Aqueous and magmatic fluids form
mineral deposits in two ways; either they precipitate ore
minerals from aqueous solution or crystallize them from
magma, or they form fluid concentrations that constitute
ore in their own right, such as groundwater, oil, and gas
accumulations, and some special metal-rich magmas.
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BOX 2.6 GROUNDWATER MINING

Excessive withdrawal constitutes groundwater mining. The Ogallala aquifer in the High Plains area of the United
States (Figure 2.5) contained at least 4,000 trillion liters of water before large-scale farming began in the late 1800s
(Gutentag et al., 1984). Since that time, about 330 km® of fossil groundwater, which accumulated over the last
13,000 years, has been withdrawn. At present withdrawal rates, groundwater resources in the southern third of the
area will be exhausted by 2040 (Scanlon et al., 2012). The continued fall of the water table has put some farmers out
of business because of the increased cost of pumping water from these great depths and has caused the US Internal
Revenue Service to allow a “cost-in-water” depletion allowance, an approach similar to the depletion allowance for
conventional minerals that is discussed in Chapter 6.

A similar situation is underway at the foot of the Himalaya Mountains in the Indian states of Rajasthan, Punjab,
and Haryana, which are home to over 100 million people and large-scale agricultural production. Recent studies
show that water withdrawals greatly exceed recharge causing groundwater levels to drop at a rate of about 4 cm per
year (Rodell et al., 2009). Continued production at this rate will deplete groundwater sources within a few decades.
Largely in response to groundwater mining of this type, many states and smaller jurisdictions have systems to
control withdrawals from large aquifers.

BOX 2.7 THE LOS ANGELES WATER SYSTEM

The Los Angeles Department of Water and Power (LADWP) provides 180 billion gallons (680 million liters) of
water to 3.8 million people and is the largest municipal water system in the United States. When the city was first
established, its water was supplied by a private company, which was taken over by the city in 1898. Since then, the
system has grown to draw water from most of central and southern California as well as the Colorado River. The
first major water transfer came via the Los Angeles Aqueduct, built in 1913, which collects surface and ground-
water in the Owens Valley on the east side of the Sierra Nevada. This was followed by the 390-km Colorado River
Aqueduct and the 1,130-km California Aqueduct, which draws water from the western Sierra Nevada and the
Sacramento River. The LADWP system includes 114 storage tanks and reservoirs, 78 pumping stations and
11,600 km of pipe. In 2013, 43% of its water came from the California Aqueduct, 37% from the Los Angeles
Aqueduct, 11% from groundwater in the greater Los Angeles area, 8% from the Colorado River, and 1% from

recycled water.
& _J

Discussion of these subsurface fluids and their ore-forming
processes requires a brief review of terminology. Groundwater,
for instance, really means all water in the ground, but it is
widely applied to near-surface water that is consumed for
municipal, agricultural, and other uses, as is done here.
Hydrothermal solutions, which are hot groundwaters, are
usually distinguished as a separate type of fluid. The distinction
between groundwater and hydrothermal solutions is reflected
in the terms supergene, which refers to water that moves
downward through the crust, and hypogene, which refers to
water that moves upward. In general, hypogene water is of
hydrothermal origin, whereas supergene water is rain and
snow on its way down into the crust. Finally, magmas and

their role in formation of mineral deposits will be discussed
separately. Although this division is imperfect and imposes
categories where nature has not, it allows us to discuss crustal
fluids in a way that reflects their relation to mineral resources.

Hydrothermal ore-forming systems

Hydrothermal systems form ore deposits by precipitating
minerals from hydrothermal solutions, which consist largely
of water with variable amounts of CO,, H,S, Na(l, silica, and
carbonate (Kesler, 2005). Much of what we know about
hydrothermal solutions comes from the study of fluid inclu-
sions, which are small imperfections in crystals that trap the
fluid from which they were growing (Figure 2.8a). These tell
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Gold in quartz veins is “"Mother Lode"

liberated by weathering
and eroded into streams

/Hgvy gold grains settle out of
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and as it goes around bends

Origin of placer gold

Figure 2.7 Placer deposits are concentrations of heavy clastic grains
in stream, lake, or ocean sediment. Gold placer deposits form when
grains of gold are liberated from quartz veins by weathering and
erosion carries them downstream to be deposited where the water
slows.

us that hydrothermal solutions range in temperature from less
than 100 °C to at least 600 °C and that many of them contain
small but important amounts of dissolved metals such as
copper or gold. Hydrothermal solutions react with surround-
ing rock as they flow, causing changes in the mineral compo-
sition known as hydrothermal alteration (Figure 2.8b). The
widespread distribution of hydrothermal alteration and
mineral deposits proves that hydrothermal systems were
abundant in the crust.

Hydrothermal flow systems form ore deposits because they
pass large volumes of fluid through relatively small zones
where the dissolved metals or other minerals are concentrated
relative to their background concentration in the crust.
Deposition of ore minerals from hydrothermal solutions can
take place by open-space filling or replacement. Open-space
filling refers to the precipitation of minerals in existing por-
osity. If it is flowing through a fracture, the new minerals can
form a vein. Where rock is highly fractured and consists of
many intersecting veins and veinlets, it is known as a stock-
work. Replacement refers to the process by which new miner-
als actually take the place of preexisting minerals almost atom
for atom. This process involves many materials in addition to
ores. In petrified wood, carbon and hydrogen have been
replaced in this way by opal, chalcedony, or some other
form of silica.

Hydrothermal fluid systems form in very distinct geologic
and plate-tectonic environments (Figure Box 2.3.1) and can be

Figure 2.8 (a) Fluid inclusions inside a crystal of transparent quartz
from the Granisle porphyry copper deposit, British Columbia, as
seen through a microscope. Each inclusion is about 30 micrometers
in diameter and they contain transparent saline water, a vapor
bubble (dark) and several daughter minerals including hematite
(red) and halite (clear cubes). The inclusion was originally trapped as
a liquid, but during cooling the liquid shrank to form the vapor
bubble and deposit the daughter minerals. If the quartz crystal is
reheated under the microscope the vapor bubble will shrink and the
daughter mineral will dissolve, providing information on the
temperature at which the liquid was trapped in the inclusion
(photograph by the authors). (b) Hydrothermal alteration (light
zones) in wallrock around quartz veins (white) at the Mt. Charlotte
gold deposit, Kalgoorlie, Australia (photograph by the authors). See
color plate section.

divided into meteoric, seawater, basinal, magmatic, and meta-
morphic types (White, 1974). Meteoric hydrothermal systems
are made up of water from rain or snow that recharged into the
crust and went deep enough to become heated. Meteoric flow
systems usually involve water that percolates downward over a
wide zone, is heated, and becomes buoyant enough to rise
along more focused zones (Figure 2.9). These systems are
best developed in volcanic areas, where shallow intrusions
underlying the volcanoes provide heat to drive convection of
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Figure 2.9 Schematic illustration of geologic environments for major types of hydrothermal systems. The relation between these systems

and larger plate-tectonic environments is shown in Figure Box 2.3.2.

the water, and they are frequently associated with geothermal
systems (Norton, 1978; Heasler et al., 2009). Where the intru-
sion is near the surface, meteoric systems often form hot
springs (Figure 2.10a) or episodic fountains of hot water
known as geysers. Temperatures in such systems reach a
maximum of about 350 °C at depths of a kilometer or so,
but many are only 100-200 °C. In areas with no volcanic
activity, even cooler meteoric systems form along large faults
where descending water becomes buoyant by the natural
increase in heat downward in the crust, known as the geother-
mal gradient (see Figure 4.16). The most common type of
mineral deposits formed by meteoric hydrothermal systems
are epithermal Au-Ag deposits and roll-front U deposits.
Seawater hydrothermal systems are the submarine equiva-
lent of meteoric hydrothermal systems in the subaerial envir-
onment (Figure 2.9). They usually form along mid-ocean

ridges at divergent plate margins where seawater flows down-
ward into hot rocks surrounding basalt magma chambers
(Cathles, 1981; Hannington et al, 2005; Tivey, 2007).
Heated seawater returns to the surface to form spectacular
hot-spring vents that have been observed by research submar-
ines (Figure 2.10b). Water that leaves the vents at tempera-
tures as high as 350 °C is prevented from boiling by high
pressures at the 3-km water depths. The hot-spring water
contains dissolved metals and H,S, which react to precipitate
minute particles of metal sulfide as the vent water mixes with
cold seawater, a process that has earned them the name black
smokers. Although seawater hydrothermal systems can form
veins, they usually form sediments called exhalative deposits.
The most common are volcanogenic massive sulfide (VMS)
deposits that consist of layers of massive Fe, Cu, Zn, and other
metal sulfides on the seafloor. By reacting with ocean crust,
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(a)

Figure 2.10 Hydrothermal systems. (a) The famous Pamukkale
travertine (calcite) deposits in Turkey were produced by warm,

meteoric (~35 °C) water flowing from springs that have been active
for at least the last 55,400 years. The Greco-Roman city of Hierapolis,
which was built at the springs, has been partly enveloped by younger
deposits. Epithermal precious-metal deposits in the same area of
Turkey are probably deeper extensions of systems such as this one
(photograph courtesy of David Stenger). (b) Submarine
hydrothermal “black smoker” vent surrounded by shrimp (white) at
the Mid-Cayman rise in the Caribbean Sea. Water expelled from this
vent at a temperature of 400 °C mixes with cold seawater to
precipitate fine-grained black particles of metal sulfide that form the
“smoke” (photo by Chris German, WHOI/NASA/ROV Jason © 2012
Woods Hole Oceanographic Institution). See color plate section.

seawater hydrothermal systems have also controlled the com-
position of seawater through time (Kump, 2008).

Basinal fluid systems (Figure 2.9) include all fluids in or
derived from sedimentary basins such as the thick prism of
sediment accumulating off the Gulf coast of Louisiana and
Texas (Cathles and Adams, 2005). Seawater that was trapped
when the sediments were deposited is known as connate

water. Basins also contain meteoric water that flows in
from above and some water is released when clays and
other hydrous minerals undergo low-temperature meta-
morphism caused by burial of the sediment. Changes in
organic material during burial also release oil and gas.
During burial, water moves through sediments, becoming
formation water, a non-specific term for water in sedimen-
tary rocks. Formation water that is very saline is known as
basinal brine (Hanor, 1987). Basinal waters frequently cir-
culate to deep enough levels to reach temperatures of 200 °C
and the brines, in particular, are potent solvents because they
contain abundant chloride that combines with metals to
form soluble complex ions. The flow of basinal fluids takes
place largely in response to gravity and the geological evolu-
tion of the basin. Compaction of sediment during burial
expels basinal fluids, and tilting and deformation of the
basin causes them to flow out the low side, often pushed by
recharge from the high side. During this outward fluid
migration, some oil and gas accumulates in traps and some
flow to the surface to form the tar pits discussed in Chapter 7.
Outward migrating basinal brines also form Mississippi
Valley-type (MVT) Pb-Zn deposits where they intersect
suitable chemical traps and SEDEX Pb-Zn deposits where
they are expelled onto the seafloor.

Magmatic hydrothermal systems consist of fluids that sepa-
rate from a magma as it cools and crystallizes at depths of
several kilometers (Figure 2.9). All magmas contain dissolved
water, as well as gases such as CO,, SO,, H,S, and HCL. When
the magma crystallizes, most of these gases remain in the
magma, gradually exerting greater pressure as their concen-
tration increases. When this pressure exceeds that of the
surrounding rocks, the water and gases exsolve from the
magma to become magmatic hydrothermal solutions with
temperatures of 600 °C or more. These solutions are enriched
in chloride, sulfur, and metals, which also concentrate in
residual magmas (Holland, 1972; Candela and Piccoli, 2005;
Simon and Ripley, 2011). Magmatic hydrothermal systems
are best developed in and around felsic intrusions (which
dissolve more water than mafic intrusions) and their most
common product is porphyry Cu deposits. Where felsic mag-
mas intrude limestone, reactions at and near the contact form
skarn, a rock consisting of calcium silicates with metal oxide
and sulfide minerals.

Metamorphic hydrothermal systems consist of fluids that
were expelled from rocks during prograde metamorphism
(Figure 2.9). As temperature and pressure increase during
metamorphism, minerals such as clay, mica, and calcite,
react to form minerals like feldspar, releasing H,O and CO,
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BOX 2.8 GEOCHEMISTRY OF HYDROTHERMAL SOLUTIONS

It might have occurred to you in reading about the types of hydrothermal systems that water is water. How can one
water molecule be distinguished from another and so how can we say where the water came from? The best way to
do this is by analysis of the isotopic composition of the water, which involves measurement of the relative
abundances of isotopes of hydrogen and oxygen that make up water. Water in different geologic environments has
characteristic hydrogen and oxygen isotopic compositions (Figure Box 2.8.1). In fossil hydrothermal systems
where the water is long gone, information can be obtained from fluid inclusions or minerals that contain hydrogen
and oxygen from the parent hydrothermal solution. These measurements have provided important insights into
the nature of hydrothermal systems, but they are not foolproof. Complications result because isotopic composi-
tions of waters of different types overlap and, worse still, because the isotopic composition of many minerals is
changed by reaction with waters that pass by after the deposits form. Thus, efforts are still underway to sort out the
distribution and history of fluid movement in Earth’s crust.

Isotopic composition of hydrothermal waters

O Seallwater
-20 — Metamorphic
water
—40 — R
5
-60 [— &
2 $
© 80 |— s&? Basinal and
evolved meteoric Magmatic water
~100 — water
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[ [ [ [ | |
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Figure Box 2.8.1 Oxygen and hydrogen isotopic compositions of some important types of hydrothermal systems. 'O indicates
the ratio of '*0 to '°0 in the sample versus that in a standard and 8D indicates the same ratio of 'H to *H (deuterium). These
isotopes are stable (that is, they are not produced by radioactive decay), but their relative abundances in water and other phases

.

are affected by physical and chemical reactions involving oxygen and hydrogen.

J

(Fyte, 1978; Elmer et al., 2006). Sulfide minerals break down to
release H,S and metals, and organic matter releases methane
and other organic molecules (Pitcairn et al., 2006). The result-
ing fluid formed by these reactions is stored in the rock under
pressure, and is released during episodic faulting events
(Sibson et al., 1988). The abundant CO, in upward migrating
metamorphic fluids commonly causes formation of carbonate
minerals in overlying rocks. Fluids of this type are thought to
form orogenic gold deposits, which are quartz veins that
occupy continent-scale faults along convergent margins.

You might also have wondered why a hydrothermal solu-
tion that had dissolved metals or other elements and trans-
ported them for a great distance would deposit them. That is,
hydrothermal fluids to

what causes actually form

hydrothermal mineral deposits? Most minerals become less
soluble with decreasing temperature; thus, they should pre-
cipitate as the solutions rise from deep, hot levels of the crust
toward the cooler surface environment. However, cooling
occurs gradually over a long flow path and usually produces
widespread, dilute mineral concentrations rather than rich
ore deposits. More localized chemical changes that produce
concentrated ore deposition occur when the hydrothermal
solution boils, mixes with another type of water, or reacts
with rocks such as limestone (Figure 2.11).

Magmatic ore-forming systems
Although some igneous rocks such as crushed stone and
dimension stone are mineral deposits in their own right,
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Figure 2.11 Processes that deposit ore minerals from hydrothermal
solutions include reaction between solution and chemically reactive
wallrock such as limestone, boiling that releases gases from the
hydrothermal solution, and mixing with descending, cool meteoric
waters.

most magmas must do more than simply crystallize to form
mineral concentrations that are of economic interest. The
processes that form these concentrations usually involve either
crystal fractionation or magmatic immiscibility (Figure 2.12).

Crystal fractionation involves the selective concentration of
a particular mineral during magma crystallization. Magmas
crystallize over a range of temperatures, with different miner-
als crystallizing in different parts of this range. If early crystal-
lized minerals sink to the bottom of the magma chamber
before others crystallize, they might form a type of “magmatic
sediment” known as a cumulate layer. Processes of this type
are particularly important in large mafic intrusions known as
layered igneous complexes. The largest of these is the
Bushveld Complex in South Africa, a major source of chro-
mium, platinum, and vanadium.

Another way to concentrate elements from a magma is to
have it split into two separate, immiscible magmas of different
composition at some point in the crystallization history. In all
cases, the main magma is a relatively typical silicate magma
such as forms most igneous rocks. The other magma, how-
ever, can be rich in metal sulfides or metal oxides. This process
is known to happen in mafic and ultramafic magmas, where it
produces immiscible magmas consisting largely of iron-
nickel-copper sulfides with platinum-group elements or
iron-titanium oxides (Arndt ef al., 2005). Experiments have
shown that it can also happen in some felsic magmas, which
generate an immiscible iron oxide-rich magma (Naslund,
1983), although field evidence for this process is debated.
Immiscible magmas are heavier than the silicate magma and
would usually sink to the bottom of their magma chamber.

A few magmas contain enough valuable minerals to be
extracted in bulk. Kimberlites and lamproites, some of which
are the main source of the world’s diamonds, are potassium-

Magmatic ore-forming processes

Surface of Earth

Droplets of immiscible sulfide/oxide
magma form in silicate magma
and sink to bottom of chamber

Silicate magma
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Silicate magma

UALEARIARANS

Sulfide or oxide
magma
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2

Layer of ore minerals

Layers of other

Magma source minerals

Figure 2.12 Schematic diagram showing magmatic processes that
form mineral deposits by crystal fractionation and immiscibility. (All
processes probably do not take place in the same magma.)

rich, ultramafic fragmental rocks that originated in the mantle.
Carbonatites, which are sources of vanadium, columbium, and
tantalum, are igneous rocks that consist almost entirely of calcite
and other carbonate and phosphate minerals. Both of these
unusual igneous rocks are usually found in old cratons.

2.3.3 Distribution of mineral deposits in time
and space

Mineral deposits are sensitive indicators of changes in Earth
history. For instance, during Archean time the upper mantle
was hotter and partial melting took place at higher tempera-
tures, extracting unusual ultramafic magmas that formed
rocks known as komatiite. Komatiite magmas were rich in
sulfur and nickel and formed immiscible magmatic sulfide
magmas more readily than the basalt magmas that come from
the mantle today. By late- Archean and early-Proterozoic time,
sizeable continental masses had developed. Erosion of them
produced large sedimentary basins with shallow shelf areas.
Where these basins are preserved, they contain large chemical
and clastic sedimentary deposits, including much of Earth’s
iron, gold, and uranium ores. These deposits also reflect the
changing composition of the atmosphere because they appar-
ently did not form after the Great Oxidation Event when the
oxygen content of the atmosphere became high enough to
change the geochemical behavior of iron and uranium at the
surface (Holland, 2005).

By Phanerozoic time, the continents had grown large
enough to host even bigger sedimentary basins, which con-
tained limestone and evaporite minerals. The appearance of
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marine organic life enhanced the probability of forming crude Age
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oil and natural gas and the appearance of vascular land plants

enabled the formation of coal deposits. Hot brines expelled

from these basins formed Mississippi Valley-type lead-zinc Epithermal Au

deposits, which are rare in pre-Phanerozoic rocks. The
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increased concentration of oxygen in the atmosphere per- A
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uranium deposits related to groundwater movement. Finally, A A
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newly formed continents, leading to the formation of mineral
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mal systems (Goldfarb et al., 2001). SEDEX Pb-Zn .
The resulting pattern of ore deposits through time includes

concentrations in space that are known as metallogenic pro- VMS Cu-Pb-Zn l a ‘

&

vinces and concentrations in time (Figure 2.13) that are
Paleoplacer Au
known as metallogenic epochs (Wilkinson and Kesler,

Banded Fe
formation

2009). Both concentrations are closely linked to the super-

continent cycle in which continents merged to form large

masses and then broke apart again (Barley and Groves, Figure 2.13 Formation and preservation of important types of
1992; Kerrich et al., 2005). mineral deposits through geologic time. Deposits at the top of this
figure formed at progressively deeper levels in the crust and therefore
older deposits have been preserved from erosion. Deposits at the
bottom of the figure formed in the ocean and were preserved in part
by younger sediments. IOCG = iron oxide-copper-gold (Modified
from Kesler and Wilkinson et al., 2009; Bekker et al., 2010; Huston
et al., 2010; Goldfarb et al., 2010).

Conclusions
It should be apparent from this discussion that our mineral endowment is fixed by geologic factors. In other words, the mineral
endowment of any country is a function of its geologic setting. The good news from this is that we can use geologic relations

to predict the type of undiscovered mineral deposits that might be present in an area. The bad news is that no amount of
government action or popular effort will change these geologic constraints. The ray of hope in all of this is that we do not yet
know everything about the geology of the world or about every type of mineral deposit that it contains. Thus, if we continue to
study Earth’s geology and explore for mineral concentrations, we can hope that there will be some pleasant surprises that will
help us with the growing problem of dwindling resources.
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CHAPTER

Environmental geochemistry
and mineral resources

Most environmental debates require an understanding of the
fundamental principles of geochemistry that govern the
movement of pollutants. These principles control environ-
mental decisions in the same way that geological principles
control the distribution of mineral deposits. Failure to under-
stand them creates the risk of advocating impossible solu-
tions, such as disposing of radioactive waste by burning it.
Thus, before beginning our discussion of mineral resources,
we must review the chemical controls that determine their

environmental effects.

3.1 Principles of environmental
geochemistry

Just in case you have forgotten some of your high school
science, here is a quick review. The fundamental building
blocks of Earth are atoms, which consist of a positively
charged nucleus surrounded by a cloud of negatively charged
electrons. The nucleus is made up of neutrons with no charge
and protons with a positive charge equal to that of an elec-
tron. Different atoms, each with a specific number of protons,
make up the elements, which are arranged in the periodic
table (Figure 3.1). Elements lose or gain electrons to become
ions. Those with fewer electrons than protons have a net
positive charge and are known as cations; those with more
electrons than protons have a net negative charge and are
known as anions. Ions that lose electrons are said to be
oxidized, whereas those that gain electrons are reduced. The
valence or oxidation state of the ion refers to the number of
electrons that it has lost or gained. Elements with different
numbers of neutrons but the same number of protons are
known as isotopes. They are commonly referred to by their

number of protons plus neutrons, or mass number, and are
written in the form ***U.

Atoms form chemical bonds with other atoms to produce
compounds, substances with a definite chemical composition.
A group of atoms is known as a molecule if it has no net charge,
such as CO,, or a complex ion if it has a net charge, such as
NH," or CO5>". Compounds are classified as organic if they
contain carbon in association with hydrogen, oxygen, nitrogen,
sulfur, phosphorous, chlorine, or fluorine, or inorganic if they
do not contain carbon. Compounds that form during processes
occurring in Earth are considered natural and those that are
made in the laboratory are synthetic.

Matter undergoes physical, chemical, and nuclear changes,
all of which can be described by an equation with reactants on
one side and products on the other. When undergoing phy-
sical changes, a compound retains the same chemical compo-
sition and simply changes from one state to another, as from
liquid to vapor when water is boiled. When undergoing che-
mical changes, reactants change composition to form pro-
ducts with new chemical compositions, as when methane
oxidizes (burns) in oxygen to form carbon dioxide and
water, or when pyrite reacts with air-saturated water to form
acid, sulfate, and ferric iron ions in solution. Physical and
chemical changes are subject to the law of conservation of
matter, which states that these reactions do not create or
destroy matter.

Some substances are stable in their physical and chemical
environment and others are unstable. In natural systems, it is
not possible to determine whether a substance is stable with-
out considering all aspects of its physical and chemical envir-
onment. For instance, liquid water is stable at atmospheric
pressure and surface temperature, but converts to vapor above
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Figure 3.1 Periodic table of the elements showing elements divided into groups discussed in the text

BOX 3.1 THE STATE OF MATTER

and solutions take place.

-

The degree of combination of atoms, molecules, and ions determines the state of matter. Gases contain atoms or
molecules with little mutual attraction. Liquids consist of loosely bonded clusters of atoms, molecules, or
compounds with no long-range frameworks. Solids consist of the same basic building blocks that are linked by
stronger bonds that form ordered structures, and crystalline solids have a long-range atomic structure (see
Figure 3.2). Solidified liquids such as glass lack a well-defined atomic structure and are referred to as amorphous.
The margins of all solids consist of broken chemical bonds that can combine with ions or molecules in
surrounding liquids and gases, a process known as adsorption, and that is where a lot of environmental problems

a temperature of 100 °C. The iron sulfide mineral, pyrite, is
stable in an argon atmosphere because it will not react with
argon. But, in contact with water and oxygen, pyrite reacts to
form acid water containing dissolved iron. Definitions of
stability are complicated by the rate or kinetics of these
changes. Although some reactions proceed at a very rapid
rate, many do not, and some never produce stable com-
pounds. Compounds that persist even though they are not
stable are described as metastable. Diamond and most
organic compounds, including those in your body, are meta-
stable at Earth’s surface.

Nuclear changes, which involve the nucleus of atoms,
convert one isotope to another isotope. Reactions of this
type include natural radioactivity, nuclear fission, and
nuclear fusion. All nuclear changes obey the law of conser-
vation of matter and energy, which states that the sum of
matter and energy in the reaction is constant. Of the 2,000 or
so known isotopes, only 266 are stable. The rest are naturally
radioactive and have a finite, measurable probability of
forming a different isotope by radioactive decay. The fixed
period of time required for half of the amount of the radio-
active isotope to decay is known as the half-life. Half-lives
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Galena Graphite
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Figure 3.2 Crystal structure of galena (PbS) and graphite (C). Also
shown are the silicate tetrahedron and aluminum octahedron, which
are the basic crystal units of many silicate minerals. Beryl
(Be3AlLSigOq5), a silicate mineral, consists of rings of six silicate
tetrahedra that are linked by beryllium and aluminum.

vary from milliseconds to billions of years for the different
isotopes.

Products of radioactive decay include alpha particles,
which are the nuclei of helium atoms, beta particles, which
are electrons or positrons, and gamma rays, which have very
high-energy radiation, with an even shorter wavelength than
X-rays. These decay products are called ionizing radiation
because they dislodge electrons from atoms in surrounding
compounds, damaging their structures and producing reac-
tive ions. Nuclear fission, the basis for presently used nuclear
power, takes place when isotopes of elements with large mass
numbers, such as ***U, are struck by neutrons and split into
isotopes of lower mass number, more neutrons, and energy.
Most of the isotopes created by nuclear fission are radioactive
and undergo further decay, creating our problems with

nuclear waste disposal. In nuclear fusion light isotopes com-
bine to form a heavier isotope plus energy, as when hydrogen
and tritium combine to form helium. This reaction takes place
in stars, but controlled fusion remains an elusive goal for
civilization (Rafelski and Jones, 1987; Waldrop, 2014).

3.2 Geochemical reservoirs — their nature
and composition

Earth can be divided into regions of relatively similar average
composition, which are known as reservoirs (Horne, 1978).
The largest of these are the atmosphere, hydrosphere, bio-
sphere, and lithosphere, which have very different composi-
tions (Table 3.1), and which can be further divided into
smaller reservoirs such as mineral deposits and human
bodies. Environmental geochemistry deals with the chemical
interaction between the biosphere and any of the other reser-
voirs, and the environmental importance of a substance is
determined by its effect on life. Access of a substance to the
biosphere is controlled largely by its ability to be concentrated
in the lithosphere, particularly in the soil, to dissolve in the
hydrosphere, or to evaporate into the atmosphere. The capa-
city of substances to move from one reservoir to another is
termed mobility, and the degree to which substances concen-
trate in living organisms is known as bioaccumulation.

3.2.1 Lithosphere

The lithosphere is where it all started. The original Earth
probably consisted only of the lithosphere. The atmosphere
and hydrosphere formed later from water and other gases
released by magmas and impacted on the surface by comets,
and the biosphere probably began with the formation of
organic compounds in the early hydrosphere. The composi-
tion of all of these reservoirs has continued to evolve with
time. The lithosphere, for instance, separated into the core,
mantle, and crust, all of which continue to undergo changes
induced by plate tectonics.

The most important part of the lithosphere from the stand-
point of environmental geochemistry is soil, which is in inti-
mate contact with the other reservoirs. Soil is a heterogeneous
mixture of water, minerals, and living and dead organic matter.
Soil minerals include quartz, calcite, iron-manganese oxides,
micas, and clay minerals. Of these, clay minerals are most
important in terms of both abundance and reactivity. Clay-
mineral structures are based on the silicate tetrahedron, a
pyramid-shaped unit consisting of a silicon ion bonded to
four oxygen ions, and a similar octahedral unit with a central
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Table 3.1 Ten most abundant elements in Earth’s major reservoirs. The composition given for the biosphere includes water in living organisms; the
composition for the lithosphere is that of the crust. In addition to the single-element gases tabulated here, the atmosphere also contains 0.25% H,0,
1.79 ppmv CHy, 0.325 ppmv NO, 400 ppmv CO,, 0.002% SO,, 0.02 ppmv NO,, 0.00006% H,S and 0.04 ppmv Os.

Atmosphere Hydrosphere Biosphere Lithosphere

(All abundances in parts per million (ppm))
Nitrogen 780,840 Oxygen 857,000 Oxygen 523,400 Oxygen 464,000
Oxygen 209,500 Hydrogen 108,000 Carbon 302,800 Silicon 282,000
Argon 9,300 Chlorine 19,000 Hydrogen 67,500 Aluminum 82,300
Carbon 90.05 Sodium 10,500 Nitrogen 5,000 Iron 56,000
Neon 18.18 Magnesium 1,350 Calcium 3,700 Calcium 41,000
Krypton 1.14 Sulfur 885 Potassium 2,300 Sodium 24,000
Helium 5.24 Calcium 400 Silicon 1,200 Magnesium 23,000
Hydrogen 0.55 Potassium 380 Magnesium 980 Potassium 21,000
Xenon 0.09 Bromine 65 Sulfur 710 Titanium 5,700
Sulfur 0.5 Carbon 28 Aluminum 555 Hydrogen 1,400

aluminum or magnesium ion and six oxygen or hydroxyl
(OH") ions. These units combine to form a wide variety of
crystal structures on which the many silicate minerals are
based, including the sheets that make up the clay minerals
(Figure 3.3).

Clay minerals are divided into three major groups, the kao-
linite group, which contains alternating sheets of tetrahedra
and octahedra, the smectite group (including the common clay
mineral montmorillonite), which contains an octahedral sheet
sandwiched between two tetrahedral sheets, and the illite
group, which also contains an octahedral sheet sandwiched
between two tetrahedral sheets (Figure 3.3). The composition
of kaolinite is essentially constant [Siy]ALO;o(OH)s.nH,O
(where n = 0 or 4). The composition of smectite can vary
tremendously, with different ions substituting for silicon and
aluminum, and a general formula [(Ca,Na,H)(ALMg,Fe,Zn),
(S1,A1)40,10(0OH),.xH,0], where x represents variable
amounts of water. Illite, which contains more potassium, has
the general formula [(K,H)AL(Si,Al),0,0(OH),.xH,0].

Exchange and adsorption involve competition for available
sites on a mineral. The winners are determined by size and
bonding characteristics, and by their abundance. In soil water,
for instance, an ion with a large dissolved concentration has a
better chance of finding a place on a soil mineral than one that
is dissolved in small amounts. The hydrogen ion (H") com-
petes very effectively because it is small, and it takes up most of
the cation exchangeable sites on minerals in acid solutions. In

Kaolinite group

Octahedral layer
Tetrahedral layer

Octahedral layer
Tetrahedral layer

Octahedral layer
Tetrahedral layer

Tetrahedral layer
Octahedral layer

Tetrahedral layer

Tetrahedral layer
Octahedral layer

Tetrahedral layer

Figure 3.3 Crystal structure of the kaolinite and smectite groups (the
smectite group and the illite group have almost identical
structures). Exchangeable cations and water are found largely
between the sheets, with montmorillonite containing much larger
amounts.

neutral and alkaline soils, the competition is open to more
ions and, in an interesting twist, small, highly charged metal
ions have a better chance than large ions such as potassium
that have a low charge. Thus, metal ions concentrate on soils
even when they are present in relatively low concentrations in
natural water, a factor that can create pollution problems or be
used to solve them.
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BOX 3.2

THE ENVIRONMENTAL IMPORTANCE OF ADSORPTION

Many clay minerals have poorly developed crystal structures and some iron oxides and manganese oxides are
almost amorphous. Thus, they have a large surface area consisting of many broken bonds, which give them an
enormous capacity to adsorb elements and compounds from their surroundings, a process that is the key to
pollution of the lithosphere. In smectite clays, for instance, substitution of Al** for Si** in a silicate tetrahedron
creates an additional negative charge that can be satisfied by substitution of another positively charged ion such as
sodium (Na") in the structure. The new ion might be adsorbed on the surface of the mineral or it might substitute
in its crystal structure. Substitution or adsorption sites can exchange one ion for another as concentrations of the
ions change in the surrounding water, a process known as ion exchange. Clays of the smectite group are known as
swelling clays because they adsorb water between their layers, with a resultant increase in volume (Buol et al.,
1989). This is why the clay vermiculite is used as a packing material inside boxes when liquids are shipped.

~

3.2.2 Hydrosphere

The hydrosphere consists of water that is not chemically
bound in minerals, along with everything that the water can
dissolve (Westall and Stumm, 1980; Broecker, 1983). Water is
one of the few compounds that forms a stable solid, liquid,
and vapor under surface conditions. Changes between these
states form the basis for the water cycle, the pattern of eva-
poration and condensation that allows us to pour our filth
into water and have Nature clean it up for us (Schnoor, 2014).
About 96.5% of the hydrosphere consists of seawater, which
about 3.5%
(Table 3.1). The ocean is a major reservoir of elements, and

contains (by weight) dissolved material
the total ocean abundance of metals such as Mg, K, Li, Ba, Mo,
Ni, Zn, U, V, Ti, Cu, Au, and Th exceeds land-based resources
(Bardi, 2010). Recovery of most of these scarce elements
directly from seawater is difficult because of the large amount
of energy required, although selective adsorption methods
offer promise for the future. Most of the rest of the hydro-
sphere is in glaciers, ice caps, and permanent snow (1.74%),
fresh and saline groundwater (0.76% and 0.93%, respectively),
rivers (0.0001%), fresh and saline lakes (0.007% and 0.006%,
respectively), ground ice and permafrost (0.022%), soil moist-
ure (0.001%), swamp water (0.0008%), and the atmosphere
(0.001%) (USGS Water Science School, 2014).

Water is an extremely effective solvent because it consists of
two hydrogen atoms that extend outward from one side of an
oxygen atom. This configuration creates a molecule with a
positive charge on one side and a negative charge on the other,
which allows it to attract charged compounds into solution.
Water also dissociates to produce ionic H" and OH", which
determine its pH (the negative logarithm of the H" concen-
tration). At normal surface temperatures, water has equally

effective concentrations of H" and OH™ at a pH of 7. Natural
rainwater is more acid than this because it dissolves carbon,
sulfur, and nitrogen gases from the atmosphere, as discussed
below. In general, acid solutions are more effective solvents
than neutral solutions and most natural materials become
more soluble as temperature increases.

The mobility of a substance in the hydrosphere is con-
trolled by its solubility, which is the amount that can be
dissolved. Water that cannot dissolve any more of a substance
is said to be saturated in that substance. In neutral water at
room temperature, saturated water dissolves up to 264,000
ppm halite (NaCl) compared to only about 20 ppm quartz
(Si0,). Many ionic substances dissociate into more than one
ion when they dissolve, making their solubility dependent on
the concentrations of these ions in solution. For instance,
halite dissolves largely by dissociating into Na* and Cl” ions,
and its solubility will therefore be greater in pure water than in
water with dissolved sylvite (KCl), which already contains CI".
Water also contains a wide range of organic and inorganic
suspended material, largely in the form of colloids, which are
particles with dimensions of about 1 to 1,000 nanometers.
Colloids remain suspended because they have highly charged
surfaces and electrostatic repulsion prevents them from
aggregating into larger grains that would sink. Colloids are
more abundant in freshwater; in seawater, dissolved ions such
as sodium and chloride ions nullify their surface charges,
causing them to aggregate into larger grains, a process
known as flocculation.

In general, the hydrosphere is oxidizing except where spe-
cial conditions have consumed all available oxygen. This takes
place most commonly where water bodies become stratified.
In temperate areas, lakes more than about 10 m deep are
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Figure 3.4 Thermal stratification in dimictic lakes, showing the change in the density of water with temperature and its relation to seasonal

variation of thermal stratification. Note that stratification occurs because water is most dense at 4 °C.

stratified throughout most of the year, but undergo two periods
of mixing or overturn in spring and fall (Figure 3.4). While they
are stratified, the upper part of the lake, known as the epilim-
nion, mixes with the overlying atmosphere to maintain a high
concentration of oxygen. The underlying hypolimnion is iso-
lated from the atmosphere, however, and becomes more redu-
cing with time. During overturn, reduced material from the
hypolimnion is oxidized by contact with the atmosphere
(Horne, 1978). The overall evolution of the hydrosphere also
reflects a gradual change from reducing to oxidizing conditions.
Elements with more than one natural oxidation state, such as
sulfur and iron, were reduced in the early ocean, whereas they
are oxidized in the modern ocean (Holland, 2006).

3.2.3 Atmosphere

The atmosphere consists of gases (Table 3.1) and particulate
matter known as the atmospheric aerosol (Eiden, 1990;
Andrae and Crutzen, 1997). The concentration of gases in
the atmosphere is determined by their vapor pressures and
abundances, and the main atmospheric gases have high vapor
pressures (Figure 3.5a). Water has a low vapor pressure and is
an important part of the atmosphere only because it is an
abundant liquid at Earth’s surface. Organic compounds with
high vapor pressures, such as ethane (C,Hg), propane (C;Hg),
acetylene (C,H,) and ethylene (C,H,), are not naturally com-
mon at Earth’s surface and are correspondingly rare in the
atmosphere, although we have begun to change that by extrac-
tion and use of fossil fuels, as discussed below (Hewitt, 1998;
Boynard et al., 2014). Since the Industrial Revolution, fugitive
emissions during production, processing, and combustion
of coal, oil, and natural gas have increased atmospheric con-
centrations of methane and ethane, the two most abundant
hydrocarbons in the atmosphere (Dewulf and Van Langenhove,
1995; Simpson et al., 2012).

The atmospheric aerosol includes liquid particles called
mist or fog, solid particles from combustion known as
smoke, and wind-blown rocks and minerals known as dust
(Figure 3.5b). Smog consists of atmospheric gases that were
condensed into particles by photochemical processes based
on light energy. SO,, for instance, reacts with calcium to form
calcium sulfate either as dry deposition (aerosol particles) or
wet deposition (acid from dissolved gas). Pollen, spores,
bacteria, and other organic material and condensates can be
important locally, and volcanic eruptions are very important
periodically (Rampino et al., 1988; Li et al., 2012). The aerosol
is dominated by large dust particles in unpopulated continen-
tal areas, and by smaller combustion and gas condensate
particles in populated areas (Figure 3.5b; Boynard et al.,
2014). Over the ocean, the aerosol is largely ocean spray,
which diminishes landward from coasts. The aerosol is
removed by precipitation and sedimentation, with particles
larger than about 2 micrometers in diameter forming most
nuclei for raindrops, and smaller particles having a longer
residence time in the atmosphere.

The size of aerosol particles plays an important role in
their health effects. Particulate matter <10 micrometers
(PM)y) can pass into the bronchi, and particulate matter
<2.5 micrometers (PM, s) can pass through the lungs and
into the circulatory system (Perrino, 2010). Increased con-
centrations of PM;q and PM, 5 are correlated with an
increased incidence of respiratory and cardiovascular dis-
ease (Dockery and Stone, 2007; Peréz et al., 2009). Globally,
anthropogenic sources including vehicle and power-plant
emissions, industrial processes, and domestic heating with
biomass represent about 10% of atmospheric particulate
matter. Sulfate aerosols from combustion of fossil fuels are
of particular concern because they increase the number of
cloud droplets that are smaller than natural condensation
nuclei. Sulfate particles also reflect radiation, making clouds
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Figure 3.5 (a) Histogram of temperatures at which common gases have vapor pressure of 1 atmosphere. Inorganic gases, which make up most

of the atmosphere, reach this vapor pressure at low temperatures. (b) Size classifications and sources of some atmospheric aerosol particles (the

width of the bar indicates the relative number of particles). The minimum size of the atmospheric aerosol is limited by coagulation of particles

with radii less than 0.01 micrometers. The maximum particle size of about 200 micrometers is limited by gravitational settling. The main mass
of the atmospheric aerosol is contained in the larger particles. Modified from Horne (1978), Winchester (1980), and Warneck (1988).

Langenhove, 2003; EPA, 2014).

BOX 3.3 METHANE IN THE ATMOSPHERE

The concentration of methane increased from approximately 700 parts per billion (ppb) in the 1800s to 1,800 ppb
at the beginning of the twenty-first century. Methane is a significant concern because it has a stronger effect,
relative to carbon dioxide, on retention of longwave radiation in the atmosphere. Since the 1980s, the growth rate
of fugitive methane and ethane in the atmosphere declined from about 1-1.2% per year in 1984 to 0.11% per year
by 2010 (Aydin et al., 2011; Simpson et al., 2012). This decline in growth rate of emissions does not mean that
hydrocarbon concentrations of the atmosphere are decreasing. They are not. Rather, the growth rate appears to be
reaching a plateau because of improved engineering of air/fuel mixtures and higher combustion temperatures in
engines, as well as the capture of co-produced natural gas during crude-oil extraction (Aydin et al., 2011). The
largest global anthropogenic point source of methane remains agricultural livestock, which release about 10%
more methane to the atmosphere than fuel combustion and fugitive hydrocarbons combined (DeWulf and Van

more reflective, which has implications for climate forcing
(Boucher, 1995).

3.2.4 Biosphere

The biosphere consists of both living and dead organic matter
that is rich in carbon, hydrogen, and other light elements
(Table 3.1). Living organic material can be divided into ske-
letal material, body fluids, and soft tissue or biomaterial.

Skeletal material in animals consists of calcite or aragonite,
which are different crystal forms of calcium carbonate, var-
ious forms of silica, and the calcium phosphate mineral,
apatite. Most apatite found in skeletal material, including
that which makes up human teeth and bones, contains fluor-
ine and is known as fluorapatite. Although many plants do not
have true skeletal material, vascular land plants are supported
by lignin, a complex hydrocarbon consisting of ring structures
with attached OH™ ions. The body fluid in plants and animals

35

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

36 Environmental geochemistry and mineral resources

e N
BOX 3.4 THE GREAT OXIDATION EVENT

The early atmosphere was more reducing than it is now and lacked abundant oxygen (Holland, 2006). For almost
the first two billion years (Ga) of Earth history the atmosphere contained as little as 0.02% free oxygen, compared
with 21% in the modern atmosphere (Lyons et al., 2014). The concentration of oxygen in the atmosphere
increased rather rapidly at about 2.4 Ga, an event referred to as the Great Oxidation Event (Holland, 2005).
Oxygen levels in Earth’s early atmosphere probably increased by the loss of hydrogen from water vapor in the
upper atmosphere. Then, in the late Archean and early Proterozoic time, oxygen levels in the atmosphere
fluctuated for several hundred million years as photosynthetic microbes, which produce free oxygen, struggled
to overtake oxygen-consuming reduced gases such as hydrogen, carbon, and sulfur in the atmosphere. By about
2.1 Ga, the concentration of oxygen in the atmosphere rose to at least several percent. The proliferation of
respiring land plants in early Paleozoic time is thought to mark the point at which atmospheric oxygen neared its
present concentration (Holland, 2006; Planavsky et al., 2014). This increase in atmospheric oxygen was critical for
the evolution of life on Earth, and also impacted weathering in the oceans and on land. Sulfide minerals that had
been stable on Earth’s surface for almost two billion years were attacked by free oxygen, and the sulfide was

oxidized to sulfate that ultimately made its way to the oceans.

is largely water with dissolved inorganic and organic sub-
stances, including hemoglobin and chlorophyll as discussed
below, and the biomaterial includes a wide range of organic
molecules, such as cellulose, as well as organs (Buol et al., 1989).
Living plants and animals have a tremendous effect on the
chemical and physical nature of soil. As much as a full body-
weight of soil passes through earthworms each day, enhancing
soil porosity and permeability. The cylinder of soil surround-
ing plant roots, which is known as the rhizosphere, is much
more acidic than adjacent soil and has a higher concentration
of microorganisms, allowing the plant to take up elements
that would otherwise remain undissolved in the lithosphere
(Cloud, 1983; Foth, 1984). The ability of plants to concentrate
metals, a process known as phytoextraction or phytoremedia-
tion, has even been used to remove pollutants from contami-
nated soils (Garbisu and Alkorta, 2001; Sessitsch et al., 2013).
For example, sunflower plants helped extract radioactive
cesium and strontium from soil after the Chernobyl nuclear
accident (Adler, 1996), and willow can extract cadmium and
zinc from contaminated soil (Greger and Landberg, 1999).
Dead organic material in soils comes largely from plants
and consists of sugars, proteins, and cellulose, which are
relatively easily degraded by bacteria; and fats, waxes, and
lignin, materials that do not degrade easily. Degradation of
this material yields humus, which is divided into two groups.
The humic group, which dominates, is an amorphous, black
to brown substance, part of which can be dissolved in acidic or
basic solutions and is known as fulvic acid. Part is soluble
only in basic solution and is known as humic acid. The

remaining material that will not dissolve is called humin.
The less abundant non-humic group consists of smaller,
sugar-like molecules, including polysaccharides [C,,(H,0),,]
(Brady, 1990). Partly decomposed organic material known as
kerogen is the raw material from which coal, crude oil, and
natural gas form and is also an active ion-exchange medium
similar to clay minerals and iron and manganese oxides
(Dorfner, 1990).

Biomaterial and body fluids incorporate phosphorus, sul-
fur, and nitrogen, as well as many trace metals, such as
fluorine, strontium, and lead. Some of these elements are
essential for life, whereas others can be damaging
(Table 3.2). Some are essential in small amounts, but toxic
in large amounts (Goldhaber, 2003). Metals combine with
organic matter largely in compounds called chelates, which
are complex ions with one pair of atoms that can bond with a
metal ion. The blood chelate molecule, hemoglobin, in which
each of four Fe*? ions is bonded to four nitrogen atoms, a
protein, and an oxygen atom, carries oxygen during respira-
tion in animals. Chlorophyll, which is essential for photo-
synthesis in plants, has a similar structure involving Mg*.
Synthetic chelate compounds such as ethylenediaminetetra-
acetic acid (EDTA) are used as scavengers to remove heavy
metals from the human body because they form unusually
stable complex ions involving six separate bonds with a single
metal ion. Metals can be incorporated into living organic
material by methylation, in which they combine with methyl
ions (CH3"), a reaction that is facilitated by microorganisms
(Ehrlich, 1997; Mason, 2013). Microbial methylation of
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Table 3.2 Biological importance of selected elements (after Horne,
1978; Zumdahl, 1986). As indicated in the second part of this table,
some elements that are necessary to life are toxic in higher
concentrations.

Element Biological importance

Elements necessary for life

Cr Aids insulin, which controls
blood sugar

Mn Necessary for some enzymatic
reactions

Fe Metal in blood molecule
hemoglobin

Co Component in vitamin B,

Ni Component of some enzymes

Cu Component of some enzymes,

produces pigment

Zn Component of insulin and
enzymes

Elements inimical to life (oral toxicity to small animals)

Very toxic  Moderately toxic ~ Slightly toxic Harmless
As Cd Al Cs
Pu Cu Mo Na
Se Hg Ta I
Te Pb w Rb
Tl Sb Zn Ca
v R K

mercury is of particular concern because monomethylmer-
cury is a neurotoxin that bioaccumulates in the food chain
(Blum et al., 2013); it is commonly concentrated in reduced,
methanogenic environments such as rice paddies (Gilmour,
2013). This is of special concern because rice supplies about
20% of the world’s per capita human energy, and about 30%
each of dietary energy and protein in less developed countries
(LDCs) (IRRI, 2001; Sautter et al., 2006).

Elements that exist in more than one oxidation state under
surface conditions are important energy sources for life.
Bacteria use many of these elements and can greatly enhance
the rate and completion of oxidation and reduction reactions
(Quantin et al, 2001). Sulfur, which has several stable and
metastable oxidation states from +6 to -2, is widely used by
bacteria. Desulfovibrio, Desulfotomaculum, and Desulfuromonas

convert dissolved sulfate SO, to H,S. Thiobacillus thiooxidans
and related strains convert dissolved H,S to SO, 2. Ferrobacillus
converts Fe™ to Fe™ . These reactions facilitate rock weathering,
and have the potential to recover metals from ores or waste
streams of chemical and pharmaceutical industries (Krebs et al.,
1997; Frankham, 2010).

3.3 Geochemical cycles and the dynamic
nature of global reservoirs

3.3.1 Geochemical cycles

Substances are continually moving from one reservoir on
Earth to another, and among smaller reservoirs within the
four large, global reservoirs. The amount of a substance that
moves in a given period of time is known as the flux, its
average stay in each reservoir is known as residence time,
and its overall pattern of movement from reservoir to reser-
voir is known as its geochemical cycle. Reservoirs that release
a substance are known as sources; those that capture or
concentrate it are sinks. One task of environmental geochem-
istry is to distinguish natural sources and sinks from those
created by humans, which are known as anthropogenic
sources and sinks, and to determine whether anthropogenic
contributions disturb the cycle (Broecker, 1985; Holton, 1990;
Blum et al., 2013).

The global sulfur cycle (Figure 3.6) illustrates these princi-
ples as well as the challenges facing environmental chemistry
and regulation (Zenhder and Zinder, 1980; Chin et al., 2000;
Sievert et al., 2007; Johnston, 2011). The most important
reservoirs of sulfur are the lithosphere and hydrosphere,
both of which contain large amounts of sulfur with long
residence times. Sulfur in the lithosphere is largely in the
form of the sulfide mineral pyrite and the sulfate mineral
gypsum, some of which form mineral deposits. Sulfur in the
hydrosphere is present largely as dissolved sulfate in the
oceans, which comes from weathered sulfide and sulfate
minerals. Sulfur returns to the lithosphere by evaporation of
seawater to form gypsum and other sulfate minerals or by
precipitation of metal sulfides. Sulfur enters the atmosphere as
SO,, H,S, and other gases through volcanic eruptions, weath-
ering of sulfide minerals, and dispersal of sea spray
(Table 3.3). It also enters the atmosphere from anthropogenic
sources including burning of fossil fuels containing sulfur-
bearing minerals and organic compounds, where it is a poten-
tial cause of acid rain, as discussed below.

In order to determine the role of anthropogenic sources in
the sulfur cycle, we must first recognize and measure the
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natural sources. This is a major challenge, whether it is done
on a global or local scale. Many natural sources (and sinks) are
not well understood and emission rates from others are diffi-
cult to measure (Malinconico, 1987; Stoiber et al., 1987). For
volcanoes on land, such as Mount Pinatubo in the Philippines,

Table 3.3 Reactions that decompose sulfide minerals to produce acid
mine drainage and natural geochemical dispersion halos. Me = metal.

A.  Oxidation of pyrite in contact with air-saturated water to form
acid, sulfate, and ferric iron ions in solution:
4FeS, + 2H,0 + 150, —> 4H" + 8(S0,) > + 4Fe™?
(Fe* is then oxidized to Fe™ by bacteria)

B.  Deposition of hydrated iron oxide to produce more acid:
Fe' + 3H,0 -> Fe(OH); + 3H"

C. Dissolution and oxidation of sphalerite:
ZnS + 20, —> Zn*? + (SO,)

D. Leaching of metals from clay minerals by acid water:
Clay-Me*? + H' —> Clay-H" + Me*?

E.  Neutralization of acid water:
CaCO; + 2 H —> Ca™ + H,0 + CO,

Global sulfur cycle

activity is intermittent and unpredictable, although we can at
least observe and attempt to measure the eruptions, but sub-
marine volcanoes along the mid-ocean ridge are much more
difficult to observe and measure (Figure 3.7). The entire volume
of water in the oceans circulates through the hot, fractured
rocks of the mid-ocean ridges within only a few million years
and has a profound effect on sulfur emission rates. Similar
problems beset all environmental studies, making it very
important to obtain reliable measurements before constructing
a geochemical cycle.

The construction of a geochemical cycle allows us to eval-
uate the relative importance of natural and anthropogenic
contributions, and the degree to which human activity has
perturbed the natural system. In developing such models, it is
important to recognize that pollution can be both natural and
anthropogenic.

3.3.2 Natural contamination

The chemical relation between rocks, soils, water, plants, and
even gases is the province of landscape geochemistry

Volcanic
emissions
90 Volcanic
emissions
9(0)
Precipitation B,i(?é%%iggé
63 (55) 72 P84 (0) Fossil-fuel combustion and
industrial activity 76 (100)
Adsorption ‘ T
‘ Dry fallout 20 (80) 20 (40) Precipitation
| ‘ I 75 (14)
| |I z |
Uptake by plants | =37 .
15(0) | T \/
[
Runoff Sea spray . .
Erosion 134 (46) 44 (0) Biological
69 (48) pr%%e(sos)es

sedimentation

v

0250 submarine
{{
0o hydrothermal systems
\ =0
Diagenetic pyrite 7 -7 A Y /

—~— Submarine
volcanic
Evaporite emissions —

Seawater recharge to

Figure 3.6 Generalized global sulfur cycle, showing major sources, sinks, and fluxes (amounts in millions of tonnes annually). Numbers in
parentheses are percentage of emissions contributed by anthropogenic activity. Modified from Zenhder and Zinder, 1980; Adams et al.,
1981, Stoiber et al., 1987).
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Figure 3.7 Natural and anthropogenic sulfur sources. (a) Mutnovsky volcano (seen from above) consists of a large crater and lake with
fumaroles releasing 620 °C gases consisting of H,O, CO,, SO,, H,S, HCI, HF, and H,. The fumaroles release about 4 x10° tonnes of SO,
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~ ™
BOX 3.5 MINERAL DEPOSITS AND NATURAL POLLUTION

Mineral deposits are important local sources of natural contamination, which commonly forms patterns that are
used in geochemical exploration, as discussed in the next chapter. In the vicinity of metal deposits, it is common to
observe natural metal concentrations at the surface, such as the copper-rich bogs of Coed-y-Brenin, Wales (see
Figure 3.8a). The rhizosphere surrounding plant roots facilitates the uptake of metals from mineral deposits into
trees, which are very enriched in metals around some deposits. This effect can produce natural stress, which limits
tree growth and is sometimes manifested by early loss of leaves in the fall (Canney et al., 1979). Animals, also, can
show variations in composition related to mineral deposits. Sea urchins living near an unmined lead-zinc deposit
contain higher concentrations of iron (from pyrite) and zinc than urchins at a greater distance, and fish livers in
lakes in British Columbia have been shown to be enriched in metals near mineral deposits (Bohn, 1979).
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Figure 3.8 (a) Copper-rich bogs formed by natural weathering of the Coed-y-Brenin copper deposit, Wales, showing outline of the deposit as
indicated by the area containing soil with more than 0.2% copper (after Andrews and Fuge, 1986). (b) Schematic illustration of contaminant
plumes in groundwater formed by liquids with different densities. Typical low-density liquids include gasoline and oil; high-density liquids are
those with high dissolved solid contents.

Caption for Figure 3.7 (cont.)

annually. Some of the sulfur is deposited in vents and fumeroles on the volcano (such as the 2-m-high chimney in (b)) but most of it goes into
the atmosphere. The eruption of Mount Pinatubo, Philippines, in 1991, released about 2,000 times more SO, in only a few hours. (c) Treatment
of nickel-copper ores at Sudbury, Ontario, have been significant sources of sulfur to the atmosphere. Since mining began, roasting and smelting
have released about 10® tonnes of sulfur (up to 2 x10° tonnes annually), contributing to the lack of vegetation as seen in the foreground of the
photo. Improvements began in the early 1970s with construction of the 380-m superstack, which disperses emissions over a much broader area.
The later addition of sulfur capture systems has cut annual emissions by at least 90% (photos by the authors). See color plate section.
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(Fortescue, 1992; Smith, 2015). Where these relations affect
public health, they become the concern of geomedicine
(Warren, 1989; Davenhall, 2012). Health problems can be
caused by deficiencies or enrichments of a natural substance
and they can be related to regional-scale rock units or smaller
features such as mineral deposits. It is widely known that
different types of rocks have different average minor- and
trace-element contents. Ultramafic rocks, for instance, lack
potassium and phosphorus that encourage plant growth, and
rarely support good crops. Rocks that lack adequate trace
metals such as copper, cobalt, molybdenum, and zinc can
also cause problems (Allcroft, 1956; Thornton, 1983).
Sedimentary rocks that are enriched in selenium cause blind
staggers in cattle that graze on the land and deformities in
birds that live in surface water fed by drainage from the rocks
(Anderson et al., 1961; Presser and Barnes, 1985).

Rocks have their greatest effect on life by influencing the
composition of water. In early times, goiter, a thyroid disease
caused by iodine deficiency, was a common problem in popu-
lations far from the sea where salt spray did not contaminate
streams and lakes, and rocks lacked iodine. Some granitic
igneous and metamorphic rocks, as well as phosphate sedi-
ment, are enriched in uranium, thorium, and their radioactive
decay product radon, which concentrate in groundwater sup-
plies and present health concerns (Aieta et al., 1987; Wanty et
al., 1991; Murphy, 2011). Al-Jarallah et al. (2004) reported a
90% correlation between radon emissions and radium con-
centration in granite building stone in Saudia Arabia. The
absence of selenium in soil and water has been implicated in
the high incidence of stroke in the southern United States and
China, and high concentrations of calcium and magnesium in
groundwater have been related to cardiovascular disease
(Barringer, 1992; Pocock et al., 1985; Wei et al., 2004;
Sengupta, 2013).

The relation between health and regional geochemical var-
iations can be determined only through geochemical surveys
in which the average composition of the soil is determined at
closely spaced sites throughout a large area. Studies of this
type show surprising patterns, such as the curious barium-
enriched zones that cross Finland (Koljonen et al., 1989). In
the Guangdon province of China, elevated concentrations of
arsenic in soil and groundwater are related directly to weath-
ering of arsenic-bearing limestone and sandstone, and not to
anthropogenic inputs (Zhang et al., 2006). The trace-element
content of natural soils is not always a function of the under-
lying rocks. In areas where soil development is slow, a large
part of the soil might be from wind-borne dust, often from
thousands of kilometers away, bringing with it trace elements

that are not of local origin. This is the case for soil in parts of
Florida, where dust particles can be traced to the Sahara
Desert in northern Africa (Prospero, 1999). Wind-delivery
of Saharan dust increases during the summer months, and it
must be monitored to meet air quality standards established
by the Clean Air Act (Prospero, 1999).

3.3.3 Anthropogenic contamination

Anthropogenic contamination has overprinted natural con-
tamination creating the complex geochemical pattern that
affects us today (Nriagu, 1989). We are currently removing
metals and other mineral compounds from Earth at a rate that
is approximately equal to the rate at which they are liberated
by weathering of rocks and other natural processes (Pacyna
and Pacyna, 2001). Comparison of the global cycles of alumi-
num, chromium, copper, iron, lead, nickel, silver, and zinc
indicates that anthropogenic processes mobilize these metals
atan annual rate approximately equal to their mobility among
natural reservoirs (Rauch and Pacyna, 2009). Natural mobility
of metals is dominated by water transport, biomass growth
and death, volcanoes, and wind, and includes production and
subduction of crust, sediment erosion, and ocean deposition.
Anthropogenic mobility is caused largely by fossil-fuel com-
bustion, agricultural biomass burning, metal production and
fabrication, and metal disposal, and anthropogenic contribu-
tions are estimated to have doubled the natural flux of these
metals (Milliman and Syvitski, 1992). Anthropogenic pro-
cesses that release metals from rocks and soil include mining
as well as construction of infrastructure such as roads and
buildings (Syvitski et al., 2005; Wilkinson and McElroy,
2007). Although old mines, oil fields, smelters, and refineries
are important sources of anthropogenic emissions, newer
facilities built in response to environmental regulations, com-
bined with economic and sociopolitical factors that incenti-
vize companies to reduce waste, have resulted in statistically
significant reductions in anthropogenic emissions of metals
(Chander, 1992). Lead is a prime example of this. It was added
to gasoline starting in the 1930s to improve the octane rating
of fuel. By the early 1970s, anthropogenic emissions of lead to
the atmosphere were 345 times higher than natural emissions
(Lantzy and MacKenzie, 1979; Nriagu, 1989). The observation
that the inhalation of lead causes cognitive delay in children
stimulated the US Environmental Protection Agency to phase
outlead as a fuel additive starting in the 1970s, and a complete
ban was required by 1996 (Newell and Rogers, 2003).
Elimination of lead additives resulted in a 95% decrease in
2009).

anthropogenic emissions (Rauch and Pacyna,

41

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment

Stephen E. Kesler, Adam C. Simon

More Information

42

Environmental geochemistry and mineral resources

Currently, it is estimated that natural mobilization of alumi-
num and iron exceed anthropogenic mobility. However,
anthropogenic mobilization of copper is about ten times
more than natural mobilization, slightly less than that for
carbon, nitrogen, and sulfur, and about five times for phos-
phorus (Falkowski et al., 2000).

Although atmospheric pollution is most obvious, water
pollution is a growing threat. Worldwide anthropogenic
metal emissions that reach the oceans are largest for arsenic,
cadmium, cobalt, chromium, copper, mercury, manganese,
nickel, lead, and zinc, with most contributions coming from
manufacturing and domestic wastewaters followed by atmo-
spheric fallout (Nriagu, 1990b; Mason, 2013). Contamination
of surface water by fertilizers and road salt is an inevitable
result of the requirement that these materials be used in highly
soluble forms. Groundwater aquifers have been damaged by
drainage from these applications, as well as from point
sources such as salt storage areas, sewage-treatment plants,
and storage facilities for crude oil and refined liquids.
Contaminated groundwater commonly forms a plume that
originates at the point of input and gradually enlarges down
the flow path, with its ultimate form determined by the
relative densities of contaminated water and groundwater
(Figure 3.8b). Because hydrocarbons are lighter than water,
they remain close to the surface invading sewers and base-
ments where they cause explosions. Most modern industrial
facilities use impermeable underlayers in order to prevent
groundwater contamination, but individuals continue to
dump wastes at the surface, creating a layer of contamination
at the top of the water table.

Recent high-sensitivity geochemical studies have shown
that anthropogenic contamination patterns are truly global
in scale and that they have affected the composition of the
biosphere. Global effects are most obvious in the atmosphere,
where mobility is highest, and they include NO,, CO,, and
SO,, largely from combustion of fossil fuels, and volatile
organic compounds (VOCs), such as methane (CH,), from
oil and gas production and agricultural livestock. Global dis-
persion of metals is also a concern; the mercury isotope
composition of fish caught near Hawaii is from coal com-
busted in China and India (Blum et al., 2013). Sources for
particulate emissions include soot, smoke, road dust, and
chemical conversion of anthropogenic gases. The effects of
these contributions are seen in the concentration of contami-
nants where population is greatest and in the close correspon-
dence between visibility and SO, emissions (Figure 3.9). In
the 1990s, atmospheric sulfur particulate matter of anthropo-
genic origin was responsible for 60-90% of visibility reduction
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Figure 3.9 Relation between atmospheric visibility in Arizona and
SO, emissions from copper smelters between 1950 and 1975. Vertical
gray bars represent global recessions, which resulted in decreases in
copper production. Emission controls and smelter closings have
greatly diminished this effect.

in the eastern United States and 30% in the western United
States (Malm, 1999). It is also possible to fingerprint the
source of atmospheric sulfur particles. For example, sulfate
collected at the south rim of the Grand Canyon can be traced
by analyzing the ratio of sulfate to spherical aluminosilicate
particles, and the concentrations of selenium, arsenic, lead,
and bromine in air samples (Eatough et al., 2000, Watson et
al., 2002). In the summer of 1992, 33% of the sulfate was
derived from southern California, 14% was traced to copper
smelting in southern Arizona, and 23% was traced to three
coal-fired power plants in Arizona and neighboring Nevada
(Malm, 1999). Two aspects of anthropogenic contamination,
acid pollution and global change, have become household
terms and require special attention.

3.3.4 Acid pollution

The most important pollutant of the hydrosphere is acid (H)
from rain and mine drainage. Acid mine drainage results
from the decomposition of pyrite, usually catalyzed by bac-
teria, to produce iron hydroxide and dissolved H" and SO,
(Taylor et al., 1984; Evangelou and Zhang, 1995; Johnson,
2003) (Table 3.3). About 95% of the acid mine drainage in
the United States comes from coal and metal mine waste,
much of which contains pyrite (Baker, 1975; Powell, 1988).
Acid water formed by dissolution of pyrite dissolves more
pyrite, thus accentuating the effect. As acid water moves
downstream, it mixes with less acid water causing dissolved
iron to precipitate as oxides and hydroxides, and this produces
more acid. The multiplicative effects of these reactions are so
great that oxidation of a single molecule of pyrite can yield
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Table 3.4 Generalized reactions that produce (A, B, C) and consume
(D, E, F) acid rain. Reactions shown here are "“net reactions” that show
reactants and final products, but omit intermediate products. Because
limestone is more soluble, this reaction is much more important than
the silicate reaction. Both reactions are essentially the same as
reactions that take place during normal rock weathering.

A. Production of carbonic acid:
CO, + H,0 -> H,CO;

B.  Production of sulfuric acid:
SOZ T Hzo TP 1/202 > HzSO4

C. Production of nitric acid:
NO + %»H,0 + %40, -> HNO;

D. Limestone dissolution
CaCO; + HY —> Ca*? + (HCO5)~

E.  Silicate dissolution (feldspar)
2KAISi;0g + 2H" + H,0 —> 2K* + ALSL,O5(OH), + 4Si0,

F.  Lime dissolution
CaO + H" -> Ca™ + OH™

four H" ions. Acid water produced by these reactions dissolves
other sulfide minerals as well as rock-forming minerals, and
leaches elements adsorbed on the surfaces of clays and other
poorly crystallized minerals, thus increasing the trace-element
content of streams (Johnson and Thornton, 1987; Likens et al.,
1996). Water from waste piles recharges groundwater systems,
where it can form plumes of acid water (Zaihua and Daoxian,
1991; Naicker et al., 2003; Figure 3.8b).

Acid rain is the product of reactions between atmospheric
water and CO,, SO,, and NO, (Table 3.4). Although natural
levels of CO, in the atmosphere would give precipitation a pH
of about 5.7, it is even more acid than this in eastern North
America, western Europe, and eastern China, reaching levels
as low as 2.9 (Figure 3.10). The close correlation of this acidity
with areas of sulfur and nitrate deposition (Figure 3.11) is
interpreted to indicate that anthropogenic SO, and NO, are
the main sources of acid. The effects of acid rain on surface
water and soils is governed in part by the presence of under-
lying limestone, which consumes acid to produce dissolved
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Figure 3.10 Distribution of acid precipitation and acid-sensitive soils. Areas of high current SO, emissions are shown where pH of precipitation
is not available. Contours in North America are for pH of precipitation in 2013 (see Figure 3.11).
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Figure 3.11 Change in pH and wet sulfate deposition (in kilograms/hectare) of precipitation in North America between 1990 and 2013 (from

the National Atmospheric Deposition Program)

calcium and bicarbonate. Intrusive and metamorphic rocks,
which consist largely of silicate minerals, also react with acid,
but at a much slower rate. Thus, lakes in areas underlain by
limestone are usually less acidic than those underlain by
silicate rocks, even when they receive the same acid
precipitation.

The distribution and history of acid precipitation has long
been a focus of environmental concern. Lakes underlain by
silicate rocks in the Adirondacks and southern parts of the
Canadian and Baltic Shields are surprisingly acid
(Figure 3.12). In the Adirondacks and the Upper Peninsula
of Michigan, about 10% of the lakes larger than 4 hectares
have a pH of less than 5 (Cook et al., 1990; Irving, 1991).

Diatoms discussed in Chapter 13 show that this acidity has
developed within the last hundred years or so, and it appears
to have caused large declines in fish populations, probably
through increases in dissolved aluminum and other metals
that are more soluble at low pH (Longhurst, 1989; NAPAP,
1991). Parallel declines have been observed in the health of
forest trees, particularly red spruce.

3.3.5 Global change

Global change is our acknowledgement that Earth did not stop
changing just because humans showed up. We have always
recognized that short-term changes take place, including
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(a) Acid lakes

(b) Norway
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Figure 3.12 (a) Areas of acidic lakes in North America and northern Europe. (b) Relation between lake acidity (indicated by pH contours)
and fish mortality in an area of Norway that is underlain by silicate rocks that react slowly with acid water. Compiled from GEMS (1989),

Taugbol (1986), and State of Norway (2014).

~

BOX 3.6 ‘ THE HUBBARD BROOK EXPERIMENT

One of the challenges in recognizing a cause—effect relationship for anthropogenic emissions and acid rain is the
timeframe over which data are collected. The long-term study at the Hubbard Brook Experimental Forest in New
Hampshire provided important insight. It measured the acidity of precipitation continuously from 1964 to 2000,
along with the concentrations of atmospheric sulfate and nitrate (Likens et al, 2005). Acidity and sulfate
concentrations were strongly correlated (0.80) over this time period but acidity and nitrate were poorly correlated
(0.22). At first glance this suggests that sulfate is the main cause of acidity. However, the nitrate concentrations
were relatively constant from 1964 to 1990, but over the period from 1991 to 2000 they were more variable and
showed a strong correlation with acidity (0.69). Thus, both agents appear to have contributed to acid.

volcanic eruptions, earthquakes, and floods, all of which reg-
ularly disrupt life. We have also known for many years that
Earth underwent longer-term changes, such as the glacial
advances that have swept over North America and Eurasia
intermittently for the last million years, and the unusually hot
climate that prevailed about 100 million years ago in the
Cretaceous time. It now appears that anthropogenic emissions
can affect these longer-term changes, and the greatest present
concern centers on the possibility that they are causing surface
temperatures to increase dramatically (IPCC, 2013). Recent
analyses suggest that the average global temperature integrated
over all land and ocean surfaces increased by 0.85 °C (1.58 °F)
between 1880 and 2012 (IPCC, 2013).

The increased average global temperature is related to
carbon dioxide, methane, water vapor, nitrous oxide, chloro-
fluorocarbons, and other gases, which are known as green-
house gases because they absorb infrared radiation that
would otherwise radiate from Earth into space, thus heating

the surface of the planet. Historical records and analyses of
gases trapped in ice caps show that CO, and CH, concentra-
tions in the atmosphere have increased significantly over the
last few centuries, and have fluctuated significantly over the
past 800,000 years (Figure 3.13). The possibility that gas
variations control temperature is supported by the close cor-
relation through time between the composition of bubbles of
air trapped in the polar ice caps and world ocean temperatures
indicated by isotopic measurements (Barnola, 1987).
Although the composition of the atmosphere has clearly
evolved through geologic time, the recent increase is thought
to be more abrupt than normal, further supporting its sug-
gested relation to anthropogenic emissions. There is no ques-
tion that we are emitting more of these gases (Figure 3.14).
Compilations of global CO, emissions suggest that they
tripled between 1950 and 2013 to almost a billion tonnes
annually (IPCC, 2013). In the United States, 38% of CO,
emissions are generated by electricity production, 32% by
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Years before present involve fossil fuels (EPA, 2014). Globally, about 87% of CO,
emissions come from combustion of fossil fuels, with 43% of
Temperature these from coal, 36% from oil, 20% from natural gas, and 1%
from gas flaring (Le Quéré, 2013). Land-use changes are
responsible for 9% of global CO, emissions, and cement
production emits 4%. The United States was the largest source
of CO, emissions throughout the nineteenth century, as it was
for SO,. However, China eclipsed the United States in emis-
sions of both of these gases by the early twenty-first century
(Figure 3.14, 3.15a).
Another way to assess emissions is to compare those related
to domestic consumption to those that are effectively trans-
200000 400000 600,000 800,000 ferred via international trade. This has been done for CO,, and

Years before present the results indicate that the United States and the European

. Union are the largest emitters of CO, when both domestic
Figure 3.13 Relation between concentrations of CO, (a) and CH,

(b) in ice core and (c) temperature (°C) of the atmosphere at the time < 001 and life-cycle emissions attributed to product con-

of ice formation for the past 800,000 years in Antarctica as
determined from stable isotope compositions of hydrogen and
oxygen. Temperature data are corrected for seawater isotopic

composition (after Bintanja et al., 2005), and for ice-sheet elevation

(after Parrenin et al., 2007 on the EDC3 age scale). (Gas

concentrations from Liithi et al., 2008; temperature data from Jouzel

et al., 2007).

sumption are included (Figure 3.15b). Emissions are beginning
to decline, however. After tripling between 1900 and 1975, SO,
emissions in the United States began to decline in the late 1970s
because of legislative action and pollution controls on power
plants and industrial facilities (Davies and Mazurek, 1998).
As China and other LDCs transition to consumer-based
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greenhouse-gas emission rates suggest that they could cause Figure 3.16 Anthropogenic atmospheric emissions of SO, for: (a)

global land-surface and sea-surface temperatures to increase the entire world, the United States and China; (b) more developed
by up to 4 °C by 2100 (IPCC, 2013). A temperature increase of countries (MDCs); and (c) LDCs. Note that the ordinate scale
this magnitude would equal the entire temperature change of ~ changes in each panel. Data from Smith et al. (2011).

the last major glacial advance and could melt enough of the

polar ice caps to increase global sea level by 28 to 98 cm,  decade, and the increased concentration of dissolved CO, has
flooding large coastal cities (IPCC, 2013). The ocean is a sink made the oceans more acidic (IPCC, 2013).
for both heat and atmospheric CO,. Since 1971, the upper If global change is placed on the doorstep of modern

75 m of the oceans have warmed by an average of 0.11 °C per  civilization, it will require that the use of fossil fuels be
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~
BOX 3.7

SOURCES AND SINKS FOR CO,

The specter of global change has caused a surge of interest in quantifying sources and sinks of CO, to the
atmosphere and the factors that control their impact on the planet. Natural geologic and biologic processes might
well consume additional CO, as it accumulates in the atmosphere, as would precipitation of calcite in the oceans.
Increased plant life, which would also generate O,, would have a similar effect. Natural and anthropogenic
processes including emission of dust and aerosols into the atmosphere might compensate for global warming.
Agriculture remains the largest anthropogenic dust emitter, particularly since emissions of particulates from
fossil-fuel combustion have been largely stopped. These hardly hold a candle, however, to large volcanic eruptions.
The eruption of Mount Pinatubo in 1991 cooled the planet for at least a year, and it has been suggested that larger
eruptions of this type could cause a volcanic winter, possibly triggering glacial advances (Rampino et al., 1988).
The recognition of these effects led to research into the possibility of engineering a solution to global warming by
injecting sulfate aerosols into the stratosphere (Victor et al., 2009).

curtailed and substitutes found, including significant
increases in energy from renewable sources and possibly
nuclear power (Hoffert et al., 2002; Ngo and Natowitz, 2009;
Towler, 2014). Most of our mineral extraction and processing
methods will have to change, as will our current mineral-use
patterns, which are based on extensive global trade. In the
meantime, we must curtail offending emissions, which will

require assessment and remediation, as discussed next.

3.4 Assessing and remedying the
environmental impact of pollution

Most modern environmental studies begin with surveys of the
abundance of the contaminant, followed by an assessment of
its environmental effects. If contaminant levels need to be
reduced, remediation is undertaken. Any survey of contami-
nant abundances actually involves two separate steps, sample
selection and sample analysis. This sequence of efforts pro-
vides the only hard facts on which to base environmental
assessments, predictions of future conditions, and regulations.
Although these studies can be tedious and time-consuming,
they are absolutely essential to responsible management of our

environment.

3.4.1 Sample selection and sample statistics

Regardless of the imaginative nature of any hypothesis or the
quality of the analyses carried out to test it, a study is only as
good as the samples on which it is based. Samples must
faithfully represent the material that is being investigated,
and there must be enough of them to illustrate any composi-
tional variations in the study group. The selection of proper

samples depends on a full knowledge of the science of the
material under investigation. To obtain representative sam-
ples of lake sediment, it is necessary to understand limnology
and geology; to obtain samples from humans, a knowledge of
biology and anatomy is needed. There are many examples of
confusion caused by improper sample material or sampling
methods. Early ice cores used for the study of global lead
dispersion were collected with equipment that contained
traces of lead, producing spurious high values (Ng and
Patterson, 1981; Boutron and Patterson, 1983). Similarly,
early analyses for mercury were contaminated by air and
dust, giving results that were too high (Porcella, 1990).
Asbestos samples used in some early studies contained several
types of fibrous minerals and yielded a confused relation
between exposure and symptom. It can even be important to
analyze material from the right part of a sample. As can be
seen in Figure 3.17, lead contributed by atmospheric fallout
from leaded gasoline and coal-fired power plants is concen-
trated in the upper part of the soil horizon, whereas lead from
natural soil formation is concentrated in the B horizon of the
soil (Graney et al., 1995; Chiaradia et al., 1997). Sampling the
wrong zone can confuse efforts to distinguish between
anthropogenic and natural pollution.

Attention must also be given to sample statistics, which deal
with the characteristics of groups of samples called popula-
tions. The first question posed by statisticians is whether a
population of samples truly represents the group from which
it came. In the interests of cost and convenience, we need to
know the minimum number of samples that must be collected
to assemble a representative population. In order to answer
this, statisticians need to know the type of distribution that the
sample population shows. Populations can be described by
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North

Depth

Lead content

South

Depth

Figure 3.17 Lead content (in ppm) of soils in Norway with insets
showing the position of lead enrichment in soil profiles. Soil in
northern Norway has normal E/A (leached) and B (enriched) zones,
whereas the profile from southern Norway has enrichment of lead in
the O zone reflecting atmospheric fallout largely from coal-fired
electric power generation in Europe to the south (modified from
Steinnes, 1987).

their mean or average value, mode or most common value,
median or middle value, and standard deviation, the square
root of the sum of the squares of the difference between all
individual values and the population mean. These descriptors
can be used to distinguish between two distributions that are
important in mineral-resource and environmental studies.
The population labeled normal in Figure 3.18 has a mode,
median, and mean that are identical, and the values form a
bell-shaped distribution. In the other type of population, here
called skewed, the mode and median values are significantly
lower than the mean. Many environmental and geological
populations, such as the concentrations of copper in soil, the
grades of gold deposits, or the sizes of oil fields, are skewed,
with a few large values and many small ones.

The mean is much more representative of a normal popu-
lation than it is of a skewed population. It follows that means

(a) (b)
2 Median ® Mode

i | .
L Mode < Median
E Mean £ 1 Standard
o 1 Standard 3 ' deviation
o deviation ks
2 B
E E
z Z

Concentration Concentration

Figure 3.18 Frequency diagrams showing the relative values of
mean, mode, and median for (a) normal (Gaussian) and (b) skewed
populations

are useful only if the type of population they represent is
known and if the population truly represents the material or
geochemical reservoir being investigated. Although the statis-
tical basis for most environmental and geological studies is
adequate, the conclusions from these studies are sometimes
confused in media reports by careless use of these concepts.

3.4.2 Analytical preparation and methods

Once a group of samples of rocks, minerals, water, plants, or
air has been collected, the next step is the measurement of the
parameter of interest, usually by chemical analysis (Marr and
Cresser, 1983). These measurements are used by the explora-
tion geologist to search for ore, by the miner to determine that
the ore is being recovered effectively, by the environmentalist
to determine the dispersal of polluting substances, and by the
public health professional to determine the toxicity of a sub-
stance. Often, they are compared to allowable amounts that
have been specified by government agencies (Table 3.5).
Analytical measurements involve two important steps: pre-
paration of the sample, and the actual analysis. For most
atmosphere and water samples, the only sample preparation
needed is filtration, which separates fluid and particle frac-
tions so that they can be analyzed separately. For solid samples
such as rocks, soils, or trees, matters are more difficult because
elements and compounds can be present in different minerals
and other forms. For instance, lead in stream sediments might
be found as adsorbed ions on the surface of fine-grained clay
minerals, iron oxides, or kerogen, in trace amounts substitut-
ing for potassium in silicate minerals, or as clastic grains of the
lead mineral galena. To determine the total lead content of the
sample, a total analysis must be performed, such as by com-
pletely dissolving the sample and analyzing the resulting solu-
tion. If, on the other hand, we want to estimate the amount of
lead that was introduced by waters flowing through a sample,
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~
BOX 3.8 ANOMALOUS SAMPLES

.

Many of the analyses carried out in mineral exploration and environmental studies are designed to determine
whether any samples are anomalous. Anomalous samples are those that differ from most samples in the
population under consideration. Samples usually differ in having a higher concentration of some element or
substance, although negative anomalies are possible. Samples that represent the mean composition of the
population are often referred to as background. There is no single, widely accepted way to designate a sample
as anomalous and great care must be taken in using this term. At a very simplistic level, anomalies from a single
survey can be defined as those values that differ from the survey mean by 1, 2, or 3 standard deviations. More
sophisticated techniques include the use of multivariate analysis and geostatistics (discussed in Chapter 4).
Comparison to surveys in other areas is also necessary to determine whether all of the samples in a survey are
anomalous with respect to global averages. Finally, it is important to look for patterns of variation among samples.

some means must be found for removing lead from the
appropriate part of the sample, a technique known as a partial
analysis. One way to do this is to leach the sample with a weak
acid that removes only adsorbed lead without decomposing
lead-bearing minerals such as galena or feldspar that would
have been in the sample before water flowed through it.

Modern analyses of properly prepared samples are made by
an amazing array of methods, and anyone carrying out a
geochemical study is immediately faced with the need to select
the proper analytical method for the study at hand. Although
it is best to compare analytical methods on the basis of the
chemical principles they employ, a quick comparison can be
based on three measures of their capability. The detection
limit refers to the minimum concentration that can be mea-
sured. Detection limits for different elements or compounds
vary tremendously, even for a single analytical method.
Complicating matters is the fact that different elements and
compounds are usually present in a single sample in concen-
trations that differ by many orders of magnitude. Even when
you are only analyzing one element with one method, things
can be complicated because samples in a large group can have
a wider range of concentrations than can be measured by that
method. In some cases, this might require that the same
element be analyzed by two different methods, each with
their own limitations or complications. It is also common
for the same samples to be analyzed by more than one inde-
pendent laboratory, and sometimes the laboratory is not told
the history of a sample; this is referred to as quality-control
blind analysis (Glenn and Hathaway, 1979).

Analytical methods also differ in their precision, which is
the ability to obtain the same result if the same sample is
analyzed again. Precision is commonly expressed as the devia-
tion from an average value for a sample that has been analyzed

repeatedly throughout the duration of the study. Accuracy,
which is the ability to obtain the correct answer for a sample of
known composition, is based on analysis of a standard sam-
ple, in which the concentration of the component of interest
has been agreed upon by a large number of analytical labora-
tories. It is possible for analyses to be precise without being
accurate and vice versa. Because mineral-resource-related
samples have so much economic and environmental impor-
tance, it is critically important that they be reported along
with information on the analytical method used and its pre-
cision and accuracy. Ideally, analyses of standard samples
should be provided as well.

As the detection limit, precision, and accuracy of analytical
methods improve, we are able to see variations that were not
detectable previously. One famous instance of this was the
development of the electron-capture detector for gas chroma-
tographs, which allowed measurement of low concentrations
of chlorofluorocarbons (CFCs) in air and led to recognition
that they were accumulating in the atmosphere (Lovelock,
1971).

3.4.3 Risk and dosage in environmental
chemistry

Many environmental studies related to mineral resources seek
to determine whether specific elements, compounds, or mate-
rials are damaging to life. The term toxic, which is frequently
used in this context, refers to any substance that causes unde-
sired effects such as alterations in DNA, birth defects, illness,
cancer, or death (Doull et al., 1980). In most environmental
studies, toxicity is measured by exposing a number of indivi-
duals of a specific organism to a known concentration of the
compound of interest, and then observing how many of the
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Table 3.5 Maximum allowable concentrations of pollutants of interest to mineral resources (from Environmental Protection Agency and US Public
Health Service Drinking Water Standards). Primary drinking-water regulations are legally enforceable standards for which all public water systems
must comply; secondary drinking-water regulations are non-enforceable guidelines. Data from the US Environmental Protection Agency.

Primary drinking-water regulations Gases in atmosphere
Maximum Potential health effects of long-term

Substance  contaminant level — exposure above the maximum Average amount with

dissolved  (mg/liter) contaminant level time period for averaging

Arsenic 0.010 Skin damage; circulatory problems; CO,  Primary standard: 35 ppm - 1 hour (not to be exceeded more than once per

cancers year)
Primary standard: 9 ppm - 8 hours (not to be exceeded more than once
per year)
Barium 2.0 Increased blood pressure SO,  Primary standard: 75 ppb - 1 hour (99th percentile of 1-hour

concentration averaged over 3 years)
Secondary standard: 0.5 ppm - 3-hour mean (not to be exceeded more
than once per year)

Cadmium  0.005 Kidney damage NO,  Primary standard: 100 ppb - 1 hour, 98th percentile, averaged over 3
years;
Primary and secondary standard, 53 ppb, annual mean

Chromium 0.1 Allergic dermatitis TSP*  PM, 5 - primary standard: 12 micrograms/m?, annual mean averaged

over 3 years

Secondary standard: 15 micrograms/m® annual mean, averaged over 3
years

Primary and secondary standard: 35 micrograms/m> — 24 hours, 98th
percentile averaged over 3 years

PM,, - primary and secondary standard: 150 micrograms/m>, 24 hours,
not to be exceeded more than once per year on average over 3 years

Copper 1.3 Gastrointestinal problems; liver or kidney Ozone Primary and secondary standard: 0.075 ppm, 8 hours, annual fourth-
damage; highest daily maximum 8-hour concentration, averaged over 3 years
Fluorine 4.0 Bone disease; mottle teeth Pb Primary and secondary standard:

0.15 micrograms/m>, rolling 3-month average

Lead 0.015 Physical and cognitive delay in children;
kidney problems; high blood pressure

Mercury  0.002 Kidney damage

Selenium  0.05 Fingernail or hair loss; circulatory

problems; peripheral neuropathy

Thallium  0.002 Hair loss; kidney, intestine, liver problems

Secondary drinking-water regulations

Substance

dissolved elements Secondary standard (mg/liter) Potential health effects of long-term exposure
Chloride 250 Not observed

Iron 0.3 Cirrhosis; liver cancer; cardiac arrhythmias
Manganese 0.05 Cognitive delays in children

Silver 0.01 Skin and eye discoloration

Sulfate 250 Dehydration; diarrhea

Zinc 5.0 Stomach cramps, nausea

pH 6.5-8.5

Dissolved solids 500

* TSP = total suspended particles. Some states recommend lower levels for some substances. For example, the Minnesota Department of
Health issued a guidance that infants who consume tap water (mixed with baby formula) consume water with no more 100 ppb manganese.
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4 )\
BOX 3.9 TOXIC PLUTONIUM!!
The term “toxic” is used differently in the media. Plutonium, for instance, is less toxic than arsenic when taken
orally, although its alpha radiation can cause lung cancer over the long term if it is inhaled. In spite of this, a full
page advertisement against Japanese nuclear policy in the New York Times of June 1, 1992, began, “Plutonium, the
most toxic substance ever created ...,” a misconception perpetuated in subsequent articles on the topic by
journalists. Toxicity of this type is much less easily quantified and includes suspected as well as established effects.
\§ J
10 life of all subjects for years or decades, it is difficult to isolate
1 specific causal factors. The fact that lower dosages require
longer periods of time to manifest symptoms aggravates this
01 problem because it is necessary to continue studies over
£ 0.01 | ~onservative decades, thus increasing the variation in exposure to other
; 0.001 factors.
% 0.0001 One method designed to cope with these complications is
the extrapolation technique, which involves determination of
0.00001 the effect per unit of high dosage and extrapolation of this
0.000001 OXpOSUTS relation to lower dosages to give the effect typical of natural
0.0000001 settings. The simplest assumption, represented by the propor-

0.001  0.01 0.1 1 10 100 1000
Dosage units

Figure 3.19 Three possible relations between dosage and effect. The
conservative curve is based on the assumption that a constant
amount of damage is caused below some lower limit. The
proportional curve assumes that there is a constant relation between
dosage and effect over the entire range of dosages. The minimum
exposure curve assumes that exposure below a specified minimum
has no detectable effect.

organisms die in a specific time period. By convention, the
results are reported as the concentration necessary to produce
50% mortality, a factor known as LDs,. Toxicity measure-
ments of this type can be made on any living organism,
although aquatic organisms are used most commonly. There
is no universal scale of toxicity because different organisms
respond differently to the same compound. Furthermore,
these measurements assess only the mortality that occurs in
a short time span, usually 96 hours, and do not take into
account long-term effects such as increased risk of cancer.
Longer-term studies of human populations are often based
on comparisons to standard mortality ratios, which show the
proportion of a population expected to die of a specific expo-
sure. The effects of materials such as chrysotile asbestos can be
investigated by determining whether groups that have been
exposed to it exhibit a higher mortality ratio than the general
population. In the absence of total control of all aspects of the

tional curve in Figure 3.19, accepts a linear relation between
dose and effect. As one decreases, the other does so also, at a
constant rate. A frequently quoted pitfall in this method is
illustrated by its application to estimate fatalities associated
with crossing a river. If 100 out of 1000 of the people attempt-
ing to cross a 10-meter deep river die by drowning, then 10
out of 1000 people should die trying to cross a river 1 meter
deep, and 1 out of 1000 people should die attempting to cross
a river only 0.1 meter deep. This analogy is obviously not
correct and it suggests that there is a minimum threshold
value below which no damage is experienced (minimum
exposure curve, Figure 3.19).

Dose-effect relations are even more complex for some
compounds and elements. For instance, underexposure to
elements that are essential to life, such as zinc and copper,
can be just as debilitating as overexposure. In contrast, it
seems clear that even small levels of exposure to metals such
as mercury and lead have negative health effects for children
and pregnant women (Needleman, 2004; Trasande et al.,
2005; Patrick, 2006).

3.4.4 Remediation

Once an anthropogenic emission has been identified as dama-
ging, means must be found to stop it or clean it up, efforts
known generally as remediation. Most regulatory agencies
require that pollutants in water and air leaving mineral and
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(a) Filter system (b) Cyclone  (c) Electrostatic separator
Water or air

Transformer—

rectifier power
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Particles electrode

Figure 3.20 Methods of separating particles from liquids or air. In
filter systems (a), particles are removed when they fail to pass
through small holes. In the cyclone (b), the fluid-particle mixture
moves down along the walls of the cone where particles fall out and
the fluid rises to exit through the top. In the electrostatic separator
(c), particles are charged by electrons in a high-voltage field and
attracted to one of the poles where the charge is neutralized, causing
them to fall to the bottom of the chamber.

industrial facilities be at or below recommended standards
(Table 3.5), even if they did not meet those standards entering
the property. (This requirement has had unlikely conse-
quences, such as the construction of a shelter to protect
mine waste in northern Michigan from contamination by
fallout of airborne mercury from outside the property.)
Treatment of some type is commonly necessary to meet
these standards. The simplest methods involve physical
separation of particulate material. The least expensive and
most common method for air and water samples uses a
cyclone (Figure 3.20b). Greater efficiency can be obtained at
additional cost with a filtration system that removes smaller
particles, and very small particles can be separated from air by
more expensive electrostatic methods that ionize particles
causing them to be attracted to an electrode (Figure 3.20c).
Even after they have been recovered, the disposal of particles
is a major problem. Although biological separation methods
have not been widely used yet, genetic engineering promises
to open some very exciting possibilities, including plants that
take up several percent of their weight in metals, and bacteria
that consume crude oil.

Chemical separation methods are much more varied and
complex. In liquids, they can involve exchange of some less
harmful substance for the pollutant, precipitation of the pol-
lutant in solid form, or adsorption of the pollutant on an
active surface. Ion exchange is the most commonly used
process, with typical water softeners being the prime example.
These units operate by exchanging the offending calcium in
hard water for sodium in zeolite minerals to produce sodium
in solution and calcium in the zeolite. Natural and synthetic

zeolites that operate in the same way are being developed to
remove metals and other ions from solution. Precipitation
and exchange are actually closely related. Acid mine drai-
nage, for instance, can be neutralized by the addition of
calcite, limestone, or lime to the solution. If the concentra-
tions of dissolved calcium and sulfate in the resulting solu-
tion are low enough, this reaction is essentially an exchange
of calcium in the rock for hydrogen ions in the water. On the
other hand, if the concentrations of calcium and sulfate in
the solution become high enough, gypsum or anhydrite
precipitate, forming a sludge that must be removed from
solution. Substances can also be removed from solution by
adsorption on activated charcoal, a form of carbon that has
been treated to increase its ion-exchange capacity. For dis-
solved ions, this is actually the same as exchange, because it is
necessary to maintain the electrical balance of the solution
(that is, equal total charges of cations and anions). Thus,
most of the commonly used water-cleaning methods simply
replace undesirable dissolved constituents with those that
are less undesirable; if you want to remove all dissolved
material, you must distill the sample and dispose of the
precipitate, a very costly process.

Chemical separation processes for gases are different. Gases
are not electrically charged, but can be adsorbed onto active
surfaces such as charcoal and molecular sieves. They can also
be removed by reaction with other chemicals, either in the
gaseous state or after being dissolved in water. At present, air
cleaning systems are used largely to remove SO, from exhaust
gases, a process known as flue-gas desulfurization (FGD).
When the concentration of SO, in the exhaust gas is high, as
in many modern metal sulfide smelters, it can be reacted with
water and oxygen in an acid plant to make sulfuric acid
(H,SO,) (Table 3.6). If the SO, concentration is low, it is
usually treated in a scrubber, where it reacts with a finely
dispersed compound such as calcite or lime to form calcium
or sodium sulfite. In most cases, this is done by spraying a
water slurry of the compound through the flue gas, although
“dry” scrubbing can be carried out by spraying a finely divided
powder of water and a reactive mineral. Concentrations of
SO, are so low in many coal-burning electric utilities that
neither process works very efficiently, and large amounts of
SO, still escape from these sources. Scrubbers can be regen-
erative or non-regenerative, depending on whether the che-
mical process used to trap SO, can be reversed. Most non-
regenerative scrubbers produce large volumes of waste that
must be disposed of and are environmental contaminants in
their own right. Other gases can be removed by similar
systems.
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Table 3.6 Common reactions used to remove SO, from flue gases, including those that produce sulfuric acid (acid plant) and
those that precipitate calcium or sodium sulfite (scrubber). Both systems are most efficient on gas with a high concentration of
S0,, making them more useful in cleaning gases from smelter rather those from electric utilities, which have lower SO,
concentrations (modified from Elliot and Schwieger, 1985 and Manahan, 1990). Efficiencies of SO, removal range from 50 to
98% (US Environmental Protection Agency). Eighty-five percent of FGD systems operating in the United States are wet systems,

which remove 98% of SO,.

Process

Chemical reaction

Consequences

Sulfuric acid reaction

Sulfate and sulfite precipitating reactions
Lime slurry

Limestone slurry

Magnesium hydroxide slurry

Ca(OH), + SO, —> CaSO; + H,0
CaCO; + SO, —> CaSO; + CO,

Mg(OH)z + SOZ > MgSO3 + 2H20

SO, + H,0 + %0, —> H,S0,

Large volume of waste CaSO;
Less efficient than Ca(OH),

Can regenerate Mg(OH),

Nitrogen from air that is converted to nitrogen oxides
(NO,) during combustion is regulated as part of the Clean
Air Act Amendments of 1990. As of 2012, NO, emissions
from coal-fired power plants had decreased by about 65%
from 1995 levels (EPA, 2014).

New regulations for CO, emissions, and the possibility of a
carbon tax, are the latest efforts to decrease anthropogenic
contributions to the atmosphere. These proposed standards
seek a 30% reduction in carbon emissions by the year 2030
from 2005 levels. The US Environmental Protection Agency
proposal allows states to establish their own mechanisms for

complying with the regulation. If the successful history of com-
pliance with SO, and NO, emissions standards, both of which
decreased significantly following regulatory action, is a guide
then it is likely that strategies for carbon capture and storage
(CCS) will be successfully implemented. As of 2014, CCS imple-
mented at a coal-fired power plant in Saskatchewan, Canada,
resulted in a 90% reduction of CO, emissions (Danko, 2014).
The implementation of CCS raises new challenges though
because the captured carbon must be stored somewhere, a
process known as geologic carbon sequestration that is an
active area of research (Benson and Cole, 2008).

Conclusions

Environmental geochemistry is essentially the study of global and local geochemical cycles for substances that move through the
biosphere. Although the biosphere is not the major reservoir for any important elements, many substances affect life through it. Hence,
environmental geochemistry takes a somewhat distorted view of Earth processes, but one that is critical to our continued survival on
the planet. Many of the cycles studied for environmental reasons, such as that of salt, involve natural, geologic materials. Others, such as
that for chlorofluorocarbons and hydrofluorocarbons, involve synthetic materials. Still others, ranging from the global cycle of zirconium
to the cosmic cycle of hydrogen, are studied by geochemists and cosmochemists, but are not of major interest to environmental
geochemists because they do not impinge significantly on the biosphere.

Studies involving environmental geochemistry have several goals. First, the reservoir of interest must be recognized and its average
composition for the element or compound of interest must be determined. Second, the form of the element or compound in related
reservoirs must be specified. Third, reactions that transfer the element or compound from reservoir to reservoir must be determined.
Finally, the impact of all parts of this cycle on the biosphere must be understood. When this is done completely, it is possible to distinguish
between natural and anthropogenic inputs to environmental systems.

The results of these studies are commonly used to formulate legislation and regulations. Environmental legislation has occupied a large
part of legislative time in many parts of the world. It is up to us to be certain that the studies on which this legislation is based are carried
out and interpreted in ways that are consistent with geologic and chemical principles.
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Mineral exploration and

production

Our global appetite for mineral resources is so great that even
large mineral deposits are exhausted rapidly, making it neces-
sary to search constantly for new ones. No example of this is
more dramatic than the Prudhoe Bay oil field in Alaska, which
was discovered in 1967. With an original recoverable oil
reserve of 9.45 billion barrels (Bbbl), Prudhoe Bay was the
largest oil field in North America and the 18th largest in the
world (Carmalt and St. John, 1986). Before Prudhoe Bay was
discovered, the largest field in the United States was East
Texas, which ranked 56th in the world with “only” 5.6 Bbbl.
The discovery of Prudhoe Bay increased US oil reserves by
about 30%. Your first reaction in 1967 might have been that
we could relax; this huge field would take care of our needs
forever. Not so. At the 1967 US consumption rate of 6 Bbbl
annually, we could have exhausted Prudhoe Bay in less than
2 years. It lasted longer only because it joined many other
already-producing fields and was produced at a much slower
rate. Even so, US oil production peaked in 1989 and declined
steadily until shale-oil production started in 2007.

This is a distressingly short period of time to exhaust some-
thing that nature took thousands or millions of years to form.
That is why we call mineral deposits non-renewable resources.
They differ greatly from renewable resources such as trees and
fish that can be replenished naturally in periods similar to our
lifetimes. It follows that we must think of Earth as having a
fixed inventory of minerals to supply our needs.

You might say that there is no point in looking for deposits
if even the large ones will be exhausted so rapidly. This
argument is no more logical than it would be to stop fixing
meals because each one is eaten as soon as it is prepared. So,
let’s look into what mineral exploration entails.

Mineral exploration is a business in which failure is the
norm and success is the exception (Slichter, 1960; Woodall,
1984, 1988, 1992). Success requires enough capital to with-
stand a long series of failures. Most major oil companies
spend billions of dollars each year in exploration, and most
mining companies spend hundreds of millions. In 2014, even
after a major decline in commodity prices, about $11 billion

BOX 4.1

SUSTAINABILITY — GEOLOGISTS VERSUS ECONOMISTS

Does Earth really have a finite supply of mineral deposits? Many economists do not think so. They maintain that
increased oil prices and new technology will make it possible to exploit deposits that are too low grade for today’s
market. In fact, this is exactly what has happened in the last few years with the development of shale-oil fields in
which fracking of source rocks yields oil. Geologists agree that changes of this type are important, but they note
that the volume of the crust is limited and that this places an ultimate limit on the conventional and even the new
deposits that we can find. So, although economists might win in the short run, geologists are right in the long run.
In the meantime, we have to find the deposits that remain.
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Figure 4.1 Skewed size distribution of mineral deposits showing
how a few deposits can contain a large fraction of total mineral
reserves. (a) The Carlin Trend in Nevada is the largest gold-mining
region in the United States. (b) The Gulf of Mexico is the largest
oil-producing province in the United States.

was spent in exploration for non-ferrous metal deposits
around the world and the major oil companies spent about
$660 billion on exploration (including production costs)
(Steel, 2014; OGJ, 2015). The combined effects of inflation
and the increasing difficulty of discovery will require that
these expenditures increase significantly if we are to maintain
our mineral reserves at present levels.

Things are made worse by the fact that mineral deposits
come in a wide range of sizes (Singer, 2013), forming a skewed
distribution with many small ones and only a few large ones
(Figure 4.1). Size distributions of this type tell us that, even if
we discover a deposit, it is much more likely to be small.
Unfortunately, many small deposits cannot be extracted at a
profit. Thus, most discoveries are “geologic successes” but
economic failures.

With all of these complications, success in the mineral
business is understandably elusive and anything that can be
done to enhance it is most welcome. This is where prospec-
tors, geologists, geochemists, and geophysicists come in. Some

of the concepts and methods used in their search are discussed
later in this chapter.

4.1 Mineral exploration methods

Although the basic function of mineral exploration is to find
new mineral deposits to replace those that become exhausted,
it is not directed evenly at all mineral commodities. This is
particularly true in market economies, where exploration is
driven by the desire to make a profit and therefore focuses on
commodities with increasing demand or price. Figure 4.2,
which shows the relation between mineral reserves and price
increases, provides a good indication of global exploration
targets. As can be seen here, reserves of oil, gold, and silver are
low and prices have increased since 1960. In contrast, large
reserves of commodities such as magnesium, sodium carbo-
nate, phosphate, and potash discourage price increases and
exploration. Base and structural metals, which are shown by
black symbols, are exploration targets because of their low
reserve/production ratios. Whatever the target, mineral
exploration can be undertaken in several different ways.

4.1.1 Prospecting and random exploration

Mineral exploration has not always been a science. Many good
deposits, such as the Spindeltop oil field, were found by pro-
spectors with nothing more than hope and determination. A
modern manifestation of this approach is the proposal that
exploration be carried out by random drilling (Drew, 1967;
1990). Geologic clues to the location of deposits will not be
ignored, but they will not be the primary guides in the search.
The number of exploration drill holes required by this
approach and their distribution will be determined by the
nature and size of the deposit being sought and the degree
of statistical certainty desired for the search.

Although no truly random method has been used, a mod-
ified version led to the discovery of zinc in central Tennessee
(Callahan, 1977). Inspiration for the search came from the
eastern part of Tennessee near Knoxville, where large zinc
deposits fill parts of a buried cave system in Ordovician-age
limestone and dolomite known as the Knox Group
(Figure 4.3). To the west around Nashville, Knox Group
rocks were buried by hundreds of meters of younger sedi-
ments and drilling that concealed possible deposits. The
favorable area was huge, over 18,000 km?, and the geologic
clues at the surface were simply not good enough to select the
best place to drill. So, the area was tested by drilling holes
randomly, based largely on where land owners agreed to
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e p
BOX 4.2 | MINERAL EXPLORATION, PERSONAL INVESTMENTS, AND YOU

This is a good place to insert a word of caution. Mineral exploration has led to some very large fortunes, including
those of the Rockefeller, Carnegie, Mellon, and Getty families. Maybe that could happen to you someday.

Before investing in a mineral opportunity, however, evaluate the quality of available geologic information and
the environmental, legal and tax framework in which the project would operate. Pay attention to the technical
experience of those involved in the project, and be wary of volunteers. Some people are simply not very good at
what they are doing and some are downright dishonest. Things were so bad during the early days of the American
West that Mark Twain is reported to have said that a mine was a hole in the ground with a liar on top.

Salting, the practice of scattering ore minerals around a worthless property, still happens. You can do it yourself
by rubbing your gold ring onto a rock, leaving a trace of gold that would make the rock seem attractive to an
uninformed investor. By far the most spectacular salting effort in recent history was the Bre-X scandal in which
small amounts of gold were added to exploration drill samples from the Busang deposit in Indonesia. These
produced high gold values when the samples were assayed and led to estimates of a very large gold resource in the
deposit.

Before the fraud was discovered, Bre-X stock had reached a market value of $6 billion all of which vanished.
Litigation related to the case continued for almost a decade but did not result in a conviction (Goold and Willis,
1997). However, it did result in formulation of the Canadian National Instrument 43-101, which provides strict
guidelines for handling of exploration samples and reporting of data. Similar guidelines, including the Joint Ore
Reserves Committee Code in Australia and Reporting of Mineral Resources and Mineral Reserves in South Africa

(_ wenta long way toward removing the loopholes through which frauds of this type could wriggle. )
exploration. Luckily, the 79th hole intersected ore and led to
the development of a major zinc-producing district.

10,000 The Knox Group extends northward beneath much of
M:allgnesium Kentucky (Figure 4.3). Would you explore for another big

c Sodium carbonate deposit in this area? It would not be an easy job. The favorable

2 1.000 1 Rare earths region measures over 5,000 km” and a large deposit might

'§ Phosohat have an area of only about 1 km? only about 0.2% of the

2 osphate
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é L aTungsten . oil geochemistry, and geophysics come in.
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attractiveness as exploration targets. Individual boxes represent leave evidence in the rock (Ohle and Bates, 1981). By studying

specific commodities, only a few of which are labeled because of
space limitations. The vertical axis shows the ratio of reserves to
production - large numbers mean large reserves are already
available. The horizontal axis shows the increase in price from 1960
to 2011. Note that oil, gold, and silver, which are the most sought
after commodities today, have had the greatest price increase and
have a low ratio of reserves to production. Dark symbols show that
most base metals, which are also exploration targets, have low
reserve-to-production ratios.

deposits that have already been discovered, geologists learn
about these environments and processes and then look for
them elsewhere.

Discovery of the Las Torres silver deposits in Guanajuato,
Mexico, resulted from this sort of study (Gross, 1975). Mining
of vein deposits at Guanajuato started in 1548 and had pro-
duced over 31,000 tonnes of silver and 125 tonnes of gold by
the late 1960s, when most veins seemed to be exhausted.
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Figure 4.3 Geologic map and cross section showing the distribution
of Mississippi Valley-type (MVT) zinc deposits and prospects in
Knox Group sedimentary rocks in the southeastern United States
(compiled from Callahan, 1977 and Clark, 1989)

However, reexamination of the main vein, the Veta Madre,
showed that it contained both upper and lower ore zones and
that only the upper zone had been mined in the southern part
of the vein (Figure 4.4). Deep drilling beneath the upper zone
in this area discovered the Las Torres deposit and revived
mining at Guanajuato. Between 2009 and 2013, the Veta
Madre produced almost 6 million ounces of silver and about
45,000 ounces of gold, and had been explored to depths of
almost 700 m (Great Panther Silver Ltd.).

Basic geologic information is a critical part of mineral explora-
tion, and much of it comes from maps and reports prepared by
government agencies such as the US Geological Survey, the
Geological Survey of Canada, the Sernageomin in Chile, and
the Australian Geological Survey Organization. Hamilton (1990)
estimated that government surveys were important aids in the
discovery of more than half of the mines found in the United
States, Canada, and Australia up to that time.

4.1.3 Geochemical exploration

Geochemical exploration depends on the fact that nature
works just as hard to destroy mineral deposits as it does to

Torres silver vein discovery Veins and mines
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Figure 4.4 Geologic map of the Guanajuato district, Mexico and the
Veta Madre and the area between A and B shown in the cross section
at the bottom. In this section, ore zones fall into a lower zone (light
shading) containing the Valencia, Cata, and Rayas deposits and an
upper zone (dark shading) containing the San Rafael and Cedros
deposits, which overlie the Torres discovery in the lower zone
(modified from Gross, 1975).

create them. At Earth’s surface, weathering disperses the
components of mineral deposits into the surrounding water,
soil, vegetation, and air to create chemically enriched zones
known as geochemical anomalies (Rose et al., 1979; Levinson,
1983). The Montico copper-zinc deposit in the Dominican
Republic provides a good example of geochemical dispersion
(Figure 4.5). Montico is at the top of a hill in humid, tropical
forest and grassland. It consists of copper, zinc, and iron
sulfides in a matrix of quartz, that have been weathered to
depths of at least 30 m by reactions similar to those that
generate acid mine drainage (Table 3.4). As a result, the
weathered top of Montico consists of quartz grains, rusty
colored limonite, and acidic water containing dissolved cop-
per and zinc like those shown in Figure 4.6.

Almost as quickly as they formed, these weathering pro-
ducts were dispersed into the surrounding surface environ-
ment. Quartz and limonite grains became part of the
regolith, which moved downslope by slump, landslide, and
sheetwash into arroyos (stream valleys), where it was carried
downstream as sediment. Limonite in the stream, which gave
the Arroyo Colorado its name, became a helpful exploration
guide. (A more famous example is the Rio Tinto, which
drains the large copper deposits near Huelva in Spain, and
for which the Rio Tinto Corporation is named.) Soluble
elements such as zinc were carried away in groundwater
and partially adsorbed on clay and iron oxide minerals, the
water and adsorbed elements entered the arroyo yielding
high copper and zinc values in sediment far downstream
(Figure 4.5).
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BOX 4.3 HYDROTHERMAL ALTERATION

Geological exploration is often aided by hydrothermal alteration, which forms when hot water reacts with
adjacent rocks, changing their mineral and chemical composition. Altered rocks usually contain minerals in a
zonal arrangement that can be used to vector toward the center of the mineral system. A classic example of this
vectoring happened at the San Manuel deposit in Arizona (Lowell and Guilbert, 1970). As the San Manuel deposit
was mined, it became apparent that it was actually only half of a deposit; the other half seemed to have been cut off
by a fault (Figure Box 4.3.1). Early exploration holes drilled to look for this lost half of San Manuel went to depths of
630 meters, but stopped when copper was not found. Review of these holes with hydrothermal alteration in mind,
however, suggested that they had entered the outer alteration zones around a porphyry copper deposit, and
subsequent deepening of the holes resulted in the discovery of the Kalamazoo ore body, San Manuel’s other half
(Lowell, 1968).
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Figure Box 4.3.1 Kalamazoo-San Manuel area, Arizona, showing how zones of hydrothermal alteration around the Kalamazoo
porphyry copper deposit were used to guide deep exploration. Potassic, phyllic, and propyllitic alteration refer to types of alteration
containing potassium feldspar, muscovite, and chlorite, respectively. SL = sea level (compiled from Lowell, 1968 and Chaffee, 1982).
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Figure 4.5 Copper (Cu) content of stream sediments and soils
around the Montico deposit, Dominican Republic. Soil containing
more than 300 ppm Cu covers a large area over the deposit and
stream sediments draining this area contain over 500 ppm Cu near
the deposit and as much as 250 ppm many kilometers downstream.

Geochemical exploration surveys also use other natural
features, such as plants, whose roots reach deep into the
underlying regolith, as well as lakes and swamps
(Figure 4.7a). In areas where glaciers have covered the bed-
rock with sand and gravel, these can be sampled for traces of
ore scraped from the underlying rock. Surveys are also based
on gases such as methane and ethane that leak upward from
oil and gas fields (Figure 4.7b). Radioactive decay of uranium
produces helium and radon that can percolate upward
through pores in the soil, and the weathering of metal sulfides
forms mercury and sulfur gases that can be used in surveys.

Regional geochemical surveys help locate these areas, as well
as stimulating exploration and aiding strategic planning. They
have been used by the United Nations to encourage mineral
exploration in less-developed countries (LDCs) (Guy-Bray,
1989). More-developed countries (MDCs) have used geochem-
ical surveys, such as the US National Uranium Resource
Evaluation (NURE) program, to locate areas favorable for
mineral deposits, and similar studies have long been used to
assess areas proposed for wilderness status (Corn, 2008).

4.1.4 Geophysical exploration

Geophysical exploration involves the search for deposits by
measuring physical properties of rocks, such as magnetic

Figure 4.6 (a) Weathered veins in the Pueblo Viejo gold-copper
deposit have released copper, some of which has precipitated as blue-

green carbonates and oxides. (b) This pool of water near the
weathered veins contains so much dissolved copper that the knife
blade was coated by copper that was deposited from the water. See
color plate section.

intensity, electrical conductivity, radioactivity, and the speed
of shock (seismic) waves passing through them (Dobrin, 1976;
Kearey et al., 2002). Some of these measurements can actually
detect the presence of the desired element or mineral,
although most reflect only the general nature of buried rock.

Geophysical exploration for metal deposits measures
magnetic, electrical, and radioactivity properties. Under
favorable circumstances, measurements made at the surface
can detect metal ore bodies at depths of a hundred meters.
Many of these geophysical measurements can be made from
the air, thus increasing the speed of surveys and minimizing
their environmental impact (Figure 4.8). Some minerals,
such as magnetite and pyrrhotite, are magnetic and can be
detected by measuring the direction and intensity of Earth’s
magnetic field (Figure 4.9a). Many metallic minerals
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Geochemical exploration
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Figure 4.7 Natural geochemical pollution around mineral deposits. (a) Zinc content of lake sediments around Daniel’s Harbour zinc
deposits in northwestern Newfoundland (modified from Davenport et al., 1975). (b) Methane and ethane contents of soil gas over the Albion-
Scipio oil field, Michigan. Soil gas contents are thought to be highest on the edges of the field because rocks immediately above the field are less

permeable (modified from Burns, 1986).

BOX 4.4

GEOCHEMISTRY AND THE PRISTINE EARTH

Geochemical exploration is living proof that Earth is not “pristine.” The natural landscape contains many natural
geochemical dispersion patterns that would be classified as highly polluted if they were of anthropogenic origin. In
1793, George Vancouver, the navigator for Captain Cook, reported floating balls of tar and oil seeps in the Santa
Barbara Channel offshore from southern California, an area that later became a major oil producer. Arsenic is
widespread naturally in many sedimentary rocks and has been a major contaminant of water and food in areas of
India, Bangladesh, and China (Garelick et al., 2008).

conduct electricity better than the surrounding rocks
(Hohmann and Ward, 1981), a phenomenon that can be
used to carry out a wide array of electrical and electromag-
netic measurements (Figure 4.9b). Surveys of this type have
been a critical element in the exploration of large areas in
Canada, Scandinavia, and Russia, where glacial deposits
obscure most underlying rock (Figure 4.10a). Radioactivity
can be used to detect uranium, thorium, and potassium, all

of which have naturally radioactive isotopes. Original Geiger
counters, which detected alpha radiation, have been super-
seded by scintillometers and gamma-ray spectrometers,
which measure gamma radiation. Gravity methods, which
measure the strength of Earth’s gravitational field, can reflect
differences in the type of rocks present in large regions, but
are not commonly sensitive enough to be used directly to
locate mineral deposits.
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Figure 4.8 (a) Helicopter in Alaska towing a large wire loop that measures electromagnetic fields in rock below (photograph courtesy of

Kirsten Ulsig, SkyTEM Surveys APS). (b) Magnetic anomaly over a possible diamond-hosting kimberlite pipe. The anomaly consists of a zone

of high magnetic intensity (red-purple) and a zone of low magnetic intensity (blue). A line of smaller anomalies that trends directly north
and south from the kimberlite is caused by a related kimberlite dike (image courtesy of Brooke Clements and Jennifer Pell, Peregrine Diamonds

Ltd.). See color plate section.

Geophysical exploration
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Figure 4.9 Geophysical anomalies associated with mineral deposits. (a) Magnetic anomaly over iron ore body at Iron Mountain, Missouri.

The clarity of magnetic anomalies depends on the shape of the ore body and its orientation relative to Earth’s magnetic field (from Leney, 1964).

(b) Electromagnetic anomaly (in phase MaxMin-II horizontal loop at 888 Hz) over Montcalm township nickel discovery in Ontario
(adaptation of Figures 6 & 7 of Geophysics of the Montcalm Township Copper—Nickel Discovery by Douglas C. Fraser, published in the CIM
Bulletin, January 1978. Printed with permission of the Canadian Institute of Mining, Metallurgy and Petroleum).

Exploration for oil and gas is done largely by seismic
methods, in which shock waves from an explosion or a vibrat-
ing source are sent into the ground from a land-based unit or a
ship (Figure 4.11). By determining how long it takes these
shock waves to reach detectors around the area, it is possible
to construct an image of the sedimentary layers in the subsur-
face and to delineate features that might contain oil or gas.

Older seismic surveys produced cross sections showing subsur-
face geologic relations in two dimensions (Figure 4.11b), but
modern methods yield a three-dimensional image of the
underlying rock that has significantly improved exploration
success. Geophysical measurements can also be made down
the length of a drill hole. This method, which is known as well-
logging, includes measurements of radioactivity, electrical
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Figure 4.10 (a) Gravels carried into the area by glaciers cover many
parts of North America making mineral exploration difficult. In this
photo, from the Soudan mine in Minnesota, a layer of gravels about
10 m thick covers iron ore. Geophysical methods are useful in
exploring country of this type because they can “see through” the
gravels to determine the character of underlying rocks. (b) The final
stage of mineral exploration involves drilling to obtain samples of
buried rock, either chips or cylinders known as core. The core
samples shown here are cut by dark veins of sphalerite. See color
plate section.

resistivity, and other properties that provide information on
porosity and lithology of the rock (Darling, 2006).

4.1.5 Measuring the size and quality of deposits

Most deposits are found by drilling, which is carried out with
a drill rig that consists of a superstructure with pumps and a
motor that rotates a “string” of steel drill pipe into the ground.
Drill rigs come in a wide range of sizes from portable to ship-
mounted (Figure 4.12). In all of them, the drill pipe comes in
segments that are screwed together. At the bottom of the pipe
is a drill bit that is impregnated with diamond chips that are
hard enough to cut through any type of rock. Rock fragments

cut by the drill bit are washed to the surface by air, water, or a
suspension of minerals and chemicals known as drilling mud,
which is pumped down through the hollow center of the pipe.
Drill bits can be designed to cut the rock into tiny pieces,
called cuttings, or a cylindrical core of rock (Figure 4.10b),
which provides more detailed information on the nature of
the buried rocks. The most famous type of drill bit, consisting
of three cone-shaped cutting heads and known as the Tricone,
was first marketed by the Hughes Tool Company and formed
the basis for the fortune accumulated by Howard Hughes.
Over the last decade there have been major improvements
in directed and horizontal drilling (Samuel and Liu, 2009).
Directed drilling uses special wedges and motors to make the
drill hole go in a desired direction. Contrary to popular
notion, drill holes do not go straight down, even if they start
as vertical holes at the surface. Instead, their path is influenced
by heterogeneities in the rock and by spinning of the drill
rods, causing some holes to wander long distances from their
intended targets. Directed drilling was developed to prevent
this, and it is now used to direct holes toward locations that
are hard to reach from above. This method can be used to drill
a large number of holes from a single platform, thereby
decreasing disturbance of the surface. Horizontal drilling is
a variation on this procedure in which a vertical hole is turned
so that it proceeds horizontally. This method has been widely
applied in oil and gas exploration, especially where sedimen-
tary layers are horizontal, because it permits the hole to
intersect a much greater length of the target rock. Hydraulic
fracturing or fracking is widely used in horizontal oil and gas
wells to enhance porosity, as discussed in Chapter 7.
Offshore drilling has been one of the most active areas of
innovation (Leffler et al., 2003). It started in 1896, when rigs
were placed on piers to drill the Summerland field in southern
California. In 1938, true offshore drilling began with the
discovery of the Creole field in 4.5 m of water about 2.4 km
off the Louisiana coast. Since then, drilling has reached dis-
tances of several hundred kilometers from shore and water
depths of almost 3,000 m. Drill rigs with jack-up legs can work
in water as deep as 130 m, but deeper water requires special
drilling ships (Figure 4.12b). During deep-water drilling, the
ship must be kept on location above the hole by constant
positioning adjustments. These techniques were perfected
during the Deep Sea Drilling Project (DSDP), which explored
the deep ocean floor to clarify the history of plate tectonics
from 1968 to 1983. This program drilled over 325 km of holes
into the ocean crust in water up to 7,000 m deep. Production
of oil or gas from deep water requires stationary equipment,
usually a fixed-leg or floating platform that is tethered to the

63

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment

Stephen E. Kesler, Adam C. Simon
More Information

64 Mineral exploration and production

(b)
Seismic section
Fw . SE
..:t_‘l'lJ

Depth (km)

NW e 10Km— ] St
L e —1B
Th— Shell
I SR s . ——H\‘—;_‘- deep water 11
— -~ Oligocene___ — fest |
e = - - 2

M= ————Cenomariian._

Platform Voe— = T ‘lﬁ

Vertical exaggeration = 2:1

Figure 4.11 (a) Marine seismic survey ship, which uses collapsing air bubbles to send shock waves (that are harmless to marine life)
through the water and into the underlying rocks. Returning waves are detected by measuring devices known as hydrophones, which are towed
behind the ship (courtesy of Society of Exploration Geophysics). (b) Seismic survey across the Baltimore Canyon offshore from the eastern
United States showing the edge of the carbonate platform that has been the target of exploration drilling for oil (from Klitgord and Watkins,
1984). See color plate section.

seafloor. One of the deepest producing platforms in the world Drilling is very expensive. Drill holes used to explore metal
is the Shell Oil Perdido, a $3 billion floating platform extract-  deposits cost up to $200 per meter of hole, and a single deposit
ing oil from water depths of up to 2,925 m in the Gulf of  can require thousands of meters of drilling. Resulting costs,
Mexico (Mouawad and Meier, 2010; Shell Oil Company). exclusive of administration and other support, range up to
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Figure 4.12 Drill rigs. (a) Small “back-pack” drill rig in use on a Mexican hillside. Drill rods are rotated down the hole cutting a core of
rock, while drilling mud is pumped in from the top to wash away rock cuttings (photograph by the authors). (b) The D/V Chikyu holds the
world marine record of 7,740 m for depth of hole drilled below sea level. The ship, which is operated by the Japan Agency for Marine-Earth

Science and Technology (JAMSTEC), is designed to drill through the ocean crust into the underlying mantle (photograph courtesy of

JAMSTEC). See color plate section.

BOX 4.5

icebergs is expected to increase.

\

OFFSHORE EXPLORATION IN ICEBERG ALLEY

As exploration and production have moved into Arctic areas, it has become necessary to deal with floating ice. In
water up to 15 m deep along the northern Alaska coast, production has come from sand-gravel-constructed
islands that can resist ice. In deeper water, production must be done from large, stable platforms that can resist ice.
In one such area, “Iceberg Alley” along the coast of Newfoundland, Labrador, and Greenland, oil from the 2-Bbbl
Hibernia field is produced from a 600,000-tonne structure that rests on the ocean floor and is designed to
withstand impacts from icebergs. Farther north, drill ships operating offshore from Greenland are protected by
vessels that monitor and tow icebergs when necessary. As climates in the area warm, the number and size of

$20 million per deposit. Costs for individual holes are much
higher in the oil and gas business. The average cost of a well
drilled in the United States in 2007 was about $4 million, up
from less than $1 million as recently at 2003. Exploration wells
in offshore and frontier areas cost much more, averaging
about four times more expensive than onshore wells. Keep
in mind that these costs apply to both successful and unsuc-
cessful exploration drilling programs. Over 70% of all oil and
gas holes in the United States are dry and must be paid for by
revenue from the other holes.

4.1.6 Reserve estimation and feasibility analyses

If drilling indicates that a deposit is present, it is necessary to
undertake a more formal reserve estimate using the drill-

hole data (Cronquist, 2001; Sinclair and Blackwell, 2006). In
the simplest approach, holes are drilled on a regular grid or
randomly. The depth and grade of ore or reservoir quality
are determined in each hole and a judgment is made about
continuity from hole to hole. The challenge in reserve esti-
mation is to obtain an estimate that is highly accurate and
precise at a reasonable cost. The uncertainty of these mea-
surements can be minimized by drilling holes closer
together, but this is expensive and the most successful dril-
ling programs delineate the most ore or oil for the smallest
amount of drilling.

Geostatistics, which started in the gold mines of South
Africa, has been most successful in achieving this goal
(David, 1977; Hohn, 1998; Chilés and Delfiner, 2012). The
approach works because measurements of ore grade or
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reservoir quality in any part of a deposit are related to mea-
surements of the same type in other parts of the same deposit,
with the relation decreasing in strength as the distance separ-
ating the two points increases. Thus, information from one
hole can predict ore or reservoir quality in adjacent holes. By
determining the distance at which this relation breaks down,
it is possible to specify the minimum spacing of drill holes
needed to get a reliable estimate of the reserve in a deposit.
This relation also allows bankers and environmental regula-
tors to judge whether a deposit or area have been adequately
evaluated.

When the reserve estimation is complete, a deposit can be
divided into proven, probable, and possible reserves. These
terms are commonly used for ore in a single deposit, whereas
the generally similar terms, measured, indicated, and inferred
reserves, are used to discuss estimates for a larger region
containing many deposits. Reserve estimates form the basis
for a feasibility analysis to determine whether the deposit can
be exploited economically (Wellmer, 1989; Harris, 1990;
Kasriel and Wood, 2013). First, engineers determine the rate
and cost of extraction, as well as costs for processing, trans-
portation, and administration. Estimates must also be made of
costs related to environmental monitoring and reclamation,
including the amount and nature of any bonds that are
required, and of taxes and royalties and other applicable
charges. Finally, it is necessary to estimate future prices for
the commodity of interest.

Once these estimates are on hand, the cost of extracting
the resource and selling it can be compared to estimates of
the future prices of the commodity to determine the poten-
tial profitability of the operation. If estimated costs are sig-
nificantly less than the estimated value of future production,
the deposit will probably be put into production, a process
known as development. This involves the construction of
drilling and production platforms and pipelines for oil
and gas or a beneficiation plant and tailings disposal areas
for hard minerals, as discussed later. If the deposit does not
look economically attractive at this stage, it will be aban-
doned or held for possible later reconsideration. Many pro-
jects are stalled at this stage because they do not meet
requirements for economic production. If the project will
be developed it might require outside financing to help with
costs. Although funds are sometimes raised by public stock
offerings, most financing is accomplished by bank loans.
Some banks and investment houses employ or retain
mineral advisors to review the technical quality of data
supporting loan requests.

4.1.7 Environmental effects of mineral
exploration

Geological, geochemical, and geophysical exploration have a
limited impact on the environment, usually confined to access
roads, survey lines, and sample trenches, all of which require
government permits. More damage is caused in wetlands if
canals or raised roads are used for access, especially in delta
areas of the Mississippi, Niger, and other major rivers
(Getschow and Petzinger, 1984; Kadafa, 2012). In the United
States, dewatering of abandoned, flooded mines for further
exploration requires a permit from the National Pollutant
Discharge Elimination System, as well as relevant state
agencies.

Drilling is of more concern environmentally because it
requires larger-scale access. It also has the potential to intro-
duce drilling fluids into the ground and release natural
fluids, such as brines, oil, natural gas, and H,S, to the surface.
These risks are greatest in oil and gas exploration, where
reservoir characteristics are unknown and pressurized fluids
might be encountered unexpectedly. Fluid escape can be
minimized by the use of drilling mud, which consists of a
suspension of fine-grained barite and bentonite clay in
water, with or without organic fluids. The bulk density of
this slurry is high enough to wash rock cuttings made by the
drill bit to the surface and to help prevent the escape of
pressurized fluids. Thousands of gallons of drilling mud
can be used at a single well; it is recycled unless it is lost
when the hole enters a cave system or other large void. Barite
is stable in oxidizing water and does not cause environmen-
tal problems, but organic fluids in drill muds are of concern
(Miller et al., 1980a; Miller and Pesaran, 1980b; Neff et al.,
2000; Contreras-Ledn, 2013).

The main safety from blowouts due to unexpected pres-
sures during exploration drilling is provided by a blow-out
preventer. In the event of a sudden increase in pressure, this
valve shuts the hole automatically. If it fails, oil or brine can be
caught in ponds enclosed by dikes that surround wells on
land. Where pressurized oil or gas reaches the daylight
surface, it forms a blowout or gusher. In the worst case, the
oil and gas are ignited by heat or sparks from drilling equip-
ment to become a tower of fire. Once the fire is extinguished,
some blowouts can be stopped by capping the well whereas
others require the injection of mud and cement from a new
hole drilled to intersect the blowout well at depth. Blowouts
can cause much more damage in offshore settings because oil
spills into the ocean.
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BOX 4.6 DEEPWATER HORIZON OIL SPILL

The Deepwater Horizon (Macondo) oil spill in the Gulf of Mexico provided a catastrophic example of what can
happen when a blowout preventer fails (Wassel, 2012). The spill coated about 675 km of Louisiana coast,
damaging vegetation that prevented shoreline erosion, weakening populations of organisms from snails to
dolphins, and requiring over $4.4 billion of fines and clean-up costs (Cornwall, 2015). The total amount of oil
spilled, most recently estimated to be 4.9 Mbb], is only about 0.015% of global annual consumption, underscoring

the rarity of oil spills, but their enormous potential for damage. Oil spills are discussed further in Section 7.1.2.
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Figure 4.13 Cross section showing depth of four actual metal deposits and the way in which they can be mined by open pit or underground

methods.

4.2 Mineral extraction methods

Once a mineral deposit has been found and judged to be
economically attractive, it must be extracted if we are to
benefit from it. This can be done by mining, in which rock
is removed from the ground or by use of well systems that
remove only a fluid, leaving the rock behind.

4.2.1 Mining

There are two main types of mines, and the one that is used
depends on the depth to be mined (Hartman, 1987). In gen-
eral, deposits within a hundred meters of the surface are
extracted from open pit mines (also known as open cast
mines) and those at greater depth come from underground
mines (Figure 4.13). In general, the cost and difficulty of
mining increase with depth, and extremely deep ore deposits
are not mineable at a profit by any method. Curiously, open
pits account for over 90% of the ore mined in the United
States but only about 50% of the ore mined in the rest of the

world. There is no geological reason for this, nor are there
tougher environmental regulations in LDCs, which might
encourage underground mining. Instead, the controlling fac-
tor is economic and relates to average wage scales in LDCs.
Because underground mining requires more worker-hours
per tonne of ore produced, wages are a larger proportion of
mining costs. Thus, in areas with lower wages, underground
mining and other labor-intensive ore concentrating processes
can be used on deposits that could not be mined in the United
States and other MDCs (Figure 4.14).

A typical open pit mine removes ore and overburden, the
worthless rock that overlies ore. The ratio between the
volumes of overburden and ore, known as the stripping
ratio, rarely exceeds ten and commonly is less than five.
Volumes of rock that are moved by these operations are
truly huge. The Grasberg mine in Indonesia, one of the largest
open pit mines in the world and one with a relatively low
stripping ratio, removes over 250,000 tonnes of ore and
150,000 tonnes of waste each day. Walls of open pit mines
are sloped to prevent rock from falling to the bottom where
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people are working, which makes the pit much wider at the
top than at the bottom (Figure 4.13). When commodity prices
are low, some mines will economize by mining less barren
rock and making pit walls steeper, a practice that can lead to
failure of the pit wall (Figure 4.15). Other factors, such as
faults that produce landslides, can make even the best pits
susceptible to failures, as happened in 2012 at the Bingham
mine just outside Salt Lake City in Utah.

Dredging, a special type of open pit mining, is used where
the inflow of water is too high to be pumped out economically
and the ore is sufficiently unconsolidated to be dug without
blasting. It is almost always used on placer deposits, as shown
in the titanium-deposit section in Chapter 9. The dredge digs
its way forward, bringing along its own lake (Figure 9.9).
Mined material is processed on board and gangue minerals
are disposed of behind the advancing dredge. Hydraulic
mining is a cross between dredging and conventional mining
in which a jet of water is used to disaggregate the rock and
wash it into a processing facility. Strip mining is also a special
open pit method that is used on shallow, flat-lying ore bodies
such as coal (Atwood, 1975). In spite of the unsavory con-
notation of its name, strip mining is actually one of the most
environmentally acceptable forms of mining because it fills
the pit and restores the land surface to its original form, as
discussed further in the section on coal.

A typical underground mine is entered through a vertical
shaft or a horizontal adit (Hartman, 1987). Tunnels or drifts

enter the deposit at different levels, and ore is extracted from
holes called stopes. It is taken to the surface by trucks along a
spiral ramp or in large buckets up a shaft (Figure 4.13). Mines
in flat-lying, relatively soft ores such as coal and potash
use continuous mining, in which a machine advances
steadily, breaking up the ore and sending it by conveyor to a
collection point. Tabular and flat-lying ores are mined by room-
and-pillar and longwall methods such as those discussed for
coal mining. Steeply dipping ore bodies are mined by more
selective methods such as cut-and-fill mining or by bulk mining
methods such as block caving. Geologic factors complicating
underground mining include weak rock that caves into stopes
and dilutes the ore, and groundwater that flows in too rapidly to
be pumped away economically (Cook, 1982).

In practice, not many open pit mines reach depths of more
than 200 m, although giant pits are becoming more common.
Examples include the Escondida and Chuquicamata pits in
Chile, with depths of about 700 m and 800 m, respectively,
and the Superpit in Kalgoorlie, Western Australia, with a depth
of almost 600 m. The depth of underground mines is limited by
the geothermal gradient, Earth’s downward increase in tem-
perature (Figure 4.16). Geothermal gradients are high in areas
of active volcanism and relatively low in areas of old,
Precambrian crust. For instance, the Limon gold mine along
the Central American volcanic arc in western Nicaragua is only
a few hundred meters deep but contains 75 °C water. At depths
of more than 1,000 m, some mines experience rock bursts,

Figure 4.14 Mineral production in LDCs. (a) Overview of the KingKing porphyry copper deposit on Mindanao Island, Philippines. The upper
part of this deposit has been excavated by hand by thousands of unemployed people to recover gold from the weathered ore. Small houses

scattered around the deposit provide scale. (b) Young miner panning gold from weathered KingKing ore (photographs by the authors). See

color plate section.
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(b)

Figure 4.15 (a) The Escondida porphyry copper mine in Chile, with
annual production of more than 1 million tonnes of metal, is the
world’s largest copper producer. The mine reaches a depth of almost
700 m and measures 4 km by 3 km at the surface. About 1.4 million
tonnes of ore and waste are removed from the mine each day using
more than 150 large trucks that move up the inclined ramp at the
back of the pit (photograph courtesy of BHP Billiton Ltd). (b) Side of
the main pit at Grasberg, Irian Jaya in Indonesia, showing a landslide
that formed where the pit wall collapsed. Pit-wall failures of this type
are not uncommon and are caused by faults, water-saturated ground,
and oversteep pit walls. The truck at the bottom center of the pit
provides scale (photograph courtesy of Karr McCurdy). See color
plate section.

which are small explosions that take place as rocks in newly
opened, underground workings decompress due to the release
of confining pressure (Durrheim, 2010). Shaft depths are also
limited by the maximum length of cable that will not break
from its own weight, usually about 2,600 m. Levels deeper than
that must be accessed through internal shafts, which greatly
increases the time required for workers to reach their stations.
These factors combine to limit underground mining to about
2 km in most areas, although the deepest operating mine in the
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Figure 4.16 Geothermal gradients showing how Earth’s temperature

100

increases downward in hot volcanic areas and in colder rocks in
Precambrian shield areas, and comparing them to the lower limit of
mines and oil or gas wells. Note that the depth scale is logarithmic in
order to show all depths.

world, the TauTona gold mine near Carletonville, South Africa,
had reached a depth of 3.9 km in 2012.

4.2.2 Well systems and pumping

Pumping and well systems are used to recover groundwater,
crude oil, natural gas, and some solid minerals that can be
dissolved or melted. Most well systems are devoted to oil and
gas extraction and an entire discipline known as reservoir
engineering involves the determination of the best distribu-
tion and type of wells for most efficient extraction (Lyons,
2009). Although reservoir rocks for oil and gas are porous and
permeable, it is common to enhance their permeability in the
area of producing wells by fracking, the process of injecting
fluid and sand or other granular material at high pressure to
fracture the rock. Drill stem tests are used to determine how
much oil and gas can be extracted from a specific zone of rock
in the well by isolating it with pads and measuring the flow
rate that it produces. If these tests are successful, pumping
facilities are installed, a process known as well completion,
and the exploration well becomes a producer.

Production from many onshore fields is achieved by con-
necting to a pipeline, but wells in frontier areas must some-
times wait for years for pipelines to reach them. In the
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Figure 4.17 Offshore oil production in increasingly deep water. (a) The artificial ice-proof island that produces from the Endicott oil field near
Prudhoe Bay on the north coast of Alaska was constructed in the mid 1980s for over $1 billion. The 445-acre (18-hectare) island has close
spacing of wells designed to minimize its area and environmental impact. Initial oil production at a rate of about 100,000 bbl/day has declined
to about 10,000 bbl/day today, and total production so far amounts to about 460 Mbbl of oil (photo courtesy of BP America). (b) The Monopod
platform, in 20 m of water in Cook Inlet, Alaska, began operation in 1967. Its single leg, which is less vulnerable to floating ice, has 32 wells that
reach the entire oil field. With enhanced recovery methods that were applied in 2014, it produces about 2,900 bbl/day (photo courtesy of
Chevron Corporation). (c) The Jasmine platform, at a depth of 81 m in the central North Sea, consists of a production unit with 24 slots for
holes into the field and a living-quarters unit. The platform, with gross capacity of 140,000 bbl/day of oil equivalent (oil and gas), began
production in 2013 (photo courtesy of ConocoPhillips). (d) In deep water where platforms do not work well, floating platform storage and
offloading (FPSO) systems are used. The FPSO Aseng, shown here, began production from the Aseng field offshore Equatorial Guinea in
November, 2011, at a water depth of about 1,000 m. The unit produces 80,000 bbl/day using injection of 150,000 bbl of water and has a storage

capacity of 1.695 Mbbl (photo courtesy of Glencore Ltd.). See color plate section.

meantime, oil can be pumped into storage tanks and taken by
truck or train to a pipeline connection or refinery as is the case
for much of new shale-oil production from North Dakota.
Offshore production takes place from platforms and islands
(Figure 4.17) that are among the engineering wonders of the
world (El-Reedy, 2012). Water depths in which these plat-
forms operate have increased steadily over the last decade and
are approaching 3,000 m. Production from deeper water
comes from subsea wellhead systems.

Solution mining, the process by which solid minerals are
dissolved or melted and then pumped from a well system, is

the most environmentally acceptable form of mining because
no overlying rock has to be removed. Evaporite minerals, such
as halite and sylvite (potash), are uniquely suited to this
process because they are easily dissolved in water. A variant
of solution mining, known as the Frasch process, is used to
mine native sulfur, which melts at 115 °C and can be flushed
to the surface by superheated steam. Some metal oxide and
carbonate minerals can be dissolved by sulfuric acid, uranium
oxide can be dissolved by acidic or alkaline solutions, and gold
can be dissolved by cyanide solutions. For these solutions to
be effective mining agents, they must react only with the
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( )
BOX 4.7 FRONTIER EXPLORATION AND PRODUCTION

As nearby deposits are exhausted, production must move into frontier areas. In fact, resource-based communities
have been the traditional way that many frontier areas were settled. A few decades ago, some Canadians thought
that a complex of mining and oil production communities would stretch across the Arctic. A few were established,
notably Nanisivik and Pine Point in the Northwest Territories (Figure 5.7), but they were largely abandoned after
the mines were exhausted. The more modern approach involves commuters. For instance, workers at the Lupin
gold mine in the Northwest Territories lived in Edmonton and other cities to the south, or in established northern
communities, and worked “fly-in” shifts several weeks long followed by extended vacation time. Similar fly-in
work schedules are used at some of the large iron mines in Western Australia. This arrangement produces a
happier, more stable work force, as well as eliminating the need for a large infrastructure at the mine, with
attendant environmental problems. It also does away with ghost towns, the legacy of exhausted mineral deposits.

J

desired mineral rather than enclosing rock. An additional
challenge confronted by solution mining is channeling, in
which leach solutions find a few easy paths through the ore,
never contacting the rest of it.

Mining will probably change greatly in the future, spurred
by the need to reduce labor costs and the desire to produce
materials with less environmental damage. Solution mining will
almost certainly expand as better solvents are developed and
ways are found to fracture rock more evenly. Emphasis will be
on the conversion of raw material to a marketable form as close
to the deposit as possible. An early start on this will probably be
made with in situ combustion, in which combustible ores are
burned underground to produce a gas or liquid that can be
pumped to the surface (Hammond and Baron, 1976). Where
physical removal of ore must still be done, it will undoubtedly
involve larger-scale, continuous mining equipment that will
increase processing volumes but decrease unit costs.

4.2.3 Environmental effects of mineral
extraction

Mines and quarries of all types occupy about 0.3% of Earth’s
surface, roughly similar to the area occupied by railroads and
reservoirs and much smaller than the areas occupied by log-
ging operations (1.8%), cropland (12.8%), and permanent
meadows and pastures (23.4%) (Hooke and Martin-Duque,
2012). Because the important construction materials stone,
clay, and sand and gravel make up such a large proportion of
mined material, MDCs have more than their share of land
disturbed by mining. About 60% of disturbed areas is used for
excavation and the remaining 40% is used for the disposal of
overburden and similar wastes, which account for about 40%
of the solid wastes generated annually in the United States.

The most important statute regulating surface mining in the
United States is the Surface Mining Control and Reclamation
Act of 1977 (SMCRA), which pertains largely to coal mines and
is administered by the Office of Surface Mining and related state
agencies. Mining wastes are regulated in the United States by the
Environmental Protection Agency (EPA) and related state
agencies under provisions of the Clean Water Act, Clean Air
Act, Comprehensive Environmental Response, Compensation
and Liability Act, and Toxic Substance Control Act, among
others. A small amount of mining wastes is regulated under
Subtitle C of the Resource Conservation and Recovery Act of
1986 (RCRA), which addresses hazardous waste disposal,
but most are deemed non-hazardous. Finally, the National
Environmental Policy Act requires that an environmental
impact statement be prepared before any large mineral opera-
tion is started, and federal regulations require that any operation
on land that will disturb more than 5 acres (12.35 hectares) must
present and have approved plans for operation and reclamation,
and deposit a bond to assure that reclamation will take place.

In the United Kingdom, environmental aspects of mineral
production are regulated under the Environment Protection
Act of 1990. In Canada, environmental regulation is carried
out largely by the provincial governments. The earliest and
most comprehensive of these laws were Bill 56 in British
Columbia and Bill 71 in Ontario (Champigny and Abbott,
1992). In Australia, mining is regulated by individual states
(Fitzgerald, 2002). Reclamation in most jurisdictions includes
removal of buildings, restoration of the land surface to an
acceptable contour, and alleviation of acid mine drainage caused
by weathering of rock and unmined ore (Johnson and Paone,
1982; Carlson and Swisher, 1987). In the United States, the
SMCRA requires that strip mines be restored to their original
contours, with no slopes greater than 20°. It is not usually
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possible to fill other types of mines because they proceed deeper
and deeper in the same spot, although some operations fill
earlier pits with waste as they move to new pits. Aggregate
quarries near towns have been used widely for disposal of
construction wastes and a few metal mines have been used for
municipal waste, as was done at Rustenburg and Pretoria, South
Africa. Even where the pits are not filled, regulations require
that pit walls and overburden dumps be reshaped and revege-
tated in a manner consistent with local topography. Mine recla-
mation can be quite successful; Butchart Gardens, one of the
main tourist attractions in Victoria, British Columbia, was once
arock quarry, as was Queen Elizabeth Park in Vancouver. Many
homes and recreation areas in MDCs surround partly flooded
gravel pits that have become lakes. Most governments require
that a reclamation plan be approved and a bond-securing com-
pletion of the plan be paid before a mine can begin operation.
Where an operator plans to abandon a mine, a bond is usually
required to cover future environmental problems such as the
failure of the waste confinement system, seepage of mine water
into nearby streams, or collapse of mine walls.

Although reclamation requirements are part of the law for
active mines, many mines were abandoned before these laws
were in place. In the United States, most abandoned mines that
pose a threat to the environment have been identified and are
listed in the Superfund National Priorities List administered by
the EPA. As of 2014, this list contained 130 mines and proces-
sing facilities, most of which had been reclaimed. The EPA has
estimated that the cost of reclaiming abandoned mine lands will
be at least $35 billion, which has spurred a search for responsible
parties that might help foot the bill. The net for potentially
responsible parties is very wide and includes: (1) retroactive
responsibility, in which parties can be held liable for actions
taken before enactment of the Superfund in 1980, (2) joint and
several responsibility, which holds that anyone associated with
the property can be responsible for the entire clean-up regard-
less of their actual contribution to the problem, and (3) the fact
that a potentially responsible party can be held negligent even if
it was operating by industry standards. Although this approach
to finding funds for reclamation is logical from a legal point of
view, it discourages ownership of brownfields lands where
mining has taken place. This is bad because many new mines
are found close to old ones and because it ignores society’s
collective responsibility for the original mess. A more equitable
solution would be to reclaim abandoned properties with funds
from severance taxes, as is done with coal. A final consideration
is the need to dispose of mine wastes in a way that allows the
next generation to reach them. After all, today’s waste is likely to
be tomorrow’s ore.

Table 4.1 Lung diseases (pneumoconiosis) associated with mineral
dusts and fumes (compiled from Logue, 1991; Cleveland Clinic, 2015).

Disease Related mineral material
Anthracosis Carbon (soot)
Asbestosis Asbestos

Bauxite lung disease
Berylliosis

Cadmium pneumonitis

Coal workers’ pneumoconiosis
Lung cancer

Mesothelioma

Silicosis

Silicosiderosis

Bauxite fumes

Beryllium minerals and fumes
Cadmium fumes

Coal

Asbestos

Amphibole asbestos
Crystalline silica

Hematite

Health and safety considerations are also a major aspect of
current mining regulations. Although fatalities do occur
because of rock collapse and equipment failure, underground
mine fires are the most serious problem. Most fires begin in
wood supports, but they often spread to flammable rock such
as coal. Even metal sulfides will burn if the fire is hot enough.
Fatalities from fires are usually caused by carbon monoxide
(CO), a highly toxic gas. Since the Sunshine silver mine fire in
Idaho, US mines have been required to provide all personnel
with a portable unit to covert CO to CO,. Dust is actually of
wider concern because it is the source of so many lung and
system ailments (Table 4.1). The biggest problem is crystalline
silica, including quartz, which causes the lung disease silico-
sis. Silicosis was not understood until well into the twentieth
century, and earlier outbreaks were caused by poor dust con-
trol in quartz-rich mines. Dust and other particles are also of
concern in uranium mines because they contain adsorbed
radioactive isotopes that become lodged in the lung, where
radiation damage can cause lung cancer. Black lung disease
(also known as coal workers’ pneumoconiosis (CWP)) is a
related disease observed in coal miners.

The main environmental problems related to oil and gas
extraction are the escape of underground fluids and land
subsidence. Large-scale fluid escape from wells and local dis-
tribution systems is amazingly rare. About 15 Bbbl of oil have
been produced from offshore wells in the United States since
1960 and, excluding the Deepwater Horizon (Macondo) acci-
dent, only 567,863 bbl have been spilled. Even if we include
the 4.9 Mbbl estimated by the US Geological Survey to have
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been lost from Macondo, the spillage rate rises to only 0.034%.
Only two wells of the thousands that have been drilled during
that time have blown out, and one of these was Macondo.

Flotation cell

Agitator
+

air
¢ Froth

Ore minerals

Subsidence of the land surface, which is a problem over ;”:glﬁf;ﬁf'gf.g f
some shallow oil and gas fields and groundwater aquifers, can
be alleviated by injection of replacement fluids. The most oK ® 5 00 o
troublesome fluid that comes from oil and gas wells is brine. . o

. . . . To filter o O A D o O e

Although some brines contain high enough concentrations of o6 o o o o— A 7S A
sodium, potassium, bromine, or related elements to be of o o SE
commercial interest, most are worthless and must be disposed 0 5 odbo %4 Gangue minerals
of, usually by injection back into the sedimentary strata from L O ~0 5§80 o ) Mithout coatings

which they came. The early practice of collecting the brine in
unlined ponds called oil pits near producing wells is no longer
permitted in MDCs because it contaminates local surface and
groundwater. Instead, brines must be held in lined ponds or in
tanks, and then injected into the ground. Brines have elicited
additional concern because of their dissolved metals, organic
compounds, and anomalous amounts of radium, a radioactive
decay product of uranium and thorium. Accumulation of
radium in oil pits, pipes, and other facilities has created local
radioactive hazards. Reinjection of brines has greatly mini-
mized this problem, although old brine pits remain a major
legacy environmental problem in many areas (Schneider,
1990; Rowan et al., 2011; Silverstein, 2013).

4.3 Processing of mineral resources

4.3.1 Processing of metal ores

Production of metals from ore is usually a two-step process.
The first step involves beneficiation, which physically separates
the ore in a concentrate containing the ore mineral and tailings
consisting largely of gangue (waste) minerals. The concentrate
is processed chemically to separate the desired metal from the
ore mineral, a process known as smelting. In most aluminum
ores, as well as some uranium, vanadium, gold, and other ores,
concentrates are not produced and the metal is recovered
directly from the ore (Cummings and Given, 1973).

The first step in beneficiation is usually crushing and grind-
ing the ore to separate grains of ore mineral from grains of
gangue minerals. This is carried out at the mine site in order
to avoid the cost of transporting worthless rock to a distant
location. Coarse-grained ore minerals can sometimes be sepa-
rated by handpicking, but most ores are so fine-grained that
they must be pulverized into a powder and separated by more
complex methods based on the different physical properties of
the ore and gangue minerals. Grains of magnetic minerals
such as magnetite and pyrrhotite can be separated with an

Figure 4.18 Cross section of a froth flotation cell showing how ore
minerals adhere to bubbles and float to the surface of the cell. Waste
mineral grains do not adhere to the bubbles because of their
different surface properties and consequently remain at the bottom
of the cell.

electromagnet. Density differences can also be used because
most ore minerals are heavier than gangue minerals. In froth
flotation, the most widely applied beneficiation method, a
hydrophobic organic liquid coats desired minerals, which
then attach to bubbles passing through the suspension, caus-
ing the grains to float. Unwanted minerals, which are not
coated by the organic liquid, do not attach to bubbles and
sink (Figure 4.18). Another method uses a sensor to test grains
falling off the end of a conveyor and a jet of air to blow away
grains that do not meet predetermined criteria.

Separation of metal from the concentrate is usually done in
smelters (Figure 4.19) using pyrometallurgy, in which the
melted concentrate separates into two immiscible liquids
(Gilchrest, 1980). One liquid contains the metal and the
other, which is called slag, contains the waste elements. The
metal-bearing liquid is heavier than slag and sinks to the
bottom of the mixture where it can be removed (Table 4.2).
Smelting of iron ores in a blast furnace yields a metal liquid
(pig iron), which is transferred to a second furnace for further
processing to make steel. Conventional smelting of metal sul-
fide concentrates involved a two-step process in which waste
minerals were separated into slag and sulfur was removed as
SO,, but newer smelting methods use a single, continuous
process to limit energy consumption and the escape of gases.
These include the use of direct reduction for producing iron
and continuous smelting for producing copper and other base
metals. Metal from a smelter must be purified by refining, to
recover traces of gold, silver, and minor metals that followed
the principal metal through the smelting process.

Metals can also be liberated from concentrates by hydro-
metallurgy, which relies on a caustic solution or solvent to
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Metal reduction facilities

(a) Blast furnace (b) Smelter — Noranda continuous system

Refractory
brick

Iron ore
pellets,

limestone, Particulate —
Hot air and coke collection L
I >
Slag Molten iron to
steel furnace

Copper ore
concentrate and
flux

Burner

Air
inlets

Copper matte

Figure 4.19 Metal ore reduction facilities. (a) Blast furnace used to convert iron ore concentrates (usually pellets) to pig iron, which is then

transferred to steel furnaces. (b) Smelter used to convert metal sulfide concentrates to molten sulfide (matte), which is then transferred to

converters to remove remaining sulfur as SO,. (c) Blast furnace at Bremen, Germany (courtesy of ArcelorMittal). (d) Molten matte at the Alto

Norte smelter, Chile (courtesy of Glencore plc.). See color plate section.

leach metal from the ore mineral. The metal is recovered from
solution by precipitation (usually as a compound containing
the metal) or by an electrolytic process known as electrowin-
ning in which pure metal is precipitated onto the cathode of
an electrochemical cell. This process is applied widely in
many types of metal recovery systems, where it is often
referred to as solvent extraction-electrowinning (SX-EW).
Some hydrometallurgical processes can be carried out on
piles or heaps of ore under the open sky. This process,
which is known as heap leaching, requires less investment
and is effective only on some gold, silver, copper, and

uranium-vanadium ores, as discussed in Chapter 11.
Although present hydrometallurgical processes are based on
inorganic chemistry, future methods will probably utilize
microbes (Brierley and Brierley, 2001; Gahan et al., 2012).

4.3.2 Environmental aspects of metal ore
processing

Almost all beneficiation plants at mines in MDCs must recycle
their water, even in areas as remote as the Red Dog mine in
northwestern Alaska. Surface water flowing through the
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Table 4.2 Chemical reactions that take place during pyrometallurgical smelting of iron and base metal ores.

Iron smelting reactions
Fe:Os + 3CO --> 2Fe + 3CO2

hematite pig iron
ALO; + SiO: + CaCO; --> Ca-Al-Si-silicate + CO»
gangue minerals limestone slag

Copper smelting reactions
CuFeS: + 02 > Cu-Fe-S + SO2
chalcopyrite  air matte
ALOs + SiO, + CaCOs; --> Ca-Al-Si-silicate
gangue minerals limestone slag
Cu-Fe-S + 02 + SiO2 -->  Cu + Fe-silicate + SO»
matte air  silica copper slag

BOX 4.8 ENERGY AND METAL PRODUCTION

Energy is a big part of material production (Gutkowski et al., 2013). Life-cycle assessment (LCA) methods are very
useful in comparing energy requirements for the production of various metals and their impact on the environ-
ment. They can be viewed in two ways. Figure Box 4.8.1a shows that, in general, production of light metals such as
aluminum and titanium require much more energy per kilogram. For the base metals, the environmental impact
of producing a kilogram of metal by pyrometallurgical methods is considerably lower than for hydrometallurgical
methods. Perhaps surprisingly, steel and lead show up with the lowest environmental impact per kilogram of
metal (because their ore minerals are easiest to melt). However, when we take the total amount of each metal that
is produced into consideration, things change a lot. Figure Box 4.8.1b shows that global production of steel has a
much larger total environmental impact than the other metals, followed by aluminum, zinc, and pyrometallurgical
copper.

400 1E+14

tani (a) Energy required (b) Total energy required for Steel 4
2 350 W Titanium for metal production . global metal production
E) (per kg of metal produced) 2
= 300 = 1E+13 A Aluminum
c =4
£ £
g 250 5
= . £
g 200 ¥ Aluminum ENickel-H § 1E+12 Zinc
5 - § A Copper-P
5 W Copper-H g Copper-H & Nickel-P
S -
g ' g 1B . lead Nickel-H
% 5 Zinc M Nickel-P 8 A Titanium
steel W o™ COPPErP o
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Figure Box 4.8.1 Environmental impact of metal production based on the LCA of total energy required for production
(global energy requirement) and solid waste produced (solid waste burden) (a) per kilogram of

production and (b) for total global production. P and H for copper and nickel refer to pyrometallurgical and
hydrometallurgical methods, respectively (compiled from data of Norgate et al., 2007; Rankin, 2012).

g J

property must meet local water quality standards when it  tailings piles containing cyanide and other caustic or toxic
leaves the property, even if it did not meet them when it  solutions must be shielded by impermeable barriers to pre-
came onto the property and was not used in the process.  vent the downward movement of these waters. As discussed
Escape of process water into groundwater aquifers must  in the section on gold, cyanide solutions require special
also be limited, and leach pads, overburden dumps, and  handling.
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Figure 4.20 Legacy pollution around old mineral operations. (a) Copper content of stream sediment in Clark Fork River draining Butte,

Montana, USA (after Axtmann and Luoma, 1991). (b) Asymmetric smelter plume at Sudbury, Ontario, reflecting prevailing winds from the

west, showing lead content of precipitation prior to installation of pollution control equipment. From Semkin and Kramer (1976).

Although mining and beneficiation operations are clean,
older plants and their wastes are major sources of legacy
pollution (Castilla, 1983). Butte, Montana, for example, was
the largest copper mine in the United States from the 1880s until
the 1940s, producing about 450 million tonnes of copper ore.
Before installation of tailings ponds in the 1950s, about 100
million tonnes of tailings and smelter wastes were dumped into
tributaries of the Clark Fork River, which drains into Lake Pend
Oreille, 550 km downstream (Figure 4.20a). Stream sediment
near Butte contains over 100 times more copper than average
background values and anomalous copper values extend all the
way to Lake Pend Oreille (Axtmann and Luoma, 1991). Each
rain or increase in the flow of the streams stirs up the sediment,
making new metal available to the system, and there is enough
metal in the streams for this process to continue for hundreds of
years. The only real solution is the removal and stabilization of
the contaminated sediment, which is underway in parts of the
drainage (see http://www.cfwep.org). Additional problems come
from the large open pit at Butte that is gradually filling with very
acid water that will overflow in the late 2010s (Gammons and
Duaime, 2006). In Peru, a similar problem developed when
water from the Rio San Juan, which drains the large Cerro de
Pasco mining area, was diverted into Lake Junin to supply
seasonal flow for hydroelectric power (Rodbell et al., 2014).

Smelting is of great environmental concern because it
produces gases and dust. Early concern in Pittsburgh and
other steel-making cities focused on dust emissions, a problem
that was largely eliminated by compacting the ore mineral con-
centrate into pellets as discussed in the Section 8.1.2 on iron
deposits. Sulfur dioxide from metal sulfide smelters has been of
concern because of its contribution to acid rain, as discussed in

the previous chapter. The effects of smelter-induced acid pre-
cipitation are most obvious in humid areas because there is more
vegetation to kill and because the soil is naturally more acid
(in contrast to the alkaline soils of many arid areas). The
Sudbury area of Ontario, the world’s largest source of nickel, is
a case in point. A century of smelting left Sudbury surrounded
by 100 km” of barren land and another 360 km* of stunted
birch-maple woodland (Winterhalder, 1988). Soil near the smel-
ters had a pH of almost 3 and that of nearby lakes was as low as 4.
Metals such as lead, mercury, arsenic, and cadmium, which
vaporize at the high temperatures used to smelt ore, were
dispersed over an enormous area encircling the smelters
(Figure 4.20b). All this has changed, however. In response to
environmental legislation, US smelters now recover almost all
of their SO, and other emissions. At Sudbury, annual SO,
emissions have declined from 2 million tonnes in 1977 to only
30,000 tonnes projected for 2019; vegetation and lake recovery is
widespread (Keller et al., 2004; Tollinsky, 2015). The decline in
US smelter emissions is particularly impressive when compared
to the steady trend of coal-fired power-plant emissions, the
major anthropogenic source of SO,.

The effort to clean smelter emissions has centered on the
SO, content of flue gas. Gases from reverberatory furnaces,
the most common first step in most old copper smelters, have
low SO, concentrations that were difficult to clean. Modern
smelters, which have been designed to emit gases with higher
SO, concentrations, have recovery rates exceeding 90%, and
1.4 million tonnes of SO, that used to escape into the envir-
onment is now recovered each year from smelters. Smelters
under construction now will recover more than 99% of their
sulfur emissions, effectively removing smelters from the list of
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anthropogenic sources of SO,. Facilities that melt scrap metal ~ Oil refinery . Gas plant
for recycling, which are known as secondary smelters to dis- Crude Cracking _
tinguish them from primary smelters that process ore concen- oil T” Gasoline
trates, are not important sources of sulfur emissions. => Diesel fuel
However, without proper exhaust-gas cleaning, they can B 7:% Light fuel oil
emit metals that vaporize at low temperatures, such as lead. J

=> Heavy fuel oll

— Reforming
4.3.3 Processing of fossil fuels N

=> Heating oil
Fossil fuels consist of carbon and hydrogen with small amounts L => Diesel
of sulfur, oxygen, and nitrogen. They form molecules that range ===
from CH, with only five atoms, to others with thousands of L Phenol treatment
atoms. Under near-surface conditions, these molecules form - > Grease
vapors (natural gas), liquids (crude oil), and solids (coal, _ wax
asphalt, bitumen, oil shale, tar sands, gilsonite). Natural gas is ., Asphalt
made up of methane (CH,), by far the most abundant compo- Distillation  Vacuum distillation

nent, along with small and variable amounts of other natural
gases including ethane (C,Hg), propane (C;Hg), butane
(C4H;0), hydrogen sulfide (H,S), helium (He), carbon dioxide
(CO,), and nitrogen (N,). Pentane (CsH;,) and heavier mole-
cules, which can be present as vapors in natural gas at depth in
the crust, will condense at the surface and are commonly
removed at the wellhead to form natural gas liquids.

Natural gas is processed to remove ethane, propane,
butane, and related gases, which constitute liquefied petro-
leum gases, as well as the non-hydrocarbon gases, which can
be sufficiently abundant to constitute resources in their own
right. Removal of essentially all H,S is of particular concern
because it is toxic and reacts with moisture in pipelines to
create highly corrosive sulfuric acid.

Processing of crude oil is carried out in refineries, which
separate the hydrocarbon molecules by molecular weight
and modify them further to produce hundreds of products,
including asphalt, fuel oil, gasoline, jet fuel, lubricating oil,
naphtha, paraffin, petroleum coke, petroleum jelly, wax, and
white spirit, as well as feedstock for petrochemical manufac-
ture. Although individual refineries differ according to the
type of oil they process and the types of product that they
make, they usually require three steps (Figure 4.21). The first
step is distillation in which much of the crude oil is vapor-
ized by heating. The vapor is passed to an atmospheric
pressure distillation tower where it cools, with lighter mole-
cules, such as gasoline, condensing high in the tower and
heavier molecules, such as fuel oil, condensing at lower
levels. Unvaporized heavy oil is fed to a vacuum distillation
tower, where it too is vaporized and condensed into frac-
tions. In the second step, cracking, heavy molecules from
distillation are heated under pressure and broken down into

Figure 4.21 Schematic diagram of an oil refinery showing
distillation/vacuum distillation, cracking, and reforming stages

smaller molecules that can be used in gasoline and other light
hydrocarbon products. The third step, reforming, is a gen-
erally similar process in which the actual molecular structure
of each product is changed to make it more acceptable to
today’s markets (Leftler, 2012). The balance of products from
refineries depends both on the type of crude oil feed and the
type of equipment, a factor that creates some problems when
demand changes rapidly. In 2014, there were 143 refineries
operating in the United States, and no new ones had been
built since 1978, although this might change if shale-oil
production continues to increase (Lefebvre, 2014).

Processing of the solid fossil fuels varies widely depending
on the desired product. The simplest form of processing for
coal involves cleaning to remove non-combustible ash and
sources of sulfur such as pyrite. Coal can also be heated and
reacted with steam and other gases in a process known as coal
gasification, which produces an impure natural gas that can
be reformed into a wide range of products including gasoline.
Other solid and semisolid hydrocarbons can also be treated to
yield oil and gas, largely by heating to drive off the lower-
molecular-weight fraction, which can undergo further con-
ventional refining (Hammond and Baron, 1976).

4.3.4 Environmental aspects of fossil-fuel
processing

The most important environmental effects of fossil-fuel pro-
cessing are caused by the escape of hydrocarbons from refi-
neries. Unlike smelters, which can be located near mines, oil
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Figure 4.22 Change through time of emissions of (a) sulfur dioxide, (b) particles, (c) VOCs, and (d) carbon monoxide by the petroleum and
mining industries. The large change in VOC emissions is related to expanded production of shale gas (from EPA, 2015).

refineries are commonly located where markets are strongest
or near ports where transport is easiest, which places them in
and near cities. At refineries, hydrocarbons can be lost as
volatile organic compounds (VOCs), including important
greenhouse gases such as methane, or in wastewater, crude
oil, and synthetic organic liquids. Most environmental atten-
tion has been given to wastewaters and refinery sludge, which
contain organic compounds and heavy metals that can be

Conclusions

toxic (Kent, 1994; Hua et al., 2012). Escape of these liquids
from early refineries has created contaminated groundwater
plumes that vary in form depending on the degree to which
the organic pollutant dissolves in water. Modern refineries
now recycle wastewater and are isolated from groundwater
aquifers by impermeable underlayers, but many older instal-
lations are still being cleaned (Kapoor et al., 1992; Chestnut,
1990).

Estimates of environmental impact are made by many regulatory agencies and they provide useful mileposts to assess the performance

of the mineral industry. Data for atmospheric pollution in the United States show that metal and SO, emissions from metal production

have decreased from 4.775 million tonnes in 1970 to 0.145 million tonnes in 2013, and that particulate emissions have decreased

from 1.3 million tonnes in 1970 to 0.063 million tonnes in 2013. For petroleum refining, VOC emissions have decreased from 266,000 to
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41,000 tonnes (Figure 4.22). It is particularly important for the average citizen to hear this news. In the same way that small investors
learn about a rising stock market just in time to buy at the top, average citizens often get the news about pollution just as the problem
is being solved. We are only now becoming fully aware of the incredible legacy of the pollution from early mining and oil and gas
production, and the tremendous cost that we must bear to clean it up. As enormously important as these problems are, we must
not let them cause us to lose sight of the fact that modern mineral extraction is much cleaner.

Things are not perfect; accidents will continue to happen, and emissions will exceed acceptable levels locally. But, with improved
methods, and vigilance on the part of operating personnel, regulatory agencies, and the general public, we can hope to extract Earth’s
remaining resources in a manner more consistent with our obligation to respect the planet.

© Cambridge University Press & Assessment www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment

978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

CHAPTER

Mineral law and land access

Land is the currency of mineral exploration and production.
Without land there is nowhere to look and nothing to pro-
duce. This simple constraint is frequently forgotten in our
growing concern over future mineral supplies. The fact that
mineral deposits must be extracted where they are found
(Figure 5.1) is an extreme example of location theory, the
branch of spatial economics that focuses on factors control-
ling the location of economic activity. Whereas most other
economic activity has some flexibility with respect to location,
mineral extraction has none. This requires a rational
approach to land ownership and use at all levels from local
to continent-wide. In this chapter, we review forms of land
tenure and mineral law, as well as the policies that control
implementation of these laws.

5.1 Types of land and mineral ownership

Laws governing mineral ownership take two approaches (Ely,
1964). Regalian legal systems hold that minerals are owned by
the state, regardless of surface land ownership. Because Spain
operated under this system as the New World was explored,
most of the western hemisphere outside Canada and the United
States adopted variations on this system (Prieto, 1973). English
mining law, which was influenced by early Roman practice,
holds that minerals are owned by the owner of the surface, and
it became the basis for mineral law in the United States,
Canada, and other parts of the original Commonwealth.

In the English system, the simplest form of land ownership,
fee simple, involves control of the surface and everything on
or below it. It is possible, however, to divide land ownership
into separate parts, which are referred to as rights. Common

Figure 5.1 Living near mineral production. (a) The Terry Peak ski
area in the Black Hills of South Dakota looked down on three gold
mines that produced more than 60 million ounces of gold and were a
major factor in the local economy. At the base of the hill is the
Golden Reward open pit mine, in the far right distance is the Gilt
Edge open pit mine, and barely visible in the far left distance is the

headframe for the giant Homestake underground mine (photograph
by Paul A. Bailly). (b) The city of Butte, Montana, is directly adjacent
to the Berkeley open pit and overlies the extensive underground
operations that mined veins (photograph by the authors). See color
plate section.
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BOX 5.1

activity has been more limited.

LAND LAW, FORTUNES, AND PHILANTHROPY

The difference between the English and regalian legal systems has had a big impact on economic development in
the New World. Most of the early personal fortunes in the United States, for instance, were based on the natural
resources, especially minerals. Included in these were the Rockefellers, Mellons, Carnegies, and Guggenheims, all
of whom created important corporations that continue in one form or another today. These families made major
philanthropic donations to cultural and historic institutions that have enriched American life. In countries with
government ownership of minerals, it was more difficult to develop such fortunes and related philanthropic

~

divisions include surface rights, water rights, timber rights,
and mineral rights, which constitute ownership of these parts
of the land. These rights reflect the variety of interests that
people and businesses take in land, as well as their willingness
to permit multiple use of the same parcel of land, an aspect of
land tenure that will undoubtedly become more common as
population pressures increase.

The possibility of divided land ownership can come as a
surprise to land owners if rights were severed in the past. In
older mineral-producing regions such as the northern
Appalachian coal fields, for instance, far-sighted companies
bought mineral rights early in the 1900s, but did not mine the
ground until much later. The reverse situation, in which
several owners claim a single mineral, can also occur. For
instance, who owns methane that contaminates some coal
mines? This methane was historically considered a mining
hazard, but is now responsible for about 10% of US natural gas
production. Is this coal-bed methane owned by the owner of
the coal, by the property owner, or by a third party? State
Supreme Courts in Virginia and Kansas in 2004 and 2006,
respectively, decided that land owners who previously sold the
mineral rights to coal beneath their property retained legal
ownership of methane within the coal seam (Owens, 2012).
Similarly, the US Supreme Court decided that coal-bed
methane beneath land owned by the Southern Ute Tribe in
Colorado is to be treated as a split estate, with ownership
separate from solid coal (Kennedy, 1999). This is not the
Court of
Pennsylvania has determined that the owner of the coal

rule everywhere, however; the Supreme
owns the coal-bed methane.

There is even the question of how to divide surface from
subsurface. Most jurisdictions consider surface rights to stop
below the immediate land surface. However, Texas courts
have allowed the owner of surface rights to claim minerals
down to a depth of 61 m if their removal would result in

destruction of the present surface (Aston, 1993). This curious

twist of logic reflects the long history of oil production in
Texas, which does not usually result in significant disturbance
of the land.

The rights of overlapping governments, such as states and
federal governments, to ownership of public land has been
handled in different ways. In Canada, public lands and
mineral rights were given to the provinces at the time of
confederation. In the United States, in contrast, public lands
and their mineral rights reverted to federal control as states
joined the union. The only important exception made by
Congress was Texas, which was permitted to retain title to
its public lands when it was annexed in 1845. This moment of
weakness cost the Federal Treasury billions of dollars in later
oil and gas royalty payments that went to Texas.

Ownership of water and water rights is a separate issue in
many countries, particularly arid lands (Walston, 1986;
Williams et al., 1990; Lee et al., 2005). In the eastern United
States and other countries with abundant surface water, laws
are based on the doctrine of riparian rights, which holds that
the right to use water on the land comes with ownership of the
land and is maintained even if the water is not used. In the
western United States and other arid regions, water law
applies the concept of appropriation rights, which grants
access to water on the basis of the time it was first used and
the purpose for which it is used. For example, the Colorado
River Compact signed in 1922 by Arizona, California,
Colorado, Nevada, New Mexico, and Utah established max-
imum annual allotments of water from the Colorado River
that could be used by the signatories according their popula-
tion at the time (Boime, 2002). In 1922, the maximum legally
allowed water use among all seven states was established
assuming an annual flow totaling 16.4 million acre feet,
which exceeds the average water volume of 14.5 million acre
feet that has prevailed during the late twentieth and early
twenty-first centuries, and this has led to legal challenges in
western states with fast-growing populations (National
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Research Council, 2007; Jacobs, 2011). Similar compacts allo-
cate water rights on rivers that cross geopolitical boundaries,
such as the Connecticut, Delaware, Red, and Potomac rivers
in the United States, the Columbia River in Canada and the
United States, and the Colorado River in Mexico and the
United States.

Groundwater law developed separately from surface water
law because of the mistaken impression that the two water
reservoirs were not related. The first attempt to regulate
groundwater use originated in England in the early nine-
teenth century, as described in the English law case of Acton
versus Blundell (1843), which gave a land owner the right to
withdraw as much groundwater as desired without concern
for potential adverse consequences for neighboring land
owners. This policy, known as the Rule of Capture or
Absolute Ownership, remains in practice in Connecticut,
Georgia, Indiana, Louisiana, Maine, Massachusetts, Rhode
Island, and Texas (Great Lakes Protection Fund, 2007). Most
other US states adhere to a Reasonable Use Doctrine, which
states that land owners can pump groundwater from beneath
their property as long as it does not adversely effect ground-
water availability on contiguous properties (Joshi, 2005). In
Michigan, the state legislature passed a bill in 2006 that
regulates new groundwater use exceeding 100,000 gallons
per day, which will likely lead to legal challenges owing to the
interpretation of the word new. Although most states accept
that groundwater ownership accompanies land ownership,
Alaska, Colorado, Idaho, Kansas, Montana, Nevada, New
Mexico, North Dakota, Oregon, South Dakota, Utah,
Washington, and Wyoming have declared that they own
groundwater. This ownership claim is usually manifested
in agencies that determine how and by whom water can be

pumped from the ground; it does not mean that ground-
water is reserved for state use.

5.2 Land ownership and law in the
United States

In most countries, the government is responsible for survey-
ing the land and providing a regional location system on
which land ownership is based. In the United States, locations
are based on three survey systems (Figure 5.2). Land in the
original US colonies and some of the older states was divided
into irregular tracts based on the old English system of metes
and bounds (Muhn and Stuart, 1988; PLS, 1988). Divisions
between parcels were indicated by landmarks such as trees
and fences, many of which have disappeared. Land in the
southern and southwestern states, which was originally
under Spanish influence, was divided even less systematically.
Present land boundaries in many of these states have been
relocated by modern surveys, but persist by tradition and
agreement in a few areas. Land west of Pennsylvania was
surveyed into 2.59 km? sections under the provisions of the
Land Ordinance Act of 1875. These sections were part of a
north-south, east-west grid of townships and ranges into
which almost all of the central and western United States
was divided. The resulting system includes townships that
measure 6 miles (9.7 km) on a side and contain 36 sections.
Control over the 2.3 billion acres (9.3 million km?) of land
that makes up the United States is about equally divided
among the federal government, state, and local governments,
and private groups and individuals. Early in US history, the
federal government owned another 1.287 billion acres
(5.2 million km?) that have since been transferred to state and

Township-range system
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Figure 5.2 Areas of the United States surveyed by the township-range system; inset shows the relation between townships, ranges, and sections.

Note that the term township refers to both the east-west tiers of divisions and the divisions themselves. Also shown are areas covered by

railroad land grants, which consisted of alternative sections that created a “checkerboard” land-ownership pattern that persists today.

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

Land ownership and law in the United States

Table 5.1 Disposition of public land in the United States, 1781-2012.
ANSCA: Alaska Native Claims Settlement Act (Data from BLM, 2013a).

Type Acres

Even after all of these transfers, the federal government
controls and manages most of the land in the western states,
ranging from a high of 85% in Nevada to a low of 29% in
Washington (Table 5.2). This land includes national parks,

Disposition by methods not classified elsewhere 303,500,000 . .
monuments, and other scenic and recreational areas, as well
Granted or sold to homesteaders 287,500,000 as wilderness areas, where mineral exploration is largely pro-
Granted to States for: hibited. It also includes vast areas of national forest, grass-
lands, and other land, where mineral entry is permitted and
Schools 77,630,000 . L .
which supply the bulk of domestic mineral production.
Reclamation of swampland 64,920,000
Railroad 37,130,000
arroacs 5.2.1 US federal land laws
Miscellaneous institutions 21,700,000
Access to federal land for mineral exploration and production
Dehiid 117,600,000 is governed by a host of laws and regulations. Of most impor-
Canals and rivers 6,100,000 tance to exploration are the laws that deal with the discovery-
Construction of wagon roads 3,400,000 claim and leasing systems, as discussed next.
Granted to railroad corporations 94,400,000 Discov ery— claim system
Granted to veterans as military bounties 61,000,000 United States federal mineral law is based on the experience of
Confirmed as private land claims 34,000,000 prospectors, such as those in the California gold rush of 1849.
In the system that they developed, the discoverer of a deposit
Sold under timber and stone law 13,900,000 Y . ) ¥y ey p. o ) M P
had the right to claim ownership in it. This concept became
Granted or sold under timber culture law 10,900,000 federal law as the General Mining Law of 1872, which is a
Sold under desert land law 10,700,000 combination and amplification of the earlier Lode Mining
Granted to State of Alaska and ANSCA: Law of 1866 and Placer Mining Law of 1870 (Ely, 1964).
These laws divided mineral deposits into two geological
State conveyances 99,100,000 types; those in actual bedrock were called lodes and those in
Native conveyances 43,700,000 river and stream gravels were called placers. The 1872 law

Total 1,287,180,000

local governments, private groups, Native American tribes,
and individuals (BLM, 2013a; Gorte et al, 2012). The
Homestead Act of 1862, the Desert Land Act of 1877, and
related laws, which encouraged settling of the West, accounted
for 287 million acres (1.16 million km?) of these transfers.
Larger blocks of land, totaling 328 million acres (1.33 million
km?), were granted to the states for construction of schools,
railroads, canals, and other improvements (Table 5.1). Between
1850 and 1870, another 94.4 million acres (380,000 km?)
were transferred to companies as incentives to build rail-
roads into the West. These grants commonly took the form
of odd-numbered sections of land in 20-mile (32-km)-wide
strips centered on the rail line. Known mineral lands
were specifically excluded from these grants, but many
deposits have since been discovered on these lands, making
western railroads into important mineral producers (Gorte
et al., 2012).

allows any citizen or domestic corporation to stake an unlim-
ited number of claims. Claims must measure 600 by 1500 ft
(183 by 457 m) for lode deposits and 20 acres (0.08 km?) for
placer deposits. Their location must be marked on the ground,
and they must be registered with the US Bureau of Land
Management (BLM). Mining claims can be located under
the 1872 law in Alaska, Arkansas, Arizona, California,
Colorado, Florida, Idaho, Louisiana, Mississippi, Montana,
Nebraska, Nevada, New Mexico, North Dakota, Oregon,
South Dakota, Utah, Washington, and Wyoming. Mineral
access on federal land in the other states is administered
under the Mineral Leasing Act of 1920, which is discussed
later.

According to the original law, claims could be held in
perpetuity by the holder doing annual assessment work
worth $100 on each claim. This was changed in 2015 to an
annual rental of $155 for lode claims, and $155 for the first
20 acres up to a maximum of $1,240 for 160 acres of a placer
claim. The annual rent eliminates the requirement of main-
tenance work, although claim owners can apply for a waiver if
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Table 5.2 States with important federal land ownership, showing value of non-fuel mineral production. The top 20 states listed here
account for 90% of federal land holdings and 69% of US non-fuel mineral production. (Land area data from Gorte et al., 2012. Non-fuel
mineral production data from National Mining Association, 2015.)

Federally owned land ~ Percent = Non-fuel mineral production  Percent of total US non-fuel mineral
State total area (km?) of area (2013, $ billion) production (2013)
Nevada 242,657 85.1 9.66 7.5
Utah 141,776 66.5 4.18 54
Alaska 913,976 61.8 3.51 4.5
Idaho 132,073 61.7 1.20 1.5
Oregon 132,192 53.0 0.35 0.5
Wyoming 121,582 48.2 2.35 3.0
California 193,430 47.7 3.51 4.5
Arizona 124,406 42.3 8.06 10.4
Colorado 97,473 36.2 2.32 3.0
New Mexico 109,272 34.7 1.87 2.4
Washington 49,266 29.2 0.89 1.1
Florida 18,360 13.1 2.99 3.9
Michigan 14,722 10.0 2.41 3.1
Arkansas 12,796 9.4 1.03 1.3
Virginia 9,543 9.2 L.11 1.4
North Carolina 9,821 7.7 1.30 1.7
Minnesota 14,039 6.8 4.71 6.1
South Dakota 10,709 5.4 0.31 0.4
Missouri 6780 3.8 2.48 3.2

they own fewer than ten claims and demonstrate that at least
$100 of work is performed in good faith to develop the claim.
The original law also permitted the holder of a claim to
purchase the title to its surface and mineral rights from the
federal government, a process known as patenting. Original
patenting requirements included completion of $500 worth of
improvements on the claim, public notification of intent, and
payment of $2.50/acre for a placer claim and $5/acre for alode
claim. Early abuses of the patent option to obtain land for
other purposes, including vacation homes, were prevented by
stipulating that claims could be patented only if they contain
mineral deposits that are good enough to merit further work
by a “prudent” person and that the minerals must be “market-
able.” The US Supreme Court has issued decisions in several
cases (e.g. Castle versus Womble, 1894; Chrisman versus
Miller, 1905; Layman versus Li, 1929; US versus Coleman,

1968) that followed an economic approach to these concepts,
requiring that the claimant demonstrate reasonable intent to
sell the minerals and that the sale of the minerals be profitable
(Sokoloski, 1996). Recently, environmental groups in
Colorado filed mineral claims on federal land that they have
no intent to mine (Whitney, 2005). Such actions seem to
violate the prudent man and marketability concepts
embedded in the 1872 law, and have re-focused debate on
the claim system.

Periodic efforts have been made to clear the books of old
claims. The most recent of these was part of the Federal Land
Policy and Management Act of 1976 (FLPMA), which
required that all active mining claims be registered with the
BLM by October, 1979. This requirement is estimated to have
removed from the books inactive claims covering at least
1.2 million acres (486 km?).
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( )
BOX 5.2 IMPROVING THE MINING LAW

The General Mining Law of 1872 is not without faults. Because it was designed to encourage settlement of the land
and development of its mineral resources, the law made access to the public land for minerals relatively easy, gave
miners priority over other land uses, and required only exploration or mining work with no payment of fees to
hold the land. It also made no provision for environmental safeguards. It was intended to protect small deposits
that could be covered by a few claims, and even included the concept of extralateral rights for lode claims (Figure
Box 5.2.1) permitting the miner to follow the vein if it extended downward off the claim. Modern exploration for
larger, deeply buried deposits requires many claims covering ground that has been identified as having high
potential for a deposit by methods discussed in Chapter 3. The ground must be held while detailed exploration is
carried out to evaluate the economic potential of the discovery.

Lode claim

Outcrop of vein

seet

600

Side line

End line

Vertical extension of side line

\

Vertical extension of side line

Extralateral portion of vein

Figure Box 5.2.1 Lode mining claim. Note that the miner has the right to pursue veins off the claim (extralateral rights) if their
uppermost part or vertex is on the original claim. This practice is not consistent with the irregular nature of many veins and
led to major legal battles in Butte, Montana, and other western mining districts (modified from US Forest Service, 1995).

Recent attempts to revise the law have focused on the need to charge an annual rent on claims, to impose a
royalty on production, and to have more stringent environmental regulations, although none have succeeded. In
2007, for instance, the US House of Representatives passed the Hardrock Mining and Reclamation Act that would
have permanently banned patents for mineral claims, required royalties of 4% of gross revenue on existing
hardrock mining operations, and 8% for future hardrock mining (Anonymous, 2007). The US Senate, facing
strong opposition from mineral-producing states such as Nevada, refused to discuss the bill and it died
legislatively. It is important that changes be made with careful comparison of their benefits, including increased
tax revenues and less environmental disruption, and their costs, including decreased employment, increased
import reliance, and declining balance of trade.
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Mineral leasing system

The 1872 law was not well suited to exploration for oil, coal,
gravel, and other minerals that form large or concealed
deposits. This led to laws that established leasing as a second
system of mineral entry on federal land. The first of these, the
Mineral Leasing Act of 1920, originally applied to coal, oil,
oil shale, natural gas, sodium minerals (evaporites), and
phosphate rock. It was later amended to include sulfur in
New Mexico and Louisiana, as well as potassium evaporites
and geothermal resources. Under the 1920 law, leases can be
acquired by either competitive or non-competitive bidding,
with competitive bidding required on land with known
mineral deposits.

The leasing system was plagued from the start by lease-
holders making big discoveries or quick profits on land
obtained through non-competitive bidding. Although this
was not illegal, many felt that the federal government was
losing important revenue. In one infamous case, a tract of
land in the Amos Draw area of Wyoming sold for $1 million
shortly after it was obtained in a non-competitive lease.
Because these problems became apparent first for coal, non-
competitive leasing for coal was eliminated by the Federal
Coal Leasing Amendment Act of 1976. The Federal Onshore
Oil and Gas Leasing Reform Act of 1987 provided that non-
competitive leases of oil and gas land could be made only on
tracts that had been offered unsuccessfully for leasing in an
earlier competitive sale. The leases require payment of royal-
ties and rentals to the federal government, and the title to all
leased land was retained by the government. Although the law
works well now, it created a long-lived political football in the
form of claims that were staked prior to 1920 for minerals that
must now be leased. In particular, efforts to patent oil-shale
claims under the 1872 law have gone on for decades, amid
debate about whether the claims had commercial value to a
prudent person when they were originally filed or even now.

The leasing system was modified by the Materials Act of
1947, which pertains to most construction and industrial
minerals. This law permits operators to sell materials from
federal land under permits obtained by non-competitive or
competitive bids, depending on the volume of planned pro-
duction. The Acquired Lands Act of 1947 authorizes leasing of
acquired lands, which are those obtained by purchase, con-

demnation, donation, or exchange.

Administration of US mineral laws

Management of mineral resources on US federal land is the
responsibility of the BLM (OTA, 1978; Muhn and Stuart,
1984). The BLM monitors the location and status of all claims

on federal land and is responsible for all subsurface mineral
activities. As of 2014, the BLM has under its supervision
5.3 billion barrels (Bbbl) of oil reserves, 1.95 trillion m?® of
natural gas reserves, 1.23 trillion barrels of oil in oil shale, all
of the nation’s major tar sand, ~300 million tonnes of coal,
35% of the nation’s uranium, as well as world-class deposits
of phosphate, sodium, potash, lead, and zinc, and most of the
nation’s undiscovered but geologically predictable domestic
supplies of aluminum, antimony, beryllium, bismuth, cad-
mium, chromium, cobalt, copper, fluorspar, lead, manganese,
mercury, molybdenum, nickel, platinum-group metals, silver,
tungsten, and vanadium. The BLM administers land that
produces nearly 50% of the nation’s geothermal energy,
and 15% of national wind energy. Federal lands under BLM
control also contain an estimated 30.5 Bbbl of undiscovered
oil resources and 6.5 trillion m® of undiscovered natural gas
(USDOI, 2008).

The BLM is required by the National Environmental Policy
Act of 1970 to determine the environmental effect of all
activities, including mineral exploration and production, on
federal land. (The National Forest Management Act of 1976
provides that the surface impact of mining and other activities
on national forest lands be managed separately by the US
Forest Service.) The first step in determining the potential
impact of a proposed mineral operation impact is an environ-
mental assessment, which is a generalized evaluation of the
nature of the land. This is used to guide decisions on all types
of land use, including mineral entry. If the land is opened for
mineral entry, and part of it is leased or claimed, exploration
plans must be reviewed and approved. If the activities have
potential for significant disturbance to the land, further per-
mitting is required. If the proposed activities are judged to be
sufficiently serious, a more comprehensive environmental
impact statement (EIS) will be required.

Leasing of onshore federal land is administered by the
BLM, which oversees the mineral estate on 258 million surface
acres of public land and 700 million acres of subsurface public
and private land (BLM, 2013a). The BLM also provides tech-
nical support for the management of 57 million acres of
Native American trust lands (BLM, 2013a). Leasing of
approximately 1.8 billion acres of offshore federal land is
administered by the Bureau of Ocean Energy Management
(BOEM) (Figure 5.3). Offshore lands are divided into tracts
that can be as large as 5,000 acres (approximately 23 km?)
(BOEM, 2011a). These agencies identify tracts of land and
offer them for competitive bids, which must contain a work
plan, including an environmental assessment that has to be
approved by the leasing agency. Annual rental for onshore oil
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Figure 5.3 Offshore areas claimed by the United States as exclusive economic zones (EEZs). Shaded areas in the EEZs were closed to offshore

leasing for oil and gas exploration in 2012. Regions of the world with offshore oil, gas, or mineral production are also shown.

and gas leases is $1.50/acre for the first 5 years and $2/acre
thereafter, with a royalty of 12%2% of the value of any future
production (Vann, 2012). Offshore oil and gas leases histori-
cally required royalties of 16%% in shallow water and 12%:%
in deep water, defined as depths greater than 200 m. In 2008,
the royalty payment requirement was increased to 18% per-
cent for all leases at all water depths. Rental fees are assessed
based on water depth, and range from $7/acre for water less
than 200 m deep, to $11/acre for water greater than 2,000 m
deep (BLM, 2012; BOEM, 2014). The initial duration of off-
shore leases is also tied to water depths, with 5-year leases for
water depths less than 800 m, 7-years leases for depths of 800
to less than 1,600 m, and 10 years for depths greater than
1,600 m (BOEM, 2011a; BLM, 2012). If wells are started in a
given lease block, rental rates increase in years 6, 7, and 8, and
remain fixed thereafter for the life of a producing well (BLM,
2012). Terms for other minerals differ, but have approxi-
mately the same economic effect. Bids are compared on the
basis of a work plan and the amount of bonus bid that is
offered. This payment as well as the first year’s rent are due on

signing the lease, and the bonus bid is not returnable if the
lease turns out to contain no oil or gas.

By far the largest number of federal leases are for oil and gas
exploration and production (Figure 5.4). As of 2013, there
were almost 36 million acres of offshore land leased for oil and
gas exploration, with activity on about 7 million acres
(BOEM, 2014). Onshore competitive federal land leases con-
sidered in effect for oil and gas exploration and production
totaled about 22 million acres as of 2013, with an additional 15
million acres having been leased non-competitively prior to
the Federal Onshore Oil and Gas Reform Act of 1987 (BLM,
2013a). This is a decrease from nearly 70 million onshore
leased acres in 1988 (BLM, 2013b). The number of producing
onshore acres over the same time period decreased only
slightly, from 12.9 to 12.6 million acres (BLM, 2013a). The
story is the same for federal land leases for coal, which
declined from 730,247 acres in 1990 to 484,017 in 2012.
Active leased federal lands for all other solid materials, includ-
ing resources such as phosphate, sodium, metals, sand, and
gravel totaled about 200,000 acres (BLM, 2013a).
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Figure 5.4 Oil and gas revenues from production from federal land
in the United States. (a) Relation between bonus bid and royalty
revenue from offshore US federal land oil and gas leases. (b) Change
in oil production from state and federal offshore leases. Decline in
production from state leases reflects the exhaustion of fields in
shallow waters (2014 data from the Office of Natural Resources
Revenue, ONRR, see http://statistics.onrr.gov/ReportTool.aspx).

Federal lands yield a large proportion of US national pro-
duction (Table 5.2), and are an important source of non-tax
revenue for the US government. Bonus bids were historically a
very important part of these revenues, both because of their
large size and because they are paid regardless of whether the
tract produced minerals. Originally, the nature of the bidding
process led to large overbids and the associated winner’s curse,
with winning bids on average 45% higher than the next-highest
competing bid (Megill and Wightman, 1984; Cramton, 2006).
The value of winning bids has decreased, however, from an
average winning bid, in constant 1982 dollars, of $15.07 million
($2,224/acre) for the period 1954 to 1982, to $0.62 million for
the period 1998 to 2006 ($263/acre) (Haile et al., 2010). In 2012,
bonus bids totaled $2.77 billion for competitive offshore oil and
gas leases, $226 million for onshore oil and gas leases, and
$1.9 billion for coal (ONRR, 2013).

Figure 5.5 Oil fields in the Santa Barbara Channel, just offshore from
the city of Santa Barbara, California, are an important source of US
oil production. The Dos Cuadras field, which is served by Platforms
A, B, and C shown here, is in federal offshore land, just beyond the
state limit. The field is at a depth of 2,000 to 3,500 feet and has
produced more than 260 Mbbl of oil since it was discovered in 1968.
The field is outside the 3-mile limit and therefore is administered by
the US federal government. A spill of almost 100,000 barrels from
this field in 1969 was a catalyst in the US environmental movement.
Although this was a large spill, it is much smaller than the natural oil
seepage that has been going on in the Channel for the last few
hundred thousand years (photograph courtesy of Doc Searls).

If oil and gas are produced from leased acreage, royalty and
rent payments are made to the federal government
(Figure 5.4a). Between 1954 and 2013, $81 billion in bonus
bids, $2.5 billion in lease rents, and $75 billion in royalties
were paid for US federal leases, almost all of that from offshore
oil and gas (Figure 5.4b; BOEM, 2014). The relative impor-
tance of royalty income and bonus bids has changed with time
(Figure 5.4a).

Companies now perform high-resolution seismic surveys
before submission of bids, which greatly increases their ability
to select smaller areas with higher potential for discovery. For
example, almost all offshore bids today are made after seismic
surveys are completed, compared with fewer than five percent
of bids in 1989 (Haile et al., 2010). Bonus bids declined and
remained relatively steady through the beginning of the
twenty-first century, largely because of a moratorium on dril-
ling in new offshore areas. This moratorium was lifted by
executive order in 2008, which opened almost 500 million
acres of new offshore land to drilling, including offshore
Virginia, and resulted in a dramatic increase in bonus-bid
revenue. In 2012, the moratorium was re-imposed eliminat-
ing new drilling along the entire Atlantic and Pacific coasts
(Figure 5.5), as well as large parts of the Gulf of Mexico. This
caused a 40% decrease in bonus-bid payments during the
period 2011-2013 compared with 2008-2010. In 2011, nearly
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( )
BOX 5.3 WHERE DO LEASE REVENUES GO?

Revenues from the leasing system in the United States are distributed to the states, the federal Treasury, and
several specific funds (Table Box 5.3.1; GAO, 2012). The Land and Water Conservation Fund Act of 1965 commits
a portion of offshore lease revenue for purchase of park and recreation lands. Additional offshore lease revenues
support state purchase of land for historic preservation under the National Historic Preservation Act of 1986.
Forty percent of onshore revenue goes to a fund to support reclamation of mined land by state governments in 17
western states, excluding Alaska (GAO, 2012). In addition, states receive a proportion of revenues from onshore
mineral production on federal land within their boundaries, and revenues from Native American lands are
distributed directly to the tribes and organizations with leased land. Fifty percent of onshore lease revenue is paid
to the state in which the lease is located, except for Alaska, which receives 90% of onshore revenue (Malm, 2013).

Table Box 5.3.1 Disbursement of federal mineral royalty revenue for fiscal
year 2013. Data from the US Office of Natural Resources Revenue.

Fund Amount

American Indian tribes $932,956,397.19

Historic Preservation Fund $150,000,000.00

Land and Water Conservation Fund $895,580,482.27

Reclamation Fund $1,592,181,337.45

State share: offshore $40,939,426.68

State share: onshore $1,964,029,388.52

US Treasury $8,648,688,422.06

Total $14,224,375,454.17

For offshore leases within 3 miles (4.8 km) of the coastline, 27% of all royalty revenue is paid to the state that
hosts production. Leases more than 3 miles offshore of Texas, Mississippi, and Louisiana pay 37%% royalties to
the states. In 2013, about $930 million was paid to Native American tribes, $895 million went to the Land and
Water Conservation Fund, $8 billion to the US Treasury, and more than $2 billion in revenue was disbursed to 35
states. The largest payments went to Wyoming ($933 million), New Mexico ($479 million), Utah ($138 million),
Colorado ($130 million), California ($102 million), North Dakota ($90 million), Montana ($36 million),
Louisiana ($27 million), Alaska ($19 million), and Texas ($17 million). Among states east of the Mississippi,
Michigan got $330,884, Virginia got $45,215, Ohio got $284,145, and North Carolina got $158 (Malm, 2013; BLM,
2013c; WyoFile, 2013).

93% of payments to the federal government were in the form
of royalties from oil and gas production on federal onshore
and offshore land (GAO, 2012).

It is not clear how much longer we will be able to enjoy the
largesse of the federal leasing system. Its main source of funds,
bonus bids from offshore leasing, has decreased significantly.
The Gulf of Mexico is essentially the only area of active, large-
scale leasing, and most shallow areas of the Gulf have been

leased. Production in these shallow fields is declining rapidly
(Figure 5.4). In 1995, the US Congress passed the Outer
Continental Shelf Deepwater Royalty Relief Act to stimulate
deep-water drilling, with the hope that this would yield
greater bonus-bid and royalty payments. Over the 20-year
period ending in 2012, oil production from deep- (1,000 to
5,000 feet) and ultra-deep (>5,000 feet)-water depths rapidly
outpaced shallow-water (<1,000 feet) production in spite of
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the fact that the development of the production infrastructure
in deep-water tracts is, on average, twice as expensive as in
shallow-water tracts. Over the same period, revenues from
deep-water production were almost four times higher than in
shallow water, and profits per tract averaged $3.76 million
in deep water compared with average losses of $1.64 million in
shallow water (Haile et al., 2010). However, more than 90% of
federal offshore land is off limits to oil and gas exploration
activity.

5.2.2 State and local mineral laws in the
United States

Discovery-location systems are not applied on land held by
US states, and access to this land (if it is open to mineral entry)
is by some form of leasing. Private land of all types is also
leased, with most attention focused on large landholders such
as ranchers and railroad, timber, or paper companies. Lease
agreements are simplest for oil and gas exploration, where a
more or less standard lease form is widely accepted. Leases for
other types of minerals are not standard and must be nego-
tiated separately for almost all cases. The main sticking point
in these negotiations is the level of the royalty percentage,
caused by land owners with unrealistic expectations about
prevailing practice. Several US states have “mineral lapse”
laws that terminate mineral interests that have been undeve-
loped for 20 years.

States have made important contributions to mineral law in
two areas related to oil and gas (Ely, 1964). Interest in tide-
water land was generated by the need to apportion royalty
and tax revenue from offshore production. The Submerged
Lands Act of 1953 divided land between the states and federal
government. States bordering the Atlantic and Pacific oceans,
as well as Louisiana, Mississippi, and Alabama obtained land
within 3 miles (4.8 km) of shore. For Texas and Florida, the
boundary was set at 3 marine leagues (10.35 miles; 16.65 km)
from shore to reflect original Spanish conventions. Leasing
regulations for these federal offshore lands were spelled out in
the accompanying Outer Continental Shelf Lands Act of 1953.
The key word in these statues was coast, a term that turned out
to require clarification. In some areas, such as southern
Louisiana, the ocean shallowed and freshened gradually into
swamp and in many other areas the shoreline was eroding
landward or growing seaward. Offshore islands further con-
fused the situation. Attempts to make these dynamic geologic
processes conform to acceptable legal terminology have occu-
pied years of geologic mapping and court time.

Unitization of oil and gas fields was also largely a state legal
issue, mostly because much early oil production was on pri-
vate and state land. Unitization refers to the process by which
production from an oil or gas field is administered as a single
unit, regardless of the number of land parcels and owners
involved in the field. Before unitization, land owners drilled as
many oil wells as possible on their land in order to prevent oil
under their land from being pumped from wells on adjacent
land. This practice, which placed a premium on closely spaced
wells and rapid pumping, greatly decreased the amount of
recoverable oil in a field and was soon recognized as a wasteful
practice. In its place, each owner was assigned a proportion of
the production that was anticipated from the entire field. The
field was then produced with the well spacing and pumping
rate that was judged most favorable to maximize recovery.
States took on the job of enforcing unitization, beginning with
the misnamed Texas Railroad Commission (Prindle, 1981).
The interest that these groups had in production rates gradu-
ally grew to take in the relation between production rates and
prices, especially since oil prices had a strong effect on state
royalty revenues. For many years, oil production rates deter-
mined by the Texas Railroad Commission had a strong
impact on world oil prices.

Most states and many local jurisdictions also have environ-
mental agencies, resulting in overlapping jurisdictions that
can cause confusion in determining which agency has the
appropriate authority. Most counties or municipalities zone
land, and some of these zoning regulations deal with explora-
tion activities such as drilling. Almost all projects that can be
carried out under the zoning laws must be assessed for envir-
onmental impact. These agencies require reclamation,
although many restrict such requirements to operations that
move more than 1,000 yd* (765 m®) of material per acre. An
area of growing legal interest is the degree of control that state
and local agencies can exert on the use of federal land in their
jurisdictions. Recent Supreme Court decisions indicate that
states may control federally approved mineral activities on
federal land if operators do not comply with reasonable state
environmental regulations.

5.3 Mineral ownership and land laws
in other countries

5.3.1 North America

In Canada, mineral rights accompanied surface rights until
the early 1900s when they were declared government prop-
erty. About 90% of Canadian mineral rights are currently
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government owned, divided about 40% and 50% between
federal and provincial governments, respectively (Peeling et
al., 1992). The Canadian federal government controls public
lands and minerals in the Northwest and Nunavut Territories,
although some control has been ceded to aboriginal groups, as
discussed later. Individual provinces retain title to their public
lands and set their own mineral laws. In 2009, the province of
Ontario withdrew Crown rights to mineral resources under
privately held surface land where no claims or leases had
previously been recorded.

Prospecting licenses are required for exploration in the
Northwest Territories, British Columbia, Manitoba, Ontario,
Quebec, New Brunswick, and Nova Scotia, and all provinces
require that the prospector has a license in order to stake a
claim. In some cases, staking can be carried out online rather
than on the ground. Individual mining claims usually mea-
sure 16 to 25 hectares in area, with shape and size restrictions.
Additional regulations allow the area of the claim or claims to
be much larger, including the practice of having individuals
stake the claims and then transfer them to a company. There is
no competitive bidding, and claims remain active as long as
there is work (and expire after 2 years if no work is done). A
mining lease, usually for 20 to 21 years, is required before
mining can begin. The traditional “free-entry system” for
mineral exploration has been modified in Ontario to require
consultation with indigenous groups and to limit exploration
in populated areas. Mining royalties range from a low of 5% of
net for small mines in Ontario to 17% of net in Manitoba, and
these recover an average of about 4% of the gross value of the
mineral produced (Mining Watch Canada, 2012).

Oil and gas exploration on land is controlled by the indivi-
dual provinces and offshore by joint federal-provincial agree-
ments such as the Canada-Newfoundland Atlantic Accord
Implementation Act, which resulted from the discovery of the
Hibernia field offshore from Newfoundland. Lease applica-
tions in the Arctic are given in three stages, starting with
competitive bidding for an exploration license for 9 years,
followed by a significant discovery license for more detailed
evaluation, and finally a production license for 25 years,
automatically renewable if production is achieved. Royalty
payments on production start at 1% but rise to the greater of
30% of net or 5% of gross after project payout. Annual royalty
payments in Alberta, where most production is located, aver-
age about $1 billion, with less than 10% of this coming from
oil sands.

In Mexico, all minerals are owned by the federal govern-
ment, regardless of surface ownership. Oil and natural-gas
exploration and production were operated for much of the

twentieth century as a monopoly by the Mexican state cor-
poration, Petroleos Mexicanos (Pemex). To attract much-
needed international capital to stimulate new onshore and
offshore oil and gas exploration and production, Mexico
enacted a constitutional amendment in 2013 that ended gov-
ernment control of oil and gas. Salt as well as uranium and
other nuclear fuel minerals are reserved for the government.
Most other minerals can be produced by individuals and
Mexican corporations. The stipulation that mineral deposits
must be controlled by Mexican citizens or corporations
was a major impediment to mineral exploration in Mexico
for many years. Mexican joint-venture partners lacked ade-
quate capitalization and foreign investors were unwilling to
forfeit control over projects. In 1996, legislative amendments
to the Constitution’s Foreign Investment Law allowed foreign
entities to control mining activities. The changes to mineral,
oil, and gas regulations led to a resurgence in international
investment, and as of 2010 more than 700 foreign entities
spent $7 billion on mineral exploration in Mexico (Oancea,
2011).

Ground control for exploration and mining is accom-
plished by staking claims, which are called concessions.
Exploration concessions are valid for 6 years and are not
renewable, whereas extraction concessions are valid for
50 years and renewable once (Sanchez-Mejorada, 2000).
Concession sizes are measured in hectares (100 by 100 m),
must be astronomically oriented east to west and north to
south, and are not limited in number. Annual rent is charged
on concessions and assessment work is required.

5.3.2 South America

Mineral ownership in Brazil rests with the state, although
mineral law and administration are in a state of flux.
Anticipated changes will bring mining concessions with a
duration of 40 years, possible extension for another 20 years
and the creation of a National Council for Mining Policy to
advise the president on mineral affairs. Current low royalties
are anticipated to rise to as much as 4% of gross (Visconti and
Fernandes, 2015).

Mining in Chile is controlled by the Chilean Mining Code
of 1983 and regulated by the Ministry of Mines. Exploration is
carried out under renewable 2-year concessions, and are
granted without competition. Concessions for lithium and
oil and gas are treated separately but follow generally similar
rules. In addition to income taxes, large producers of copper
(including Codelco, the national mining company) pay taxes
at a rate of 5 to 14% of taxable income.
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5.3.3 Europe

In the United Kingdom, the crown holds title to gold, silver,
coal, oil, and gas, and individuals and corporations can own
other minerals. Exploration and production leases can be
obtained for gold and silver from the Crown Estate Mineral
Agent and for coal, oil, and gas from the Department of
Energy and Climate Change (DECC). Although the owner
of land is entitled to all minerals beneath the land, this title is
secure only if registered before October 13, 2013. In the
Duchies of Lancaster and Cornwall, which occupy an area of
about 730 km?, mineral rights are held by the Sovereign and
eldest son, respectively. Recent interest in the old mines of
Cornwall, which have a wide suite of elements including some
technology metals, have led to reassertion of these rights
(Carter, 2013). Northern Ireland does not follow this format,
however. In 1969, mineral titles were vested in the
Department of Enterprise, Trade and Investment, which is
in charge of granting exploration and mining licenses
(Eldridge and Boileau, 2014). Oil and gas exploration and
production are controlled by the Petroleum Act of 1998,
which permits the Secretary of State to grant exploration
and production rights through competitive bidding. Most
oil and gas activities were located offshore until the develop-
ment of fracking to produce gas from shales. The widespread
presence of favorable subsurface shale on land has led to a
strong government initiative to smooth the way for mineral
entry in more populated areas (Carrington, 2014). This effort
has been complicated by efforts of the European Union to
draft strong environmental protection laws (Ross, 2013).
The Republic of Ireland was one of the first countries to
benefit from significant changes in mineral law, including the
Minerals Development Act of 1940, which allowed free land
entry, and the Finance Act of 1956, which provided tax advan-
tages for new mining companies (as discussed further in
Chapter 6). This resulted in the discovery of at least five major
zinc deposits including Tara at the old city of Navan, the largest
zinc mine in Europe. Currently, prospecting licenses are granted
through competitive bidding that takes place four times a year.
In an interesting twist to the land access problem, the
Brown Coal Act of 1950 in Germany allows companies to
use the right of eminent domain for access to coal on private
land. In the United States and Canada, this right, which allows
purchase of the land at a fair price for a specific, non-
governmental use, is commonly available only to railroad,
pipeline, power-line, and hydroelectric companies. The recent
increase in coal mining in Germany, following the decision to
phase out nuclear power, has increased focus on the legal

ability for coal producers to relocate surface occupants for
the purpose of mining coal (Friederici, 2013). This law, which
reflects a strong motivation to minimize dependence on
imported resources, could become a model for legislation in
other countries as domestic resources dwindle.

In Spain, all minerals belong to the Crown according to the
Mining Law of July 21, 1973 and the Hydrocarbon Law of
October 7, 1998. Exploration and production activity is admi-
nistered at the regional rather than federal level under con-
cessions with durations of a few years for exploration and up
to 30 years for mining. The tax and royalty system provides
incentives to mineral activity (Nicoletopolous, 2013). In direct
contrast, although relatively new mining laws have been pro-
mulgated in France, fracking has been banned at the national
level and the only recent metal-exploration effort was stopped
by widespread protests.

5.3.4 Australia and New Zealand

In Australia, mineral entry is regulated by individual states
and territories under laws ranging from the 1971 Mining Act
of South Australia to the 2012 Mineral Titles Act of the
Northern Territory. A license, which is required to conduct
exploration, is granted based on the applicant’s work plan and
financing, and is for a period of 5 years. All minerals are
treated similarly with the exception of uranium in Western
Australia, which requires a radiation management plan.
Rights of indigenous Australians are protected by the Native
Title Act of 1993, which requires that they be included in
negotiations for use of land. Royalties apply to most mineral
production, with a special rate of 30% for iron ore and coal
operations with resource profits of over $50 million
(Bogdanich and Purtill, 2015).

New Zealand has seen special controversy over ownership
of their extensive geothermal resources. In 1840, when the
Maori people signed the Treaty of Waitangi with the British,
they retained ownership of fishing and sacred places. As it
turns out, many of these sacred places were geothermal areas.
The significance of this situation to ownership of New
Zealand’s geothermal power plants and deposits must be
clarified by litigation. It could become even more important
if the Maori claim ownership of extinct geothermal systems,
many of which contain gold deposits.

5.3.5 Other countries

In Japan, where as much as 70% of the land has been used only
for timber and is thus potential exploration country, surface
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rights are privately owned but all mineral rights are owned by
the federal government. The federal government grants
claims or concessions, although exploration on them can be
greatly complicated by the need to negotiate land access with
surface owners.

In South Africa, most land is privately owned, and histori-
cally the surface owner also controlled the rights to subsurface
mineral deposits. However, in 2004, the Mineral and Petroleum
Resources Development Act abolished prior laws related to
mineral rights and transferred the rights to undiscovered
mineral deposits to the state (van der Vyver, 2002). Ongoing
fears of nationalization of the mining industry in South Africa
have impeded international investment (SACSIS, 2014).

Mineral land access in less-developed countries (LDCs) is
usually by concessions that must be negotiated with the gov-
ernment, although the process is not always straightforward.
Some countries have mineral laws on the books, but incum-
bent governments are often not in agreement with the laws
and do not facilitate operations under them. Reasons for these
disagreements include valid environmental and economic
concerns and the lack of technical and clerical staff to process
applications, but they can also reflect the desire for extra
payments for approving applications. In many countries that
lack modern banking infrastructure for electronic transac-
tions, it is common for business transactions to be done by
using paper money. This has led to criticism that some cash
payments do not find their way into the treasury of the
country (Ensign and Matthews, 2014). In an effort to avoid
this problem some concession applicants offer funds for pub-
lic improvement projects that are carried out or monitored by
independent groups, in lieu of bonus bids (Rodriguez et al.,
2013).

The World Bank has spent more than $1.5 billion to imple-
ment mining-sector reform in about two dozen mineral-rich
LDCs, including the Democratic Republic of Congo,
Mongolia, and Uganda (World Bank, 2013). These projects
aim to build partnerships among international mining com-
panies that have the capital to conduct exploration and extrac-
tion operations, local and national government agencies that
are eager for tax revenues, and non-government organiza-
tions (NGOs) that want revenues to be used for education
and healthcare. Where concessions are obtained, they are
often set up with low rentals in the first few years and
increased payments after that. The increased payments are
often linked to “drop-out” clauses requiring that a proportion
of the land be released each year. This approach stimulates
concession holders to search diligently and prevents hoarding
of mineral concessions.

5.4 Exploration versus exploitation
concessions

A final element of concern to explorationists in many coun-
tries is the link between exploration and extraction. Although
this link is a fundamental part of the law in many countries,
giving discoverers the right to extract mineral deposits that
they find, some countries require completely new negotia-
tions after a discovery. In many LDCs, these negotiations
focus on economic factors, especially the division of profits.
This problem was most severe during the 1970s and early
1980s when mineral exploration was widespread, and metal
prices and economic nationalism were both on the rise.

The huge Cerro Colorado porphyry copper deposit in
Panama is a good example of the casualties of these times.
Cerro Colorado was discovered in the 1960s and exploration
of the deposit continued through the early 1970s with expen-
ditures totaling about $25 million. Negotiations over the
economic framework for production of the deposit broke
down during the later stages of exploration and the property
was confiscated with partial repayment of exploration
expenses to the discovering group. Cerro Colorado was then
leased to a third group, which carried out further exploration
but decided not to put the property into production because
falling copper prices limited its economic appeal under the
ownership and tax structure advocated by the government. In
2011, Cerro Colorado was still not in production even though
copper prices had increased dramatically, and it remains a
testament to the debate that pits unemployment and indus-
trial development against sovereign control and profit sharing
(Simms and Moolji, 2011). Perhaps the worst example of these
problems is Oyu Tolgoi, the giant copper mine in Mongolia,
which has been subject to repeated negotiations about tax and
ownership structure long after it was put into production
(Flynn, 2014).

In some more-developed countries (MDCs), notably the
United States, this link is most likely to be disturbed by
environmental issues. Because of high levels of public parti-
cipation and conflicting interests, it has become difficult to
agree on all environmental aspects of proposed mineral pro-
jects and some have failed on the basis of these complications.
For instance, the US Environmental Protection Agency
recently denied the application for the Pebble deposit in
Alaska, one of the largest copper deposits in the world.
Although the high level of concern about environmental
issues is necessary and desirable, the failure to reach a com-
promise permitting production is not encouraging for domes-
tic mineral supplies in MDCs. The recently permitted Eagle
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~
BOX 5.4

-

OIL IN THE SOUTH CHINA SEA

One of the most aggressive challenges to the Law of the Sea has come from China, which has claimed a large area in
the South China Sea, which has the potential to host large oil and gas deposits. The area, which is known as the
Cow’s Tongue (Figure 5.3), lies between Vietnam on the west and the Philippines on the east, and it extends as far
south as Malaysia and Kalimantan. This large sea claim by China is based on Chinese claims to the Spratly Islands
and several other islands in the area, which are also claimed by the other countries. The claim is motivated by
China’s need to assure its supplies of oil and have better navigational access to the Pacific Ocean.

copper-nickel mine in Michigan’s Upper Peninsula is a posi-
tive step toward balancing environmental concerns with soci-

etal demand for mineral resources.

5.5 Law of the sea

A world mineral law would be an ideal solution to our vexing
land access problems for mineral exploration. Although such
a law for land-based minerals is unlikely, it was drafted for
marine mineral resources as part of the 1982 United Nations
Law of the Sea (Morell, 1992; Schmidt, 1989; United Nations,
1982). The Law of the Sea holds that ocean mineral resources
are the “common heritage of mankind.” It puts them under an
International Seabed Authority (ISA), which would license
mining projects, receive royalties from production, and
disburse receipts to all members of the United Nations.
Companijes are exempt from royalties during the first
5 years of production, which allows exploration and infra-
structure development costs to be recovered. A royalty of 1%
of the value of production is paid in year 6, and an additional
1% annually until the 12th year when royalty payments are
capped at 7% annually (Groves, 2011). The law also stipulates
that the ISA must receive all technical data and that it can
choose to develop areas being explored by private groups.
Concerns over these provisions prevented the United States,
Canada, Belgium, Germany (then West Germany), Italy, the
United Kingdom, and Japan from signing the Law of the Sea
when it was drafted. Between 1982 and 1993, the LOS was
ratified by only 45 countries, all of which were LDCs except
Iceland. At least 60 countries had to ratify the treaty for it to
become international law, and MDCs initially refused. In
response to the failure of the LOS to address the interests of
MDC:s, the United States proclaimed in March, 1983, that the
ocean area between 3 and 200 miles (4.8 and 320 km) offshore
from its territory was part of an exclusive economic zone (EEZ)
under US control (Figure 5.3) and many other coastal nations
followed suit. The US EEZ has an area of 3.9 billion acres

(15.8 million km?), much larger than its land surface, and
contains a wide variety of mineral deposits (Cronan, 1992;
Ferrero et al., 2013).

In 1994, the ISA passed an amendment that recognizes that
all coastal states have sovereign rights to their own EEZs. As a
result, 106 countries, including Canada, Japan, and the
European Union, signed the treaty, although the United
States held back over concerns of loss of sovereign control
and royalty revenue from oil and gas production on the
continental shelf beyond 200 nautical miles (Groves, 2011;
Cover, 2012). The absence of the United States as a member to
the treaty does not seem to be hindering ocean-floor explora-
tion. The ISA has contracts with nearly two dozen companies
that are actively exploring copper—gold deposits along the
Clarion-Clipperton fracture zone of the Mid-Atlantic Ridge
and the Southwest and Central Indian ridges, as well as cobalt-
rich ferromanganese crusts in the western Pacific. As land-
based reserves dwindle, it seems certain that marine minerals
will assume center stage in our thinking (Earney, 1990; OTA,
1987; Borgese, 1985; Ferrero et al., 2013).

5.6 Land access and land policy

Many jurisdictions have mineral laws on their books but
control access to land and production by their land policies
(Culhane, 1981; Foss, 1987; Hargrove, 1989). These policies
have come to rival geology as controls on world mineral
reserves. The most important policy matters of current inter-
est are land withdrawals and land classification.

5.6.1 Land withdrawals and wilderness areas

Land withdrawal, the prohibition of mineral, grazing, agri-
cultural, or related activities on public land, has become an
important part of land policy (Vann, 2012). In the United
States, it began with the creation of Yellowstone National Park
in 1872, an event that marked the end of a century in which
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120 Congress has actually approved about 25% more wilderness
land than the agencies have recommended. Including federal
100 - land withdrawn for other purposes, more than 90% of oft-
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shore federal land, and 50-60% of onshore federal land is
closed to mineral, oil, and gas exploration and production.
In 2012 alone, almost 1.4 million acres of federal land were
withdrawn by the BLM and US Forest Service (BLM, 2013a).

Unfortunately, most of the land that has been withdrawn
from exploration has not been adequately explored. The
Wilderness Act recognized the possibility that unknown

20 1 minerals might be present on this land, and the FLPMA
required preparation of management framework plans that
0 include geological resource inventories for the land for which

1960 1970 1980 1990 2000 2010

Figure 5.6 Historical growth of acreage placed in the US National
Wilderness Preservation System. The large increase from 1978 to
1980 consists largely of Alaskan land (data for 2014 from the Bureau
of Land Management).

federal land policy consisted largely of giving away land to
settle the country. In 1906, Theodore Roosevelt withdrew
more than 66 million acres (267,000 km?) from homesteading
and leasing under existing agricultural laws. Passage of the
Pickett Act, or General Withdrawal Act, in 1910 empowered
the president to withdraw federal lands for classification and
to stop mineral entry to these lands if it was in the public
interest. These laws were not motivated by environmental
concerns. Rather, they reflected a desire to set aside land
containing oil, coal, and fertilizer minerals thought to be
vital to national security. (The major source of US fertilizer
minerals at that time was Germany.) The Naval Petroleum
Reserves, areas set aside to preserve oil for the US fleet, were
started at this time, as was federal control over oil-shale lands.

Federal land withdrawals reached a new level with passage
of the Wilderness Act of 1964, which set aside 9.1 million
acres (36,800 km?) of federal land to be preserved as wild-
erness. Through this act and the FLPMA, the Department of
Interior was charged with evaluating all federally owned road-
less areas larger than 5,000 acres (20.2 km?) for possible
inclusion in a National Wilderness Preservation System. The
wilderness system grew rapidly and by 2014 it contained
about 110 million acres (444,400 kmz), more than 12 times
larger than the original 9.1 million acres (Figure 5.6).
Wilderness lands come from areas controlled by the Bureau
of Land Management (BLM), Forest Service, Fish and Wildlife
Service, and Park Service, which have been responsible for
making recommendations to Congress on which lands to
include in the wilderness system. Over the life of the system,

BLM has oversight of the mineral estate (Kornze, 2013). These
studies have been largely the responsibility of the US
Geological Survey and the BLM, whose work has been of a
reconnaissance nature, largely involving geological mapping,
and geochemical and geophysical surveys. The average cost of
these surveys has been about $4/acre, considerably less than it
would cost to mow a lawn of that size. Full evaluation requires
drilling, which was not done for cost and policy reasons. Thus,
there is little doubt that potentially economic deposits have
been included in withdrawn areas, including the wilderness
system. Present administration of the wilderness system gives
essentially no attention to the mineral potential of land after it
is included in the system. In 2014, of the 400 presentations at
the National Wilderness Conference held to commemorate
the 50th anniversary of the wilderness system, only one paper
mentioned minerals, and it was only in the context of histor-
ical mineral prospecting in the Boundary Water Canoe Area
that is now designated wilderness land (Dufty, 2014).

Even offshore areas are subject to withdrawals. In 1970, a
Presidential decision withdrew most of the Pacific offshore, as
well as parts of Florida and the Grand Banks (Shabecoft,
1990). The 1970 withdrawal contained provisions for buying
back leases that had already been made in parts of the areas,
something that had never been done before. As noted earlier,
approximately 90% of offshore United States areas have been
withdrawn from oil and gas exploration, including Atlantic
and Pacific offshore until at least 2017 and the Gulf of Mexico
oft the coast of Florida until at least 2022. These offshore lands
are estimated to contain undiscovered technically recoverable
resources of 88.6 Bbbl oil and 11.3 m” of natural gas (BOEM,
2011b).

Pressure also continues for a permanent withdrawal of the
Arctic National Wildlife Refuge (ANWR) from oil explora-
tion (Figure 5.7). The ANWR has an area of 19 million acres
(76,900 km?) and its geology is very similar to that of the
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Figure 5.7 Northern North America showing Canadian aboriginal territory of Nunavut and areas of major mineral and oil and gas activity in
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Territory are not shown because of lack of space. The detailed map shows the relation between the Arctic National Wildlife Refuge (ANWR)
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Exploration well KIC#1 was drilled on Native American land (compiled from US Geological Survey Professional Paper 1850; Hilyard, 2010;
Bishop et al., 2011).
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BOX 5.5

o

LAND WITHDRAWAL VERSUS PROPERTY RIGHTS

Public concern about mineral activities in scenic or populated areas has led to various initiatives to withdraw
privately owned land from mineral entry. At the local level, this includes efforts by some municipalities to ban oil
drilling. These efforts run afoul of property rights, which are firmly embedded in law in most areas. By banning
mineral entry, the municipality prevents owners of land in the area from producing their minerals and therefore
from the attendant economic benefit. Courts have consistently ruled against these bans and, in some cases, have
levied heavy monetary judgments against the government responsible for the ban.

~

J

Prudhoe Bay area to the west, suggesting that it could contain
similar oil resources (USGS, 1989). Based on 1,400 miles of
seismic surveys carried out in part of the ANWR, the US
Geological Survey estimated that there is a 95% chance that
this area could contain 5.7 Bbbl of economically recoverable
oil (USGS, 1999; Bird and Houseknecht, 2008), which would
make ANWR one of the largest producing areas in the United
States. In 1987, after completing a comprehensive assessment
of potential impact on wildlife, the BLM recommended that
approximately 1.5 million acres of the ANWR coastal plain be
opened to oil and gas exploration. Forty-two percent of the
ANWR is already designated federal wilderness, and slightly
more than 90% is completely off limits to development. In
spite of these compelling observations, there is strong senti-
ment that exploration in the ANWR should not be allowed
(NRDGC, 2011). Much of the concern relates to the welfare of
the large Porcupine caribou herd that uses the ANWR as its
summer feeding ground. In 2005, the US Senate, by a 51 to 49
vote, attempted to include opening the ANWR coastal plain to
exploration as part of the federal budget, but the House of
Representatives removed the provision from the budget
reconciliation bill (Blum, 2005; Weisman, 2005). In 2010,
the US Fish and Wildlife Service, an agency within the
Department of Interior, began assessing the ANWR coastal
plain for possible inclusion in the wilderness system, and in
2014 released a draft Comprehensive Conservation Plan for
the ANWR. The draft contained six different plans for long-
term management of the ANWR and received 94,061 public
comments.

Most other countries have not been as aggressive in with-
drawing wilderness. Canada has no national wilderness law,
although it does have an extensive system of national and
provincial parks, ecological reserves, conservation areas, and
wildlife and management areas (McNamee, 1990; Fluker,
2009). Although wilderness laws have been enacted by some
provinces, only British Columbia and Newfoundland have
almost

proposed significant withdrawals. Nevertheless,

1 million km® of Canada’s 10 million km® land surface is
designated as provincial or national protected areas not
open to mining activities, and grassroots campaigns are
underway to enlarge this (Boyd, 2001; Parks Canada, 2009;
Environment Canada, 2011). In an action directly linked to
minerals, the British Columbia government turned the area
containing the very large Windy Craggy copper deposit into a
park (Thompson and Boutilier, 2011). The impact of such
movements on Canadian economic activity would be consid-
erably greater than that in the United States, in view of
the greater proportion of its gross national product that is
contributed by mineral production.

Antarctica is the ultimate land withdrawal (Zumberge,
1979; Riding, 1991). This continent is jointly administered
by members of the Antarctic Treaty, which when originally
signed in 1959 included the United States, the Soviet Union,
France, Britain, Italy, Belgium, Germany, Poland, Norway,
Japan, China, India, South Africa, Australia, New Zealand,
Chile, Argentina, Brazil, and Uruguay. Antarctica contains
many potentially important mineral deposits (de Wit, 1985;
de Wit and Kruger, 1990), including the Dufek layered
igneous complex, the closest possible analog to the huge
Bushveld mafic igneous complex that hosts the world’s largest
reserves of platinum, chromium, and vanadium (Figure 5.8).
Pressure to explore these deposits has been dampened by
distance and harsh operating conditions, although it may
increase as more readily accessible deposits are exhausted.
To forestall this, the Antarctic Treaty group agreed in 1991
to ban mineral and oil exploration for at least 50 years. By
2010, the treaty had been signed by an additional 17 nations.

5.6.2 Land classification

Land withdrawals are a first big step toward national land
classification. Whether we like it or not, all land is likely to be
classified according to preferred use in the near future. To do
this intelligently, maps must be prepared for all areas showing
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Figure 5.8 The Dufek layered igneous complex in Antarctica, as seen
from a passing aircraft, consists of layered mafic rocks similar to
those in the Bushveld mafic igneous complex and could host
important mineral deposits (photo by S. B. Mukasa, University of
New Hampshire).

how the land is used presently and special factors or attributes
that might affect classification decisions. This is not a new
idea. Most municipalities consider minerals in their zoning
regulations, usually focusing on the preservation of conveni-
ently located deposits of sand, gravel, and stone for local
construction. Land classification in larger regions requires
attention to all types of potential mineral resources. Studies
done by the US Geological Survey through their Mineral and
Energy Resources Programs set the standard for such efforts
(Shawe, 1981; Ferrero et al., 2013). Their work provides
information on the type of mineral concentrations that are
present in an area, the geologic and geochemical environ-
ments in which these deposits are found, and the potential
that undiscovered deposits might be present. The information
is provided in maps (Figure 5.9) that can be compared by non-
technical people to maps for other potential land uses, thus
facilitating informed land classification (Nielsen, 2011).

The most important land-classification effort in history
started in Alaska in the late 1960s (Singer and Ovenshine,
1979). When Alaska joined the Union in 1959, it was given the
right to select about 103 million acres (413,000 km?) of federal
land by 1984. Interestingly for the state, it went about this
selection process rather slowly, focusing primarily on agricul-
tural land. Then came the 1967 discovery of the Prudhoe Bay
oil field on land that the state had selected. A lease sale in 1969
for oil exploration around Prudhoe Bay area yielded over
$900 million dollars in bonus bids to the state. Suddenly,
mineral potential became the focus of state land-classification
efforts. In addition to claims by the state, the federal govern-
ment was faced with long-standing claims by Alaskan native

(a) Modified geologic map of central Missouri

‘ Bonneterre Formation (dolomite) is
N Y present northwest of this line

% Major faults

Bonneterre is limestone

@ ‘ Buried Precambrian rocks (from aeromagnetic map)
Zones of abnormally high content of

base metals in drill samples

N No subsurface information is
available

Criteria for mineral deposits

Areas numbered on map

Bonneterre Formation . Listed criterion is present

Dolomite D Listed criterion is absent

Buried Precambrian knobs
N Insufficient data to infer

Major faults
presence or absence

Base metals

(b) Distribution of favorable criteria

(c) Map of mineral potential

‘ - Highest
- D High
l:l Low
Insufficient data

Figure 5.9 The system of geologic land classification advocated by
the US Geological Survey begins with the preparation of a map (a)
showing geologic features related to potential mineral deposits, in
this case Mississippi Valley-type (MVT) lead-zinc deposits in the
Viburnum Trend of southern Missouri. As tabulated below the map,
these deposits are found in the Bonneterre Formation where it has
been altered from limestone to dolomite, usually around older,
Precambrian rocks or along faults. Deposits are also surrounded by
traces of base metals in the rock. Second map (b) shows the
distribution of rocks with these favorable characteristics, and third
map (c) uses these zones to classify the area in terms of the
probability of containing MVT deposits (from Shawe, 1981).

people. These claims were recognized by the Alaska Native
Claims Settlements Act of 1971, which provided 44 million
acres (178,000 km?) to native Alaskans along with $962.5
million, of which $462.5 million was paid immediately. The
act also provided for the formation of regional corporations
controlled by native Alaskans, with shares in the corporation
awarded to all native residents in each region. In the face of
competing claims from these groups, land distribution in
Alaska was stopped by the federal government in 1978 so that
an enormous program of land classification was undertaken to
guide further decisions. As of 2014, about 43.7 million acres
(0.18 million km?) had been conveyed to native groups and
another 99.1 million acres (0.40 km?®) had gone to the state
(BLM, 2013a).

The Alaskan land-distribution effort shows the growing
importance of aboriginal land claims and their emergence as
a major factor in land classification and land access. After a
century of quiet, many aboriginal groups are asking the courts
to support their claims to land. Some claims are based simply
on prior occupancy, others on religious significance, and still
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Figure 5.10 Schematic geologic map of southeastern Missouri
showing the location of important MVT lead-zinc mines of the Old
Lead Belt and Viburnum Trend. Old Lead Belt mines are exhausted
and flooded, and explored only by local scuba divers. Lead-zinc
reserves remain only in the Viburnum Trend and possibly in its
southern extension (light gray shaded zone), which continues into
the Irish Wilderness (compiled in part from Larsen, 1977).

others on treaties that were signed and forgotten or ignored by
settlers (Albers, 2015; Aboriginal Affairs and Northern
Development Canada, 2015). In a settlement of this type, the
Canadian federal government granted the Gwich’in tribes
6,162 km” of land and mineral rights in the Mackenzie River
delta, an area of oil exploration interest. In 1993, the Nunavut
Land Claims Agreement established a 2 million km” area of
the eastern Northwest Territories as a new Inuit-administered
territory known as Nunavut (Figure 5.7). This agreement also
awarded Nunavut’s 17,500 Inuit residents $1.173 billion over
a 14-year-period, and ownership of about 18% of the territory,
including mineral rights to 2% of the land, with the rest
remaining in federal hands (Farnsworth, 1992).

Not everyone approaches land classification in the same way.
A few simply ignore geologic or other information. Some
conservation groups actually target areas with mineral potential
for withdrawal. The idea here is that withdrawal of ground with
high mineral potential will cut down future environmental

Figure 5.11 (a) White arrows show the location of four man-made
islands immediately offshore from Long Beach, California, that were
constructed with gravel and are used for production of oil from the
Wilmington field. The islands, which are named after US astronauts,
Grissom, Freeman, White, and Chaffee, have produced 930 Mbbl of
oil through 2014, with a revenue sharing agreement signed in 2012
that gives 49% of revenue to the oil producers, 49% to the state of
California, and 2% to the city of Long Beach (Belk, 2012). (b) Since the
upper photo was taken, development of Long Beach harbor has put
pleasure-boat docks very close to the islands, and the islands themselves
have been modified with drill rigs enclosed in structures that look like
high-rise residential complexes as seen in this photo of Island Grissom
(photos from US Department of Energy and “Donielle from Los Angeles,
USA” (oil island uploaded by PDTillman) [CC-BY-SA-2.0 (http://creati
vecommons.org/licenses/by-sa/2.0)], via Wikimedia Commons). See

color plate section.

problems by locking up land in wilderness areas or wildlife
refuges. A case in point is the Irish Wilderness area in Missouri.
This 16,500-acre (67 km?) area is near the southern end of the
Viburnum Trend (Figure 5.10), which accounts for about 90%
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oflead and 20% of zinc production in the United States. Mining
in the Viburnum Trend, which has been a major employer in
the area since 1970, takes place along an almost continuous line
of MVT lead-zinc deposits (discussed in Chapter 9), at least
70 km long and 0.6 km wide, buried at a depth of about 300 m.
Almost no evidence of these deposits can be detected at the
surface, and they were discovered by deep drilling based on
geologic concepts.

Limited drilling around the Irish Wilderness showed that it
appeared to be the southern continuation of the Viburnum
Trend and had high potential for mineable ore. Although this
information was provided to all interested parties during

Conclusions

classification decisions, the area was included in the wilderness
system. Ironically, the Irish Wilderness is not wilderness or
even unique countryside. It was logged extensively early in the
1900s, and was described then as: “The pines were gone.
Wildlife, deprived of food and cover, also was gone. The solil,
stripped of its protective trees and even of much of its grasses,
eroded and washed into the streams and choked them with
gravel” (Barnes, 1983, p. D-1). By the time it entered the wild-
erness system, the land was covered by scrub forest similar to
that found throughout the area. In this case and in many others,
wilderness classification was assigned with little consideration
of local employment or long-term mineral requirements.

It is interesting to speculate on how a visitor from Mars might view our present land laws and policies. Our Martian might ask where

it is that we expect to get minerals for the next generation if we withdraw all distant and wilderness land from exploration. The only land

left will be in more settled areas of the world, where the NIMBY (“not in my back yard”) syndrome is most strongly entrenched. The

visitor might note that most of us lack information on the distribution of mineral operations in our own backyard. QOil exploration and

production has taken place in the Los Angeles area for almost 100 years with little attention from the general public, often from wells

housed in large structures that look like office buildings (Figure 5.11). Sand and gravel, crushed stone, and other construction materials are

mined near most towns from operations that are similar in size to large metal mines. Landfills for municipal waste are even more

common and make up the largest “mining” activity in most MDCs.

Hopefully, our Martian visitor would conclude from this that we have coexisted with mineral extraction for centuries and that we will

find a way to continue. Taking the longer-term view, our Martian might realize that land can be used for different purposes at different

times, and that mineral extraction is particularly well suited for this sort of sequential land use if the land is reclaimed properly. Having

seen our strong interest in environmental issues, the visitor could return to Mars confident that we would meet the challenge of

producing minerals for our next generations.
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CHAPTER

Mineral economics

6.1 History and structure of the mineral
industry

A mineral deposit must be an ore deposit before society can
use it. In other words, it must have the potential to yield a
profit. But, what is a profit? It could be defined narrowly as
income remaining after deduction of expenses and taxes for a
single mineral deposit. But a broader view that includes other
deposits or activities is also possible. The definition that pre-
vails depends largely on the organization and the economic
framework in which it operates. Many different types of
organizations have been involved with mineral deposits and
their definition of profit has varied considerably.

6.1.1 Historical perspective

During the Industrial Revolution, most minerals were pro-
duced by individuals or small groups funded by wealthy back-
ers. As the scale of operations grew, small producers became
large corporations funded by loans from banks, governments
or other institutions, or sale of shares in the corporation (also
known as stock). Where shares were sold to a few people and
not widely traded, the operation was privately owned. Where
shares were sold to the general public, a publicly owned cor-
poration was created and its shares were traded on a stock
exchange. Government-owned corporations were those in
which the government held all the shares. These were not
publicly owned because people could not buy a share in the
company, although citizenship allowed them to benefit indir-
ectly from the corporation’s activities.

Consolidation became necessary when mining of isolated
deposits showed that they were, in fact, parts of a single large

deposit. The classic example of this happened in the diamond
deposit at Kimberley, South Africa, which was discovered in
1871 (Wheatcroft, 1985). Early arrivals to Kimberley simply
staked a claim on the deposit and began digging. At the height
of activity, 30,000 people were digging on adjacent small
parcels of land covering the kimberlite pipe that contained
the diamonds. Gradually, adjacent claims were joined to form
groups, and groups combined with neighboring groups to
form small syndicates. By the mid 1870s, the original 3,600
mines had condensed into 98 groups, and by 1889, two
groups, De Beers Mines headed by Cecil Rhodes and
Kimberley Mines headed by Barney Barnato, vied for total
control. With payment of over 5 million pounds, control was
gained by De Beers, which went on to become the world’s
leading diamond producer (van Zyl, 1988). Meanwhile,
mining grew into a deep open pit and finally an underground
mine (Figure 6.1). The fortune that Rhodes earned from this
venture and its sequels funded many philanthropies, includ-
ing Rhodes Scholarships to Oxford University, an institution
that had the foresight to let Cecil Rhodes attend university
intermittently for several years as he commuted to and from
South Africa.

As the scale of world mineral production grew, corpora-
tions became vertically integrated. Producers of crude oil
moved into refining, and then into marketing of gasoline
and other products. Metal ore miners began to smelt ore
and fabricate bars, plates, wires, and other metal products.
As raw-material needs grew and deposits were exhausted
more quickly, it became necessary to explore for new deposits.
This led corporations into countries where geologic condi-
tions were favorable for mineral discoveries even though there
was no significant domestic demand for the minerals, and it
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Figure 6.1 (a) The Kimberley mine in South Africa, began as small diggings that gradually grew to form the deep pit shown here, which

continues to depth as the underground mine shown in Figure 11.18. The dark, high-rise building in the background is Harry Oppenheimer

House, where diamonds from South Africa and Botswana are sorted and graded (photograph by the authors). (b) The Chuquicamata mine in

northern Chile is one of several mines owned by US companies that were nationalized by the Chilean government in 1970 to form the state-
owned corporation, Codelco. This mine, one of the largest in the world, measures 4.3 km long, 3 km wide and is almost 1 km deep. (c) This
shovel is one of the tiny dots at the bottom of the Chuquicamata pit in the middle picture. The person standing below the bucket of the shovel,
and another just beside it, show just how large this machine is (photographs by Antonio Arribas). See color plate section.

produced a new type of corporation, the multinational, which
extracted minerals in one country, moved them to other
countries for processing, and sold them wherever the demand
was greatest (Jacoby, 1974; Sampson, 1975; Thoburn, 1981;
Mikdashi, 1986; Mikesell and Whitney, 1987).

With the growth in mineral production came an increased
awareness of its importance to national welfare and the advent
of government-owned corporations (Grayson, 1981;
Radetsky, 1985; Mikesell, 1987; Victor et al., 2012). Driving
forces for government involvement included the security of
mineral supplies and a desire for more of the profits from
domestic economic activity. The first such company was
created in 1908 when discovery of oil in the Persian Gulf
resulted in the establishment of Anglo-Persian Oil, the pre-
decessor of British Petroleum (BP). It was designed to prevent
the oil from falling into the hands of corporations from other
countries, a situation that would have made the British Royal
Navy dependent on foreign firms for its oil supplies. Some oil
companies, such as Compagnie Francaise des Petroles (CFP)
in France and Azienda Generale Italiana Petroli (Agip) in
Italy, grew from small government investments in oil-
production organizations. Others, such as Statoil, the national
oil company of Norway, were created by government decree
and assigned an interest in all domestic concessions that were
granted to other companies. Still others, such as Petro-
Canada, were started by the transfer of government-owned

stock in existing companies (Syncrude and Panarctic Oils) to
a new company.

6.1.2 Nationalization and expropriation

The trend toward government participation was strongest in
less-developed countries (LDCs), where the definition of
profit and its distribution between operating company and
host government became a major sticking point (Dasgupta
and Heal, 1980; Nwoke, 1987). Lack of funds prevented most
LDCs from purchasing an equity interest in mineral opera-
tions by conventional means, and this led to the use of natio-
nalization or expropriation, the forced transfer of all or part
of the operation to the government, usually without adequate
compensation. A pioneer in such efforts was Mexico, which
nationalized its oil industry in 1938, to form the giant
government-owned Petroleos Mexicanos Corporation
(Grayson, 1981). This was followed in 1951 by nationalization
of British oil interests in Iran, and in 1973 Saudi Arabia began
its takeover of Aramco. The transition to government owner-
ship of non-fuel minerals reached an apex in the late 1970s
and early 1980s, with large fractions of world iron ore, baux-
ite, copper, tin, and phosphate production being put into
government corporations. Codelco, the Chilean national cop-
per corporation, was formed during this period by nationali-
zation of copper mines in the country (Figure 6.1 b and c).
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by foreign firms.

BOX 6.1 PEMEX

Petroleos Mexicanos (Pemex) was created in March, 1938, when President Lizaro Céardenas nationalized oil
operations belonging to US and Anglo-Dutch companies. Although countries initially refused to purchase
Mexican oil, Pemex managed to survive and gradually grew to become an important oil exporter, and is currently
the eighth largest oil producer in the world (Table 6.1). Pemex is wholly owned by the Mexican government and
pays taxes that supply a large fraction of government revenues. In 2009, Pemex paid taxes and duties of $12 billion
on sales of $23.7 billion, far higher than most private oil companies. This high level of taxation is typical of many
government-owned corporations that use funds for social needs. The lack of funds has prevented Pemex from
investing in new technology and accounts in large part for the gradual decline in its production. Future
exploration and production in Mexico faces large technical and economic challenges. Various ways to meet
these challenges have been suggested, including privatization of Pemex or opening of the country to exploration

~

Table 6.1 Largest oil companies in the world, based on 2013 annual production (expressed as barrels of oil (BOE) equivalent).
Compiled from Helman (2013). Reserves for oil and gas are shown in billion barrels and trillion standard cubic feet, respectively.
Note that most of the large companies are government-owned, a fact that sheds a different light on the term “big oil.”

Company Government Production Reserves
ownership (%) (BOE)
Saudi Aramco 100 4.6 260, 284
Gazprom 50.1 2.95 4500, 19
NIOC (Iran) 100 2.22 137,29
ExxonMobil 1.93 12.8, 74.1
Rosneft 69.5 1.67 16.7, -
Royal Dutch/Shell 1.46 6.2,42.8
Petrochina 86.3 1.43 11, 67.6
Pemex 100 1.31 11.4,12.7
Chevron 1.28 6.5,29.2
Kuwait Petroleum Corporation 100 1.24 111, 1.8
BP 1.13 10, 40.3
Total (France) 0.94 5.7, 30.9
Petrobras (Brazil) 64 0.91 109, 12.4
ADNOC (United Arab Emirates) 100 0.87 137, -
Lukoil 0.84 13.4,23.5
Ministry of Oil (Iraq) 100 0.98 115, -
Sonatrach (Algeria) 100 1.30 10, 140
PDVSA (Venezuela) 100 1.40 130, 195
Statoil (Norway) 67 0.70 2.1,17.7
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Figure 6.2 Change in government control of global metals vs. oil
and gas companies (compiled from reports of the World Bank).

Although some early takeovers were carried out with com-
pensation, many others were not, leading to long legal and
political battles (KCC, 1971; Girvan, 1972).

Increased government control of mineral production chan-
ged the face of the world mineral industry. In 1970, multi-
nationals controlled about 70% of world oil and gas
production. By 1980, their share had declined to about 50%.
As 0£2013, 15 of the top 20 oil producers in the world are either
completely or partially government-owned and they control
about 80% of world oil reserves (Table 6.1). The potential
longevity of the national oil companies is even more impress-
ive. On the basis of 2013 reserves, the seven largest multina-
tionals can continue to produce at current rates for 11 years,
whereas the seven largest national oil companies have a time
frame that is more than ten times greater (Kretzchmar et al.,
2010). In the hard-mineral sector, government control
increased into the 1980s but then began to decrease
(Figure 6.2). The main reasons for this reversal in trend were
the highly cyclic nature of mineral prices, which made profit-
able operation difficult during times of low prices, as well as
poor government management and re-investment. This led to
privatization, which dominated the 1990s and 2000s.

6.1.3 Privatization and resource nationalism

Large-scale privatization began in the 1990s when the British
Coal Corporation announced that it would privatize after
45 years of declining results under government control. In
Africa, production by the large government copper company
Zambian Consolidated Copper Mines (ZCCM) declined

steadily until it was privatized in 2000. The largest wave of
privatization followed the breakup of the Soviet Union, when
numerous state-owned mineral operations were privatized
entirely or, more commonly, with the government retaining
a controlling interest. Among the new companies to emerge
from this transition are Rusal, currently the world’s largest
aluminum producer, and the giant oil and gas companies
Gazprom and Rosneft (Table 6.1).

Most privatization efforts were driven by the fact that
government-run organizations were generally not as efficient
as those in the private sector and were more susceptible to
internal corruption. An example of the problem is Petrobras,
the giant Brazilian oil company that is 64% owned by the
government. The company has teamed with outside expertise
to make major discoveries of deep oil under salt layers along
its Atlantic margin. However, the pace of production has not
matched expenditures, leaving the company mired in debt
and plagued by scandal about internal corruption (Romero
and Thomas, 2014). These pressures remain in many
government-owned organizations and continue to drive
privatization.

As privatization matured in the late 2000s, resource nation-
alism appeared as a backlash (Johnson, 2007; Mares, 2010;
Gardner, 2013). Resource nationalism includes a wide range
of strategies that allow governments to derive greater benefits
from their natural resources. Expropriation and nationaliza-
tion remain part of the tool kit. For example, in 2007,
Venezuela directed four companies with operations in the
oil-rich Orinoco River basin to relinquish majority control
or be nationalized. Exxon and ConocoPhillips left the country
while Statoil and BP remained. In one of the strangest deals, in
2012 Argentina forced Repsol, the Spanish multinational oil
company, to sell 51% of the shares of its YPF subsidiary for
approximately $5 million. YPF, which was originally an
Argentine government-owned oil company, was sold to
Repsol during privatization efforts in 1999. Other approaches
that increase government control include changes in the tax
regime, development of new exploration and production laws,
joint government-corporate ownership and/or control, and
requirements for greater degrees of processing in the host
country. In the mining sector, increased government partici-
pation and mining taxes have been instituted in Bolivia,
Argentina, Democratic Republic of Congo, Ghana, and
Mozambique, and restrictions on exports of unprocessed
ores were put in place in Indonesia, Gabon, and Tanzania
(EY, 2013).

Ironically, some of the national oil and mineral companies
that were set up to assure control of domestic resources have
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now become multinationals themselves with exploration and
production interests outside their own boundaries. Both
Statoil of Norway and Codelco of Chile are involved in
numerous projects around the world, some of which have
become subject to the new wave of resource nationalism.
Even China, which retains close control of mineral operations
in its own country, has felt the pressure as it invests in other
countries. Chinese government-owned companies purchased
partial interests in large multinational mining companies
including the British-Australian Rio Tinto and Teck of
Canada, and complete ownership of iron, copper, and zinc
deposits in Peru, Korea, and Canada, respectively (Bank,
2011), which generated discussion about the appropriate
level of foreign investment in the United States, Canada, and
Australia (Wilson, 2011). In Africa, Chinese investments in
oil and mineral projects have by-passed international restric-
tions on foreign investment (Burgess and Beilstein, 2013).

Resource nationalism has given rise to two challenges. Most
obviously, resource-poor countries are offering tax relief or
lower overall operating costs in an effort to lure mineral
processing and other down-stream activities. Second, cor-
porations are attempting to move profits to more tax-friendly
venues through transfer pricing, the process by which materi-
als move from one corporate division to another in the cor-
poration (Ashley, 2014).

6.1.4 Tomorrow'’s business structure

The cycle of expropriation, privatization, resource national-
ism, and growth of sovereign wealth funds has produced
governments, corporations, and funds with a more mature
and focused understanding of their mutual goals. All are
trying to maximize the gain from their mineral assets without
killing the golden goose or growing too fat from its produc-
tion. Although simple transfer of ownership is still happening,
the trend is toward cooperative efforts and overlapping own-
ership interests for more complex mineral deposits where
exploration and production expertise is essential. BP, for
instance, sold its interest in a Russian joint venture to
Rosneft in return for a 19.75% interest in the company, two
seats on the board of directors, and probably some help with
the project. Similarly, Exxon, swapped a partial interest in
many of its North American oil and gas projects for a partial
interest in Russian Arctic exploration and production by
Rosneft (Horn, 2014).

Most projects are also guided by the Equator Principles,
which provide a framework for due diligence to support
responsible decisions regarding risky investments. Unlike

earlier guidelines, Equator Principles give attention to social
and community issues as well as financial aspects of proposed
investments.

Greater cooperation between government and private cor-
porations has led to complications in foreign policy. For
instance, proposed sanctions against Russian oil and gas pro-
duction in response to Ukrainian issues will likely hurt Exxon,
Shell, and BP, which have interests in Russian energy compa-
nies (Krauss, 2014). The blending of interests, however, has
led to a more unified accounting system for recognition of
profits in the industry, the subject that we take up next.

6.2 Profits in the mineral industry

6.2.1 Differing views of mineral profits

With its complex history, it is no surprise that the mineral
industry has wrestled with the definition of profit. Consider
the Real del Monte silver-gold mines near Pachuca, Mexico.
These veins have been mined since the 1500s (Randall, 1972)
and by 1973 had produced more than 20 billion ounces of
silver, over 6% of the total world supplies to that time. By
1974, however, the mines were not profitable and they were
sold to Fomento Minero, a branch of the Mexican govern-
ment, for $3.5 million. A major reason for Fomento’s pur-
chase was the Mexican government’s need to provide
continued employment to thousands of miners, rather than
to have them drift around the country looking for work, and
perhaps contributing to social unrest. The decision was prob-
ably a good one; as the price of precious metals rose in the late
1970s and 1980s, new veins were found, good profits were
made, and many jobs were saved. Mines in the district con-
tinued to operate until 2005 and, as of 2014, some veins were
still being explored.

Even where the government does not buy the mineral
property, it can affect profits with subsidies. During the
1960s, gold producers were especially needful of help because
government action had held the world price at $35 per ounce
since 1934. As costs rose, many mines were forced to close, a
problem that was most acute in the big gold-mining areas of
Canada and South Africa. In Canada, the Emergency Gold
Mining Assistance Act subsidized operations between 1948
and 1973. Over 300 million Canadian dollars was paid on
production of 61.8 million ounces of gold, a subsidy of almost
5 Canadian dollars per ounce at a time that gold sold for only
$35 per ounce (EMR, 1973). A similar subsidy offered by the
South African government was particularly necessary because
many of the mines were joined underground. Thus,
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BOX 6.2 SOVEREIGN WEALTH FUNDS

As governments have gained a greater share of the profits from mineral production, there has been a move to make
these gains sustainable. This actually began in Texas with the formation of the Permanent School Fund (current
value $30 billion) in 1854, followed by the Permanent University Fund ($15 billion) in 1876. A second wave of
funds based on mineral income began in 1958 with the New Mexico State Investment Council ($17 billion), and
continued in the 1970s with the Wyoming Mineral Trust (1974, $5.6 billion) and the Alaska Permanent Fund
(1976, $49 billion), in 1985 with the Alabama Trust Fund ($2.5 billion), and finally in 2011 with the North Dakota
Legacy Fund (2011, $1.7 billion). In Canada, the Alberta Heritage Fund ($16 billion) was started in 1976.

Similar funds, which began in the 1970s around the world, have come to be known as sovereign wealth funds.
Of the 74 funds active at present, 44 derive all or most of their revenues from oil and gas production, including the
largest of these, the Government Pension Fund of Norway, worth $838 billion in 2014 (Table 6.2). Another seven
funds, including two in Chile, and one each in Western Australia, Botswana, Kiribati, Mongolia, and Wyoming
derive their funds from production of other minerals including coal, copper, diamonds, and phosphate. Total
holdings in 2014 of the 74 sovereign wealth funds amounted to about $6.4 trillion of which $3.8 billion came from
oil and gas production.

Table 6.2 The 15 largest sovereign wealth funds (out of a total of 74 funds with $6.4 trillion in assets) showing assets as of March,
2014 (from information supplied by Sovereign Wealth Fund Profiles — http://www.swfinstitute.org/fund-rankings/).

Country Sovereign wealth fund name Assets $billion Start Source of funds
Norway Government Pension Fund 838 1990 Oil

UAE - Abu Dhabi Abu Dhabi Investment Authority 773 1976 Oil

Saudi Arabia SAMA Foreign Holdings 676 n/a oil

China China Investment Corporation 575 2007 Variable
Kuwait Kuwait Investment Authority 410 1953 Oil
China-Hong Kong Hong Kong Monetary Authority 327 1993 Variable
Singapore Government of Singapore Investment Corporation 320 1981 Variable
Singapore Temasek Holdings 173 1974 Variable
Qatar Qatar Investment Authority 170 2005 Oil and gas
China National Social Security Fund 161 2000 Variable
Australia Australia Future Fund 89 2006 Variable
Russia National Welfare Fund 88 2008 Oil

Russia Reserve Fund 87 2008 oil
Kazakhstan Samruk-Kazyna JSC 77 2008 Variable
Algeria Revenue Regulation Fund 77 2000 Oil and gas

Many sovereign wealth funds have grown so large that they are the ultimate source of funds during difficult

times, such as the financial downturn of 2008 (Beck and Fidora, 2008; Selfin et al., 2011). Their very presence
generates additional concerns about the use of new-found mineral and other wealth, known as Dutch disease or
the resource curse. This affliction occurs when an event causes a large flow of foreign currency into a country,
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BOX 6.2 (CONT.)

while avoiding the negative effects.

generating inflation, a decline in manufacturing and other domestic economic activity, and a decrease in exports
(Corden and Neary, 1982; Buiter and Purvis, 1983; van Wijnbergen, 1984). This is usually caused by the discovery
and development of a large mineral resource, such as happened with the discovery of the Groningen gas field in
the Netherlands. One of the goals of the sovereign wealth funds, then, is to derive the benefit of the mineral wealth

~

groundwater filling of abandoned gold mines would have
increased pumping costs at adjacent operating mines, drag-
ging them into bankruptcy.

Several other considerations might allow continued opera-
tion of mineral deposits under conditions that are not profit-
able in the strict sense of the word. Strategic minerals, which
are usually defined as minerals that are essential for national
defense, often receive special treatment from governments
(van Rensburg, 1986). Some governments maintain stock-
piles of strategic minerals and oil. Although the original
intent of most such stockpiles was defense, sales and pur-
chases can be used to influence commodity prices and sales
can also generate revenue to the government in periods of
budget deficit. Sales of gold from government stockpiles dur-
ing the high-price period of the 2000s served this purpose in
many countries.

The need for foreign exchange is another consideration
affecting government attitudes toward mineral production.
The sale of minerals on international markets provides
funds for other foreign purchases. During its tenure as
owner and operator of the copper mines, the government-
controlled Zambian Consolidated Copper Mines provided
85% of the foreign-exchange earnings of the entire country.
Currently, oil and related products account for about two-
thirds of Russian export earnings and finance over half of the
federal budget (Krauss, 2014). Some countries barter minerals
for other commodities; for many decades, Cuba traded nickel
for Soviet oil. An extreme example of the “minerals for foreign
exchange” concept is the use of “conflict minerals” such as
diamonds and coltan (columbium-tantalum, as discussed in
later chapters), which provide income to insurgent groups.

Even in publicly or privately owned corporations, the
extraction of a mineral deposit might not be controlled exclu-
sively by its immediate profitability. The most obvious case
occurs when the price of a commodity decreases to a level at
which production is unprofitable, but management is con-
vinced that the price will rise in the future. Under those

conditions, it can be less expensive to continue operations at

aloss until prices improve rather than shut down temporarily.

6.2.2 Accounting methods and mineral profits

In free-market economies, the profit of a mineral operation is
calculated by subtracting costs from revenue. The exact steps
in the calculation and the specific costs that are allowed
depend on prevailing accounting principles, but are generally
similar worldwide (Gentry and O’Neil, 1984; Vogely, 1985;
Wellmer, 1989). The results of this calculation provide a
measure of the benefits derived from the operation, and are
also the basis for determining any taxes or royalties that it
might owe, as discussed later in this section.

Publicly owned companies publish an annual report out-
lining their activities and financial results, including a balance
sheet that compares assets and liabilities, as well as a state-
ment of income and expenses. In the United States, more
detailed information on corporations, often with additional
geological information, is available from 10-K reports, which
the US Securities
Commission, and similar information is available in most

are submitted to and Exchange
other countries with active share markets.

Table 6.3 shows condensed financial information for four
large mineral companies, ExxonMobil, BP, BHP Billiton
(which began as the Australian company called Broken Hill
Proprietary), and Rio Tinto. ExxonMobil and BP are almost
exclusively in the energy business, whereas BHP and Rio
Tinto are largely mining companies. Total revenues for
2013 for these companies range from a high of almost $440
billion for ExxonMobil to a low of about $51 billion for Rio
Tinto. These are huge numbers and would place ExxonMobil
at about number 25 and Rio Tinto at about number 75 in a list
of national gross domestic profits. You will sometimes hear
these numbers used to describe the companies - as in,
“ExxonMobil, the $440 billion company.” This is misleading
because it gives no idea of how profitable the company is. The
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Table 6.3 Condensed statement of earnings for 2013 for major
mineral companies. All amounts in millions of US dollars.

Rio
ExxonMobil BP BHP Tinto
Total revenues 438,255 396,212 70,098 51,171
Deductions 380,544 365,991 52,226 43,741
Exploration cost 1,976 3,441 1,124 948
Operating income 57,711 30,221 17,872 7,430
Tax 24,263 6,463 6,797 2,426
Profit after tax 33,448 23,758 11,075 5,004
Earnings per share 7.37 1.24 2.04 1.94
Dividends per share ~ 2.46 2.19 1.16 1.78
Percentage 33.4% 176.6%  56.9%  91.8%
returned to
shareholders
Cash flow from 10.16 6.60 6.84 17.57
operations
Free cash flow 2.54 -1.08 -1.51 1.12
Total equity 180,495 130,407 38,997 23,080
Equity per share 40.85 41.09 14.61 12.42
Operating profit/ 32.0% 23.2% 458%  32.2%
shareholders
equity

basic question is, “did they make a profit on all of this
money?” To answer that question, we have to go determine
their taxable income and tax.

As you can see in Table 6.3, each company had large
deductions from revenues, ranging from about $381 billion
for ExxonMobil to almost $44 billion for Rio Tinto. These
deductions included a wide variety of costs such as: the pur-
chase of crude oil or mineral concentrates from other mines
or wells; wages and salaries for employees; fuel and energy for
operations; all sorts of supplies, maintenance, and repair;
depreciation of tangible assets such as trucks; and amortiza-
tion of intangible assets such as loans or goodwill. They also
include the cost of exploration for new mineral deposits,
which we show separately in the table. In some countries,
the loss in value of the mineral deposit itself, known as deple-
tion, was also deducted, as discussed later in this chapter.

Deduction of internal costs from revenue leaves the oper-
ating profit of the corporation, which is subject to tax, and the
amount that remains after this is the after-tax profit. It prob-
ably occurs to you at this point that claiming extra deductions

is a good way to decrease taxes. Although tax codes try to be
specific, there is always room for discussion and the fine
points of what might be deductible continues to be worked
out in courts all over the world. There is no room for frivolous
accounting, however.

After-tax profit can be expressed in terms of the total
number of shares that are outstanding for each company.
For our four corporations, the per-share profit ranged from
a high of $7.37 for ExxonMobil to a low of $1.24 for BP.

Once after-tax profit has been determined, it is time to
decide what to do with this profit. Strictly speaking, it belongs
to the owners of the corporation (the shareholders), so they
could demand that it be paid to them in the form of divi-
dends. This matters to all of us because we all derive benefits
from corporate dividends. Even if you do not own shares in a
corporation personally, other groups that you depend on,
such as your bank, credit union, or pension fund do own
shares, and dividends are a major source of their income.
Note in Table 6.3 that ExxonMobil and BHP paid dividends
that were only 33% and 57% of after-tax profit, respectively.
The remaining profit was retained for investment in new
equipment or new projects, which is the only way that the
business can grow. In contrast, Rio Tinto paid out almost all
(92%) of its after-tax profit in dividends and BP paid more
than (177%) its after-tax profit. Such high levels of dividend
payment are unusual and they reflect special situations. BP
was still paying for the 2010 Deepwater Horizon oil spill in the
Gulf of Mexico and Rio Tinto was paying down a debt
incurred for the purchase of Alcan Aluminum in 2007.

So, where does the money come from to pay dividends that
exceed after-tax profit? One possibility is to borrow money
and pay it out as dividends, especially when interest rates are
very low. The more reasonable way it to take advantage of
cash flow, which is the actual amount of cash that flows
through the corporation. Cash flow and operating profit differ
because some of the items that are deducted from income to
determine operating profit are not actual expenditures.
Depreciation is an example; making a depreciation deduction
of 10% of the value of a truck each year leaves that amount of
money in the corporation as cash flow. Cash flow can be
separated into cash flow from operations and cash flow from
financial transactions, with the sum of these being free cash
flow. As you can see in Table 6.3, Rio Tinto and BP had large
cash flows from operations that supported their dividends,
although BP had a negative free cash flow.

The amount of money left to pay dividends depends, of
course, on how much was taken in taxes. Taxes paid by our
four corporations ranged from about 21% to 42% of operating
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BOX 6.3 INTERNAL AND EXTERNAL COSTS

We should pause a moment here and distinguish between internal and external costs. Internal costs are those that
are deducted to determine taxable income. As such, they are part of the cost of the mineral that is produced.
External costs are those that are associated with production (or consumption) of the product but that are paid by
society. Black lung disease contracted by coal miners was an external cost of coal until a fund was set up by the US
government and a levy was collected on each short ton of coal mined. Today, CO, is an external cost of fossil fuels
and society is wrestling with ways, such as cap-and-trade or a carbon tax, to internalize this cost. Life-cycle
assessment, which quantifies the energy and materials required and the emissions released, provides a way to
recognize these costs, even if they are not internalized (Hesselbach and Herrmann, 2011).

BOX 6.4 THE LORNEX STORY — A TALE OF TAXES AND PROFITS

Lornex Mining Corporation provides an example of the interplay between profits and taxes in the mineral
industry. In the early 1970s, when the Lornex story begins, it had just started a porphyry copper mine in British
Columbia, and was a subsidiary of Rio Tinto. Now, it is part of the Highland Valley Complex, a group of closely
adjacent operations that make up the largest copper mine in Canada (Figure Box 6.4.1), and is a division of Teck
Corporation, Canada’s largest mining company.

Figure Box 6.4.1 Highland Valley Copper Operation in British Columbia, showing the Lornex pit, beneficiation plant,
and waste rock piles. Note the revegetated waste rock pile on the left behind the red domes. (Photograph courtesy of Teck
Resources Ltd.) See color plate section.

In 1975, Lornex reported revenues of $C51 million and operating expenses of $C30.8 million. Additional
deductions from revenues included a depreciation deduction of $C6 million for tangible property such as trucks,
ore beneficiation equipment and computers, and an amortization deduction of $C6 million for interest on money
borrowed to construct the mine and beneficiation plant. This left an operating profit of $C8 million. Taxes on this
income amounted to $C7.5 million, leaving after-tax profit of $C626,000. So, the Lornex mine paid 87% of its
operating profit in tax, leaving only 13% for the owners.

This unusual level of tax was caused by a peculiar overlap of new taxes and commodity prices. First, the price of
copper jumped from an average of $0.46/Ib in 1973 to $0.90/1b in 1974 and then plummeted back to $0.54 in 1975,
the year of the unusual taxes. The huge price rise in 1974 affected most metals and resulted in large profits for most
producers, including Lornex. Thus, governments throughout the world were faced with high commodity prices,
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BOX 6.4 (CONT.)

\

large corporate profits, and a generally disgruntled citizenry that did not like what had happened to the prices they
were paying for mineral products and resented the profits that were being reported to them by newscasters.
The British Columbia government responded to these high prices and profits by levying an extra royalty that
was retroactive to the start of 1974. Unfortunately, the royalty hit after prices had declined, and it was so large that
it caused a decline in Canadian federal tax revenues. In the ensuing debate about which government was entitled
to tax revenues from the company, Revenue Canada disallowed the British Columbian royalty as a deduction in
calculation of federal income tax. The squabble was eventually resolved, but changes in tax rates and tax policy
continue to be a major factor in determining whether mineral deposits are ore deposits all over the world.

J

income and averaged 33% (Table 6.3). The exact percentage
depends, of course, on how many deductions each company
had, but the average of 33% is just about the same as the
personal tax rate in many more-developed countries
(MDC:s). Those who argue for increased tax rates on corpora-
tions should keep in mind that dividends from corporations
are taxable income to individuals in most MDCs. So, corpo-
rate income is actually doubly taxed already. Now, take a look
at Box 6.4, and note that in 1975, the Lornex mine paid 87% of
its operating profit in tax. This shows that taxes are critically
important to the profitability of a mineral operation. So, our
next step in understanding profits is to understand the various
taxes that can be applied to mineral operations.

6.3 Mineral taxation and mineral profits

The original purpose of taxation was to generate income to
support government activities, but lawmakers have not been
able to resist using taxes as instruments of policy. They justify
this because taxing less desirable activities might promote
desirable ones. Mineral supplies are subject to many conflict-
ing interests, including conservation, exploration, and
inexpensive products, making them obvious targets of policy
oriented taxes and a consequent wide variety of taxes.

6.3.1 Income taxes, depletion allowances,
and windfall profit taxes

The most common tax on mineral operations is income tax. It
is usually expressed as a rate or percentage of operating profit.
The amount of tax paid is controlled by the deductions that
are taken in determining taxable income. Because it involves
the extraction of non-renewable resources, the mineral indus-
try is sometimes afforded a special deduction known as the
depletion allowance (O’Neil, 1974; Gentry and O’Neil, 1984;

Shulman, 2011). Unlike a clothing manufacturer, for instance,
which could operate indefinitely by buying cloth and repla-
cing sewing equipment with funds set aside from the depre-
ciation deduction, a mine or oil well must stop production
when the reserve of ore or oil is exhausted. The depletion
allowance is a special form of depreciation, which permits
mineral producers to deduct a portion of income from tax
each year to compensate for the loss of this asset.

The problem comes, of course, in determining the magni-
tude of the depletion allowance deduction. Present practice in
the United States uses two methods, cost depletion and per-
centage depletion (Table 6.4). Percentage depletion was
introduced in response to excessive litigation resulting from
disagreement between producers and the Internal Revenue
Service over the calculation of cost depletion. Producers are
required to calculate both types of depletion and to use the
larger of them in calculating taxable income.

Even at the lowest rate, the depletion allowance can shield a
significant amount of revenue from taxation (Salzarulo,
1997), and this has made it a contentious aspect of the tax
code. Supporters argue that it is a logical extension of the
depreciation concept and that it is required to make mineral
production competitive with other investment opportunities.
Critics say that it is a loophole through which revenue escapes
taxation. Opponents are particularly disturbed when these
deductions are used for purposes other than obtaining a new
deposit to replace the exhausted one, although that practice is
legal, just as depreciation deductions taken by a business need
not be used to buy new equipment.

Adverse opinion about the depletion allowance reached a
crescendo in the United States during the OPEC oil embargo
of 1973 and the Iranian revolution of 1979, when the rapid rise
in oil prices increased oil prices and oil company profits. In
response to public concern about these profits, the depletion
allowance for most oil production was disallowed and the
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Table 6.4 Comparison of cost and percentage depletion deductions in the US Federal tax code for a typical small copper deposit that produced 11
million tonnes of ore in the tax year, with revenues of $52 million and taxable income of $4.5 million. The purchase cost of the deposit was $1.5 million,

pre-production expenses were $3 million, annual exploration costs were $1.5 million, and remaining reserve is 100 million tonnes.

Cost depletion = prorated value of each tonne of ore times number of tonnes produced that year.

Deposit value = cost of deposit + pre-production

Exploration expenditures = $1,500,000 + $3,000,000 = $4,500,000

Value of tonne = deposit value/number of tonnes = $4,500,000/100,000,000 tonnes = $0.045/tonne

Cost depletion = $0.045/tonne x 11,000,000 tonnes = $495,000

Percentage depletion = allowable percentage multiplied by revenue, not to exceed 50% of taxable income = $52,000,000 x 15% = $7,800,000

But this is larger than half of taxable income (excluding depletion allowance) = $4,500,000 x 50% = $2,250,000

Applicable depletion allowance = larger of cost and percentage depletion = $2,250,000

Table 6.5 Percentage depletion rate for various minerals as used for US federal tax calculation (from Internal Revenue Service).

Type of mineral deposit Rate
Sulfur, uranium, and, if from deposits in the United States, asbestos, lead ore, zinc ore, nickel ore, and mica 22%
Gold, silver, copper, iron ore, and certain oil shale, if from deposits in the United States 15%
Borax, granite, limestone, marble, mollusk shells, potash, slate, soapstone, and carbon dioxide produced from a well 14%
Coal, lignite, and sodium chloride 10%
Clay and shale used or sold for use in making sewer pipes or bricks or used or sold for use as sintered or burned lightweight aggregates ~ 7%%

Clay used or sold for use in making drainage and roofing tiles, flower pots, and kindred products, and gravel, sand, and stone (other 5%

than stone used or sold for use by a mine owner or operator as dimension or ornamental stone)

Windfall Profits Tax was established (Goodman, 1992). In
spite of its misleading name, the Windfall Profits Tax is an
excise tax, as discussed in a later part of this chapter.
Depletion remains for small oil producers and for most
other mineral commodities (Table 6.5).

Other governments approach the depletion concept differ-
ently. Until 1989, the Canadian federal tax code included the
concept of earned depletion (Parsons, 1981), in which cor-
porations were able to deduct four-thirds of exploration and
other qualifying expenditures. Although this deduction was an
improvement over a pure depletion allowance because it
focused the deduction on mineral-related expenditures, it was
discontinued. Because of the importance of mineral production
to the Canadian economy, other deductions have been allowed
from time to time, including flow-through financing, in which
individuals can deduct the cost of corporate exploration expen-
ditures directly from current income (Hasselback, 2013).

Mineral prices are highly cyclical and this makes profits
cyclical (Figure 6.3). Operations that start at a low point in the

cycle can be very profitable, but those that start at high points
in the cycle when investment capital is easiest to obtain often
lose money (Harris and Kesler, 1996) During periods of high
profits, it is common to hear calls for taxes on “windfall
profits,” which are supposed to be profits gained solely from
the increase in price of the commodity with no effort from the
corporation. A true windfall profits tax would tax positive
operating income, not revenue. Many so-called excess profits
taxes did not do this; instead they charged a flat tax on
revenue, and strictly speaking were excise taxes.

The most famous excise tax in recent US history is the
inaptly named Windfall Profits Tax. This tax, which was
signed into law on April 2, 1980, was an outgrowth of the
national preoccupation over large profits made by oil compa-
nies in the late 1970s when oil prices rose to over $30/bbl. The
main thrust of the tax was to place a 70% tax on the sales price
of oil above a base price of $12.81/bbl (Table 6.6).
Formulation of this tax occupied Congress for several
months, and negotiations over provisions of the tax were
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BOX 6.5 TAX HOLIDAYS AND OTHER TAX RELIEF

Tax holidays have been used as a means to encourage exploration and development in areas with high
unemployment. When Ireland passed legislation in 1956, exempting mineral production from income and
corporate taxes, an exploration boom found several important mines, including Tara near the town of Navan,
the largest zinc producer in Europe. By 1973, mining was well established in Ireland and taxes had risen to world
norms. The same approach was taken in Australia where gold mining, the most important productive activity in
the arid, western part of the country, was granted freedom from taxation. Gold mining increased tremendously in
the area, due in part to this incentive and in part to the increased world price of gold, and the law was later
repealed, although immediate deduction of exploration expenses has been part of the tax code for many years.
Both of these successful tax holidays were originally passed without a termination date. In contrast, tax holidays
with specific terms have been notably unsuccessful. Prior to 1973, the Canadian federal tax code permitted a 3-
year, tax-free production period for new mines. Unfortunately, this led to wasteful extraction practices such as
removal of only the highest grade ore during the tax holiday in order to maximize profit. This made it harder to

mine remaining low-grade ore and caused mines to close prematurely.
- J

In retrospect, most people agree that the Windfall Profits

Tax was a failure. It was not very successful as a revenue-
Revenues Tax and profit

generating vehicle. Much worse, it consumed important
Profit levels

national energies at a time when they were needed to address

Windfa{ll Profits tax the real problem of how to lessen dependence on foreign oil.

Average profit before tax The obvious solution was to find oil closer to home, a challenge
\ 1

Profit/loss

Average profit after tax that had to be met by increased exploration, which required

Loss money. It was ironic that the main move taken by Congress in
response to this national emergency was to decrease oil-
company profits, thereby cutting funds available for explora-

Time

tion (Figure 6.4). In the end, this move simply weakened the

Figure 6.3 Cyclical nature of mineral profits showing how operations multinational oil companies and strengthened the national oil

cycle from profit to loss through time. If we assume that the only tax companies, which control oil reserves and oil prices today.

paid is a windfall profits tax, then we can model the impact of the tax Australia is heavily dependent on mineral production and

with the three lines. The line labeled “Average profit before tax” has also experimented with windfall profits taxes. As mineral

.shows what the profit of the operation would be if it simp.ly averaged prices rose during the 2000s, many royalties and other taxes
its years of profit and loss. It would make a lot of money in the good

years and lose money in the bad years. The line labeled “Windfall did not keep pace with profits to the mineral companies. This

Profits Tax” shows how this tax would take profits above the line. The
effect of taking the high profits is to lower the average profitability of
the operation to the new line labeled “Average profit after tax.” Note
that the only way to return the operation to its previous profit level is
to add a “windfall loss support” program. In fact, variants of these
were used to support auto and bank businesses during the 2008
economic downturn.

based largely on economic projections that it would bring in
$227 billion by 1990. Not surprisingly, the economic projec-
tion was wildly wrong; by the late 1980s, the price of oil had
fallen to $12/bbl and the tax was generating essentially no
income. In August, 1988, it was repealed, after having gener-
ated $77 billion in tax revenue (Crow, 1991).

led to efforts to develop a tax system that would provide the
government with a greater share of profits during high-price
periods. The first proposal was the Resource Super Profits
Tax, which charged 40% of taxable income and did not really
focus on excess income. It was replaced by the Minerals
Resource Rent Tax, which charged 30% of profits above $75
million. This tax did focus on income, but used a fixed ceiling
rather than a percentage. It was repeated in late 2014.

6.3.2 Ad valorem taxes — severance taxes,

royalties, and carbon taxes

In addition to taxing income, it is possible to tax the value of
assets. For individuals, this might be a tax on a home or other
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Table 6.6 Provisions of the Windfall Profits Tax. Oil was divided into three tiers, each of which had a base price above which all income was taxed at

the rate specified (Gelb, 1983).

Base price ($/bbl) Tax rate Comments

Tier 1 Oil - Oil in production before 1979

12.81 70%

50% tax on first 1,000 bbl/day of production by crude producers with no refining capacity

Tier 2 Oil - Stripper oil (oil produced from old wells in amounts of less that 10 bbl/day)

15.20 60%

30% tax on first 1,000 bbl/day of production by crude producers with no refining capacity

Tier 3 Oil - Oil discovered after 1978, heavy oil, and oil recovered by tertiary extraction methods

16.55 30%

Additional specifications:
(1) Total tax not to exceed 90% of new income from property
(2) Tax deductible as business expense for income-tax purposes

Base price adjusted 2% annually in addition to inflation adjustment

(3) Amount subject to tax can be reduced by most state severance tax payments
(4) Tax to phase out over 33-month period beginning in January, 1988, if it raised $227.3 billion, or by January, 1991 otherwise

Exemptions:

(1) Alaskan oil except that from Sadlerochit field, which was taxed as pre-1979 oil
(2) Oil from properties owned by Native Americans and state and local governments

(3) Oil from properties owned by non-profit medical or educational institutions or by churches that dedicated proceeds to these purposes

35
30—

Exploration
o5 expenditures

20

Billions of dollars

Windfall
Profits Tax

1980 1985 1990

Year

Figure 6.4 Oil exploration expenditures and payments to the
Windfall Profits Tax in the United States compiled from data of the
American Petroleum Institute. The rise in tax revenues in the early
1980s reflected higher oil prices and the parallel rise in exploration
expenditures reflected the industry’s anticipation of higher prices in
the late 1980s and 1990. Because the high prices did not materialize,
both tax revenues and exploration expenditures fell.

personal property. For corporations, it might be a tax on the
physical plant where material is processed. In the case of
mineral companies, the mineral reserve can be taxed.
Reserve taxes are usually expressed as a percentage of the
value of the mineral reserve. Proponents of the reserve tax
view it as a logical extension of the property-tax concept.

Opponents counter that value is realized only when minerals
are produced and sold, and that changing economic condi-
tions might convert ore to waste before it is mined. They also
argue that reserve taxes limit recoverable reserves because
they apply equally to both high-grade and low-grade ores,
making it proportionally less economic to produce low-
grade ores. Sticklers even point out that it is not logical to
disallow the depletion allowance on the one hand, as is done
for most oil, thereby indicating that the asset has no value, and
impose a reserve tax on the other hand, which accepts that a
deposit has value. This logical conundrum has not daunted
legislators in the United States, largely because property and
reserve taxes are levied by state and municipal governments,
whereas the depletion allowance is part of the federal tax code.

Severance taxes are also specific to the resource industries
and are applied to each unit of production, as are sales taxes.
Severance taxes are similar to royalties (Bourne, 1989; Olson
and Klecky, 1989), which are commonly granted to the owner
of land from which minerals are produced. Severance taxes,
however, are levied by the host government. So, in the case of
production from private land in a state or province with a
severance tax, the producer would pay a severance tax to the
government as well as a royalty to the land owner. In theory,
these taxes are supposed to compensate the owner of the land
(and the host government) for any loss in value caused by
removal of the minerals. Severance taxes yielded almost
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Table 6.7 (A) Severance tax revenues for 2012 for the ten US states with largest revenue, showing the percent that these

revenues constitute of total state revenue and the main source of revenue (from the National Council of State

Legislatures).

Severence tax revenue

Approximate percent

State (millions of US dollars) of total revenue Source of revenue
Alaska 5,787 90 Oil and gas

Texas 3,656 15 Oil and gas
North Dakota 3,187 75 Oil and gas
Wyoming 968 50 Oil, gas, and coal
Louisiana 886 14 Oil and gas
Oklahoma 849 17 Oil and gas

New Mexico 768 25 Oil and gas

West Virginia 626 20 Oil, gas, and coal
Kentucky 346 10 0Oil, gas, and coal
Montana 305 25 Oil, gas, coal, and metals

(B) Royalty, mining taxes, and related payment to Canadian provincial governments for the fiscal year 2012

(from Toms and Mcllveen, 2011)

Province Amount (millions of Canadian dollars)
Alberta 1,215
Saskatchewan 860
Quebec 207
Newfoundland and Labrador 178
Ontario 110
Northwest Territories (Nunavut) 56
Manitoba 21
New Brunswick 20
Nova Scotia 1
Yukon 0.2

$19 billion to the 35 states that levied this tax in 2012. Most
revenues come from taxes on oil and gas production
(Table 6.7), and most of these go to Alaska and Texas.
Canadian provincial royalties generally range from 1 to 2%
of the gross value of mineral produced, although several
provinces offer tax holidays for the first years of production
as well as other incentives for mineral development (Natural
Resources Canada, 2014). For the fiscal year 2012 these taxes
yielded about $C3.3 billion (Table 6.7B).

Most federal and provincial or state mining laws include
royalties to the host government. One of the few that does not
is the US Mining Law of 1872, a feature that will likely change
if the law is ever revised. Royalties are also important sources
of income to private individuals and corporations. Royalties
are almost always the same for oil and gas, one-eighth of the
value of production, but differ greatly for most hard minerals.

Two aspects of severance taxes merit special attention.
First, there is the issue of whether severance taxes restrain
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BOX 6.6 | CARBON TAXES

Present interest in mineral-resource excise taxes focuses on carbon taxes, which would impose a levy on the
carbon content of fossil fuels to compensate for CO, that they generate and the global warming that they cause. An
amazing variety of carbon taxes have been enacted during the last 20 years. Many of them are directed toward
consumers of energy from fossil fuels, but in different ways. In Ireland, Norway, Costa Rica, and the United
Kingdom, taxes focus primarily on gasoline or other motor fuels, whereas in Switzerland, France, Korea, and
Japan, taxes include other types of fossil fuels used in power generation and industrial activity. In India, taxes focus
on the producer of the fossil fuel rather than the consumer.

Cap-and-trade systems offer an alterative form of carbon taxation (Cleetus, 2010). In these systems, emissions
are capped at a certain level and permits to exceed those limits are auctioned. This provides flexibility to polluters,
although the allocation of initial permits is a major issue (Bushnell and Yihsu, 2012). Also, the system does not
provide a continuous revenue stream to governments; their only revenue comes from the initial sale of the
pollution permits. Cap-and-trade systems are in operation in New Zealand, the European Union, and parts of
Australia.

Concern has been expressed about the fate of the funds generated by these systems. In some cases, the funds are
put directly to efforts to minimize carbon emissions but in others they simply go into the general fund. Some
attempt to be revenue neutral in that they would offset expenditures in other sectors of the economy, although
surveys have found that both carbon taxation and cap-and-trade are generally regressive and poorly designed
(Mathur and Morris, 2014; Robson, 2014).

Finally, there is the issue of carbon leakage, which refers to the degree to which carbon emissions simply move
to jurisdictions without cap-and-trade or other limiting systems. As we noted earlier in this section, taxes can be
used either for revenue generation or implementation of policy. In efforts to limit carbon emissions, we have an
extremely complex policy initiative and one that is likely to take some time to perfect.

N\ J

interstate trade (Stinson, 1982). The issue was brought to a
head by the very high severance taxes imposed on coal by
Wyoming and Montana. Low-sulfur coal in these states is in
high demand to cut SO, emissions from power plants in the
eastern United States. Because there are no other domestic
sources of low-sulfur coal, these states can impose large sever-
ance taxes without fear of losing sales. The issue of just how
large these taxes can be without imposing an unfair burden on
consumers in other states has been brought to the courts,
which have ruled that it should be decided by legislative
action.

Second, there is the degree to which severance taxes actu-
ally reimburse citizens for a loss of what is sometimes referred
to as their natural (or national) heritage. The idea here is that
removal of the minerals diminishes future employment and
economic opportunities in the area. Some governments put
part of their severance tax revenues into funds that will be
used to relieve these problems in the future. Minnesota allots
50% of its severance tax revenue to a fund for use in the
northern part of the state where iron ore is produced,
and other states use some of the revenues for environmental

clean-up. The sovereign wealth funds discussed earlier are a
response to this issue.

6.3.3 Tariffs and export-import quotas

Governments can also affect mineral profits through tariffs or
import quotas, which are often used to protect a weak or
inefficient domestic industry from foreign competition. The
motivation for such protection has commonly been the desire
to maintain employment levels in a large industry such as coal
or steel, or the need to preserve domestic productive capacity
for a strategic mineral commodity such as oil. Tariffs imposed
by the US government are divided into countries with the
designation of permanent normal trade relations status,
which replaced the most-favored-nation status in 1998. The
only countries that are permanently without this designation
are Cuba and North Korea, although other countries move on
and off the list according to prevailing issues and foreign
policy.

Import quotas have been employed to protect the US steel
and oil industries. During the 1990s, steel imports were
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controlled by voluntary restraint agreements (VRAs) that
specified the fraction of the US market that could be supplied
by each country or economic region. For instance, in 1990
these agreements allowed imported steel to supply 20% of the
US market, with 7% of the market coming from the European
Community, 5.3% from Japan, and the remaining 7.7% from
South Korea, Brazil, Mexico, Australia, and other countries.
They were replaced in 1993 by proposals for steep tariffs on
steel imports from 19 countries, most of which were alleged to
have provided unfair support to their steel industries. Since
that time, tariff disputes have plagued the US steel industry,
the latest concerning the import of pipe from Korea
(Levinsohn, 2014).

The longest-running import quota effort is the attempt by
the US government to control oil imports. In contrast to
efforts on behalf of steel, which involved cooperation among
nations, the oil import effort was largely a unilateral move. It
began in 1955 when oil companies were asked to limit their
growing imports of cheap foreign oil to 1954 levels, in order
to protect the domestic industry. This failed, and in 1957 the
Voluntary Oil Import Program was proclaimed because oil
importation was deemed to be a threat to national security.
The Secretary of the Interior was authorized to establish
permissible import levels and allocate quotas. Lack of coop-
eration led to the Mandatory Oil Import Program in 1959.
To make a long story short, this also failed to control imports
in a way that furthered the interests of the country, the
consumer, or the industry. Refineries in the northeastern
United States, where cheap oil was usually imported, were
not receiving sufficient crude oil. Foreign producers
attempted to sneak oil into the United States via Canada as
“strategically secure” Canadian oil. Consumers were denied
the cheaper gasoline that could be refined from imported oil.
Just as the system was about to collapse, the world oil situa-
tion changed with the emergence of the Organization of the
Petroleum Exporting Countries (OPEC) and the start of oil
embargoes.

The US export-import saga for oil reached a head in 2014
with the appearance of two new issues. First among them was
the controversy over whether to import oil from the tar-sand
operations in Alberta via the proposed Keystone XL pipeline.
Despite approval by appropriate government agencies, the
pipeline is opposed by environmental groups that wish to
limit the use of oil. The second issue focuses on the possibility
of exporting oil and gas. This is astounding for a country that
was dreadfully short of crude oil only a decade ago, but it has
gained traction because the production of shale oil has greatly
increased domestic supplies and because delivery of oil and,

especially, gas to Europe would loosen their dependence on
Russian gas. Resolution of these two issues will determine the
degree to which North America attains energy independence,
at least for oil and gas, as well as the economic integration of
Russia into Europe.

It comes as no surprise that most companies will opt to
operate in a country with low taxes. In a recent survey,
effective tax rates for a model copper mine were shown to
vary from a low of about 28% in Sweden to a high of about
63% in Uzbekistan (Mitchell, 2009). Just as important as the
level of taxation is its predictability: whether or not the coun-
try can be relied upon to levy fair taxes with few abrupt
changes. As we have seen, even the best countries can have
their bad days, and many of these are caused by abrupt

changes in the prices of mineral commodities.

6.4 Mineral commodity prices

Mineral commodity prices change because of changes in
supply and demand of the commodity. Recall from your
basic economics course that the law of demand states that
higher prices lead to lower demand, whereas the law of supply
states that higher prices lead to higher supply. When supply
and demand are equal, they are at equilibrium and all users
receive adequate supplies at a price they are willing to pay.
Unfortunately, equilibrium is easily disturbed, particularly for
mineral commodities.

An imbalance of supply and demand, or disequilibrium,
can have a wide variety of causes (MacAvoy, 1988). Many
commodities come from only a few locations and closing of
one of these because of an accident, war, or exhaustion of the
deposit can have a large impact on supply. Other sites are
usually producing at maximum rates and cannot increase to
make up for the disruption. Conversely, if a new supplier does
come on line, it might cause disequilibrium by producing
more than is needed. Other events that can cause disequili-
brium include technological changes that permit substitution
of one commodity for another, environmental legislation that
requires or forbids use of a commodity, or governmental
actions including price supports, tariffs, or import
restrictions.

If supply and demand are delicately balanced, only small
perturbations in either supply or demand can cause large
changes in price. You can imagine the importance of mar-
ginal demand of this type by estimating the price of air in an
air-tight room holding 100 people for an hour but containing
only enough air for 99 of them. This is particularly true for

mineral commodities, where only a few percentage points
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16 — — 125 6.4.2 Price controls and cartels
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” 12 ™ broduction and demand, and on profits, has led to numerous efforts at
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0 ] 9‘70 | ] 9‘80 ‘ 199% Modern mineral monopolies are rare simply because of the

Year

Figure 6.5 Changes in price and supply of sulfur in the United States
from 1962 to 1990 showing how small changes in production and
consumption caused large changes in price (compiled from US
Geological Survey Minerals Yearbooks)

difference in supply-demand relations can cause large
changes in price (Figure 6.5).

6.4.1 Supply—-demand disequilibrium and coping
mechanisms

Supply-demand disequilibrium and the resulting changes in
commodity prices make life difficult for producers and consu-
mers alike. Both would like to know the price of the commodity
and plan accordingly. To minimize the impact of price fluctua-
tions, commodity futures markets provide a forum in which
buyers and sellers establish future prices. These markets trade
contracts for the delivery of specified quantities of commodities
at a certain date and price. Copper contracts on the New York
Mercantile Exchange are for 25,000 Ib of the metal for delivery
on any of the next 23 months and on any March, May, July,
September, and December for the next 60 months. Contracts can
be closed before they expire by selling those that were originally
bought or vice versa. Thus, no one has to deliver or take delivery
of the commodity. This permits speculators with no use for the
commodity to participate in the market, thereby increasing the
number of potential buyers and sellers and improving the liquid-
ity of the market. To further increase liquidity, most exchanges
permit contracts to be bought and sold with a small payment, a
practice referred to as trading on margin.

By examining the futures markets, producers and consu-
mers can determine the consensus regarding future prices for
mineral commodities. Commodities exhibiting contango
have future contracts that are more expensive than the cash,
or present, price. Those with cheaper future contracts are said
to exhibit backwardation.

large scale of mineral world markets. One such effort involved
the Hunt brothers, who tried to corner the world silver market
in 1979 (Hurt, 1981). They purchased more than $1 billion in
silver in the form of futures and other contracts, helping the
price rise from $9/ounce to almost $50/ounce. When they
could not put up additional funds as collateral for the funds
borrowed to buy the silver, they had to sell some of their
contracts, causing prices to collapse and driving them into
bankruptcy. In a similarly ill-fated venture, the government of
Malaysia lost hundreds of millions of dollars in 1981 and 1982
during a clandestine attempt to control the price of tin on
world markets (Pura, 1986).

Cartels, which are more common, include both corpora-
tions and governments, with government cartels usually being
more powerful. Cartel activity in the United States was limited
by anti-trust legislation of the Sherman and Clayton Acts of
1890, which had a big effect on the structure of the domestic
mineral industry. The first major action against a mineral
corporation under the law came in 1911, when the Standard
Oil Trust was broken up to form Amoco, Chevron, Exxon,
Mobil, and Standard of Indiana. Legal action was also brought
by the US federal government against US Steel and Alcoa, the
dominant producers in the steel and aluminum industries,
although with less effect.

Government efforts at price control by edict have usually
been given palliative names such as mineral price stabiliza-
tion. The US National Bituminous Coal Commission, which
operated between 1937 and 1943, had the power to set coal
prices and was intended to stabilize the weakened coal indus-
try. The Texas Railroad Commission, which has controlled
the production of oil in Texas since the mid 1930s, was set up
ostensibly to prevent damage to the natural drive of oil fields
by overproduction. In fact, it was able to influence world oil
supplies because of the large percentage of production coming
from Texas during this time. In some cases, government
price-stabilization groups in the same country have come
into conflict with one another. During the 1970s in the
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~ N
BOX 6.7 THE PRODUCER'S CLUB

One of the strangest market-control efforts in recent times concerns the Producer’s Club, a group of uranium-
producing companies that was formed in the early 1970s. This group, which was encouraged by their
host governments, attempted to place a floor on uranium prices as government purchases for nuclear weapons
declined. Uranium markets were made even smaller for non-US producers when imports to the US market were
curtailed to support domestic producers. At the same time, nuclear-reactor manufacturers began to compete for
the electric-power-generating market. In order to induce utilities to use their reactors, the Westinghouse
Corporation offered to supply reactor fuel at low prices. By late 1974, Westinghouse had contracted to deliver
about 80 million Ib of low-priced uranium to its reactor customers, but held contracts to buy only about
15 million Ib. This short position, which amounted to about 2 full years of US uranium production, caused
upward pressure on uranium prices at the same time that the overall uranium market picked up because of
forecast demand for reactor fuel. The resulting price rise quadrupled the price of U;Og to about $40/1b, leaving
Westinghouse with a potential loss of $1 to $2 billion if it lived up to its contracts. Instead, it defaulted and began
a protracted legal war against the Producer’s Club, charging that they fixed the price of uranium and the utilities
that bought the reactors countersued to get their contracted cheap uranium (Taylor and Yokell, 1979; Gray,

1982).

United Kingdom, the National Coal Board and British Gas
Council, which were in charge of production and prices in
their respective commodities, engaged in direct competition
for energy expenditures by the public.

One of the largest price-stabilization efforts ever under-
taken was the quixotic attempt by the US government to
control domestic oil prices. This saga began in 1971 when
President Nixon froze all prices and wages in the economy
under the auspices of the Economic Stabilization Act of
1970. Controls on oil were replaced briefly by voluntary
guidelines in 1973, but these failed almost immediately in
the face of the OPEC oil embargo and resulting price rises
that began in late 1973. To combat this, buyer-seller agree-
ments were frozen in December 1, 1973, and the Federal
Energy Office was given the responsibility of controlling oil
prices. In the ensuing confusion, prices were determined by
endless bickering over byzantine formulae that required
producers of “old,” cheap oil to pay entitlements to rival
companies with higher priced crude, simply for the right to
refine their own crude oil. By late 1975, payments totaled
over $1 billion and the system collapsed. The Energy Policy
and Conservation Act of 1975 then divided oil into three
price control tiers, but failed to cope with the strain of price
changes associated with the Iranian revolution of 1979.
Going from bad to worse, Congress replaced price controls
with the Windfall Profits Tax in 1980 (Ghosh, 1983; Chester,
1983).

Although the US government has discouraged cartels
(other than its own efforts at price control), governments in
other countries have been more accommodating. During the
last century, cartels or monopolies have been organized with
varying success in aluminum, bauxite, coal, copper, dia-
monds, lead, mercury, nickel, nitrate, crude oil, potash, silver,
steel, sulfur, tin, tungsten, uranium, and zinc. Of these, only
the Central Selling Organization (CSO) of De Beers, which
deals in diamonds, maintained long-term control over its
market. Even OPEC, which was the most powerful economic
force in the world during the late 1970s and early 1980s, failed
to control oil prices through the crude oil glut of the late
1980s. As new oil supplies came on stream from non-OPEC
nations including the United Kingdom, Canada, Norway, and
Mexico, and as internal disagreements limited its action,
OPEC has devolved into an important player on the world
oil scene (Johany, 1980; Al-Chalabi, 1986; Kohl, 1991; Parra,
2010; Danielson, 2013).

To succeed, a cartel must control the supply of the com-
modity and the commodity itself must be essential and
non-substitutable. In addition, members of the cartel must
be well-financed and willing to withstand periods of low
demand, and they must have similar internal cost structures
so that low commodity prices do not cause competition
among members that are still making a profit and others
that are already losing money. A mutual belief or value system
is also helpful to hold groups together during trying times.
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Most recent cartels have lacked at least one of the key elements,
and the future of classical cartels appears dim indeed.

Present efforts to stabilize prices focus more on market
transparency, in which producing and consuming countries
share information on production, consumption, and other
aspects of a commodity, making it easier for producers and
consumers to make plans (Cammarota, 1992). For most com-
modities, this takes place largely through organizations
known variously as “study groups” or “councils”, such as the
International Lead and Zinc Study Group and the World Gold
Council.

It should be obvious from this short review that prices have
a life of their own. Efforts to control prices for any real length
of time have rarely been successful. For this reason, prices will
probably continue to change dramatically and along with
them profits will change. This leads us back to the question
of how to divide profits from mineral production.

6.5 Distribution of profits

The distribution of profits is the central question in mineral
production and taxation. How do we divide the pie in a way
that attracts producers into the business, gives owners and
host governments satisfactory revenue, and provides a pro-
duct that is priced acceptably for the consumer? The key
player in this list is the producer; if they are not attracted
into the business, there is nothing to tax and nothing to
consume. In terms of global mineral supplies, that means
that the mineral exploration and production business has to
be attractive enough for shareholders in a corporation to
invest in it, rather than putting their money and time into
the computer or drug business, for instance.

6.5.1 Return on investment

Shareholders who invest in any corporation do so with the
hope of making their money grow. This growth, which is
referred to as the return on investment, is the most important
parameter controlling whether an investment will be made. In
simplest terms, it can be expressed as the percentage of the
investment that is returned as interest or dividends to the
investor each year. For bank deposits and government
bonds, the rate of return is determined by the prevailing
interest rate. Although interest rates vary considerably
depending on the state of the host economy and the threat
of inflation or deflation, annual rates on long-term (30-year)
government bonds in the United States and Canada have

averaged about 5% since 1960. That is the rate of return
against which all businesses compete.

For most corporations, one common measure of return on
investment is obtained by dividing operating profit by the
shareholders’ equity, which is the amount of money that the
shareholders have invested in the corporation. The share-
holders’ equity is essentially the difference between the assets
(cash, funds owed to the corporation, goods that have not
yet been sold (inventories), and other supplies) and liabilities
(debt or taxes that have not yet been paid). In the case of
Lornex, the shareholders’ equity at the end of 1974 was
$64 million, but the profit after tax and royalties (and before
income tax on dividends received by shareholders) was only
about 1% ($600 thousand/$64 million), far less than the rate
of return on a bank deposit or government bond.

Something was obviously wrong. It is common knowledge
that people put money into banks or bonds partly for safety
and ease of access, and that they accept a lower return on their
investment for the peace of mind. We also know that invest-
ments with a higher risk of failure must pay a higher rate of
return in order to attract investment. The mineral business is
certainly risky, so it should pay a higher rate of return than
banks and bonds. Proof of this is seen in the rates of 23-46%
for the four corporations that we have been following in
Table 6.3.

The general objective that most governments have in taxing
is to capture as much of the profit as possible, leaving only
enough to attract new investment. The amount or fraction of
profit that meets these criteria is known as economic rent,
and it is indeed an elusive quantity. Any combination of
income tax, severance tax, royalty, or even government equity
can be used to approximate economic rent. In general, cor-
porations are most interested in repaying their investment
and achieving an acceptable return on their investment in as
short a period as possible. Some governments allow this by
way of depreciation and depletion deductions and attempt to
maximize their return over a longer period. This is sometimes
done with a resource rent tax that is imposed after corporate
goals have been attained. Australia imposed a tax of this type
on oil production in 1990 and has since applied it intermit-

tently to mining companies.

6.5.2 Valuation of deposits

One of the most important numbers used in decisions about
the economic future of a mineral deposit is its discounted
present value. This value was likely the basis for negotiations
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in 2014 that led Glencore Xstrata to sell its interest in the large
Las Bambas copper deposit in Peru to a consortium led by
China Minmetals Corporation for $7 billion. The discounted
present value of a deposit is obtained by summing the present
values of after-tax cash flow for the deposit for each future
year of operation using the relation:

P=S/(1+i)

where P is the present value of the deposit, S is the after-tax
cash flow from operation of the deposit in the nth year, and i is
the discount rate, which is the expected rate of return on the
investment.

This calculation reflects the fact that a dollar received today
is worth more than one received tomorrow, and it requires
that certain estimates be made about the future of the deposit.
The value of S for any year can be determined from informa-
tion on the cost of production and the price of the commodity,
which are gathered in a feasibility study. This also involves an
estimate of the period over which the deposit will be operated,
which depends largely on the scale of extraction, the size of the
deposit, and the amount of money to be invested in the first
place. The discount rate to be used in the calculation depends
on the risk involved in the business. For money to be invested
in the bank or a bond, prevailing and projected future interest
rates would be used. For a business project, it is necessary to
arrive at a new discount rate that reflects the risks of the
project. The risks might be technical (maybe oil will not
flow at the predicted rate), economic (maybe the price of oil
will change), or governmental (maybe the tax rate will go up,
or the operation will be nationalized). Arriving at a discount
rate to represent these factors is obviously difficult, but it must
be done.

As its name implies, the present-value calculation pro-
vides an estimate of the present cash value of anticipated
future profits from a mineral deposit. Figure 6.6 shows
how important the choice of a discount rate can be to
calculation of the present value. The higher the discount
rate, the smaller the present value of the deposit. In other
words, knowledgeable buyers will pay more for a project
with a low anticipated risk than they will for one with a
high anticipated risk, and this sort of project might be
taxed at a higher rate. It is also apparent from the calculation
that the earliest years in the operation of a deposit have the
greatest effect on present value. Thus, the present value of a
large deposit that will last for 100 years might be only twice
as great as one that will last for 10 years, although govern-
ments might place a higher value on this “far-out” cash flow
than would corporations.
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Figure 6.6 Present value of a hypothetical mineral deposit with an
initial investment of $1 million (spent in exploration and
development of the deposit) and annual after-tax profit of $275,000,
showing the time needed to pay back the initial investment for
different discount rates. If no discount rate is used (that is, the
prevailing interest rate is assumed to be 0 percent), the cash value
reaches the initial investment in slightly less than 4 years.

Present-value calculations are most useful in comparisons
among different deposits, whether it is a corporation attempt-
ing to decide which deposit to extract, or a government trying
to decide how large a tax or environmental cost to impose on a
group of deposits. As shown in Figure 6.6, the time necessary
to repay an initial investment of $1 million required to put a
hypothetical deposit into operation, known as the payback
period, would be about 5 years at a discount rate of 10% and
7 years at a discount rate of 20%. At a 30% discount rate,
however, the deposit would not recoup its initial investment
even within 10 years. Any similar deposit with lower payback
periods would obviously be more attractive unless other fac-
tors intervened.

The reverse of this relation concerns lead time, the period
1992).
Obviously, a deposit must be put into production as soon as

between discovery and production (Wellmer,

possible in order to minimize the payback period. An explora-
tion investment of $1 million can be paid back the next year
for only $1.1 million at a discount rate of 10%. If development
of the deposit is delayed for 10 years after the exploration
expenditure, the amount required to repay the original invest-
ment would be $2.7 million. This is a very real amount for the
investor whose money is tied up in the deposit, because this
money could otherwise be earning interest in a bank.
Although geological and engineering complications often
delay the development of mineral properties, the most com-
mon culprits are disagreements about economic rent or envir-
onmental control.
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Conclusions

Mineral economics may be the great, final battleground between modern civilization and the natural order. We have not been following
Mother Nature’s system and it is unclear just how much longer we will able to flout her authority. As originally planned, Earth
concentrated minerals into deposits, we explored for them and then extracted the best ones, perhaps moving on to poorer ones as time
passed. By erecting an economic structure that renders some rich deposits worthless through high taxes and encourages extraction of
poor ones through subsidies and tariffs, we have confused the system.

As minerals become more difficult to find and produce, we need to establish national mineral policies that recognize the strong linkage
between mineral supplies and economic environment. These policies must provide mineral producers with a secure and reasonable return
on investment, governments with a fair share of profits derived from their soil, and citizens with a clean environment. While we wait for
these miracles to occur, we should work to encourage more accurate use of economic terms in discussions of mineral resources. We have
shown here that there is a huge difference between the revenues of a mineral operation and any profits that might be obtained from it,
and both are very different from the gross value of minerals in the deposit. In the end, it is only the profit that counts. In spite of this,
mineral companies persist in describing their discoveries in terms of gross value, and newscasters and politicians perpetuate the error.
This exaggerates the perception of profits that are available from deposits, which encourages debate over division of fictional spoils
between government and owners, thus delaying decisions to develop mineral deposits. It would be naive to think that such debates
penalize only the corporation; higher costs are passed along to the consumer. Thus, we must strive to make the period of time between
discovery and development of mineral deposits as short as possible without jeopardizing our important economic and environmental
goals. This requires an informed public; one that does not have to spend years catching up on basic geologic, economic, and
environmental concepts in order to express an informed opinion.
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Energy mineral resources

The value of annual world energy mineral production in 2014
was almost $4 trillion, an amount that exceeded the gross
domestic product (GDP) of every country in the world except
China, Japan, and the United States. Energy production
makes up almost 4.5% of world GDP and as much as 40 to
90% in major oil-producing counties including Russia, Iran,
Nigeria, and Saudi Arabia (Table 7.1). In countries with larger
and more diversified economies such as the United States and
United Kingdom, the value of energy production ranges from
2 to 5% of GDP.

The importance of energy extends far beyond these num-
bers, however, because most other activities depend on
energy, as shown by the strong correlation between energy
production and per capita gross national product (GNP)
for most countries (Figure 7.1). Energy production, particu-
larly oil, has also formed the basis for many of the world’s
great fortunes, including the Sultan of Brunei, the
Rockefeller, Mellon, and Getty families and the royal
families of Saudi Arabia, United Arab Emirates (UEA), and
Qatar, which have supported a wide range of philanthropic,
political, and religious efforts (Yergin, 1990, 2011). The
emergence of sovereign wealth funds, most of which are
based on revenues from oil production, are a further indica-
tion of the degree to which energy production impacts global
events.

World energy has been derived from minerals since the late
1800s, when coal began to surpass wood as the main source
(Figure 7.1e). Coal gave way to oil in the mid 1900s and
natural gas and nuclear energy began to grow in importance
in the latter half of the twentieth century. Since 1960, global
natural-gas use has grown at a relatively high rate, whereas
uranium has stalled after its rapid start.

7.1 Fossil fuels

Coal, oil, natural gas, oil shale, and tar sand are called fossil
fuels because they are derived from fossil plant and animal
remains that have been preserved in rocks (Fulkerson et al.,
1990). These remains, commonly referred to as organic matter,
are changed by geologic processes into various forms that have
many names (Figure 7.2). Ultimately, most organic matter
decomposes by oxidation to form CO, and H,O, which are
recycled into the hydrosphere and atmosphere. A small
amount of organic matter is shielded from the atmosphere by
burial beneath other sediments where it is preserved to become
fossil fuels, an important endowment of solar energy that Earth
has set aside for later use. This accident of geologic history was
probably the most important single factor in the development
of our present industrial civilization. Had it not occurred, we
would have had no widely available fuel to bridge the gap
between wood and more advanced, non-fossil fuels, and the
Industrial Revolution might have been delayed indefinitely.

7.1.1 Coal

Coal powered the Industrial Revolution and dominated global
energy output through the middle of the nineteenth century
(Figure 7.1). Consumption of coal for electricity production
increased by 300% between 1970 and 2010, and it still supplies
30% of the global primary energy demand (slightly behind oil
at 33%) and 41% of global electricity (World Coal Association,
2014; IEA, 2012). Annual world coal production is worth
almost $800 billion and many studies suggest that it will
continue to be a primary fuel for electric power generation
(Humphreys and Sherlock, 2013).
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Table 7.1 Major producers and reserves for oil, natural gas, coal, and uranium (from BP Statistical Review

of World Energy, June 2014 for oil and gas; the World Coal Association for coal; and the World Nuclear

Association for uranium).

Commodity Country Production Reserves

Oil (Billions of barrels per year) (Billions of barrels)
Saudi Arabia 421 265.9
Russia 3.94 93.0
United States 3.65 44.2

Natural gas

(Billion cubic meters)

(Billions cubic meters)

United States 687.6 930
Russia 604.8 31,300
Iran 166.6 33,800
Coal (Millions of short tons) (Millions of short tons)
China 3,561 114,500
United States 904 237,925
India 613 60,600
Uranium (Tonnes Uranium) (Tonnes Uranium)
Kazakhstan 22,500 629,100
Canada 8,999 467,700
Australia 6,991 1,660,000

Geology and global distribution of coal

Coal is plentiful because it forms by simple geologic processes.
It is a sedimentary rock made up largely of altered plant
remains such as cellulose and lignin. Although some coals
contain fossil bark, leaves, and wood, the fossils in most coal
have been obliterated, leaving a hard, black rock that will
burn. Under the microscope, coals can be seen to consist of
grains called macerals, which include: vitrinite, the remains
of wood or bark; liptinite or exinite, the remains of spores,
algae, resins, and needles and leaf cuticles; and inertinite, a
complex mixture of fungal remains, oxidized wood or bark,
and other altered plant materials (Hessley et al, 1986;
Schobert, 1987; Kendall et al., 2010).

Coal begins as peat, an accumulation of partly decom-
posed, brownish plant remains. As peat is buried beneath
new sediment, the increasing temperature and pressure
cause it to release water and other gases, gradually increasing
the proportion of carbon, a process known as coalification
(Table 7.2). As coalification proceeds coal increases in rank

from lignite, through subbituminous and bituminous coal,
to anthracite. The thermal stability of lignite and high-rank
bituminous coal indicates that the maximum temperatures
that they could have experienced were about 200 °C and 300 °C,
respectively. Anthracite is found in rocks that have been folded
and subjected to higher temperatures, such as those typical of
low-grade metamorphism (Ward, 1984).

Peat accumulates in swamps, which form in flood plains
and deltas of rivers, coastal barrier island systems, and poorly
drained glacial regions. Most of the world’s large coal deposits
formed in temperate swamps that contained fresh or, at most,
brackish water. The swamps were largely along flat coastal
plains and continental interiors, where surrounding land had
been leveled by erosion and could not contribute much clastic
sediment. Modern equivalents of this environment might
include the Dismal Swamp of Virginia and North Carolina,
and the coastal swamps of Sumatra (Figure 7.3). Large coal-
forming swamps required stable sedimentary conditions over
large areas and for long periods of time in order to accumulate
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Figure 7.1 (a) Positive correlation between per capita energy usage and GDP. (b) Value of world energy mineral production in 2013. (c) Change
in prices of energy minerals since 1960, also showing the change in the consumer price index (CPI). (d) Growth in production of energy
minerals since 1960, compared to growth in steel production. (e) Growth in consumption of energy by source since 1775 (compiled using data
from the US Energy Information Agency; BP World Energy Outlook; International Energy Agency OECD iLibrary, World Nuclear
Association; Organization of the Petroleum Exporting Countries Annual Statistics Bulletin).

thick layers of peat. Peat layers decrease in thickness by almost
ten times as they become coal. So, to make a 10-m-thick coal
layer, or seam as the miners call them, a peat layer about
100 m thick had to accumulate. These peat layers were also
very extensive; the famous Pittsburgh seam covers about
52,000 km? (Figure 7.3), and it is only one of about 50 coal
seams that have been mined in the Appalachian basin.

The distribution of coal-forming swamps through geologic
time has been a function of Earth’s plate-tectonic, climatic,
and life history. During plate-tectonic movement, mountains
formed with large rivers draining into swampy deltas, and
during warm periods these deltas had lots of vegetation. None
of this mattered, of course, until vascular land plants devel-
oped in Late Silurian time. Thus, pre-Silurian sedimentary
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basins, notably in South America and Africa, lack coal
(Figure 7.4). After Silurian time, coal formation took place
largely during Late Carboniferous (Pennsylvanian) and
Permian time and intermittently during Jurassic through
Neogene time (Fettweiss, 1979). During the latter half of
Carboniferous time, Earth’s polar areas were covered
beneath ice caps that advanced and retreated, affecting

global sea level and forming some of the largest coal deposits
on the planet.

Coal production and related environmental concerns

Coal can be mined from both underground and open pit
mines (Kendall et al., 2010). Most open pit coal mines are
strip mines, which are actually the best form of mining
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because it is possible to fill the pit and reclaim the land
surface. Coal is amenable to strip mining in many areas
where it forms flat layers that are covered by only a few

Organic material

o _ tens of meters of overburden. In the first step of strip mining,
Liquid and solid | Gas . .

| soil is removed and stockpiled for later replacement, then
Insoluble in CS, | Soluble in CS, | | Natural gas overburden is removed separately. In the second step, the
Fusible | Infusible underlying coal layer is removed, and in the final step the
— —1 : overburden is replaced, the soil is placed on top of it, and
g;’g?:lg | Pyroﬁg:tmen | [Bitumen | the surface is reclaimed (Figures 7.5, 7.6). Overburden removal,
Lignite coal mining, and overburden replacement are repeated back

Coal . . .
and forth across strips of land, giving the method its name.
Liquid Solid Most strip mines are large-scale, expensive operations; a single
. Very low dragline, the large shovel commonly used to remove overbur-
Low N |High N Fusible | fusibility den, can cost tens of millions of dollars (Figure 7.6). Contour
. . . _ mining is a special form of strip mining that is used around the

Petroleum |O|I Shale Bltumen| Mineralwax Asphalite

Crude oil Asphalt sides of hills where flat-lying coal layers are too thin to merit

Tar sand

Figure 7.2 Classification of organic material (modified from Yen and
Chilingarian, 1979)

removal of overburden from the entire hill (Figure 7.5b).
Contour mining requires smaller investments in equipment

and permits recovery of coal seams that cannot be extracted

a ™
BOX 7.1 HOW RAPID WAS THE BOOM IN FOSSIL-FUEL USE?

Wood was the major fuel during the United States Civil War, which lasted from 1861 to 1865, and whale oil was
the primary means to illuminate homes and offices at night. During the Civil War, the Union and Confederate
armies together felled 400,000 acres of trees each year and used the wood for heat, as well as to improve visibility of
the landscape. At about the same time, Abraham Gesner, a Canadian geologist, figured out how to produce liquid
kerosene from coal, and Benjamin Silliman, Jr., a chemistry professor at Yale University, figured out how to distill
crude oil from Edwin Drake’s well in Pennsylvania to make products such as kerosene, paint, lubricants, and
paraffin for candles. Almost overnight kerosene replaced whale oil, and because it was so much less expensive it
was possible to lengthen the day by using artificial light. A few decades later, in 1893, US President Grover
Cleveland amazed attendees at the Chicago World’s Fair when he turned a switch that caused electricity to
illuminate 100,000 light bulbs that had been installed by George Westinghouse using Nikola Tesla’s new invention
of alternating current. Only a few years later, Henry Ford began mass production of the automobile. In the
1850s the US and UK navies transitioned from wind-powered sails to coal-fired boilers, and then during World
War I to oil-fired boilers. These events, coupled with population increase and an abundance of coal, oil, and
natural gas in the United States, set society on a its path of dependence on fossil fuels. Today, residents of the
United States consume almost 100 quadrillion British thermal units (Btu) of energy every year, almost one-fifth of
the 550 quadrillion Btu consumed worldwide and a dramatic 3,000% increase from our days of burning wood and
whale oil.
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Table 7.2 Composition and energy content of coals of different rank (compiled after Schobert, 1987 and Meyers, 1981).

Rank of coal C H Volatile Fixed carbon Calorific value
(Weight percent) (Btu/Ib) (MJ/kg)
Lignite 73.0-78.0 5.2-5.6 45-50 50-55 <8,300 <19.31
Subbituminous 78.0-82.5 5.2-5.6 40-45 55-60 8,300-11,500 19.31-26.75
Bituminous
High-volatile 82.5-87.0 5.0-5.6 31-40 60-70 11,500-14,000 26.75-32.56
Medium-volatile 87.0-92.0 4.6-5.2 22-31 70-80 >14,000 >32.56
Low-volatile 91.0-92.0 4.2-4.6 14-22 80-85 >14,000 >32.56
Anthracite 92.0-98.0 2.9-3.8 2-14 85-98 >14,000 >32.56
Coal basins
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Figure 7.3 Comparison of the Pittsburgh coal seam with modern swamps containing peat. Distribution of test holes in the Pittsburgh seam
shows the level of information about the quality of this seam (modified from Garbini and Schweinfurth, 1986).

economically by strip mining. In some areas, the scale of con-
tour mining has increased to the point that entire mountain
tops are removed and put into adjacent valleys. This “moun-
taintop mining” has allowed much higher recoveries of coal,
but at the disturbance of even greater areas of land (Copeland,
2013; Lutz et al., 2013).

Early strip and contour mines were major environmental

offenders. In old strip mines, overburden was not graded flat

after it was replaced, leaving ugly, hummocky topography and

no vegetation. Old contour mines were simply left as open

cuts along hillsides that continued to erode long after they

were abandoned. Pyrite, a common contaminant in coal, was
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Figure 7.4 Location of coal basins of the world (modified from Fettweis, 1979), including names for important producing basins. Major lines of

marine coal trade are also shown (from International Energy Annual, US Department of Energy).

exposed in these old mines and it oxidized (Table 3.3) to
create sulfuric acid that entered surrounding drainages
(Figure 7.7). The Surface and Mining Control Reclamation
Act of 1977 (SMCRA) was a response to these abuses in the
United States. This regulation is enforced vigorously;
1,194 km® of high-priority, hazardous land was reclaimed
between 1978 and 2012, and safety and environmental
hazards were remediated on 1,275 km? of abandoned mine
land (Table 7.3). Congress amended SMCRA in 2006 to man-
date that 83% of coal reclamation fees be made available
annually to states for high-priority reclamation sites, and
reclamation at the remaining 5,200 coal-related, high-priority
abandoned mines is anticipated to be complete by 2021.
Similar statutes have required remediation in most more-
developed countries (MDCs).

Groundwater quality is an important concern in reclaimed
mines. Although original aquifers are destroyed by mining,
broken rock that is used to fill the mine is commonly more
porous and permeable, and actually increases water storage
capacity. The increased surface area of this broken rock and its

exposure to weathering during mining allows groundwater to
dissolve elements such as calcium, sulfur (as sulfate), and
some metals, which are enriched in coals, although this can
be minimized by addition of lime to make the groundwater
less acid. Uranium is also concentrated in some coals and
disturbances related to mining can release radon (Johnson
and Paone, 1982; Hossner, 1988; NRC, 1990). Improved
efforts at strip mining, however, have minimized most pro-
blems, and reclaimed land is usually suitable for other uses
(Figure 7.6).

Underground coal mines are used to mine coal that is too
deep for surface mining. Older room-and-pillar mines
remove rooms of ore leaving walls or pillars of ore between
them to support the overlying rock (Figure 7.5c). Although
some pillars are eventually removed, most are left to prevent
collapse that would damage the mine. More modern under-
ground mines use continuous or longwall mining equipment
consisting of large rotating cutters that break coal away from
the layer and drop it onto a conveyer belt that carries it out of
the mine (Figure 7.5d). The entire coal layer is removed and
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Figure 7.5 Coal mining methods, with unmined coal layer on left and mined area on right in all diagrams. (a) Strip mining. Unmined coal seam

has been stripped of overburden, which has been put in spoil piles that are regraded and revegetated to produce reclaimed land after coal is

removed. (b) Contour mining. Unmined coal seam on hillside is mined from bench (center), which is then reclaimed. (c) Room-and-pillar

mining. Unmined coal seam has been cut into a series of rooms and surrounding pillars that are left to hold up the roof (back) of the mine. (d)
Longwall mining. Unmined coal seam is mined by the longwall method, which removes the entire layer, allowing complete collapse of

overlying rock.

the mine opening collapses behind the mining equipment as it
moves forward (Figure 7.8). Longwall mining has generated
concern about methane emissions, groundwater degradation,
and even earthquakes caused by abrupt subsidence (Booth,
2003; Karacan, 2008; Gutierrez et al., 2010; Marcak and
Mutke, 2013). It increases mine productivity and coal recov-
ery, however, and is clearly the way of the future for under-
ground mining (Mark, 2007).

Coal mining is one of the most rigorous lines of work in the
world, especially underground mines. Black lung disease or
coal worker pneumoconiosis (CWP), which results from
inhalation of coal dust, is a major health problem in coal-
producing countries (Hilts, 1990; UMW, 2013). Present US
federal regulations require that dust levels in mines be kept

below 2 mg/m’ of air, and dust levels are monitored in more
than 2,000 mines across the country. Nevertheless, about
three-quarters of the mine workers who died in the Upper
Big Branch mine accident in West Virginia in 2010 were
found to have signs of CWP (James, 2011). Congress enacted
the Black Lung Disability Trust Fund (BLDTF) in 1977 to
provide benefits to eligible miners. The Trust requires US coal
producers to pay an excise tax of $1.10 per ton of under-
ground mined coal and 55 cents per ton of surface mined
coal. The Trust was restructured in the US Emergency
Economic Stabilization Act of 2008, which extended the
BLDTF through 2018.

Fires and explosions caused by methane and coal dust are
also of concern. Methane-rich gas intersected during mining
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(a)

ow ‘ *
Figure 7.6 Surface coal mining methods. The Freedom lignite mine
near Beulah, North Dakota, supplies about 16 million tons of coal
each year to the basin Electric Power Cooperative. (a) Mining is
carried out with a dragline (background) that removes the light-
colored sediments that cover the horizontal coal layer piling it on the
left side of the photo. The black coal layer in the bottom of the pit is
removed by shovels and loaders (small equipment in center of
photo). (b) After mining, the dragline replaces the waste rock and the
area is graded to near-original contours (including wetlands),
covered with topsoil and revegetated, as shown here. Additional
information on the operation can be seen at http://www.basinelec
tric.com/About-Us/Organization/Subsidiaries/Dakota-Coal-
Company/ (photos courtesy of Bill Suter, Coteau Properties). See
color plate section.

can flow into mine ventilation systems, where it builds up
rapidly and can cause explosions before the mine can be
evacuated. In addition to the cost in lives, explosions start
fires that can destroy mine supports and equipment and even
the coal, itself. The famous Centralia mine fire in
Pennsylvania has burned for decades and may not go out
until the supply of air or coal is exhausted. In the western

United States, outcropping coal seams have been struck by

\) Acid streams

|:| Coal deposits

Figure 7.7 Distribution of streams in the USA made acid by coal
mining prior to present mining regulations (modified from
CEQ, 1989)

lightning and burned to great depths destroying significant
coal reserves (Heffern and Coats, 2004). Underground mines
also have subsidence problems that are of greatest concern
where surface and mineral rights have been divided (Bisc,
1981). In general, mining that causes subsidence will be
restricted to areas overlain by agricultural land, where simple
grading will correct the problem, although some mining pro-
ceeds under farm dwellings and some subdivisions have been
built over abandoned mines. Most longwall mines collapse
within a few months, however, permitting companies and
land owners to agree on compensation relatively rapidly.
The cost of reclamation in US coal mines that were started
after 1977 is secured by a bond put up by the mine operator.
This bond is not released until reclamation has been
approved, commonly in 5 to 10 years. Mines abandoned
before 1977 are reclaimed by the Abandoned Mine Land
Reclamation Fund (AMLRF), which was set up by SMCRA.
The AMLRF legislation was amended in 1990 to provide
funding for mines abandoned after 1977. Funding for
AMLRF comes from production fees of 35 cents/ton of
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Table 7.3 Disposition of the AMLRF in important coal-producing states
and Native American lands, through the life of the program (Office of
Surface Mining Reclamation and Enforcement, US Department of
Interior, 2014). The amount collected represents all collections by both
states and federal governments.The amount awarded represents the
funds returned to states for environmental reclamation. Most
reclamation funds are spent on mines abandoned before 1977. Lower
amounts spent in some western states reflect extensive reclamation
undertaken during present coal mining.

Amount awarded
to states and

State Amount collected ($) tribes ($)
Alabama 180,232,294 68,201,538
Alaska 16,135,747 5,894,025
Arkansas 998,231 429,379

Figure 7.8 Underground longwall mine using a shearer loader. Note
Colorado 187,723,191 60,688,993 the cutting head at left and the hydraulic roof support canopy above
the operator at right (courtesy of Bob Quinn, Eickhoff Corp.).

Ilinois 333,225,238 131,197,800
Indiana 350,438,481 122,948,586 surface coal, 15 cents/ton for underground coal, and 10 cents/
Towa 2,416,182 1,179,798 ton for lignite, which are paid by all active mines. As of 2012,
$10.1 billion had been paid into this fund (Office of Surface
Kansas 7,068,352 3,082,416 o :
Mining, 2015). Half of the funds are returned to their state of
Kentucky 1,091,195,033 399,311,876 origin, where they must be applied to reclamation, and the
Louisiana 9,038,206 1,819,847 other half goes to high-priority reclamation, regardless of
Maryland 29.943.731 10,259,603 location (Table 7.3). Since 1977, the AMLRF has distributed
$7.6 billion in grants to states and tribes (Office of Surface
Mississippi 27,271,757 787,691 Mining, 2015).
Missouri 27,434,351 12,506,367 Coal mining has been a leader in mechanization, a trend
Montana 389.310.508 108.293.881 that correlates with an increase in the importance of surface
mining, a decrease in coal-related employment and an
New Mexico 137,101,477 46,093,945 . . .. . . .
increase in productivity (Figure 7.9). The slow increase in
North Dakota 93,115,736 31,655,868 productivity that characterized early mechanization in most
Ohio 262,732,019 102,868,947 parts of the world was increased by efforts to comply with
Oldahoma 27.567.208 11,278,770 mine safet.y re’gulations passed in the late 1960s. For. instance,
productivity increased from 1.93 to 6.99 tons/miner/hour
Pennsylvania 336,498,280 200,428,499 from 1980 to 2000. Improvements were greatest in open pit
Tennessee 2,878,896 1,158,763 mines; in 2011, Wyoming, which has almost entirely open
Texas 156.708.167 44.385.257 pits, was producing at a rate of 30 tons/miner/hour, compared
with West Virginia with largely underground mines, which
Utah B2 S produced at a rate of 2 tons/miner/hour. Over the same period
Virginia 230,862,251 83,979,776 mechanization in Germany increased production from 7.5
West Virginia 1,001,357,026 340,523,652 tonnes/miner/hour to 14 tonnes/miner/hour (according to
) the Research Fund for Coal and Steel). In spite of decreased
Wyoming 3,057,793,498 582,148,121 oo ,
total output, average hourly productivity in the United
Crow Tribe 50,869,221 12,155,093 Kingdom improved from 0.08 tonnes/miner/hour in 1913 to
Hopi Tribe 47,459,341 9,242,732 1 tonne/miner/hour in 2012 (Mitchell, 1988; Greasley, 1990;
Navajo Nation 228,784.525 66,106,635 UK Department of Energy and Climate (see https://www.gov.

uk/government/collections/coal-statistics).
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Figure 7.9 Patterns of coal production and use. (a) Change in

10

productivity of coal mining in the eastern United States compared

with the western United States. (b) Increase in production of coal

mining from surface mines compared with underground mines, and

the decrease of underground mines. (c) Change in US coal markets

since 1950 showing the growth in the consumption of thermal coal

for electric power generation (data from US Energy Information

Administration).

The situation is worse in less-developed countries (LDCs)
that lack mechanized coal production. India, which generates
60% of its electricity from coal produced in open pit mines,
averaged only 0.4 tonnes/miner/hour in 2011. China is the
world’s largest producer of coal, producing 3,576 million
tonnes in 2011 (IEA, 2012), largely from underground
mines. Approximately 6 million miners work in Chinese
underground mines and more than 1,000 of them are killed
annually in mine accidents (Homer, 2009). Coal productivity
was 0.15 tonnes/miner/hour at federally owned mines where
mechanization is common, and 0.04 to 0.02 tonnes/miner/
hour at state- and locally-owned mines, where artisanal
mining is practiced (Liu ef al., 2007).

Coal use and quality

Coal started the 1900s as a fuel for home heating, manufactur-
ing, and rail transport, and the main feedstock for the dye and
chemicals industry. Now, its markets in the United States and
other MDC:s are thermal coal for electric power generation
and coking coal to make coke for steel production
(Figure 7.9¢). In the United States, about 93% of coal goes
for electric power, with the rest going for steel production.
Even in China, which has enormous steel production, as
discussed in the next chapter, the figure is 85%. In Europe,
coal use for electric power generation ranges from about 5% in
France where nuclear power is dominant to over 80% in
Poland (World Bank, 2015).

Concerns over coal quality are growing in response to
recognition that it is the dirtiest of the fossil fuels
(Table 7.4). The most important factors affecting coal quality
are ash, sulphur, and trace elements (Krishnan and Hellwig,
1982; Shephard et al., 1985; Cecil and Dulong, 1986). Ash, the
residue that remains after burning, can make up as much as
30% of coal. It consists of clastic sediment such as clay miner-
als and quartz that were part of the original sediment and were
accidentally included with the coal during mining. During
combustion, heavy bottom ash settles out and lighter fly ash
goes out with flue gases, where about 90% is recovered by
particulate recovery systems. Some coal ash is used in con-
struction materials, although most is disposed of as a slurry in
tailings ponds. One such pond at the Kingston coal-fired
power plant in Tennessee spilled about 1 million gallons of
slurry into the Clinch River, calling attention to the need for
safe disposal and effective oversight of these operations
(Seramur et al., 2012).

Coal-fired power plants are annually responsible for 67% of
SO, emissions in the United States and similar amounts in
most MDCs. Sulfur occurs in coal in three main forms (Arora
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et al., 1980). Most obvious are pyrite and other sulfide miner-
als, which are often visible in coal as small, shiny grains.
Another form, organically bound sulfur, is invisible because
it is part of the complex organic molecules that make up coal.
Sulfate minerals such as gypsum are a third, considerably less
important, type of sulfur. The distinction between high-sulfur
and low-sulfur coals is made at sulfur contents of 1.5% (by

suffered periodic incursions of seawater, whereas those in
western North America, which are low in sulfur, formed
largely in freshwater. During combustion, sulfur forms SO,,
which reacts with atmospheric moisture to create acid rain
(Table 3.4). Nitrogen from coal combustion also forms gases
(NO,) that contribute to acid rain. Some of this nitrogen is in
the coal molecules, although most of it comes from air in

weight), although coal can contain as much as 12% sulfur.  which the coal burns.

Sulfur enters coal as sulfate dissolved in seawater that floods Coals are also enriched in trace elements such as mercury,
swamps. Coals in eastern and central North America, which  nickel, chromium, and arsenic, most of which are combined
are high in sulfur (Figure 7.10), formed in swamps that  atthe atomic scale as chelated organic molecules (Smith et al.,
1980; Vourvopoulos, 1987). When coal is combusted, at tem-
peratures of about 1,500 °C, many of its trace metals vaporize.
Table 7.4 Relative contributions to atmospheric pollution in 2014 by Some condense on fly ash or form aerosol particles that are
coal, oil, and natural-gas electric power generation in the United States
(data from the US Energy Information Administration and the US

Environmental Protection Agency).

caught on their way out of the exhaust systems, but others
escape to form fallout around power plants. This metal-
bearing fallout is easily leached by acid rain. So, a thin film

Fuel type ~ Carbon dioxide  Sulfur dioxide Nitrogen oxides of ash and aerosol particles around coal-burning plants could
Coal J—— - 27 release trace elements to water, plants, and animals (Grisafe et

al., 1988; Blum et al., 2013). According to the US EPA about
Oil 793.18 5.45 1.82

two-thirds of global mercury emissions are caused by coal

Natural gas  554.55 0.045 0.77 combustion, and coal-fired power plants account for 50% of

0, 1 0, 1 0, 1
All amounts are in tons of gas per million kW-hr of electric power. mercury, 22% of chromium, 28% of nickel, and 62% of arsenic

Data for oil are the average for distillate oil (No. 2) and residual oil emissions in the United States. In the case of mercury, imple-

(No. 6). Data for coal are the average for bituminous, mentation of the Clean Air Act Amendments in 1990 resulted

subbituminous, and lignite. in reduction of total coal-combustion mercury emissions

BOX 7.2 WHAT HAPPENS TO COAL ASH?

The solid material that remains after combustion of coal is referred to as coal combustion residuals (CCRs), or
coal ash. About 100 million tons of CCRs are generated annually from US coal-fired power plants. Because CCRs
contain toxic metals such as arsenic, cadmium, and mercury, the US Environmental Protection Agency (EPA)
regulates their disposal as part of the Resource Conservation and Recovery Act. In late 2014, the US EPA proposed
new rules to strengthen existing regulations for CCRs. The rules aim to prevent CCR dust from entering the
atmosphere and leaking into groundwater aquifers, and they require coal-fired power-plant operators to keep, and
make public, detailed records of the fate of CCRs. The rules require periodic assessments of the structural stability
of surface impoundments, and preparation of emergency hazard plans that can be implemented in the case of
leakage or impoundment failure.

The proposed rules apply only to disposal of CCRs, and do not address beneficial use of CCRs encapsulated in
building materials (individual states are largely responsible for regulating beneficial uses). Fly ash is used in a
variety of products such as cement, bricks, and grout, and flue-gas-desulfurization (FGD) material is used as
synthetic gypsum. These uses prevent about 50% of CCRs from entering landfills, and reduce the need to mine raw
materials, which reduces CO, emissions. The US Green Building Council’s Leadership in Energy &
Environmental Design (LEED) program classifies the use of fly-ash cement and FGD-gypsum as post-industrial
recycled material. In fact, the drywall used to construct US EPA headquarters in Washington, DC contains FGD-

gypsum.
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from 59 to 53 tons per year from 1990 to 2005; a decrease of
10%. In 2011, the US EPA proposed the Mercury and Air
Toxics Standards that require a 90% reduction in mercury
emissions. Emission of mercury and other heavy metals are
more severe in LDCs where many coal-fired plants lack even
particulate collection systems. As noted later, sizeable num-
bers of fatalities in China have been attributed to arsenic
poisoning of soils and foods caused by emissions from plants
of this type.

Clean coal technology, the response of industry to these
challenges, focuses largely on minimizing sulfur emissions,
although efforts are now expanding to other gases and metals.
Sulfur emissions can be minimized by removing sulfur from

the coal before combustion or by recovering sulfur gas from
the exhaust after combustion (Eliot, 1978; Osborne, 1988).
Coal can be cleaned before burning by standard beneficiation
methods, involving grinding, washing, and flotation, although
these processes do not remove organically-bound sulfur,
nitrogen, or other trace elements. Cleaning after burning
centers on particulate recovery systems and scrubbers. Most
scrubbers in use on power plants today are non-regenerative
and spray a wet slurry of powdered lime or limestone (con-
taining calcium, or magnesium oxide) to react with SO, gas to
form calcium sulfite, a process called flue-gas desulfurization
(FGD). Implementation of pollution controls at modern coal-
fired power plants accounts for roughly half the cost of plant
construction, occupies about half of the space on the power-
plant grounds, consumes between 2 to 4% of the power from

5
25 Billion the plant, and removes between 80 and 90% of SO, (Victor et
. Ilinois short tons al., 2009). They also produce about three tonnes of sulfate
sludge for every tonne of SO, that they remove from flue gas,
5 . producing a huge disposal problem similar to that of coal-
2 mine sludge (Luxbacher et al., 1992). It is possible to recover
< Western . . .
& Interior Northern the calcium sulfite and use it to manufacture synthetic
e o Appalachians
& _ gypsum.
E?ﬁén E?\)’é?er ?an Blacsko\a\ltirélr%r Compliance with the US Clean Air Act and subsequent
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Figure 7.10 Sulfur content and reserves in US coal basins. The
reserve of each basin is shown by the size of the symbol. Coal falling
below the line labeled 1.2 Ib meets emission standards for SO,
(expressed in Ib of SO, per million Btu) for the year 2000. Note that
the Powder River Basin is the only large, low-sulfur coal reserve
(from Garbini and Schweinfurth, 1986; EIA, 1993).

(Interagency Force on Carbon Capture and Storage, 2010). In
2010, US coal plants with operating FGD scrubbers generated
58% of the total coal-sourced electricity, while emitting 27%
of coal-sourced SO,, indicating that that scrubbers do
significantly reduce SO, emissions. Sulfur emissions from
US power plants decreased from 14.5 to 3.6 million tonnes
from 1990 and 2012, even though coal use increased from

BOX 7.3

away.

GLOBAL IMPACT OF MERCURY FROM COAL COMBUSTION

Combustion of coal releases mercury that is present in coal. Some of this mercury reaches the atmosphere where it
returns to Earth via precipitation. In oxygen-poor environments anaerobic organisms use this mercury to produce
the methylmercury cation, CH;Hg", which is ingested by aquatic species. It then bioaccumulates up the food
chain where it can be consumed by humans. Elevated levels of methylmercury impair neurological development,
and various health agencies recommend against consumption of certain fish and shellfish, especially for pregnant
women and children. We used to think that mercury emissions posed problems only for the local area around
coal-fired power plants; however, we now know that mercury emissions are global in scale. Fish caught in the
Pacific Ocean near Hawaii contain methylmercury produced by microbes in the ocean. Atmospheric circulation
patterns suggest that the source of the mercury is coal-fired power plants located in Asia several thousand miles
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820 to 900 million tonnes (EIA, 2015a). Even so, coal-fired
power plants remain the major source of atmospheric sulfur
pollution, a fact that is driving the search for improved scrub-
ber and carbon-capture-and-storage (CCS) technologies.

Monitoring of CO, emissions from US coal plants was
required starting in 1995, and the total annual emissions of
CO, increased from 2.1 to 2.2 billion tonnes from 1995 to
2009 (EIA, 2015b). In 2007, the US Supreme Court ruled in
Massachusetts versus Environmental Protection Agency that
the EPA was required to regulate emissions of CO, if it is a
threat to human health. Following this ruling, the EPA pro-
posed emission standards for CO, that limit coal plants to
1,100 Ib/MW-hr. Compliance with the standard for CO,
requires coal plants to capture and store 20-40% of produced
CO, (Plummer, 2013). A coal plant in Kemper County,
Mississippi, constructed to meet the new EPA requirements
takes advantage of Integrated Gasification Combined Cycle
(IGCC) technology, which should capture 65% of produced
CO; and 90-95% of the mercury. IGCC technology converts
coal to synthetic gas, and removes CO, and other impurities
before combusting the gas to produce electricity. Capital costs
for IGCC plants are estimated to be 20-25% higher than
traditional coal plants (Hutchison, 2009). The captured CO,
must still be disposed of in some way.

A final way that coal can be “cleaned” is by in situ under-
ground coal gasification (UGC), in which coal is burned,
while still underground, to produce combustible gases
(Berkowitz and Brown, 1977). This is similar to IGCC, but
does not require that the coal be mined and transported to a
power plant. Rather, this process involves strategic position-
ing of injection and production wells into a coal seam, where
gasifying agents such as air, oxygen, steam/air, and steam/
oxygen are used to ignite coal and produce synthetic gas
(Perkins and Sahajwallaa, 2007). Underground coal gasifica-
tion allows combustible gas to be recovered from convention-
ally unrecoverable, hence uneconomic, coal seams; thus
extending the lifetime of coal reserves. It also offers the envir-
onmental benefit of leaving by-product ash underground,
while taking advantage of scrubber and CCS technologies
similar to those used in IGCC (Self et al., 2012). Coupling
UGC with on-site, geological CCS, where CO, is stored in
porosity generated during the UGC process, is viewed as a
cost effective means for compliance with CO, emission reg-
ulations (Roddy and Gonzalez, 2010). In situ extraction and
energy production processes are being field tested in the
United States, Australia, Canada, China, South Africa, New
Zealand, Pakistan, Europe, and Uzbekistan, and are currently
producing gas in several of these locations (Couch, 2009).

World coal trade
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Figure 7.11 World coal trade for 2013. The amount shown for each
country is the difference between coal consumed and coal produced
for three categories: all coal, steam coal (for electric power
generation), and coking coal (for steel making). Exporters plot above
the line and importers plot below the line. Data from the US Energy
Information Agency.

Coal reserves, resources, trade, and transport

World coal recoverable reserves at the end of 2014 were
861 billion tonnes, and the global reserve to production
ratio was 110 years. Global conventionally unrecoverable
coal, some of which might be used for UGC, are about 16.3
trillion tonnes (Couch, 2009). Coal reserves exist in about 70
countries and are huge in relation to other fossil-fuel reserves
and global energy needs. The growing demand for coal has
pushed exploration into many areas of the world that have
little record of coal production. For example, in Mongolia, 80
coal deposits are being developed to supply markets in
China, and similar activity is taking place in Mozambique,
Kazakhstan, and Brazil. Coal reserves might increase even
more if coal layers formerly deemed uneconomic because of
depth considerations can be accessed by UCG.

Exports and imports account for only about 15% of total
world coal production, which was 7.8 billion tonnes in 2013;
this is quite an increase from 4.7 billion tonnes in 1990.
International trade involves flow from Indonesia, Australia,
Russia, the United States, Colombia, and South Africa to
China, Japan, South Korea, India, Taiwan, Germany, and
the United Kingdom (Figure 7.11). The growth in coal pro-
duction is dominated by the Asia-Pacific region, where
increases in 2012 of 3.5% and 9% in China and Indonesia,
respectively, helped offset an overall decline of 7.5% in US
production. China and India have emerged as major coal
producers, although both countries consume all their domes-
tic coal and rank globally among the top coal importers. China
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increased its share of global coal consumption from 10% in
1965 to 50% in 2011. Production from western Europe has
declined steadily in the face of declining reserves and increas-
ing environmental regulations, although Germany has seen
an increase due to its decision to eliminate nuclear power.
Russia, which had stagnated in coal production during the
collapse of the Soviet Union, is now among the top ten global
coal producers, increasing coal production from 220 to 315
million tonnes from 1990 to 2013.

Coal makes an important contribution to the trade balance
in Australia, where exports increased by 50% over the decade
ending in 2010. Coal production employs 200,000 people
directly and indirectly, and accounts for 3.5% of Australia’s
GDP (Australia Coal Association, 2015). The health of the
Australian coal industry is largely contingent on coal con-
sumption in China, Japan, Korea, India, and Taiwan, which
collectively receive 88% of Australia’s coal exports. Indonesia
exports up to 80% of its produced coal, and demand from
countries such as China and India helped Indonesia become
the world’s largest exporter of coal in 2013. Coal exports
account for 4.5% of Indonesia’s GDP and 11% of export
trade. The future of coal trade in India is likely to change
because 300 million residents, one-fourth of the country’s
population, currently lack electricity; domestic coal is abun-
dant and easily accessible, and is likely to supply much of this
energy in the future. Significant coal trade is also driven by
coal quality. Historically, the most important quality-based
trade has been inside North America, where large amounts of
low-sulfur coal from the Powder River Basin in Wyoming are
used in eastern power plants. The low cost of coal production
in the western United States, coupled with better coal quality,
was viewed as a way to meet Clean Air Act requirements. This
resulted in increasing unemployment in the high-sulfur, coal-
mining areas of the eastern United States. Increasing unem-
ployment is particularly challenging in communities that exist
almost solely because of coal mining. For example, in Harlan,
Kentucky, a town nicknamed the “cul-de-sac of coal,” the
number of coal-mining jobs decreased by 48% as coal-fired
power plants either converted to natural gas, as discussed
below, or increased the amount of low-sulfur coal from wes-
tern US states (Maher and McGinty, 2013).

Rail transport dominates coal trading in the United States
and China. Coal transport in the United States is accom-
plished with large unit trains with three to five locomotives,
and 100 cars carrying nearly 100 tonnes each, which move
directly from western mines to eastern power plants. In
China, in 2011, trains transported twice the mass of coal
than was consumed in the United States. The international

coal market is dominated by seaborne transport, which
accounts for 94% of global coal transport. Ocean vessels
have capacities of 40 to 80 thousand tonnes of coal, and
transportation costs can account for 80-90% of the final
price of coal (Schernikau, 2010). Coal can also be transported
by slurry pipelines, in which a mixture of equal-parts pulver-
ized coal and water is pumped through a pipeline. This
method is particularly suited to coal, which is less dense
than most minerals, and coal pipelines were used in England
over 100 years ago. Such transport in the United States is
unlikely, however, because it would require movement of
water from already water-poor areas such as the upper
Colorado River valley (Karr, 1983). In fact, the longest coal-
slurry pipeline in the world, which carried 5 million tonnes of
coal annually for 439 km from Arizona to Nevada, was shut
down in 2006 because it used about 4.5 billion liters of water
per year.

A few decades ago, the outlook for coal consumption was
very strong. Now, it is not as clear because of a combination of
environmental concerns and alterative fuels. In the United
States, regulations allow coal-fired power plants to phase in
emission controls over several years; however, the cost asso-
ciated with retrofitting existing power plants with pollution
controls is expected to result in many plants being decom-
missioned. The number of coal plants in the United States
decreased from 633 to 589 from 2002 to 2011. In the United
Kingdom, increased European regulations are expected to
cause an almost complete end to coal-fired electric power
generation by about 2030. Denmark has pledged to eliminate
all coal-fired plants by 2025. Although the impetus for these
changes was originally largely environmental, it has now
become economic. The availability of relatively cheap natural
gas makes it even less likely that power plants can be retro-
fitted with suitable scrubbers economically (Tierney, 2012).
There is also increasingly effective social pressure to transition
to wind and solar energy. The real question from a global coal
perspective, though, is whether LDCs will institute similar
environmental regulations, thus pushing them toward other
fuels for power generation. If so, coal’s day in the sun might
end long before its reserves are exhausted.

7.1.2 Crude oil and natural gas

Crude oil dominates global economics. With annual world
production worth about $3.1 trillion at 2012 prices, oil is the
most valuable basic commodity in world history. Natural gas,
with current world production valued at about $1 trillion, is in
second place as a result of new discoveries and new ways to
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Figure 7.12 Formation of oil in a typical sedimentary basin. (a) Distribution of sedimentary formations, showing the oil window in which
temperatures are high enough to form oil and gas from kerogen in source rocks. (b) Diagram showing the relation between natural gas and oil
formation during burial. (c) Generalized decrease in porosity of sediments due to compaction and mineralogical changes caused by burial.

produce it. These new developments have expanded into new
areas, putting more of our population in contact with oil and
gas production, and raising environmental and societal con-
cerns (Healy, 2013). At the same time, they have made oil and
natural gas surprisingly abundant and cheap. So, just at the
time when we expected them to become scarce and expensive,
oil and gas are dominating the world energy picture and
putting economic pressure on our efforts to transition to an
energy economy based on renewables.

Geology and origin of oil and gas

Crude oil and natural gas consist largely of chains and other
forms of carbon and hydrogen atoms, known as hydrocarbons.
In natural gas, which consists largely of methane (CH,) with
smaller amounts of ethane (C,Hg) and propane (C;Hg), the
chains are very short. In crude oil, the chains contain 4 to 30
carbon atoms and are more complex. Crude oil and natural gas
are derived from fats and other lipids in marine algae and other
aquatic plants that were buried with sediment (Hunt, 1979;
Link, 1982; Buryakovsky et al., 2005). Conversion of lipid-rich
organic matter to hydrocarbon fluids begins immediately after
sedimentation, even in landfills, when microbes begin to alter
organic matter and produce methane (Figure 7.12). As organic
matter is leached and altered by groundwater, it becomes
kerogen, a relatively insoluble form of organic matter consist-
ing of molecules much larger than those in oil or gas. With
deeper burial, temperature increases and kerogen decomposes
to form crude oil and natural gas, leaving a complex, solid
residue. Oil generation usually begins when buried organic
matter reaches temperatures of 50-60 °C, the lower limit of
the oil window. By temperatures of about 100 °C, kerogen has
released most of its oil, and further reactions produce largely
methane gas (Figure 7.12). This process that forms oil and gas is
known as catagenesis.

Sediments with abundant organic matter that might form
oil and gas are called source rocks. Although the best source
rocks are marine shales and other fine-grained clastic sedi-
ments, oil and gas were not historically recovered from these
rocks. Instead, oil and gas were extracted from reservoir
rocks, which have adequate porosity and permeability
(Figure 2.3) for production. This is because source rocks
such as shale contain oil and gas, but their permeability is so
low that oil and gas cannot escape rapidly enough to be
produced economically. This situation changed during the
last decade, however, when the combination of hydraulic
fracturing and horizontal drilling made it possible to extract
oil and gas from shale source rocks, as discussed below.
Today, oil and gas are produced from conventional reservoirs
where, over geological time, hydrocarbon fluids seep out of
shale and migrate into reservoir rocks, and from unconven-
tional sources, where fluids can be removed after hydraulic
fracturing increases rock permeability.

Oil and gas that escape from source rock are less dense than
surrounding pore water and flow toward the surface. Some
reaches the surface where natural leakage of oil and gas is
widespread, including the famous La Brea tar pits of Los
Angeles. Oil and gas deposits exist because some hydrocar-
bons are trapped before reaching the surface. Hydrocarbon
traps, which are reservoir rocks with an impermeable cap
that impedes upward migration, can be divided into structural
and stratigraphic types (Figure 7.13). Structural traps form
where the shape of the trap or its ability to hold fluid are due to
folding or faulting of the host rocks. Typical structural traps
consist of anticlines, with alternating layers of reservoir rock
and impermeable sediment, or more complex features related
to faults or the margins of impermeable salt domes
(Figure 7.14). Stratigraphic traps form where variations in
porosity or permeability of the sedimentary sequence create
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Figure 7.13 Conventional oil and gas traps and unconventional production. The two sedimentary sequences shown here are separated by

an unconformity that formed when the earlier sequence was folded and eroded. The lower, folded sequence contains conventional anticline

and fault traps, as well as traps beside salt domes and beneath unconformities. The upper, flat-lying sequence contains conventional

stratigraphic traps, including a carbonate reef with reef talus, and a sand lens. All of the traps are surrounded or overlain by impermeable shale.

The well on the far left produces unconventional oil and gas from tight sand and shale that required hydraulic fracturing. Strictly speaking,

these are not reservoirs in the sense that oil or gas have migrated to them and been trapped; they are essentially source rock that is being tapped

to yield oil and gas.

isolated reservoirs. If oil and gas are present in the same trap,
they tend to separate, with gas floating on oil, which floats on
water.

There are almost 800 sedimentary basins on Earth but less
than half of them produce oil (Figure 7.15). The age of sedi-
ments is not as great a limiting factor as it was for coal. Marine
aquatic plants from which oil and gas could be generated
formed long before Silurian time, and Precambrian oil is
known, though scarce. The composition of sediments is
more important and requires a combination of source rock,
maturation, migration, and traps. In highly productive basins
such as the North Sea and Middle East, all factors converged
to maximize hydrocarbon generation and preservation. In the
North Sea, important factors were the presence of a rich
Jurassic-age source rock and a late stage of deep burial related
to rifting, which increased heat flow into the basin facilitating
maturation of the organic material (Prather, 1991). In the
Middle East, source rocks were unusually rich, releasing large
amounts of oil close to large reservoirs consisting of fractured
limestones that had been folded into long, continuous anti-
clinal traps covered by impermeable evaporites and shales.
Seepage, along with uplift and erosion of oil fields, probably
limits the hydrocarbon endowment of most basins, as shown
by the fact that younger basins contain more oil (Tissot and

Welte, 1978; Hunt, 1979). Finally, if meteoric water invades a
basin during uplift, it can flow through the reservoirs remov-
ing much of the oil (Szatmari, 1992).

Oil and gas production and related environmental
concerns

Hydrocarbons are commonly produced from drill holes that
penetrate traps (Koederitz et al., 1989). In a simple reservoir
with layers of water, oil, and gas (Figure 7.13), pressure from
expansion of gas and buoyancy provide a natural drive forcing
fluids up the well. Where fluids do not reach the surface
naturally, they must be pumped. If oil is pumped too rapidly,
water and gas, which flow more easily through porous rock,
will stream into the reservoir, isolating zones of oil. Reservoir
engineering involves the determination of the optimum type
and distribution of wells needed to maximize production
without causing this type of damage. Producing wells were
originally vertical, but the use of directional and horizontal
drilling allows wells to intersect vertical fractures and perme-
ability that might otherwise be missed. Directional wells
require about twice the initial capital expenditure, but the
production rate is about 3.2 times higher than for vertical
wells (Halker Consulting, 2013). Because oil and gas extrac-
tion rates govern royalty returns, governments sometimes
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Figure 7.14 (a) Production on land. The anticlinal structure at Elk
Basin, Wyoming, is a typical simple oil trap. Sedimentary layers

dipping away in both directions from the center of the photo show
the crest of the anticline. Oil is produced from the buried part of the
crust by pumping units. (b) Offshore production. The Hibernia field,
315 km east-southeast of St. John’s. Newfoundland, is the largest oil
deposit along the east coast of North America. The field contains an
estimated 2.1 billion bbl (Bbbl) of oil in place, of which about 700
million are recoverable. It was discovered in 1979 and put into
production in 1997 with the platform shown here, which sits on the
seafloor (80 m deep). A fleet of tugs protects the platform from
passing icebergs calving off Greenland (photo courtesy of Suncor
Energy). See color plate section.

regulate pumping rates, as was done by the curiously named
Texas Railroad Commission, which is discussed in Chapter 6.
Before production begins, the reservoir rock is commonly
fractured to enhance the rate at which fluids can flow to the
drill hole. This process, which is known as hydraulic fractur-
ing (fracking), is discussed further in Section 7.1.4.
Secondary production methods, which are used to increase oil
recovery, were originally applied late in the life of a field but they
are now used from the start of production. The most common
methods, gas injection and water flooding (Figure 7.16), use gas
and water from earlier production in the same field to maintain

reservoir pressure. In the early days of oil production, accom-
panying natural gas was burned (flared) rather than being
injected, although this has decreased, in part due to public
awareness caused by improved satellite imagery (Lavelle, 2013;
Ebrahim and Friedrichs, 2013). Still, oil production in 2011
resulted in flaring 138 billion cubic meters of natural gas, equal
to about 4% of global natural gas production (EIA, 2012). Even
after the best conventional primary and secondary production
methods, as much as 50% of the oil remains in the ground. Some
of this oil can be recovered by tertiary or enhanced methods
(Department of Energy, 2015). Enhanced oil recovery (EOR)
uses methods such as combustion of oil and gas on the margin of
a field or injection of CO, or alkaline solutions to decrease the
viscosity of oil and increase the pressure forcing it to flow from
the reservoir.

Some tax codes encourage EOR to maximize recovery and
increase employment. The only way to improve on EOR is oil
mining, in which reservoir rock is removed, disaggregated,
and washed clean of oil (Herkenhoff, 1972). As discussed
below, mining is already done for some heavy oil and tar
sands. It has been carried out on some shallow oil fields, but
widespread oil mining will be difficult because so many fields
amenable to the method are in populated areas of
Pennsylvania, Ohio, and California.

Production in most onshore fields in populated areas
requires simple pumps and other facilities, and hydrocarbons
reach markets through pipelines (Figure 7.17). Frontier wells
that lack pipeline connections send oil by truck, rail, or tanker
to a pipeline connection or a refinery. Offshore production
takes place from very expensive platforms that are being
improved constantly (Figure 7.18a). In 1982, the deepest
water platform in the United States, Shell Cognac in the
Gulf of Mexico, sat on rigid legs in 311 m of water. By 1990,
Conoco’s Joliet, also in the Gulf, was held in place in 533 m of
water by metal legs that were under tension rather than
supporting the platform. In 2012, Shell’s Perdido platform
was held in place, floating in water that was 2,438 m deep,
by nine 3.2-km-long mooring lines. Perdido set a world
record for the deepest well drilled below the seafloor, reaching
a depth of 2,925 m and produces 100,000 bbl/day from three
separate oil fields. In the mature Gulf of Mexico basin, deep-
water drilling increased from 6% to 79% of total effort
between 1985 and 2012 and now accounts for almost half of
total oil production (Figure 7.18) (BSEE). Globally, deep-
water production is dominated by the United States, Brazil,
Angola, and Nigeria, although it is increasing in Norway,
India, Australia, and Egypt (Sandrea and Sandrea, 2010;
Trefis Team, 2012).
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Figure 7.15 Distribution of sedimentary basins showing the location of major oil and gas fields (reserves shown for oil in Bbbl). Note that many
basins extend offshore into the continental shelf and slope. Known areas of gas hydrate are also shown (after Klemme, 1980; Nehring, 1982;
Kvenvolden et al., 1993; additional data from the US Energy Information Administration).

-
BOX 7.4 ‘ ENHANCED OIL RECOVERY

The Denver Unit of the Wasson oil field in West Texas is the largest CO, enhanced oil recovery project in the
world (DOE, 2012). This field, which contained more than 2 Bbbl of oil, underwent primary production from 1938
to 1965, with a peak in 1945 and a gradual decline after that. Initiation of water flooding (secondary production) in
1965 caused production rates to rise again. However, the rate of water injection soon matched the rate of water
produced, and oil production slowed by the late 1970s. EOR using CO, injection was implemented in 1983, and
production increased again. The rate of oil production in 2008 was 31,500 bbl/day, of which 26,850 bbl/day is

attributed to the use of CO, flooding.

J

Environmental problems related to oil exploration and pro-
duction include subsidence, wastewater discharge, and oil spills
(Williams, 1991; Gossen and Velichkina, 2006). Subsidence,
which is caused by collapse of the reservoir rock as fluids are
withdrawn from the pore space, was more significant in early
oil fields. Between 1926 and 1967, for instance, production of
1.2 Bbbl of oil from the Wilmington field in Long Beach,

California, formed a conical depression at the surface that
had an area of 52 km®> and a maximum depth of 8.8 m
(Figure 7.19). Production-related subsidence in deltas, such as
the Louisiana gulf coast, is aggravated by levies constructed to
limit flooding, which prevent river sediment from replenishing
the land (Getschow and Petzinger, 1984). Water spills can
release brines that contaminate local surface and groundwater,
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Figure 7.16 Efficient (a), wasteful (b), and enhanced (c) conventional oil production methods. Pumping rate for efficient production must not
exceed the rate at which oil can flow into well. Enhanced methods include water flooding, gas injection, and CO, injection. Panel (c) shows the

two stages of hydraulic fracturing.
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Figure 7.17 Distribution of major oil (a) and gas (b) fields showing pipelines and tanker routes (reserves shown for oil in Bbbl and for gas in
trillion cubic feet (Tcf); after Oil and Gas Journal; Carmalt and St. John, 1986). Detail on parts of California and Middle East in Figures 7.19 and
7.21. Dashed pipeline in the top map shows the location of proposed MacKenzie Valley and Keystone pipelines.
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Figure 7.18 (a) Offshore production platforms for work in deep
water compared to the 442-m Sears (Willis) Tower in Chicago. The
Auger platform stands on rigid legs, whereas the Perdido platform is
attached to the floating platform and to a base that is fixed to the sea
floor. (b) Change in offshore deep-water production relative to total
production in the Gulf of Mexico. (c) Growth in deep-water oil and
gas production, enabled by advances in geophysical exploration and
engineering of drilling platforms (data from the Bureau of Ocean
Energy Management, US Department of Interior).
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Figure 7.19 (a) Oil fields in the Los Angeles basin. (b) Contours
showing location of maximum land subsidence over the Wilmington
field between 1926 and 1967 (modified from reports of the California
Division of Oil and Gas and Mayuga, 1970, reprinted by permission
of the AAPG whose permission is required for further use).

and radium in some brines causes low-level radioactive con-
tamination of well equipment (Schneider, 1990).

The risk of oil spills and blowouts is greatest during
exploration because that is when drilling might intersect an
unknown, highly pressurized reservoir. However, only two of
the more than 50,000 wells drilled in the United States since
the 1960s have blown out. One well offshore from Santa
Barbara, California, in 1969 lost about 77,000 bbl through
faults and fractures in the adjacent seafloor rather than the
actual well. It is no coincidence that this well was in a zone of
about 2,000 natural oil seeps, which extends along the Santa
Barbara Channel into the La Brea tar pits of Los Angeles
(Link, 1952) (Figure 7.19). The other was the Deepwater
Horizon well in the Gulf of Mexico, which released 4.9 Mbbl
(National Response Team Report, 2011). This blowout took

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

Fossil fuels 143

Table 7.5 Oil spills from tankers (global data) and production/ 87 days to contain, and released about five times more oil than

exploration facilities (US data) since the mid 1960s (data from the the worst tanker-related oil spill in history (Table 7.5). All
Bureau of Ocean Energy Management, US Department of Interior; and

the International Tanker Owners Pollution Federation). Spills listed in
order of declining size (in bbl of oil). For perspective, daily crude oil

spills of more than 1 bbl of oil must be reported to the
National Response Center. From 1964 through 2009, for the

consumption in the United States is about 19 Mbbl. approximately 27.6 Bbbl of oil produced from US offshore
leases, only about 0.002% (570,000 bbl) was lost by spills
Pmdudio”/. exploration (Anderson et al, 2012). Adding the 2010 Deepwater
spills Horizon spill increases this to about 0.02% of total offshore

Amount oil production.
Spill/cause Date  Location of oil Other sources of oil pollution include tank cleaning opera-
Well blowout 1910 Lakeview Gusher #1, 9,000,000 tions and oil-refinery waste discharges, which release about
CA (onshore) the same amount of oil to the marine environment as does
Well blowout 2010  Deepwater Horizon, 4,900,000 offshore oil production (Gossen and Velichkina, 2006).
Gulf of Mexico Natural oil seeps in the Santa Barbara Channel release an
Well blowout 1979 Ixtoc #1, Mexico 3,500,000 estimated 14,600 to 244,500 bbl/yr, and have been a source

of beach pollution for centuries (Estes et al., 1985). Natural

padiordusgeo 1087 Wes Dz, 1Ay 160,638 hydrocarbon leaks of this type are widespread and are an

offshore . . .
pipeline important part of global hydrocarbon pollution (Prior et al.,
1989). These are similar in magnitude to losses from produc-
Well blowout 1969 Santa Barbara 80,000 tion, and they are minimized if production in a field decreases

Channel, CA . . -
overall reservoir fluid pressures, thus limiting natural leakage.
Well blowout 1970 South Timbalier, LA 53,000 Reclamation of abandoned oil fields is a matter of ongoing
Well blowout 1970  Main Pass, LA 30,000 concern. Surface installations must be removed and wells
1 hat th leak to th f:
Anchor damage to 1974 Eugene Island, LA 19,833 need to be p. ugged .so that they do n?t ea . to the surface or
offshore to other fluid-bearing zones. A typical oil well penetrates
pipeline numerous layers of sediment, including some with salty
) ) brines or drinkable water. Mixing of these fluids is prevented
Tanker spill Date  Location Amount

of oil during operation of the well by lining the hole with a casing of

steel pipe that is perforated only at the level of the oil- and gas-
Atlantic Empress/ 1979  Off Trinidad 2,110,000

; bearing layers. After the well is abandoned, it must be filled
Aegean Captain

with cement. Some older wells remain open, however, and
ABT Summer 1991 700 nautical miles off 1,912,000

programs to shut them down properly are in place in most
Angola

states. In Texas, an estimated 116,500 abandoned wells

Castillor de Dellver 1983  Off Saldanha Bay, 1,850,000 require plugging and the Oil Field Cleanup Fund (OFCF)
South Africa requires oil and gas producers to pay a permit fee of $100 to

Amoco Cadiz 1976  Off Brittany, France 1,640,000 $200 per new well to fund the plugging of abandoned wells.

Haven 1991  Off Genoa, Italy 1,059,000 . i
Oil and gas markets and quality

Odyssey 1988 700 nautical miles off 971,000 Oil is used largely to make gasoline and other fuels, whereas
Nova Scotia, . . . .

Canada natural gas is used largely for home and industrial heating and

electric power generation. As with coal, the key quality factor

Torrey Canyon 1y el IBl, WIS 875,000 for both crude oil and natural gas is sulfur, which occurs as

Sea Star 1972 Gulf of Oman 846,000 atoms in crude-oil molecules and as hydrogen sulfide (H,S) in

Irenes Serenade 1980  Navarino Bay, Greece 735,000 natural gas. Sulfur contents can range up to several percent,

U | L s and are most serious in natural gas. Natural gas with more
i 1976 > i 735,000 . .

rame @ ortna, spam than 1 ppm (0.0001%) H,S is called sour gas; that with less

Exxon Valdez 1989 Prince William Sound, 240,000 than 4 ppm at standard temperature and pressure is called

Alaska

sweet gas. The permissible amount is so low because H,S
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~
BOX 7.5

products disappeared.

HOW ARE OIL AND GAS CONSUMED BY GLOBAL SOCIETY?

About half of each barrel of oil is converted to gasoline, and another one-third to diesel and jet fuel. The remainder
is converted to a large array of products that include medical supplies such as aspirin, disposable plastic syringes,
artificial knee and hip replacements, cell phones, laptop computers and tablets, polyurethanes in athletic shoes,
rayon, nylon and spandex in clothing, hand sanitizer and lotion, bicycle tires, football cleats and artificial turf,
transparent tape, denture adhesive, surf boards, skis and snowboards, hair coloring and lipstick, toilet seats, soft
contact lenses, and cars. The list of products made from oil is virtually endless, and includes far more than fuel
used for transportation. Methane in natural gas is the main source from which important chemicals including
methanol, ammonia, and hydrogen are synthesized. Society would certainly be radically changed if all of these

reacts with air and moisture to form sulfuric acid, which
corrodes metal pipes, causing leaks. Thus, long before acid
rain became a concern, sulfur was removed from natural gas,
and major sour-gas producers such as those in Alberta were
important sources of by-product sulfur. The main source for
sulfur in oil and gas is seawater sulfate, which is reduced to
H,S during formation of the oil and gas. If metals are present
in surrounding waters, H,S reacts with them to deposit metal
sulfides such as pyrite, thereby removing sulfur from the
natural gas. Where metals are absent, as in many limestone
reservoirs, H,S contents of natural gas can reach high levels.
In addition to H,S, natural gas can contain important
amounts of carbon dioxide, nitrogen, argon, and helium.
Helium found in some gas fields in the midcontinent and
Rocky Mountain regions of the United States is derived
from radioactive decay of uranium in underlying
Precambrian granitic rocks (Leachman, 1988).

The dominant consideration in crude-oil quality is its suit-
ability for making gasoline, the most important oil product.
Light oil, which yields more gasoline, commands higher prices
than does heavy oil. Refining costs for gasoline have long been
a driving force in the economics of oil, with a constant battle
between cost and environmental considerations (Marshall,
1989). Early concern centered on tetraethyl lead [Pb(C,Hs)4],
which was introduced in the 1920s as the inexpensive way to
minimize premature combustion, which created a knock in
engines. Tetraethyl lead use has declined since the mid 1970s
because it is a major contributor to global lead pollution, as
discussed in Section 9.2.2. It also coats the surface of catalytic
converters used to clean automobile exhaust from unleaded
gasoline. It has been replaced by gasoline formulations that do
the same thing, but cost more to produce. The main problem
with gasoline is incomplete combustion, which produces CO

and NO, that contribute to smog. Incomplete combustion
occurs because of scarcity of oxygen in the combustion cham-
ber, and it can be alleviated by increasing the oxygen content of
the gasoline. In the United States, the Clean Air Act
Amendments of 1990 required that all gasoline contain at
least 2% oxygen additive. This requirement was changed by
the Renewable Fuel Standards (RFS) provision of the Energy
Policy Act of 2005, which requires that refiners use ethanol
(C,HsOH) synthesized from sugar cane, corn, and other plants
as the oxygenating agent in gasoline. In 2007, RFS provisions
were modified to require that 9 billion gallons of ethanol be
added to the US gas supply in 2008, increasing to 36 billion
gallons in 2022 (EPA-RFS, 2015). As of 2013, the amount of
ethanol added to US gasoline was about 10% by volume. Brazil,
which has been even more aggressive, currently requires 25%
ethanol in gasoline. Benefits of combusting ethanol include
significantly reduced emissions of CO, NO,, sulfate, and vola-
tile organic compounds (VOCs) compared to gasoline, as well
as reduced crude-oil imports (Hower, 2013; Fridell et al., 2014).
On the other side of the coin, ethanol contains 33% less energy
than gasoline (DOE, 2011), and its use in gasoline removes
corn and other plants from the food supply, and increases corn
acreage and related nitrate and phosphorus fertilizer pollution
(Carter et al., 2013; Thompson, 2013).

Oil and gas reserves

Global reserves for oil in conventional reservoirs are esti-
mated to be almost 1.7 trillion barrels (Tbbl) and world
natural gas reserves are about 6,800 trillion cubic feet (Tcf).
As 0f 2015, there were about 4,000 actively producing oil fields
globally, each producing at least 20,000 bbl/day. There are
about 500 giant oil and gas fields, defined as containing
greater than 500 Mbbl of recoverable oil or 3 Tcf gas and
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e p
BOX7.6 | HOW MUCH ENERGY DOES IT TAKE TO PRODUCE ENERGY?

All of the energy resources used by society require energy to produce, and this is energy that is not available to the
consumer. This includes not only energy used to produce oil, natural gas, corn-ethanol, but also energy to mine
copper and rare-earth metals for turbines to produce electricity. The concept of “energy return on energy
invested” (EROEI) compares the amount of energy necessary to extract a particular energy resource to the
amount of energy actually available to society (Inman, 2013). For liquid fuels, gasoline refined from crude oil
pumped from conventional reservoirs such as those in the Middle East returns 16 units of energy for every 1 unit
required to produce the gasoline. Ethanol from sugarcane returns 9 units, soy biodiesel returns 5.5, oil from the
Alberta tar sands returns 5 units, heavy oil from California returns 4, and ethanol from corn returns only 1.4. To
understand the “at-the-pump” energy available to consumers from each of these resources, the distance driven by
a car can be calculated for each fuel by multiplying the fuel economy of a car (miles per gallon) and the EROEI for
each fuel, and then dividing this by the energy density of each fuel, expressed in gigajoules per gallon (Inman,
2013). Assuming 1 gigajoule of energy invested in the production of each fuel, a car can drive 3,600 miles using
gasoline from conventional oil; 2,000 miles using ethanol from sugar cane; 1,400 miles using biodiesel from soy;
1,100 miles using gasoline from tar-sands oil; 900 miles using gasoline from heavy oil; and 300 miles using ethanol
from corn. The same EROEI concept applied to electricity indicates that hydroelectric returns 40 units of energy
for each unit invested, wind returns 20 units, coal 18 units, natural gas 7 units, photovoltaic solar 6 units, and

nuclear 5 units.

producing 100,000 bbl/day for more than one year
(Figure 7.20)(Simmons, 2002). The giant oil fields account
for about 60% of global production and contain about half of
global reserves, and the 20 largest fields account for about
one-quarter of global production (Halbouty, 2001; Mann et
al., 2007; Hook et al., 2009). The rate of discovery of giant oil
fields continues to decline (Figure 7.20). The 120 giant fields
discovered between 1960 and 1969 are about equal to the total
number of new fields discovered between 1970 and 2010.
These giant oil and gas fields cluster in the Middle East, the
Gulf of Mexico, Alaska, western Siberia, offshore Brazil,
Venezuela, Nigeria, and the mid and western United States
(Mann et al., 2007).

The two largest oil fields, Ghawer in Saudi Arabia and
Burgan in Kuwait (Figure 7.21; Table 7.6), account for about
10% of world reserves. According to the Brisith Petroleum
Statistical Review of World Energy, Venezuela has the largest
proven reserves by country, with 297 Bbbl, followed by Saudi
Arabia with 266 Bbbl, Canada with 173 Bbbl (mostly in tar
sands as discussed later), and Iran with 154 Mbbl. The Middle
East as a region contains an estimated 807 Bbbl, or 48% of
global reserves. Oil reserves in the United States were 44 Bbbl
at the end of 2014, an increase of about 5 Bbbl from 1992
estimates, largely in the Bakken shale-oil field in North
Dakota and deep-water fields in the Gulf of Mexico
(Figure 7.15).

World gas reserves are more evenly distributed globally
(Figure 7.17). Russia and Iran each have about 18% of global
reserves, Qatar has 13%, and no other country has more than
5%. US gas reserves increased from 165 to 300 Tcf from 1991
to 2012, driven by horizontal drilling and hydraulic fracturing
of tight-gas reservoirs. Gas reserves in the United States
amount to only 13 times annual production, slightly more
than for oil. While the United States capitalized early on the
shale-gas boom, with shale-gas reserves of about 650 Tcf,
shale-gas reserves in Algeria (700 Tcf), Argentina (800 Tcf)
and China (1100 Tcf) are larger and are certain to play an
important role in future global gas production.

Reserves depend strongly on the price of oil and gas and
advances in reservoir engineering (Rice, 1986; Moorehouse,
1997; King, 2008, USGS, 2013). They are also affected by
seemingly magic oil-field growth (Cook, 2013), by which
total recoverable oil and gas grow through inflow of oil from
surrounding rocks and also improved reserve estimates.
According to Root and Attanasi (1992), oil-field growth
more than doubled the size of reserves in the lower 48 US
states between 1960 and 1989. Reserve additions from this
effect have averaged 2% per year and some fields have
increased enormously (King, 2008: Cook, 2013). Between
2000 and 2009, the reserve growth of existing conventional
oil and natural gas fields increased by factors of three and two,
respectively, relative to new discoveries (Bui, 2013).
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Figure 7.20 (a) The ultimate recoverable reserves of giant oil fields
compared with the time of their discovery shows a decrease in new
discoveries of these important resources. (b) The number of
discovered giant oil fields compared to the total volume of ultimately
recoverable oil shows that there that are very few giant oil fields with
significant recoverable reserves (modified from Robelius, 2007).

A critical feature of any reserve is the rate at which it is
replaced by new discoveries. In the United States, the discov-
ery of the Bakken tight-oil field in the Williston Basin changed
the landscape for oil exploration. This field was first discov-
ered in 1955 (Langton, 2008), but production was not possible
because the oil is tightly held in the shale source rock. In 2007,
the use of directional drilling combined with hydraulic frac-
turing allowed commercial production and reserve estimates
were 3.65 Bbbl. As of 2013, the North Dakota Geological
Survey and the USGS estimated reserves of up to 500 Bbbl.
This would make the Bakken one of the largest oil fields on
Earth, but recoverable oil is estimated by state agencies to be
only 3-50% of this value. A similar situation exists for the
Eagle Ford Shale in Texas, which contains an economically
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Figure 7.21 Distribution and size (Bbbl of oil and oil equivalent) of
oil and gas fields in the Persian Gulf showing the location of the oil
spill created during the Gulf War of 1991. Heavy lines connecting oil
and gas fields are pipelines (modified from publications of the US
Geological Survey and US Energy Information Agency).

recoverable reserve of 4.177 Bbbl oil and 8.4 Tcf gas.
Production from these reservoirs is highly dependent on
high prices and might be impacted by decreased oil prices
(Martin, 2013). There is additional concern about the rate at
which production from wells will decline through time.
Nonetheless, production of greater than 1 Mbbl/day from
these fields indicates that the global oil situation will depend
increasingly on unconventional oil and gas reservoirs
(Maugeri, 2013). In Brazil, most offshore discoveries through
the end of the last century were off the southeast coast,
including the Libra field with estimated reserves of 8 to
12 Bbbl (Fick, 2013). Globally, reserves in about half of the
giant oil fields are declining at an average rate of 6.5% annually
(Robelius, 2007). The boom in unconventional reservoirs that
made the United States one of the world’s top oil producers
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Table 7.6 Ten largest conventional oil and gas fields of the world in relation to the largest conventional and unconventional fields in the United

States. Fields are ranked in order of declining size with gas reserves converted to barrels of oil equivalent. Numbers show their rank with respect to all
fields in the world. Reserves shown here are original and have been depleted by production (data from Carmalt and St. John, 1986; Browning et al,
2013 for Barnett Shale; International Energy Agency World Energy Outlook, various years; United States Geological Survey; US Energy Information

Administration; Bbbl = billions of barrels, Tcf = trillions of cubic feet).

Rank Field name Country Year discovered Qil (Bbbl) Gas (Tcf) Oil equivalent (Bbbl)
Largest conventional fields in the world
1 South Pars* Iran and Qatar 1971 50.000 1,800.00 360.000
2 Ghawar Saudia Arabia 1948 140.000 186.00 172.00
3 Burgan Kuwait 1938 75.000 72.50 87.083
4 Urengoy Russia 1966 0.000 350.00 60.00
5 Safaniya Saudia Arabia 1951 50.000 0.00 50.000
6 Upper Zakum Abu Dhabi 1963 50.000 0.00 50.000
7 Yamburg Russia 1969 0.000 289.60 49.94
8 Urgenoy Russia 1975 0.002 285.59 47.602
9 Kashagan Kazakhstan 2000 38.000 35.00 44.09
10 Bolivar Coastal Venezuela 1917 44.00 0.00 44.000
Largest producing conventional fields in United States
Prudhoe Bay Alaska 1968 20.00 35.00 26.04
Panhandle-Hugoton Kansas 1922 1.5 75.00 14.40
Largest producing unconventional fields in United States
Bakken shale North Dakota 1951 4.844 6.7 5.94
Eagle Ford shale Texas 2008 4.177 8.40 5.62
Barnett shale Texas 1980 0.118 86.00 11.5
Marecellus shale Northeastern USA 1839 0.00 64.90 11.2
Haynesville shale Louisiana, Texas 1905 0.00 75.00 12.9

* The South Pars field also contains an estimated 50 Bbbl of natural gas condensates. The Bakken field was originally described in 1951, but

production did not occur until about 2000.

is helping keep global reserve to production ratios stable, but
in the face of increasing global consumption it is not clear how
long this will continue.

Conventional natural gas reserves have also changed
greatly. From 1992 to 2012, reserves increased 100% in the
Middle East and 66% in Venezuela, but declined 75% in
Mexico. In the United States, reserves increased almost
100% between 1998 and 2013. Recent gas-field discoveries
off the coasts of Lebanon, Israel, India, Papua New Guinea,
and the United States, when added to reserve growth of
existing fields, yield reserve to production ratios of about 56
years at current rates of consumption. Increased consumption

of natural gas for electricity production, in place of coal, will
escalate the global decline.

Oil and gas trade and transport

Oil and gas are among the most important commodities of
international trade. Globally, 86.8 Mbbl/day were produced in
2013 and, of this total, 55 Mbbl/day were traded internation-
ally. Exporting countries consume domestically about 20% of
their own oil, and importing countries produce about 20% of
their domestic consumption. Oil imports resulted in the
transfer of $2.3 trillion from importing to exporting countries,
accounting for about 24% of aggregate oil exporters’ GDP
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(BP, 2012; Andreopoulous, 2012). Globally, two-thirds of
natural gas is consumed domestically by producing countries,
with another third crossing international borders (Johnson,
2011). These numbers are large enough to have an impact on
national budgets, and energy imports account for trade imbal-
ances in many countries. The main oil exporters are Saudi
Arabia, Russia, United Arab Emirates, Kuwait, Nigeria, and
Iraq, with the main importer being the United States
(although the level of imports is decreasing because of
increased US production from unconventional sources);
other major importers are China, Japan, India, South Korea,
Germany, and France (Figure 7.22). World natural-gas
exports come largely from Russia, Norway, Qatar, Canada,
the Netherlands, and Algeria and go to Germany, Japan, the
United States, Italy, the United Kingdom, and France.
Historically, natural-gas exporters needed to be connected to
major consumers by pipeline, but that has changed with the
development of liquefied natural gas (LNG) transport
(Figure 7.23). Major LNG exporters are Qatar, Malaysia,
Indonesia, Australia, Nigeria, Trinidad, Algeria, and Russia
going to Japan, South Korea, the United Kingdom, Spain,
China, and India (Figure 7.22).

Oil is moved by trains, barges, pipelines, and tankers, with
tankers having the advantage on longer hauls. Crude-oil
pipelines (Figure 7.23) extend from producing regions to
refinery centers. Natural-gas pipelines extend from fields to

100 United States ™ Germany industrial and residential markets (Kennedy, 1984). The most
107 2 Qatar (c) World LNG trade important oil fields in the Middle East and other producing
0 Malaysia areas have short pipelines to tanker ports. Long-distance oil
70 Indonesia N and gas pipelines are found largely in Canada, Russia, and the
50 Aus;r:;l::ia Tml]:liiesl:ia United States (Figure 7.17). Most pipelines operate at capacity
30 Algeria all year. Because of the seasonal residential heating market,
10 Oman natural-gas pipelines are used to fill underground chambers

Brunei

United States

LNG (billion cubic meters)

near markets during the summer, and this gas is then used to

Italy supplement pipeline gas during the winter.
=30 - Tankers (Figure 7.23) are more cost effective for really long
-50 India ggain distances, in terms of both original investment and operating
-70 United Kingdom cost, and they can be directed to new destinations as demand
-90 South Korea changes. The largest tanker in operation in 2014 carried 2 Mbbl
_110 Japan oil, enough to make 144 million liters of gasoline, plus 91

Figure 7.22 World trade in crude oil and natural gas for 2012: (a)
crude oil; (b) natural gas, all production; (c) natural gas, LNG.
Countries plotting above the line are exporters and those below the
line are importers. (Compiled from the CIA World Fact Book, the
LNG Report, and the Energy Information Agency.)

million liters of diesel, plus 1 billion plastic toothbrushes.
According to the American Petroleum Institute, in 2011 there
were 20,000 tanker calls annually into US ports. Shipping oil by
tanker accounts for about 1% of the final cost of gasoline at the
pump. In practice, world oil tanker shipments are dominated
by the Middle East. Tanker transport of natural gas is accom-
plished by cooling the gas to 162 °C so that it becomes an
LNG with a volume 600 times smaller than the original gas.
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Figure 7.23 Oil and gas transportation. (a) Alyeska pipeline near
Fairbanks, Alaska, where it has been elevated to prevent heated oil

from melting permafrost (photo by the authors). (b) The Polar
Adventurer oil tanker, shown here (foreground) loading oil at the
port of Valdez, Alaska, the southern end of the Trans-Alaska
pipeline, transports North Slope oil to refineries along the US west
coast. The tanker is approximate 272 m long and has two completely
separate hulls. The double hull design, with an inner hull about 3 m
inside the outer hull, provides additional protection from punctures,
and is required for large tankers operating in United States and most
LDC waters (photo courtesy of ConocoPhillips, Inc.) (c) The Arctic
Princess LNG tanker, which is 288 m long, carries LNG in four
cylindrical tanks at a temperature of ~160 °C (photo courtesy of
Hoegh LNG). See color plate section.

There were 370 operating LNG tankers in 2013, 26 export
terminals in 15 countries, and 60 import terminals in 18 coun-
tries worldwide (California Energy Commission).

Several decades of operation show that tankers merit more
environmental attention than pipelines. Pipelines have closely
spaced shut-oft valves that limit the size of any spill. In Arctic
terranes they have been elevated to prevent blockage of migra-
tion routes and to prevent melting of permafrost, which is
permanently frozen ground that might become unstable if
melted by hot oil moving through the pipeline (Figure 7.23).
Early concerns about pipelines were assuaged by the record of
the Trans-Alaska pipeline, which measures 122 cm in diameter
and extends for 1,265 kilometers from Prudhoe Bay to the
tanker port at Valdez (Figures 7.17a and 17.23b). The $7.7
billion line started service in 1977 and had carried a total of
16.5 Bbbl between 1977 and 2012. In 2002, the pipeline experi-
enced no damage during a magnitude 7.9 earthquake that
moved the ground 6 m horizontally and almost 1 m vertically
(Pemberton, 2012). The two most significant spills from the
pipeline were the result of human sabotage. In 1978, someone
blew a 2.54-cm hole in the pipeline that released 16,000 bbl oil,
and in 2001, someone blew a hole in the pipeline that released
6,100 bbl oil. The largest spill caused by mechanical failure of
the pipe released 5,000 bbl oil in 2010, and the line was shut
down for 80 hours for repair (Holland, 2010). Tanker oil spills
(Table 7.5) range from small losses from all types of ocean-
going vessels, which have polluted many shipping lanes and
coastal areas, to occasional large spills from oil tankers, which
attract a disproportionate share of attention.

Tanker spills release three and four times, respectively, less
than is released from tank cleaning operations, and oil refi-
neries and offshore production (Gossen and Velichkina,
2006). There is no question that tanker oil spills are fatal to
much marine life, but unlike metals, which are not biodegrad-
able, most oil residues decompose with time to form H,O and
CO, if they are sufficiently aerated (although this happens
much more slowly if the oil seeps downward into porous
beach sand). Experience from the Prince William Sound
spill shows that most animal populations rebound rapidly,
but that low-level contamination persists for decades in areas
where oil is not sufficiently aerated to decompose
(Cunningham and Saigo, 1992; Peterson et al., 2003). In gen-
eral, studies made in areas of spills that occurred 10 to 20 years
ago find little or no evidence for the event in the sediment
record (Frey et al, 1989). We should derive no comfort from
these results. Improved marine transport of oil, especially the
use of double-hull tankers, discussed below, is essential if we
are to continue long-distance trade in oil.
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BOX 7.7 HOW DEPENDENT ARE NATIONAL ECONOMIES ON THE EXPORT
OF RESOURCES?

A healthy economy is diversified. In view of this, most governments seek an economy that balances extraction and
exports of natural resources with manufacturing and service industries. While this is the goal, it is not a reality for
many countries that depend almost completely on export of oil and natural gas to balance their national budgets
and fund government infrastructure and social welfare programs. In 2013, oil export earnings accounted for
almost 10% of the GDP in Russia, 15% in Iran, 25% in Venezuela, 30% in Qatar, 40% in Iraq, 45% in Saudi Arabia,
and 60% in Kuwait. However, these are not secure. In 2014, Iran needed oil prices of about $135/bbl to balance its
budget, Venezuela, Nigeria, and Iraq needed $110/bbl-120/bbl, Libya and Russia between $100/bbl and $110/bbl,
and even Saudi Arabia needed prices of about $93/bbl (data from Deutsche Bank). The drop in oil prices from
$100 in January, 2014 to about $55/bbl in December, means that all of these countries will probably run a budget
deficit. For example, Russia’s 2015 budget assumed an oil price of $100/bbl. At oil prices below the break-even
threshold, countries will have to dip into their currency reserves or sovereign wealth funds, or borrow money and
increase national debt. Saudi Arabia has a sovereign fund of about $750 billion, and can afford to borrow from it
for at least several years. Many of the other countries do not have such a luxury. The conversation about lowering

our dependence on fossil fuels must include long-range plans for transforming these national economies.

Security of oil and gas supplies is of great concern, parti-
cularly the high import reliance of many MDCs. The 1970s
oil embargo, which crippled these countries, led to forma-
tion of oil stockpiles, such as the 691 Mbbl US Strategic
Petroleum Reserve, the largest nationally owned stockpile
of oil in the world. Although there was widespread interest in
development of a national energy policy to decrease future
vulnerability, all MDCs, including the United States, are
more dependent on oil and gas now than in 1970. Japan,
which effectively ceased nuclear power generation in 2011
after the Fukushima nuclear accident, discussed below, is the
world’s top LNG importer, consuming about 37% of global
LNG in 2012, and is the third largest oil importer. Japan
imports oil and gas predominantly from the Middle East, but
also receives shipments from Indonesia. In spite of the oil
and gas boom in the United States, imports of both are
required to meet domestic demand. Canada is the top oil
supplier to the United States, where more than 2.5 Mbbl of
oil are transported by train each day. The proposed con-
struction of the Keystone XL pipeline, while controversial,
seeks to increase the security of oil imports to the United
States. Much of Europe is supplied by pipelines from the
Netherlands, the United Kingdom, and Norway, with
important additions from Russia, a connection that was
bitterly opposed by the US government during the early
1980s (Jentleson, 1986). Pipelines from Russia continue to
allow Russia to exert its political will on Europe. In 2013,
Russia used the threat of withholding natural gas to dissuade

Ukraine from signing a free trade agreement with the
European Union.

Industrial and residential users in most MDC’s now depend
heavily on natural gas. Slightly more than one-half of US
homes heat with natural gas, and the remaining half heat
with electricity. Considering that natural gas is predicted to
account for 80% of all electricity generation in the United
States by 2035, an interruption in natural-gas supply would be
just as catastrophic as earlier oil embargoes. Significant atten-
tion is paid to security through the Straits of Hormuz, a 34-km
sea passage that connects the Persian Gulf to the Indian
Ocean, through which is transported one-fifth of all globally
traded oil and gas. Such areas are considered chokepoints
(EIA, 2012), and are protected by military forces of producer
and consumer nations.

The high import dependency for oil and gas among devel-
oped nations is cited as the cause for the 1991 Iraq Conflict,
and has also been suggested as part of the reason for the US-
led invasion of Iraq in 2003 (Roberts, 2003). It is likely that
these conflicts will not be the last wars that we fight over oil
and gas. In these conflicts, oil and gas installations were major
targets of hostile efforts. During the Gulf War of 1991, sabo-
tage of the Sea Island tanker terminal spilled 6 Mbbl of oil into
the Persian Gulf creating an oil slick that extended 400 km
southward along the western side of the gulf (Figure 7.21). In
addition, 752 wells in Kuwait were damaged, spilling out as
much as 55 Mbbl of oil into 200 lakes, and burning 5 to 6 Mbbl
of oil per day, about the same as pre-war oil production from
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Figure 7.24 Location of world tar-sand and oil-shale deposits. Deposits that are named have had significant production.

these fields (Ibrahim, 1992). Although the fires were extin-
guished in less than a year, much less than the 5 years origin-
ally estimated, and soot from them did not cause local climate
changes, as anticipated, oil from surface pools has seeped into
the subsurface. Animal populations have recovered at differ-
ent rates, some birds rapidly but fish stocks slowly, and oil
remains along some parts of the coast (Barth, 2002; Poonian,
2003).

Frontier and unconventional sources of oil and gas

Future oil and gas supplies will depend on discoveries of
conventional oil and gas in remote, frontier areas, as well as
unconventional sources such as the tar sands in Canada, the
Bakken tight oil in North Dakota and the Green River oil shale
in Utah (Figure 7.24). Frontier exploration areas in North
America include the western overthrust belt, the Arctic slope
and islands, and the east coast. Interest in the Arctic slope and
islands stems from their proximity to the Prudhoe Bay field, the
largest field in North America. Four decades of exploration
in Arctic Canada have found 1 Bbbl of oil and 10 Tcf of
gas in the McKenzie Delta and 90 Bbbl of oil and > 1 Tcf gas

on the northern islands (Government of Canada, 2014).
Pipeline transport from fields on the Canadian Arctic islands
is complicated by the fact that they are separated from the
mainland by channels in which sonar studies show grooves
formed by icebergs dragging across the bottom (Lewis and
Benedict, 1981; Barnes and Lien, 1988). Even if oil from the
island fields reached the mainland, there is no pipeline to
move the oil to markets in the south. In 2013, production
licenses for the McKenzie delta area were forfeited voluntarily
because of the lack of a pipeline to transport oil and gas
1200 km to port (OG]J, 2013; see Figure 7.17). The Arctic
National Wildlife Refuge, which is between the Canadian oil
fields and the Prudhoe Bay fields, is an important area of
frontier exploration in the United States, as discuss in
Chapter 5.

The continental shelf of the US east coast is of interest
because of its general geologic similarity to the prolific Gulf
Coast area. Exploration of the east coast has found producible
reserves in Canadian waters, including the large Hibernia field
located 315 km east of St. John’s, Newfoundland (Figures 7.14,
7.17). Hibernia, which produced 129,000 bbl/day in 2009, is
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BOX 7.8 PRICE LIMITS ON WORLD OIL PRODUCTION

In order for a company, or country, to maintain production of oil without losing money, the market price must be
at least equal to their production costs. These costs are only those required to pump the oil to the surface, maintain
the facility, and sell the oil, and they are often referred to as cash costs. Cash costs do not take into consideration
the cost of finding the oil field, or of constructing a production facility. For most large oil companies, cash costs in
2014 were about $15 to $20/bbl. Finding and development costs added another $30 to $35/bbl for a total break-
even cost of a little more than $50/bbl. During periods of low prices, production might continue as long as the
price was greater than the cash cost. Cash costs vary considerably with the type of oil production, however. In
2014, cash costs, including royalties, quoted by Morgan Stanley for porous, permeable conventional oil reservoirs
in Saudi Arabia were about $4/bbl compared to nearly $40/bbl for the Canadian tar sands. Average production
costs were about $5 in Iraq, $8 in Mexico and Iran, $20 in the United Arab Emirates, $25 in Nigeria and the United
States, and $30 in Russia. Most tight-sand and oil-shale production has higher costs, although the exact number is

not well known. The big decrease in price in late 2014 will probably help us understand that cost.

expected to generate $10 billion in tax revenues over the life of
the field. Another offshore field called Hebron, which is near
Hibernia, expects to produce 150,000 bbl/day by 2017.
Exploration farther south has concentrated in the George’s
Bank Embayment, the Baltimore Canyon, and the Southeast
Georgia Embayment areas. About 50 exploration wells have
been drilled into some large traps (detected by seismic sur-
veys) in these areas since 1975, but commercial reserves of oil
and gas have not been found, and the United States currently
has a moratorium on new drilling in these areas. Another
zone of future exploration is likely to center on the area north
of the Arctic Circle, where 90 Bbbl oil, 1.7 Tcf gas, and 44 Bbbl
natural-gas liquids are estimated to be present in as-yet undis-
covered fields (USGS, 2013).

Unconventional resources that might add significantly to
our oil and gas supplies include heavy oil, tar sands, tight
shale, and oil shale, which are discussed separately below.
Another possibility is coal-bed methane, with global reserves
estimated to exceed 500 Tcf. In the United States, coal-bed
methane is present in the Powder River Basin of Wyoming
and Montana, the Green River Basin of Colorado and
Wyoming, the San Juan Basin of New Mexico, and Uinta-
Piceance Basin of Utah and Colorado, where the combined
reserves are estimated to be 24 Tcf. Coal-bed methane now
accounts for about 7% of US natural-gas consumption, with
production stimulated by tax credits provided by the US
government in the Fuel Use Act of 1980. Extraction of coal-
bed methane involves the co-production of saline water,
which must be removed to release the pressure holding gas
in the coal seam. One well can release almost 68,000 liters of
water per day, and this water requires proper disposal.

Significant coal-bed methane reserves exist in Russia,
Canada, China, and Australia, although much of the methane
is not recovered (IEA, 2012).

Perhaps the most significant future gas source will be gas
hydrates, which are crystalline compounds containing
methane and water, similar to a methane-bearing ice. These
compounds form under the low-temperature, high-pressure
conditions that prevail in the shallow parts of near-shore
marine sedimentary basins. Widespread reflective horizons
seen in seismic surveys of these basins indicate that methane
hydrates may be the most important global reservoir of
organic carbon and, as such, potentially important both as a
fossil fuel and a source of methane contamination to the
atmosphere (Kvenvolden, 1988). Seismic exploration for gas
hydrates in the Gulf of Mexico indicates 100-m-thick sand-
stone layers that contain as much as 90% recoverable gas
hydrate (USGS, 2015). Japan became the first country to
extract gas from methane hydrate, working in the Nakai
Trough where reserves of 38 Tcf methane are estimated,
enough to satisfy 10 years of Japanese gas consumption
(BBC, 2013). China reported 5.2 Tcf gas hydrates below the
Pearl River Delta (Qian, 2013). Further technological devel-
opments are required to safely extract methane hydrates,
owing to the significant overpressure of these reservoirs, and
the need to maintain stable flow rates. All of these possibilities
pale in comparison to abiogenic gas (Gold and Soter, 1980).
The abiogenic hypothesis says methane formed in the mantle
by inorganic chemical reactions might migrate upward into
the crust where it would be trapped by fractured igneous and
metamorphic rocks far below sedimentary basins. This possi-
bility was tested by drilling in the Siljan ring meteorite-impact
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5; however, between 25% and 60% of the oil can be recovered
using this technique, which is comparable to recovery from
conventional reservoirs (CGG, 2015). If the oil is too viscous
or is actually tar, the sand must be mined. The tar, which has
about 8-14% bitumen, is removed by strip-mining methods
that are among the largest in the world (Singhal and Kolada,
1988). Tar is then removed from the sand by washing in very
hot water and is converted to synthetic crude oil known as
syncrude by addition of hydrogen and other chemical proces-
sing. About 83% of the bitumen is converted to syncrude, a
much better recovery rate than obtained from most oil wells.
The tar contains up to 5% sulfur, over 98% of which is
recovered during processing.

Heavy oil and tar are less desirable than crude oil because
they cannot be converted to gasoline as easily and they yield a
larger fraction of heavy oil products including a material
known as petroleum coke that is just different enough from
coke made from coal to have difficulty finding markets and
that has begun to accumulate at plants that treat syncrude
(Austen, 2013). Syncrude also contains more sulfur and nitro-
gen and has locally high metal concentrations, notably nickel
and vanadium (Yen and Chilingarian, 1979; Stauffer, 1981).

Figure 7.25 (a) Location of Alberta tar sands in the Athabasca, Peace
River and Wabasca areas and heavy oil-bearing sands in the Cold
Lake area. Syncrude and Great Canadian Oil Sands operations are
open pit mines, whereas the other operations produce by EOR from
wells (daily production in bbl is also shown). Also shown is the
smaller area of tar sands that is amenable to open pit mining. (b)
Cross section along the heavy line through the tar sands showing
their location in the sedimentary sequence. J, Jurassic; T, Triassic; P-
P, Pennsylvanian-Permian.

The largest deposits of tar sand in the world are in the
Athabasca area of northeastern Alberta (McConville, 1975),
where operations produce over 1.2 Bbbl of oil per year
(Figures 7.25, 7.26). These deposits have recently been reclas-
sified as “oil reserves” by most agencies and they now con-
stitute more than 99% of Canadian reserves, making it the
third largest global oil reserve, after Saudi Arabia and
Venezuela. According to the Canadian Association of
Petroleum Producers, in 2013 there were 127 operating
heavy-oil and tar-sand projects in Canada, and production
is predicted to increase to 2.5 Bbbl/year by 2030. The largest of
these produces over 100 Mbbl oil per year and accounts for
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Figure 7.26 Tar sands. (a) Overview of processing plant with partly
revegetated waste pile on left. (b) Reclaimed mined land with as yet

unreclaimed waste dump on right. Processing plant is distant back-
ground (photos courtesy of Syncrude Canada). See color plate section.

about 13% of Canadian oil production, as well as important
amounts of coke and fuel gas.

The future of tar-sand production in Canada and, indeed,
the future of North American energy rests on efforts to export
syncrude to the United States via the proposed Keystone XL
pipeline. This pipeline has been approved by agencies of the US
and Canadian governments but has become victim to environ-
mental and political wrangling. Objections to the tar sands
focus on the large scale of the mining, the smaller energy return
compared to conventional oil, and possible spills. These argu-
ments fail to recognize that the real alternative to Canadian tar
sands is oil from the Middle East where a decade of war has cost
numerous foreign and local lives, and where production-
related environmental damage is widespread.

7.1.4 Tight (unconventional) oil and gas

Tight or unconventional oil and gas are formed when organic
materials in shale, sandstone, and carbonate source rocks are

heated into the oil window, but do not release their hydro-
carbons. The permeability of the rock is 100 to 10,000 times
lower than conventional oil or gas reservoirs, and the oil and
gas remain dispersed in the rock. It is common in the litera-
ture for the term tight shale to be used interchangeably with
shale oil, shale-bearing oil, gas shale, and gas-bearing shale.
Tight oil differs from oil shale, discussed below, which has not
entered the oil window.

Production of tight oil and gas in the United States
exceeded 1 Mbbl/day oil-equivalent in 2013, and is forecast
to increase to 3-4 Mbbl/day by 2017 (US Energy Information
Administration, 2014). The most important tight-oil reser-
voirs are the Bakken shale that underlies western North
Dakota and neighboring Montana, the Niobrara Formation
and Pierre shale in the Rocky Mountains, and the Eagle Ford
Formation in Texas (Figure 7.24). Important US tight-gas
reservoirs are located in East Texas, the Piceance Basin of
Colorado, and the Green River Basin of Wyoming. These
fields contain about 58 Bbbl oil and 665 Tcf gas that are
technically recoverable (Dyni, 2010; EIA, 2013a). Tight-shale
resources have also been recognized in Argentina, Australia,
Mexico, Poland, Russia, and South Africa (Ashraf and
Satapathy, 2013). World reserves of tight oil and gas are
enormous and include 345 Bbbl oil and 7.3 Tcf gas in 95
basins in 41 countries worldwide (EIA, 2013a). These reserve
estimates increased by 1000% and 11% for oil and gas, respec-
tively, from only 2011 to 2013, largely driven by continued
reassessment based on engineering advances in directional
drilling and hydraulic fracturing. They are heavily dependent,
however, on a relatively high price for oil (see Box 7.8; Ratner
and Tiemann, 2014).

Production from tight shale is largely done by directional
drilling and hydraulic fracturing in relatively flay-lying layers.
In the Bakken field two organic-rich shale units, each of about
40 m thickness, and are spread over 520,000 km? at a depth of
about 3.2 km. Not all tight oil and gas reservoirs are as
geologically simple. For example, the Jonah tight-gas reservoir
in Wyoming hosts gas in tight sandstone lenses sandwiched
between shale sequences, at depths that vary over at least a
thousand meters. Seismic imaging is used to identify the gas-
containing lenses, and directional drilling allows producers to
drill into the lenses where hydraulic fracturing (fracking) is
used to enhance permeability and extract the gas.

Horizontal drilling was perfected decades ago to allow a
smaller footprint for drills in conventional reservoirs, such as
the Endicott Island field discussed in Chapter 4. Fracking has
also been done for decades but its use on a larger scale in tight-
gas and -oil production has attracted attention to possible
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BOX 7.9

WHAT ARE HORIZONTAL DRILLING AND FRACKING?

Most wells to extract resources such as water, oil, and natural gas are drilled vertically into the ground. This makes
sense for large groundwater, oil, or natural gas reservoirs that have high porosity and permeability. But as the
permeability of a rock decreases, vertical wells have to be spaced too close together to be economic. This is
particularly true for oil and gas produced from shales and tight sands that have very low porosity. Many of these
are relatively flat layers and a horizontal hole drilled along the layer can contact much more rock than a vertical
hole, thus lowering the cost of production. Horizontal holes are started as vertical holes and are wedged off toward
horizontal as drilling proceeds. Hydraulic fracturing (fracking) involves injection of water with dissolved
chemicals and sand grains into the rock under pressure, where it expands fractures in the rock. The sand grains
remain in the rock to hold the fractures open and the water is pumped back to the surface (Figure 7.16). Fracking is
especially important when attempting to produce from tight reservoirs because they are much less permeable and
depend on these fractures to make extraction of oil or gas possible.

~

environmental risks. The main risks involve possible contam-
ination of groundwater by fracking water and increased pos-
sibility for earthquakes caused by injected fluid. Individual
wells can require up to several million gallons of water, most
of which must be trucked to the drilling location. As much as
half of the water flows back to the surface in the first days after
fracking. This flowback water is not potable and is stored in
tanks or pits prior to disposal, which may be deep under-
ground injection or discharge to surface water. The former is
regulated by the US EPA Underground Injection Control
(UIC) program, and the latter by the National Pollutant
Discharge Elimination System (NPDES), which requires that
the water is treated prior to disposal. Earthquakes, which have
been registered in some fracking areas, could be related
directly to the hydraulic fracturing or to lubrication of exist-
ing faults. Repeated studies have shown that these risks are
very small and that the main concern is proper disposal of
fracking fluid that is returned to the surface (Healy, 2012;
Holloway and Rudd, 2013).

Oil and gas output from tight-oil and -gas wells appears to
decrease more rapidly than it does from conventional wells.
For instance, according to the North Dakota Department of
Mineral Resources production from wells in the Bakken
typically peaked within the first 2 years of operation.
Annual rates of decline from individual wells range from
27% to 69% from years 1 to 5 (Hughes, 2013). Similar decline
rates have been reported for tight-oil and -gas wells in other
areas, including much of the production from the Marcellus
shale in Pennsylvania and West Virginia. To sustain produc-
tion, fracking might be repeated or a replacement well is
drilled.

The tight-oil and -gas revolution has had several interesting
results. For one thing, it has led to more partnerships between
national governments and major oil-exploration companies.
These two groups, which have been at odds for decades, are
being drawn together by the need on the part of most govern-
ment groups for technology to deal with these unusual engi-
neering situations. Recent efforts along these lines have
happened in Mexico (Montes et al., 2013) and Ukraine
(Reed and Kramer, 2013) where legislative changes were
enacted to allow foreign exploration companies access to
tight-oil and -gas prospects. The other development involves
the advantage that lower costs and more dependable supplies
of tight oil and gas, as well as electricity generated from them,
have given to manufacturing in the United States (McWhitert
and McMahon, 2013). Finally, the added cheap energy from
these sources gives the world a breather in its search for
dependable, cheap sources of renewable energy, and one
that we cannot afford to waste.

7.1.5 Qil shale

Oil shale is shale that contains solid organic material known as
kerogen, which has not been matured by entrance into the oil
window. This resource differs from tight oil-bearing shale,
discussed previously, in that it requires open pit mining and
ex situ processing to recover the oil, whereas tight shale con-
tains liquid oil trapped in pore spaces. The earliest reports of
oil-shale mining date to seventeenth-century Sweden where
alum-rich oil shale was heated to separate the hydrocarbons
from potassium aluminum sulfate, which was used for tan-
ning leather (World Energy Council, 2010).
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/T

Green River basin

‘, D
+3-mthick, ! Rock i
; ; Washakie
+0.65bbl/ton IQ SPiNS ~ basin
£ = __Wyoming
AR COLORADO
Rio Blanco Cathedral
Bluffs

Piceance
Creek basin
Uinta
basin

¢}
Parachute
Colony Grand
! Junction Creek
0 miles 100
Overburden

-Basement rocks

L eix XX X

Figure 7.27 Geologic map showing distribution of Green River
Formation and areas of high-grade, thick oil shale [>3-m thick and
>0.65 bbl/ton (0.6 bbl/tonne)]. The cross section shows the relation
of oil and overburden along the line extending west from Cathedral
Bluffs. Colony, and Parachute Creek projects used conventional
mining and processing and Cathedral Bluffs and Rio Blanco projects
used modified in situ (MIS) shale combustion (modified from US
Geological Survey Scientific Investigations Report 2005-5294).

Oil shale was mined throughout the twentieth century in
Germany, China, Brazil, Scotland, Russia, and Estonia, and
in the 1970s it was thought to be the answer to US energy
self-sufficiency. “Realistic” estimates suggested that oil-shale
operations being developed in the Piceance Creek Basin
around Grand Junction, Colorado (Figure 7.27), would be
producing 400,000 to 500,000 bbl of oil per day by the mid
1990s (Russell, 1981). By the mid 1980s, however, after a total
investment of $4-5 billion, these operations had closed with-
out achieving routine production (EM], 1982). Oil shale pro-
jects in other parts of the world, including the Rundle Oil
Shale Project in Queensland, Australia, suffered similar fates
(EMJ, 1981).

Most oil shales are relatively typical organic-rich, marine
shales that were deposited along the margins of larger basins
where they were not buried by later sediment to reach the oil

window. Others, however, formed in very different environ-
ments. The strangest of all is the Eocene-age Green River
Formation, in the Piceance Basin, which is a sequence of
lake, or lacustrine, deposits that accumulated in a huge, shal-
low lake (Lewis, 1985). Water in the lake was alkaline and
became saturated with halite and sodium carbonate minerals
including trona. The Rundle and Stuart oil shales in
Queensland, which are sometimes called torbanite, formed
in a similar lacustrine environment.

According to the IEA, recovering oil from oil shale is an
energy-intensive process, with an energy return on energy
investment of around 4 to 5. To recover oil from shale, it
must be pulverized and heated to temperatures of 500 to
1,000 °C, where the shale undergoes pyrolysis, a process that
releases hydrocarbon gases and liquids. Heat for the process
can come from combustion of the shale, or injection of hot
gases or solids. Most pyrolysis uses containers at the surface
in which mined shale is heated, although efforts have also
been made to carry out the pyrolysis process in fractured oil-
shale layers without actually mining it. In addition to their
inherent technical difficulties, oil-shale projects require
water in volumes two to five times as large as the volume
of oil produced. To produce 500,000 bbl/day, a plant
would require most of the precipitation falling on an area
of 200-500 km®. Water is already a big problem in the
drainage of the Colorado River where the best oil shale is
located, suggesting that large-scale oil-shale conversion
would require water imports into the area (Saulnier and
Goddard, 1982).

Although production from oil shale peaked in the late
1970s, sustained high prices during the early 2010s caused
renewed interest in this resource. Global reserves are esti-
mated to be as much as 5 Tbbl oil, with up to half of this
technically, though not economically, recoverable (IEA, 2013;
USGS, 2013). Oil has been produced from shale whenever
economics made it an attractive option, beginning with the
first patent on a oil-shale process in England in 1694. Jordan, a
country with little conventional oil and gas, imports 95% of its
energy needs, and in 2013 entered into an agreement with
China to help develop oil-shale fields that underlie more than
half the country. In late 2013, an Estonian energy company
began pursuing oil-shale projects in the Green River
Formation with plans to produce up to 50,000 bbl/day by
2020 (Jaber et al., 2008). Cost estimates suggest that a price
of $100/bbl is required for economic production. The dra-
matic and rapid drop in oil prices in late 2014 are not likely to
reawaken the sleeping oil-shale giant despite continued global
interest.
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7.2 Non-fossil mineral energy resources

7.2.1 Nuclear energy

Nuclear energy serves us in the form of heat produced by
fission reactions (Héfele, 1990). In present applications, the
naturally occurring isotope, >*°U, is bombarded by slow neu-
trons, which increases the rate at which it splits into smaller
fission products such as *°Sr and '*’Cs. During this reaction,
some matter is converted to energy, which we see partly in
the form of heat. If the concentration of ***U is high enough
and the flux of neutrons is large enough, a self-perpetuating
series of >°U fission reactions known as a chain reaction will
result. If the rate of this reaction is controlled, it becomes a
nuclear reactor. If not, it is a nuclear weapon (Duderstadt and
Kikuchi, 1979).

Use of nuclear energy is complicated because ***U is the
only naturally occurring, readily fissile isotope and it makes
up only 0.711% of natural uranium. Most modern reactors
require uranium in which the proportion of **>U has been
increased by a process known as enrichment. The rest of
natural uranium is largely ***U, which is not directly fissile,
but which can be converted to fissile **’Pu by absorbing a
neutron. The main isotope of thorium, ***Th, is converted to
fissile >>*U by a more complex series of reactions that begin by
absorbing a neutron. These isotopes are the basis for possible
future nuclear applications involving breeder reactors, which
are discussed below.

Although we think of uranium as the basis for weapons and
nuclear reactors, it does have other uses. Uranium oxide was
the original yellow pigment in paintings by van Gogh, and
small amounts of depleted uranium, from nuclear fuel in
which the more radioactive ***U has been exhausted, are
used in ammunition and ship keels where its very high
atomic weight provides compact mass. When uranium was
used in the first atomic bombs, demand increased greatly
and as this market dwindled, uranium came into demand as
a fuel in reactors to generate electric power. Nuclear power
grew rapidly through the late 1980s, accounting for 16% of
global electricity in 1986 (IEAE, 2013). However, as safety
concerns about nuclear power increased following incidents
at Three Mile Island and Chernobyl, the growth of nuclear
power slowed, causing a second downturn in production
(Figure 7.1d), and nuclear’s share of global electricity
remained relatively flat into the early twenty-first century
(Cohen, 1984; IAEA, 2011).

Globally, in 2014, there were 435 nuclear power plants
operating in 37 countries, accounting for about 5% of world

energy production and slightly more than 11% of world
electricity (Nuclear Energy Institute, 2015). World uranium
markets are valued as about $7 billion annually, far less than
the fossil fuels. The failure of the Fukushima I nuclear power
plant in 2010, the largest nuclear power plant disaster since
Chernobyl, caused Japan to idle its 50 nuclear reactors and
stimulated global awareness of the possible dangers of nuclear
power. Germany announced that it will close all nuclear
power plants by 2022. The decisions by Japan and Germany
to close their nuclear reactors means that alternative sources
of energy will be needed to meet growing demand in those
countries, as discussed below.

Geology of uranium deposits

Much of what we know about the geology of uranium was
learned during the exploration boom of the 1970s. This boom
started when people noted that uranium reserves known at
that time were only a fraction of the amounts needed to fuel
the 1,000,000 MWe (megawatt (electrical)) of nuclear gener-
ating capacity estimated to be in place in 1990. This imbalance
catalyzed a five-fold rise in uranium prices between 1975 and
1980 (Figure 7.1c) and massive exploration programs, invol-
ving expenditures of $6-8 billion. The results were amazing.
New deposit types were recognized, new districts were found,
and estimates of world uranium reserves more than doubled
to levels of about 1.55 million tonnes of contained U;QOyg as of
1990 (Red Book, 1991). In the late 1980s, increases in nuclear
power capacity slowed and the prices dropped, putting many
newly discovered mines out of business. Prices increased
again in the early twenty-first century and nuclear appeared
poised for a resurgence; however, the Fukushima disaster
and increased production of cheap, natural gas put renewed
pressure on nuclear power. The future of uranium as an
electric producer remains uncertain in spite of abundant
reserves and the much smaller carbon footprint relative to
coal and natural gas.

Uranium forms an unusually complex range of deposit
types that reflect its tendency to occur in nature in two
oxidation states (Harris, 1979; Nash et al., 1981; Dahlkamp,
1989). The uranic ion (U*) is stable in oxidized environ-
ments, and the uranous ion (U*™) is stable in reduced envir-
onments where oxygen is scarce. The uranic ion dissolves
readily, especially in the presence of dissolved carbonate
ions (CO5~?), with which it combines to form soluble complex
ions; uranic ions precipitate as minerals such as carnotite only
if potassium, calcium, phosphorus, or vanadium are relatively
abundant. In contrast, the uranous ion is relatively insoluble

and forms the common uranium mineral uraninite (UO,),
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Figure 7.28 Geologic setting of important types of uranium deposits. Note that each type of deposit is shown in host rocks of the most
common age.

which is called pitchblende when it is in a microcrystalline  uranium from surface rocks, flowed downward into aquifers,
form. Obviously, then, the formation of uranium deposits is ~ where it was reduced to precipitate uraninite. In some depos-
favored when waters in oxidizing environments scavenge its, reduction took place along curved zones known as roll
uranium from surrounding rocks, and deposit it where they =~ fronts, which represent the transition from oxidized to
are reduced. reduced conditions in the aquifer (Figure 7.30). Elsewhere,
Three types of uranium deposits contribute most to global ~ reduction took place around accumulations of organic mate-
uranium production (Figure 7.28). Unconformity-type  rial, including old logs to form the related humate-uranium
deposits are found at and near an unconformity separating  deposits. Both deposit types are also enriched in vanadium,
Middle and Upper Proterozoic sediments, particularly in the  selenium, and molybdenum. In some areas, similar waters
Canadian Athabasca Basin and Australian Pine Creek Basin =~ came close enough to the surface to deposit uranium by
(Figure 7.29)(Clark and Burrill, 1981). The ore, which forms evaporation or reaction with other groundwaters. The largest
veins and disseminations in the sediments, is thought to have  deposit formed by these processes is Yeelirrie, which is in arid
been deposited from oxidizing basinal brines that passed =~ Western Australia.
through reducing zones rich in carbon or reduced iron. The final important type of uranium deposit, the paleo-
These deposits have unusually high uranium grades, with  placer, is quite different. Paleoplacers (Pretorius, 1981) are
important by-product gold and nickel. The somewhat similar ~ quartz-pebble conglomerates containing small grains of ura-
sandstone-type deposits are most abundant in sedimentary  ninite (Figure 7.30). Because uraninite is so heavy and occurs
rocks of the Colorado Plateau, parts of Wyoming, the Texas  as rounded, clastic grains, these deposits are thought to have
coastal plain, and in west Africa (Fischer, 1970). These depos- formed as placers; because they are preserved in ancient
its formed when oxidized groundwater, that had leached  rocks, they are called paleoplacers. The largest deposits of
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Figure 7.29 Distribution of major types of uranium deposits in the world

this type are at Elliot Lake, Ontario, where several separate
conglomerate layers contain mineable ores (Figure 7.29).
Similar deposits, in which gold is the dominant mineral
in the
Witwatersrand of South Africa and parts of Brazil

and wuraninite is a by-product, are found
(Figure 7.29). All of these deposits are pre-middle-
Proterozoic in age (pre-2.2 Ga before the Great Oxidation
Event) and all formed as stream gravels in thick sedimentary
sequences around the early continents. The quartz pebbles
and uraninite were eroded from veins and pegmatites in
granitic intrusive rocks in the continents. Because uraninite
dissolves fairly easily in modern oxygen-rich stream waters,
the abundance of these placer deposits in early Proterozoic
time is thought to reflect lower oxygen contents in the atmo-
sphere of the early Earth (Holland, 2005).

Uranium is also found in a wide range of veins, stockworks,
and breccia pipes (Rich et al., 1977; Dahlkamp, 1989) and it
has been produced as a by-product from solutions used to
leach low-grade porphyry copper ores and those used in
processing phosphate deposits. Several countries have tried,

largely in vain, to recover uranium from seawater.

Mining and processing of uranium

Uranium has been produced from open pit and underground
mines, and by in situ solution mining (in situ leach, ISL). The
most important hazard unique to uranium mining is the risk
of cancer caused by inhalation of radioactive aerosol particles
that become lodged in the lungs. This problem is worst in
underground mines, where particles of rock dust and diesel
fumes are more abundant. The radioactivity of these particles
is due largely to radon, a gas produced by radioactive decay of
uranium and thorium. Radon is liberated during blasting and
most of it decays within hours to days to other isotopes that
are adsorbed onto the aerosol particles (George and
Hinchliffe, 1972). When the particles are inhaled, they are
adsorbed onto the lung lining, causing lung cancer and
other respiratory diseases. Lung cancer was widespread
among workers in the early uranium mines of the western
United States during the 1940s and 1950s. Increased mine
ventilation, the use of air filters and respirators, and fewer
smokers among the miner population has greatly mitigated
this problem in modern uranium mines. Direct radiation
from ore in the walls of uranium mines is not usually a
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Figure 7.30 (a) Sandstone uranium ore containing the bright yellow

ore mineral, carnotite, which formed when uranium in the sandstone
was oxidized by groundwater. (b) Conglomerate gold ore from the
Witwatersrand sedimentary sequence in South Africa consists of
large pebbles of quartz in a matrix that contains pyrite, gold, and
uranium minerals. Similar conglomerates in the Elliott Lake Group
in Ontario, Canada, lack gold but contain uranium minerals. See
color plate section.

problem, although some very high-grade unconformity
deposits require special precautions (Thompkins, 1982). The
use of ISL increased in the 1990s and generated about half of
all produced uranium as of 2013. The ISL technique essen-
tially reverses the natural process of roll-front deposit forma-
tion. An oxidizing solution is pumped underground on the
perimeter of a uranium deposit, where insoluble U*" is oxi-
dized to soluble U®*, which is pumped to the surface. ISL
production has a small surface footprint, and eliminates the
waste associated with open pit and underground mining
operations and occupational hazards of active mines
(Figure 7.31).

Tailings from open pit and underground uranium mines
are also considered a radiation hazard because only about 20%

Figure 7.31 (a) Uranium mining by ISL. The barrels cover well heads
that pump oxidizing water into the outer perimeter of the buried
uranium deposit. The water flows through the deposit, leaching
uranium, and then returns to the surface through wells in the center
of the field. The entire field is surrounded by monitoring wells to
detect and prevent any leakage of leach fluid beyond the deposit
(photo by the authors). (b) The Pickering nuclear power plant on the
north shore of Lake Ontario in Canada contains six operating and
two inactive CANDU nuclear reactors with a total output capacity of
3,100 MW. The reactors are enclosed in the eight domed buildings,
which are constructed of reinforced concrete. The large, light colored
cylindrical building is a vacuum enclosure that is connected to the
eight reactor enclosures. Any accidental release of radioactive steam
from the reactors would be sucked into the vacuum enclosure rather
than escaping into the atmosphere (photo courtesy of Ontario Power
Generation). See color plate section.

of the radiation is actually removed from the ore during
beneficiation. About 200 million tonnes of tailings are located
at more than 15,000 abandoned and active mining sites in the
United States (Krauskopf, 1988; http://wwwabandonedmines.
gov/). Although the overall radioactivity of mine wastes is
lower than natural ore, their powdered form facilitates escape
of radon and caused problems with early efforts to use waste
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rock and tailings in local construction projects. The Uranium
Mill Tailings Control Act of 1978 called for clean-up of these
wastes at abandoned mines in the United States. The act was
updated in 1993 to require all inactive licensed mining sites to
define and remediate environmental contamination related to
the wastes. Environmental regulations require that the wastes
be disposed of underground or in piles on the surface, sur-
rounded and covered by impermeable clay, and that the
wastes not contaminate local groundwater aquifers (Gershey
et al., 1990; EPA, 2014). In spite of these relatively simple
precautions, uranium mining has been banned, at least tem-
porarily in parts of Australia and Canada, as well as on Navajo
land in the United States (Yurth, 2012).

Uranium processing involves three main steps (Duderstadt
and Kikuchi, 1979). The first step, separation of uranium from
the ore, is carried out at the mine by a chemical leaching
process that yields a precipitate known as yellowcake, contain-
ing about 70 to 90% U;Og. Yellowcake is shipped to other
locations for the second processing step, enrichment, in
which the proportion of **’U in the uranium is increased.
Most commercial nuclear reactors require uranium fuel with
4-5% U, an enrichment of about five to seven times the
natural abundance of 0.7%. Uranium enrichment is achieved
commercially by two techniques. Both involve converting ura-
nium to a gas such as UFq. In one technique, the UF gas is
piped through porous membranes with pore sizes that are
roughly equal to the size of the UF4 molecules. The UFg
molecules with **°U diffuse slightly faster than UFg molecules
with ***U, allowing separation of the two U isotopes. The
second enrichment process feeds the UF, gas into a centrifuge,
which spins at 90,000 revolutions per minute, about 100 times
faster than the spin cycle of a conventional washing machine.
Because **°U has a mass that is about 1% lighter than ***U, the
lighter ***U is concentrated in the center of the centrifuge and
the heavier ***U is displaced toward the walls of the centrifuge.
Both techniques produce **°U enriched to a level suitable for
commercial nuclear power plants. Enrichment by gas centri-
fuge consumes about 50 times less energy than gaseous diffu-
sion. A third technique that uses laser energy to enrich U
from UFg gas is not yet commercially viable. Uranium enrich-
ment has been carried out in the United States by government
facilities such as the Oak Ridge Laboratories, but all govern-
ment enrichment ceased in 2013, making the United States
dependent on imports for enriched material (Wald, 2013).

Uranium production, resources, and trade
Uranium mine production is about 63 million kg annually,
whereas annual consumption is about 90 million kg. After the

dissolution of the Soviet Union, excess consumption was
satisfied by uranium from reprocessed fuel from nuclear
weapons in a program called “Megatons to Megawatts.” In
2013, the United States received its last shipment of enriched
uranium from Russia, and mine production will likely have to
increase to satisfy current nuclear plants and the 23 new
reactors that are proposed to come online in the United
States between 2020 and 2030 (NRC 2015). The anticipated
drawdown of the uranium inventory stimulated increased
exploration in the early twenty-first century, with exploration
budgets approaching those of the 1970s.

Kazakhstan and Canada are by far the largest producers of
uranium, accounting for about one-third and one-fifth of global
production, respectively, followed by Australia, Niger, Namibia,
Uzbekistan, and the United States. In the United States, ura-
nium is mined in Utah and Wyoming, with a total output of
about 680 kg /year. The White Mesa mine in Utah is a conven-
tional underground uranium mine, and Smith Highland Ranch
in Wyoming is an ISL mine. Reasonably assured reserves of
uranium, available at a price of $130/kg of U;Og or less, are
about 5.3 million tonnes, largely in Australia, Khazahkstan,
Russia, Canada, Niger, and South Africa. According to the
World Nuclear Association, in 2013 reasonably assured reserves
at $260/kg are about 7.1 million tonnes uranium (IAEA, 2011).
However, some of this uranium is a by-product of other mining;
for instance, about half of the Australian reserve is in the
Olympic Dam copper deposit. Thus, production of uranium
also depends on the price of other mined commodities.

A high import reliance for uranium is common in MDCs.
The United Kingdom, Germany, and Japan have been almost
completely dependent on imported fuel, and only Canada,
among consuming nations, supplies all of its needs. Although
this situation is similar to that of the fossil fuels, it does not
elicit much comment because of the lower value of uranium
production and because imports come, in part, from politi-
cally stable countries. Many non-US uranium producers
formed a cartel similar to the Organization of the Petroleum
Exporting Countries (OPEC), known as the Uranium
Producer’s Club, which almost caused the bankruptcy of
Westinghouse Electric in the 1970s, when prices rose so
much that Westinghouse could not supply uranium fuel that
they had promised as an incentive for sale of reactors (Taylor
and Yokell, 1979). The story is different today, where uranium
is traded freely on global markets.

Uranium markets, reactors, and reserves
Reactor fuel is the only market on which uranium can depend
if it is to remain an important mineral commodity (World
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Figure 7.32 Location of operating nuclear power plants in 2014. Also shown are sites that are or were being tested for disposal of nuclear wastes,

as well as sites where radioactive materials have been dumped in the ocean. The Asse site (black dot in Germany) has been used so far only for

low-level wastes, whereas the Yucca Mountain site has been considered for high-level wastes (from Department of Energy, the International

Atomic Energy Agency, and the World Nuclear Association).

Nuclear Association, 2015a). Thirty countries generate elec-
tricity using nuclear fuel (Figure 7.32). The United States is
the world’s largest producer of nuclear electricity measured by
total output, with 104 operating reactors in 31 states providing
about 20% of US electricity, or about one-third of global
nuclear power (World Nuclear Association, 2015b). France
and Canada are the second and third largest nuclear power
generators by total output, with 58 and 19 reactors supplying
75% and 15% of their electricity, respectively. Nuclear power

is also a major component of the electrical energy budget
of Ukraine and Slovakia, which each generate about half of
their electricity from nuclear fuel (IAEA, 2011). Global
nuclear power generation decreased by about 10% between
2010 and 2012, mostly in Japan following the Fukushima
disaster. As of 2013, there were about 437 operating reactors,
with another 71 under construction, 173 planned, and 314
proposed (Table 7.7). The future of nuclear energy depends
on public perception of the safety of nuclear reactors, and an
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Table 7.7 Nuclear power plants operating, under construction, planned, and proposed (data from World Nuclear Association as of 2015). The table includes operabl
temporarily shut down following the Fukushima Incident in 2011.

Generating capacity ~ Percent of generating  Reactors under  Reactors  Reactors  Uranium enrichme

Country Operating reactors ~ (MWe) capacity construction planned proposed  facilities
United States 99 99,361 19.1 5 5 17 Yes
France 58 63,130 73.3 1 1 1 Yes
Japan 48 42,569 1.7 3 9 Yes
Russia 33 24,253 17.5 10 31 10 Yes
South Korea 23 20,656 27.6 5 6 0 Yes
India 21 5,302 3.4 6 22 35 Yes
China 20 17,055 2.1 29 59 118 Yes
Canada 19 13,553 16 0 2 3 No
United Kingdom 16 10,038 18.3 0 4 7 Yes
Ukraine 15 13,168 43.6 0 2 10 Yes
Sweden 10 9,508 42.7 0 0 0 No
Germany 9 12,003 15.4 0 0 0 Yes
Spain 7 7,002 19.7 0 0 0 No
WORLD 435 375,303 11.0 72 174 299
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Figure 7.33 Schematic illustration of a nuclear power plant. As
discussed in the text, some reactors do not use a heat exchanger and
pass coolant fluid directly to the generator turbine. In gas-cooled
systems and most breeders, the reactor core is surrounded by
graphite rather than water as shown here.

understanding of the controversy requires a brief discussion
of reactor design.

In a nuclear power plant (Figure 7.33), the reactor provides
heat, which boils a working fluid, driving an electric turbine
(Duderstadt and Kikuchi, 1979; Kessler, 1987). In some power
plants, the working fluid is separated by a steam generator or
heat exchanger from another fluid that circulates through the
reactor core. The nuclear reactor itself consists of fuel in some
form and a moderator, which controls the rate of neutron flux
through the fuel and often acts as a coolant. All reactors
produce some fissile material by neutron bombardment of
38U and ***Th in the fuel or around it. In practice, reactors
are divided into converter reactors, which produce less fissile
material than they consume, and breeder reactors, which
produce more than they consume. Most commercial reactors
in use today are converters, and these are further divided into
water-cooled and gas-cooled types. These factors control the
life span of world uranium reserves because each reactor type
has different uranium requirements per kilowatt of electricity
generated.

Water-cooled converter reactors come in four main types. In
the United States, the most common types are boiling water
reactors (BWRs) and pressurized water reactors (PWRs),
both of which use enriched uranium fuel and a light-water
coolant and moderator. Because they have only one fluid
cycle, BWRs are more efficient, although they require larger
shielding because water expands to steam in a single cycle,
going directly from the reactor core to the turbines. PWRs

employ two fluid cycles in which the reactor core is separated
from the turbine by a heat exchanger, but they require contain-
ers and buildings with thicker walls to protect against possible
steam explosions. PWRs account for about 65% of US nuclear
power capacity, with the rest in BWRs. Heavy-water-cooled
reactors (HGRs), such as the Canadian CANDU reactor, use
heavy water as the moderator and coolant, which permits the
use of unenriched uranium fuel, a major advantage for a
country without uranium enrichment facilities (Figure 7.31).
Light-water, graphite-moderated reactors (LWGRs) are used
only in the former Soviet Union, where they make up about
half of the generating capacity. They are relatively inexpensive
to build and operate, but have a higher safety risk because the
graphite core can burn in the presence of the water coolant,
producing explosive hydrogen gas. The Chernobyl reactor,
which exploded and burned in 1986, was of this type. The 12
LWGR reactors operating in Russia as of 2013 were all mod-
ified to meet more stringent safety requirements. The LWGRs
operating in Ukraine and Lithuania were closed in the early
2000s. Gas-cooled converter reactors, which are used princi-
pally in the United Kingdom, include the Magnox reactor,
which uses unenriched fuel and a solid graphite moderator,
and the advanced gas-cooled reactors (AGRs), which uses
enriched fuel. The high-temperature, gas-cooled (HTGR) sys-
tem, with a helium coolant, has not been used widely in the
present generation of commercial reactors.

Most of these reactors were built before about 1990 and are
generation II types. Generation III reactors, which began to be
built in the late 1990s, include evolutionary changes that
emphasize passive safety. One of these, the AP 1000, a two-
loop PWR has 50% fewer safety-related valves, 35% fewer
pumps, 80% less safety-related piping, and 85% less control
cable than earlier versions (Schultz, 2005). Four of these are
under construction in China and two have been approved in
the United States. Another, the Economic Simplified BWR,
has no pumps and is designed to remain stable even in a
complete failure of power such as crippled the older reactors
at Fukashima, although none have been built. Generation IV
reactors are more revolutionary in design and are still being
tested (Hylko and Peltier, 2010).

Fast-neutron reactors, also known as breeder reactors, are
based on the conversion of **U to **’Pu, although naturally
occurring ***Th can be converted to fissile >>*U, and **°Pu can

241py. Breeders use enriched fuel surrounded

be converted to
by a shell of >**U, which allows about 1.5 **’Pu atoms to be
produced by each fission event, more than enough to fuel
another reactor. These reactors use uranium about 60 times

more efficiently than conventional reactors, and could greatly
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extend the useful life of world uranium reserves. Breeder
reactors also offer the ability to burn actinides, a long-lived
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tively, were shut down in the 1990s. A significant challenge
at the Clinch River project involved the cost of operations,
which required uranium prices of $450-1,350/kg to recover
capital expenses for construction of the breeder reactor. The
Phenix and Superphenix reactors in France operated com-
mercially until the late 1990s, but each experienced numerous
technical problems, downtime, and significant cost overruns
related to fuel reprocessing. They were closed in 2009 and
1998, respectively. Japan’s Monju breeder reactor produced
power for only the year 1995, and the Japanese breeder pro-
gram lies dormant owing to significant government research
budget cuts (Cochran et al., 2010). The abundant reserves of
uranium and proliferation risks make it unlikely that breeder
reactors will be able to compete economically or politically
with converter reactors in the foreseeable future.

Concerns about reactor safety have limited nuclear power’s
growth (Figure 7.34). Most attention has focused on emis-
sions during normal reactor operation or failure of some type.
It has been demonstrated repeatedly that properly operating
reactors are not important sources of radiation, so the pro-
blem boils down to what might happen during failure of the
system. The principal risk is that of coolant failure, which
would cause the fuel to become hot enough to melt. Such an
event would create hundreds of radionuclides, some with
short half-lives, but many long-lived fission products that
could be released to the environment (Burns et al, 2012).
Short-lived isotopes such as *'I, **Cs, '*’Cs, and *°Sr are
highly radioactive and would have immediate environmental
effects, and long-lived isotopes such as '*’I and "*I, though
less radioactive, would persist for millions of years (Ewing and
Murakami, 2012). Failures of this type have been mercifully
rare and reassuring. In the 1979 accident at Three Mile Island,
Pennsylvania, 27 tonnes of fuel melted and ponded in the base
of a PWR containment vessel without any significant radia-
tion leak to the environment (Toth et al., 1986). The tragedy at

Figure 7.34 Growth of nuclear energy generation for the period 1970
to 2013 showing that the total generation increased; however, the
installation of new nuclear capacity decreased because of the lack of
construction of new nuclear facilities after the Three Mile Island
incident (compiled from data from the EIA and World Nuclear
Association)

Chernobyl, Ukraine, which resulted in hundreds of fatalities,
was a special, hopefully unique, case. The Chernobyl reactor
was an LWGR with a graphite core and no shielding structure,
a configuration that was not allowed in the west. It was
operating outside its own safety regulations at the time of
the accident, when hot fuel caused the graphite to burn,
dispersing radioactive wastes throughout northern Europe
(Schoenfeld, 1990; Burns et al., 2012).

The Fukushima Daiichi incident resulted from the partial
meltdown of the core of three of the six BWRs at that plant.
Fortunately, prior to this incident, the fuel had been removed
from one of the reactors and two were in temporary shutdown
mode. The meltdown of the three operating reactors was
caused by ocean water that flooded the power supplies to the
reactors, disabling cooling and other pumps. The flooding was
caused by an exceptionally large, magnitude 9.0, earthquake
off the northeast coast of Japan that triggered a tsunami,
which pushed a wave measuring 13 m over a protective
10-m seawall surrounding the power plant. Immediately fol-
lowing the earthquake, each of the three operating reactors
went into planned safety mode by inserting control rods to
stop the fission reactions. However, the tsunami flooded
rooms that housed the electronic controls and coolant sys-
tems. A series of events then occurred, resulting in explosions
of hydrogen gas and ultimately partial melting of the three
cores. The human and environmental impacts of this disaster
are not likely to be fully quantified for many years.
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e N
BOX 7.10 ELECTRICITY FROM NUCLEAR VERSUS FOSSIL FUEL PLANTS

The Fukushima incident focused world attention on the safety of nuclear power. Even with these anomalous
situations, nuclear power is safer than other types of power, particularly when all aspects of the production process
and greenhouse-gas emissions are considered. The relationship between human health and electricity generation,
from a fuel-cycle perspective, has been the subject of many studies. Karecha and Hansen (2013 compiled all
historical electricity and air-pollution-related mortality data, and concluded that nuclear power prevented
upwards of 1.8 million deaths between 1971 and 2009, relative to electricity generated by fossil fuels. The lower
mortalities are related to significantly lower emission of greenhouse gases from nuclear plants. For example,
nuclear power generation for the period 1971 to 2009 emitted 4 gigatonnes of CO,-equivalent greenhouse gases.
In the absence of nuclear power, the use of coal to generate the same amount of electricity would have resulted in
emission of 64 gigatonnes of CO,-equivalent. Markandya and Wilkinson (2007) assessed the health effects of
using lignite, coal, gas, oil, and nuclear to generate electricity and concluded that the use of nuclear fuel to generate

electricity is overall much safer for miners and the general public than using fossil fuels.

In spite of reassuring operating statistics, public concern
about nuclear power has grown since the late 1970s. Sweden
held a national referendum in 1980, which called for the country
to phase out nuclear power. However, a new national energy
policy adopted in 1997 allowed Sweden to continue operating
10 nuclear power plants that provide 40% of its electricity, and
the Swedish Parliament voted in 2010 to repeal the phase out
(World Nuclear Association, 2015b). In 1990, Italy closed its
nuclear power plants, even though it caused a significant
increase in imported electricity. Ironically, 10% of Italy’s elec-
tricity is imported from neighboring countries that use nuclear
fuel to generate the electricity. In 2011, a national referendum
rejected new efforts to generate nuclear power in Italy. Although
some of this concern resulted from nuclear accidents, over half
of US generating capacity had already been canceled before the
Three Mile Island accident. These early cancelations reflected
escalating reactor construction costs caused by government-
mandated, safety-related design changes. Costs for many
nuclear projects exceeded original estimates by five to ten
times (Cook, 1985). In reality, the Three Mile Island incident
could be viewed as validation that its reactor design prevented a
core meltdown. Interestingly, the French program, which
started later than the US program, did not delay adding nuclear
capacity to its electrical grid. France currently generates three-
fourths of its electricity from nuclear power, and has a national
policy to use nuclear power to ensure energy security in light of
the fact that the country relies on imports of fossil fuel to
generate about half of its energy needs.

Estimates of global uranium reserves continue to increase
and are adequate to provide fuel to conventional nuclear reac-
tors, those that require fuel enriched to about 5% ***U, for about

100 years. Reactors such as the CANDU pressurized heavy
water reactor, which uses natural uranium that does not require
an enrichment process, and uses slightly less than half of the
uranium required for light-water reactors, would allow current
reserves to last several hundred years. An additional advantage
of the CANDU reactor is its ability to use **Th as a nuclear fuel.
Thorium is a by-product of many other mining operations,
including rare-earth metals, and is typically treated as an envir-
onmental waste product owing to the lack of industrial uses.

If nuclear power continues to provide the world with elec-
tricity, it is likely that future reactor designs will utilize both
3U and ***Th, reprocess fuel that contains >*’Pu, and be built
with passive safety features to reduce the risk of failure. In
2013, the US Department of Energy funded a new program to
design and build small, modular reactors that can be trans-
ported easily and assembled in areas without the need for
large-scale nuclear power (Wald, 2012). The small size of
these reactors, about one-sixth of the power output of con-
ventional reactors, allows them to be cooled by the water used
to circulate steam to turbines, which means that they do not
require secondary cooling systems in case of an emergency.
The reduced size decreases up-front building costs, and the
small size and transportability makes these modular reactors
ideal candidates to partner with renewable energy sources
such as wind and solar, which provide intermittent power
and require a partner energy source.

Nuclear waste disposal

Nuclear reactors produce radioactive wastes that give off
alpha particles, which can be stopped by a sheet of paper or
a few inches of air, beta particles, which are stopped by thin
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Table 7.8 Summary of estimated nuclear waste in the United States (Ewing, 2006; Waste and Materials Disposition Information, Office of
Environmental Management, US Department of Energy). The cumulative amount of nuclear fuel produced in the United States is equal to a football
field covered to a depth of 6 m, and annual waste from all US reactors contributes an additional 0.3 m (Jogalekar, 2013).

Type of waste Sources/important isotopes Amount Radioactivity (MCi)
High level Reprocessing of spent fuel; 137¢s, 9Co, 23°U, 238U, 239-242py 380,000 m> 2,400

Spent fuel Defense; *”Cs, 2°Sr, 1*4Ce, *°242pu 2,500 tHM

Spent fuel Power plants; '*’Cs, *Sr, '**Ce, 2*°7**?pu 61,800 tHM 39,800
Transuranic, nuclear weapons Reprocessing waste with Pu; 241Am, 244Cm, 2Dy, 71,570 m?> 14

Low level

Power plants, laboratories fission products, **U, **°Th

6,200,000 m> 50

MCi = megacuries; tHM = metric tonnes of heavy metal.

metal or a few meters of air, and gamma rays, which require
centimeters of lead or even more rock shielding. Alpha parti-
cles do the most damage because they are the largest, but
gamma rays have greater penetration. Wastes are commonly
classified according to origin (Table 7.8) and include gases,
dilute solutions, and solids (Murray, 1989). Civilian nuclear
wastes are classified as low-level (LLW), intermediate- (ILW),
and high-level waste (HLW). According to the World Nuclear
Association, annually, about 200,000 m?> of combined LLW
and ILW, and 10,000 m* of HLW are produced worldwide.
LLW constitutes about 90% by volume of all nuclear waste but
only about 1% of total radioactivity. The half-lives of LLW are
short and do not need shielding or cooling; this waste is
disposed of in shallow landfills, typically after compaction or
incineration. ILW comprises about 7% by volume and 4% of
total radioactivity. It requires shielding, but not cooling and is
disposed of in regulated landfills after mixing with concrete or
bitumen. HLW comprises the fission products generated in
the reactor core. Although HLW is only 1% volumetrically of
all nuclear waste, it represents 95% of total radioactivity, and
requires shielding and cooling during disposal. Half-lives of
many HLW isotopes are so long that they must be isolated for
thousands to millions of years before they have decayed to a
safe level. It is the 380,000 m’ of existing HLW in temporary
storage worldwide that pose the biggest challenge to long-
term nuclear waste storage.

In general, the isolation problem breaks down into two
questions: what is the best form for the waste and where
should it be put? It was originally thought that spent-fuel
reprocessing would be used to extract plutonium for use in
breeder reactors, and that all waste would therefore be put
into solution to facilitate reprocessing. This did not occur for
US electric power reactors, where concerns about the toxicity
and security of plutonium led to the previously mentioned
ban on reprocessing of plutonium from US reactors. This

questionable decision was largely aimed at reducing the threat
of nuclear weapons proliferation rather than maximizing the
energy return of the nuclear fuel cycle or minimizing the
human health effects of plutonium. Plutonium is less toxic
than cadmium, lead, or arsenic, which do not disappear by
radioactive decay. It is of greatest concern when it is inhaled
where alpha decay particles will damage lung tissue, possibly
causing cancer (NEA, 1981). Furthermore, large volumes of
plutonium in US defense wastes continue to be recycled, as are
wastes from commercial reactor fuel in most European coun-
tries. Nevertheless, spent fuel from commercial reactors in
the US and Canada continues to be stored, largely in water-
filled tanks at reactor sites, awaiting final decisions on its
ultimate disposal form and location.

The disposal form for HLW will almost certainly be some
type of solid because it is more compact and isolates the
isotopes from the hydrosphere and biosphere (Tang and
Saling, 1990). Most consideration has focused on sealing
wastes in a container made of cement, glass, ceramic, or
synthetic mineral or rock (known as synroc). The French
disposal system uses a borosilicate glass. Some Swedish
wastes are put in copper drums, because archaeological
artifacts made of native copper are preserved for millennia,
although concern has been expressed that the copper
might be an attractive target for future, resource-starved
populations.

Disposal locations for radioactive wastes have been studied
for years, with attention shifting from improbable disposal in
the ocean or beneath polar ice caps, to the need to put the
waste back into the rock from which it came (Chapman and
McKinley, 1987; Krauskopf, 1988). Rock disposal locations
are favored because they have a better chance of remaining
undisturbed until it can decay to an acceptably low level of
radioactivity. Rock storage sites must have low porosity and
permeability, be free from earthquakes or other natural
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disturbances and permit reentry to recover the wastes if
necessary. Studies of the Oklo uranium deposit in Gabon
have been cited as support for rock storage. The proportion
of *°U in some uranium from Oklo is much lower than in
normal uranium, apparently because it was consumed in
natural fission reactions that occurred about 2 billion years
ago, shortly after the deposit formed and while it was still
deeply buried. This provided a natural laboratory to study the
dispersion of fission products in rock. Although the analogy
to commercial reactors is not perfect, data from Oklo suggest
that non-gaseous fission products are adsorbed onto clays and
other minerals in the surrounding rocks, and do not travel far
from their source, a result that is encouraging for rock storage
(Gauthier-Lafaye, 2002).

Rocks evaluated so far as disposal sites include salt, granite,
and volcanic rock. In the United States, an amendment to the
Nuclear Waste Policy Act of 1982 assessed $0.001/kW-hr of
nuclear power to fund studies that would identify the best
HLW disposal site in the country. Of the nine sites chosen for
the original study, three locations were investigated as the
most geologically plausible long-term storage sites for HLW.
These were rhyolite tuffs at Yucca Mountain in the Nevada
Test Site (Figure 7.35a), the location of early nuclear weapons
testing, basalt lava flows at Hanford in Washington, and salt
layers in Deaf Smith County Texas. In 1987, Congress stopped
the studies as a cost-cutting measure, and Yucca Mountain
became the nation’s “winning” disposal site by default. Yucca
Mountain has some very attractive characteristics. Unlike
other disposal sites, where the water table is near the surface
and isolation of the waste depends on impermeability of the
host rock, the water table is 500 m below the surface at Yucca
Mountain and is likely to stay there for thousands of years. In
addition, volcanic tuffs that underlie Yucca Mountain contain
minerals that react with and adsorb dissolved ions, making
migration of waste products less likely. In spite of the geolo-
gical attractiveness of Yucca Mountain, the site became the
locus of two decades of local, state and national political and
legal battles. In 2009, the Department of Energy withdrew
plans for long-term storage at Yucca Mountain and a second
fatal blow was delivered in late 2013 when a federal appeals
court ruled that the Department of Environment must stop
collecting the nearly $750 million in annual fees paid by
nuclear electricity consumers. The 0.001 cent/kW-hr fee gen-
erated about $37 billion over its 30-year history, with $7
billion having been spent on Yucca Mountain.

The United States currently has no viable long-term
storage facility for HLW now at dozens of sites, and there
is no energy fee to generate funds to study a long-term

solution. Unfortunately, the situation is similar in most
other MDCs; with the possible exception of Finland and
Sweden, no permanent storage solution has been imple-
mented despite the 10,000 m> of HLW that continue to
accumulate annually.

7.2.2 Geothermal energy

Geothermal energy is the small fraction of Earth’s thermal
heat that we are able to use, largely in the form of natural hot
water and steam in porous, permeable reservoirs
(Figure 7.35b). Where the water in these reservoirs has a
temperature of at least 150 °C, enough of it will flash to
steam when it is pumped upward toward the surface to run
turbines that generate electricity. Where the water is not that
hot, it can still be used for residential and industrial heating, as
is done in China, Italy, Iceland, and towns as widely separated
as Klamath Falls, Oregon, and Ebino, Japan (Gupta, 1980;
Bowen, 1989). As of 2013, geothermal electric generating
facilities in 27 countries throughout the world had a total
power output of about 11,765 MWe, and geothermal heating
in at least 43 countries accounted for another 48,493 MWt
(thermal power) (according to the Geothermal Energy
Association website, http://geo-energy.org/currentUse.aspx;
see also Lund and Bertani, 2010; IEA, 2011; Boyd et al.,
2011). That amount of geothermal energy is roughly equiva-
lent to annual consumption of 1.3 Bbbl of oil, which is about
30 times less than the 32 Bbbl oil consumed worldwide during
2013.

Hot groundwater reservoirs are simply active analogs of the
hydrothermal systems that form many mineral deposits, and
they have been given the special name geothermal systems
(Rybach and Mufler, 1981). Geothermal systems are liquid-
dominated if most of the pores in the rock are filled by water,
or vapor-dominated if the pores are largely filled by water
vapor (steam) (White et al., 1971). Vapor-dominated systems
tend to have temperatures of about 240 °C, whereas water-
dominated systems can be as hot as 360 °C, although actual
temperatures depend on the depth of the reservoir and the
resulting pressure, as shown schematically in Figure 7.36.
Note in this figure that the boiling curve for water, which
separates liquid water from water vapor, is at higher tempera-
tures than most geothermal gradients, the natural rate at
which temperature increases downward in the crust. In fact,
natural gradients reach typical geothermal temperatures of
250 °C only at depths of 3 to 6 km, considerably deeper than
most geothermal fields. It follows that hot geothermal fields
must be associated with unusually high geothermal gradients,
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Figure 7.35 (a) Yucca Mountain, Nevada has been investigated

extensively as a possible repository for high-level nuclear waste. It is
in the southern part of the Nevada Security Site, a 3,500 km? area in
southern Nevada that was used for testing of nuclear weapons,
including 100 atmospheric and 728 underground tests. The drill rig
on the left side of the photo was obtaining cores of rock to test
properties, including rock type, fracture density, permeability,
porosity, and mineral composition, which might affect migration of
nuclear waste (courtesy of Eugene I. Smith). (b) Yellowstone Park is
one the largest geothermal areas in the world, with numerous boiling
springs and steam vents. Geothermal areas make up only about 0.3%
of the park, but some of these areas have heat flow of 100 W/km?,
2,000 times higher than average heat flow in North America.
Geothermal power has not been developed in the park because it
would decrease the flow of the hot springs and steam vents (photo by
the authors). See color plate section.

usually where magmas have come near the surface
(Figure 7.36). Thus, land-based geothermal systems are most
common in areas of recent volcanic activity above subduction
zones, as in New Zealand, Philippines, Mexico, Japan, Italy,
Kamchatka,
(Figure 7.37, Table 7.9). Similar systems are present along

Russia, and the western United States

the mid-ocean ridges, but they are accessible to us only on
Iceland where the ridge is above sea level.
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Figure 7.36 Boiling curve for water showing the path of geothermal
fluid in a liquid-dominated system. Pressure is represented by the
depth of an equivalent column of water (hydrostatic pressure).
Recharge water begins at the surface (A) and flows downward in an
area with a normal geothermal gradient to reach a temperature of
about 100 °C at a depth of 3 km (B) where it is heated and becomes
buoyant enough to rise (C). At (D) (whether in the rock or a well),
rising water intersects the boiling curve, forming vapor that could be
used to drive a turbine. By the time water reaches the surface (E), it
has cooled almost back to conditions represented by (A) (modified
from Mufller et al., 1977).

Other countries with developing geothermal electricity
capacity include Costa Rica (208 MWt), El Salvador (204
MWt), Nicaragua (104 MWt), Russia (97 MWt), Papua
New Guinea (56 MWt), Portugal (29 MWt), and Germany
(29 MWH).

The simplest geothermal system consists schematically of a
heat source and a porous system through which water can
reach the heat (Economides and Ungemach, 1987). The domi-
nant type of water is meteoric water, which moves downward
along fractures, until it is heated enough to become buoyant
and begin to rise (Figure 7.38). Many geothermal reservoirs
are overlain by a low-permeability seal that prevents the hot
water from leaking out too rapidly, although small amounts
will reach the surface as hot springs, geysers, or even steam
vents known as fumaroles. This seal usually consists of quartz
or some other form of silica that has been precipitated in pores
in the upper part of the reservoir, usually because of cooling of
the geothermal fluid. In some cases, the seal is lacking, and
fluid density and temperature control the structure of the
system.

Geothermal power comes close to being a “free lunch,” but
does not make it. After all, a magma should remain hot
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Figure 7.37 Distribution of producing geothermal areas in 2014 (capacity in MW), areas of hot dry rock tests, and active volcanoes

(compiled from information supplied by L.J.P. Muftler and Ellen Lougee, from the US Geological Survey, and the International Geothermal

Association)

enough to power a geothermal system for hundreds or thou-
sands of years, long after we will have found alternate energy
sources. In practice, however, it is hard to balance the rate of
steam or water production to the rate at which water is
recharged to the system, and the drilling and pumping per-
turb the chemical balance of the system. These effects can
cause precipitation of calcite or silica, known as scale, which
clogs piping in the systems and possibly also the natural
porosity of the reservoir. This complication is most common
for geothermal systems containing large amounts of gas, such
as Ohaaki, New Zealand, and Ribeira Grande in the Azores,
because gas release triggers calcite precipitation. These com-
plications, along with local over-production of reservoir fluid
at fields such as The Geysers, have required that new wells be
drilled more frequently to maintain productivity, increasing
the cost of geothermal power.

Geothermal systems emit 10-100 times less CO, and SO,
than fossil-fuel power plants per megawatt of electricity gen-
erated, but are not without environmental concerns (Axtman,
1975; Bowen, 1989). Some systems contain highly saline water

that corrodes pipes and turbines. Some also deposit scale,
metal sulfides, or precious metals in amounts that are too
small to be of economic interest but large enough to require
constant cleaning of the plumbing system. Most geothermal
systems have no significant water emissions because waters
are re-injected to recharge the system. This procedure, which
is simply prudent operating practice, is also required by law
because the waters have locally high dissolved solid contents,
including toxic elements such as arsenic, antimony, and
boron, which are relatively soluble in low-temperature hydro-
thermal water and which can enter the vapor phase in small
but important amounts (Smith et al., 1987). Gaseous emis-
sions are more difficult to contain and steam loss is common.
The main hazard of gaseous emissions is H,S, a highly toxic
gas that is common in some geothermal systems, although
minor metal emissions are also observed.

Although geothermal power is very important locally, it is
not a major, global source of energy. Even in the United
States, which has the largest installations in the world
(Table 7.9), geothermal electric power generating capacity is
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Table 7.9 World geothermal electric and thermal (heating) capacity only 3,093 MWt, about 3% of renewable-based electricity
(data from Lund and Bertani, 2010; and the Geothermal Energy consumption, and about 0.2% of total electric generating

Association). Number of developing projects includes both electric- and
thermal-generating geothermal plants. Thermal applications are
considerably more important in than electric power generation at

capacity. California produces about 80% of all geothermal
electricity in the United States, followed by Nevada at 15%,

present, despite the strong interest in the latter. with the remainder of commercial geothermal electricity out-
put in Hawaii, Utah, Idaho, Alaska, Oregon, and Wyoming.
Country Capacity (MW) — Number of developing projects Large, vapor-dominated geothermal systems, such as The
Installed electric generating capacity Geysers in California and Lardarello in Italy, produce enough
United States 3.093 124 electricity to power a large city, but most geothermal systems
are smaller. Existing geothermal plants barely scrape the sur-
Philippines 1,904 29 . .
face of global geothermal potential, however. Many attractive
Indonesia 1,333 62 geothermal areas are known, but development of them
Mexico 1,005 5 has been discouraged by the same factor that challenges the
i 901 5 oil-shale industry: low oil and gas prices. Energy-production
a
Y tax credits have stimulated interest in geothermal energy, but
New Zealand 895 7 mostly for residential geothermal heat-pump installation.
Iceland 664 16 Large-scale commercial geothermal electric plants require
Japan 537 47 significant capital investment and tax credits have not resulted
in much new installed capacity relative to total electricity
Uiy 275 60 consumption.
Kenya 237 18 Even beyond obvious geothermal prospects, the potential is

Installed thermal generating capacity great. It has been estimated, for instance, that geothermal

energy in the outer 10 km of the crust is 2,000 times greater

United States 7,820 than the energy in the coal resources of the world. We can
Sweden 4200 never harness all of this energy, but some parts of it might be
China 3690 made available. Lower-temperature systems that will not
power a turbine directly can generate electricity by use of
Iceland 1,826 o . 2 ’ :
liquid with a lower boiling point than water. The installed
Turkey 1,500 capacity of such binary geothermal systems increased from
Hungary 654.6 about 300 to 702 MWt between 1990 and 2014; however,
Ttaly 867 large-scale implementation remains a challenge. Waters in
sedimentary basins have attracted attention, and low-level
heat might be obtained from brines in unconfined aquifers
e )

BOX 7.11 WHY IS YELLOWSTONE SO GEOTHERMALLY ACTIVE?

Yellowstone National Park, in northwestern Wyoming, has experienced some of the largest volcanic eruptions on
Earth. In fact, some geologists refer to Yellowstone as a supervolcano because it has had major eruptions 2.1
million, 1.3 million, and 640 thousand years ago. Ash from these eruptions covered much of North America and
produced a recognizable layer as far away as the Gulf of Mexico. Today, much of the park sits within the 4,000 km?
volcanic caldera that generated much of these eruptions. Yellowstone is located over a geologic hot spot, where
magma from Earth’s mantle rises and heats the overlying crust. Geologists have used seismic waves from the
nearly 2,000 small earthquakes that occur at Yellowstone each year to determine that a magma chamber
measuring approximately 90 km long, 32 km wide, and 10 km deep lies 3.2 to 8 km beneath the surface. This
magma chamber is constantly losing heat to the surrounding crust, and part of this heat is transferred to
circulating groundwater to generate the 10,000 thermal features, including 500 geysers in the park (Figure 7.35b).
\ J
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Figure 7.38 (a) Vapor-dominated and (b) liquid-dominated geothermal systems showing how meteoric water recharge is heated until it
rises to form hot springs and geysers. Conditions within the reservoir are shown by A to E in Figure 7.36. Note that power generation from

vapor-dominated systems does not require a liquid-vapor separator (images courtesy of L. J. P. Mufiler).

(Vigrass, 1979). Warm, confined aquifers, which are known as
geopressured zones because they exceed hydrostatic pressure,
are common in the Gulf of Mexico basin and elsewhere, where
they are an unconventional source of natural gas, as noted
above (Wallace et al., 1979). Attention has also been given to
enhanced geothermal systems, where drilling and hydraulic
fracturing of hot, dry rock can be used to enhance permeability
allowing a fluid to be circulated through the rock, removing its
heat. Systems of this type are most common above shallow
magmas, such as in the Rio Grande Rift around Los Alamos,
New Mexico, or in felsic intrusions with high uranium con-
tents, such as in the Cornwall area of England (Garnish, 1987;
Richards et al., 1992). Most of these possibilities have been
evaluated by drilling and pilot plants, and none of them have
been shown to compete effectively with cheap fossil fuels,
although they will be resurrected if fossil-fuel prices climb
and concerns over greenhouse-gas emissions stimulate more

government incentives for geothermal infrastructure.

7.3 The future of energy minerals

The future of energy minerals is inextricably linked to inter-
national relations and environmental concerns. Figure 7.39

shows the dramatic difference in energy self-sufficiency
between major energy-producing and -consuming nations
of the world. Russia, Canada, Australia, and Norway are the
only MDCs that are major energy exporters. All the rest,
including China, are major importers of energy. These rela-
tions are controlled by oil, which is the dominant world
energy source, and they are likely to prevail for the next few
decades. Some of the pressure on oil resources has been
removed by the discovery of tight-oil and -gas resources, but
these will only delay the much anticipated “peak oil” event,
when global oil production stops increasing and actually
begins to decline.

There are many among us who will applaud this event
because it might slow the use of fossil fuels and their continu-
ing addition of CO, to the atmosphere. While the goal of
decreased CO, emissions is laudable, it is unrealistic to think
that this can be done without large amounts of energy from
conventional sources. Our job, then, from a geological per-
spective, is to be sure this energy is available, and that we can
perfect carbon capture and storage (CCS) techniques, as
others seek ways to migrate to renewable energy.

There are two ways that we might respond to the loss of oil
as our major fuel. The first is to shift to natural gas and coal,
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Table 7.10 Comparison of energy content of world fossil-fuel
resources (data from the International Energy Agency World Energy
Outlook in 2010; BP Statistical Review of World Energy in 2013; Hein
et al,, 2013; US Energy Information Administration, 2014). Qil, gas,
heavy-oil, and tar-sand resources represent technically recoverable
amounts. Qil shale represents in situ resources. Both figures are given
for coal, because some might be recovered by in situ gasification.

Energy content

Fossil fuel Resources (x10°])
Coal - recoverable 860 billion tonnes 17.2

- in situ 2152 billion tonnes 45.4
Oil 1,688 billion bbl 9.89
Natural gas 6,845 Tcf 7.22
Heavy oil 434 million bbl 2.65
Tar sand 650 million bbl 3.96
Tight oil 345 billion bbl 2.1
Oil shale 1000 billion bbl 6.2
Shale gas 7,299 Tcf 7.7
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Indonesia
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Qatar Canada
10 Iran
= Kuwait
a United Arab Emirates
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Figure 7.39 Net energy self-sufficiency of major producers and
consumers (data from the US Department of Energy, International
Energy Review)

which have large reserves (Table 7.10). Coal will have to bear
the brunt of our demand, simply because it is more abundant.
However, its bad reputation as a primary fuel means that it
probably will not be used in its crude form. Instead, more
emphasis will be placed on coal gasification and liquefaction.
This is not a new idea. Town gas and coal oil, both of
which came from coal, were widely used in the 1800s and
early 1900s before oil became abundantly available (Perry,

1974). Conversion of coal to gas or liquids requires an increase
in the hydrogen to carbon ratio by the removal of carbon or the
addition of hydrogen, and offers the opportunity to remove
contaminants such as sulfur, nitrogen, and mercury.

Most modern coal conversion plants are based on the Lurgi
gasification process and their history has been only partly
successful. The Great Plains Coal Gasification Plant in Beulah,
North Dakota, is the only commercial-scale operating plant in
the United States. It was designed to use 12,700 tonnes of
lignite, 12,700 tonnes of steam, and 2,700 tonnes of oxygen to
produce 137 million cubic feet of gas each day (along with 82
tonnes of sulfur, 95 tonnes of ammonia, and 818 tonnes of ash).
The plant was completed in the mid 1980s at a cost of $2.1
billion, and it currently generates 4.33 million m> natural gas/
day. A major success of the plant is the capture of 4.3 million m>
CO,/day (2.5 to 3 million metric tonnes CO, annually), which
is piped 205 miles to a CCS project in Saskatchewan, Canada,
where the CO, is used for enhanced oil recovery.

Another success story is the Sasol operation in South
Africa, a system of three plants built to convert domestic
coal into synthetic gasoline, diesel fuel, jet fuel, motor oil,
and petrochemical products. Sasol was begun in 1955 in
response to the worldwide embargo of apartheid South
Africa, although most of its capacity was constructed after
the 1970s energy crisis. Sasol plants produce about 160,000
bbl/day oil equivalent and provide South Africa with a mea-
sure of freedom from international oil suppliers. Sasol has also
demonstrated the commercial viability of underground coal
gasification, which can be used to convert South Africa’s
estimated 45 billion tonnes of coal to natural gas.
Underground coal gasification is essentially undeveloped in
the other parts of the world, although it has great potential. In
the UK, gas generated from the large coal resources might
even be distributed by parts of the pipeline system that serves
declining oil and gas production from the North Sea
(McGarrity, 2013). In the United States, the Powder River
Basin contains an estimated 510 billion tonnes coal, of
which fully 95% is not economically extractable by surface
mining techniques and might be exploited by underground
gasification (GasTech, 2007) combined with sequestration of
CO,, SO,, NO,, and metals.

Our second possible response will be more favorable from
the standpoint of global warming. Fossil-fuel combustion
currently contributes 57% of anthropogenic CO, to the atmo-
sphere, as well as 80% of anthropogenic SO, and almost all of
the NO, and significant particulates (IPCC, 2007). Natural
gas, which contains no ash and essentially no sulfur and
nitrogen offers a solution, albeit not an indefinite one
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(Burnett and Ban, 1989). It has the highest hydrogen to
carbon ratio of any of the fossil fuels, much higher than
coal, and yields about 70% more energy for each unit of CO,
produced. It can also be converted to liquid fuels. The bad
news, however, is that methane itself is a stronger greenhouse
gas than CO, and small leaks in extensive production and
delivery systems contribute to atmospheric pollution.
Furthermore, unless tight-gas resources turn out to be larger
than expected, reserves are not adequate to support us for
more than a few decades (Table 7.10).

Thus, our alternative will be to return to nuclear energy, or
to find a substitute among the non-mineral sources such as
wind, wave, or solar, all of which lack portability, the domi-
nant advantage of fossil fuels. Although many early studies
predicted that nuclear power would dominate our energy
future (Figure 7.1; 7.34), the public has lost faith in reactor
safety. Current generation II reactors are not fail-safe, and
utilize only a small amount of the available energy in the
nuclear fuel. If generation IV reactors can be deployed suc-
cessfully, nuclear energy might make a much greater contri-
bution to our energy needs, although it is highly unlikely that
they could take over the entire burden from fossil fuels
(Ewing, 2006).

Whatever the outcome, it is clear that we must have a
meaningful national energy policy, something that has not

been developed by any MDC outside France, Brazil, and
South Africa. Programs were started by many countries dur-
ing the 1970s, but most of them were discontinued in the face
of low world oil prices and public concern over nuclear power.
The only aspect of energy policy on which action continues is
conservation, which is relatively painless, both economically
and politically. In fact, most recent energy-related activities in
MDCs have been dictated by environmental concerns rather
than by the impending shortages. Deterrents such as a carbon
tax to be paid for energy produced from fossil fuels or an
energy tax on all types of energy production regardless of its
source have not been successful on a global scale because of
different national priorities.

Lack of progress on a national energy policy is, in part, due
to confusion about the duration of the problem. In the very
short term, a few decades, we must supply cheap fossil-fuel
energy to bridge toward our longer-term goal of alternative
energy sources. Throughout this process, we must try to
decrease CO, emissions. To demand the long-term goal
before assuring that energy is available to reach it is not a
realistic approach. Finally, we must remember that modern
society uses an incredible number of products made from
fossil fuels. Thus, in our conversation about fossil fuels, it is
critical to separate their use for energy from their many other

uses.
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CHAPTER

[ron, steel, and the ferroalloy

metals

Iron and steel form the framework for civilization. Steel is a
major component of cars, cans, ships, bridges, buildings,
appliances, and armament. Even energy minerals are useless
without furnaces, pipelines, engines, and reactors that
are usually made of steel. This wide range of uses reflects
the abundance of iron ore and the relative ease with which it
can be converted to steel. The simplest form, carbon steel,
contains less than 2% carbon, with minor manganese. Alloy
steel, in which carbon is removed and other metals are mixed
with iron (Table 8.1), accounts for about 15% of world
production. These metals are known as ferroalloy metals
and include chromium, manganese, nickel, silicon, cobalt,
molybdenum, vanadium, tungsten, and niobium and they
permit steel to be used in a wide variety of applications.
Annual world iron ore and steel production are worth about
$300 billion each (Figure 8.1a). The value of ferroalloy metal
production can be quoted in several ways because they are
traded as ores, intermediate alloys such as ferromanganese
and ferrochromium, and metals. Total world production,
worth about $120 billion, is dominated by nickel, manganese,
and chromium (Figure 8.1b, c). Prices of ferroalloy metals are
higher than that of steel and thus increase its cost (Figure 8.1b,
¢). Even so, the properties that they impart are so important that
consumption for most of them has increased more rapidly than
steel, reflecting growth of alloy steel production (Figure 8.1d, e).
Major producers and their reserves are summarized in Table 8.1
and important mines of most metals are given in Table 8.2.

8.1 Iron and steel

Steel is produced in 87 countries, making it one of the most
widely produced mineral commodities (Fenton, 2011). Only

about 42 countries produce iron ore, reflecting the more
limited distribution of large iron deposits that can support
steel making (Tuck and Virta, 2011). In view of the enormous
value of world steel production, one could well ask why the
steel industry has little of the glamor of the oil business? The
answer lies in profits. Although steel produced some fortunes
in the early 1900s, including that of Andrew Carnegie of US
Steel, it has been less profitable than oil because it is more
closely tied to the overall business cycle. It is much easier to
put off buying a car than buying the gasoline to power it.

8.1.1 Iron deposits

Average crust contains about 5% iron, its fourth most abun-
dant element, whereas iron deposits contain 25 to 65%
(Rudnick and Gao, 2003). Concentrating iron by 5 to 12
times is an easy job for nature, which makes many different
types of iron deposits. The concentration process depends, in
part, on the fact that iron exists in three oxidation states in
nature. In some meteorites and in Earth’s core, where free
oxygen is absent, iron is in the native (Fe°) state, whereas in
most igneous and metamorphic rocks, where free oxygen is
slightly more abundant, iron is largely in the ferrous (Fe*?)
state. In some sedimentary rocks and soils that contain abun-
dant free oxygen, iron is largely in the ferric (Fe™) state.
Common iron ore minerals reflect this differing oxygen
availability: siderite (FeCO;) contains ferrous iron and
forms in oxygen-poor environments if sufficient carbonate is
available, magnetite (FeO.Fe,O3) contains both ferrous and
ferric iron and requires environments with intermediate oxy-
gen availability, and hematite (Fe,O5) and goethite (Fe(OH)3)
contain ferric iron and form when free oxygen is abundant.
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Table 8.1 Major producers and reserves for iron ore, steel, and
ferroalloy elements (from US Geological Survey Commodity

Summaries)
Production Reserves
Commodity Country (tonnes) (tonnes)
Iron ore China 1,320,000,000  23,000,000,000
Australia 530,000,000  35,000,000,000
Brazil 398,000,000  31,000,000,000
Steel (raw) China 670,000,000
Japan 108,000,000
Russia 51,000,000
Manganese South Africa 3,800,000 150,000,000
Australia 3,100,000 97,000,000
China 3,100 000 44,000,000
Chromium South Africa 11,000,000 200,000,000
Kazakhstan 4,000,000 230,000,000
India 3,900,000 200,000,000
Nickel Indonesia 440,000 3,900,000
Philippines 440,000 1,100,000
Russia 250,000 6,100,000
Molybdenum  China 110,000 4,300,000
United States 61,000 2,700,000
Chile 36,500 2,300,000
Cobalt Democratic 60,000 3,400,000
Republic
of Congo
China 7,000 80,000
Canada 6,700 140,000
Vanadium China 40,000 5,100,000
South Africa 20,000 3,500,000
Russia 15,000 5,000,000
Tungsten China 60,000 1,900,000
Russia 2,500 250,000
Canada 2,200 290,000
Columbium Brazil 45,000 4,100,000
(Niobium) Canada 5,000 200,000
Tellurium Japan 45 ——
Russia 40 ———-
Canada 10 800

The common iron mineral pyrite (FeS,), which also contains
ferrous iron and requires oxygen-poor environments, is not
usually mined for iron because it is more difficult to dispose of
the sulfur released during smelting. Modern waters also reflect
these oxidation states. Ferric iron is not soluble in surface
waters and, instead, forms goethite and other “rusty” iron

minerals. Ferrous iron is soluble in surface waters if they do
not contain oxygen, although the modern ocean is too oxyge-
nated to contain significant dissolved iron.

By far the most important iron deposits are chemical sedi-
ments known as banded iron formation (BIF) that contain
alternating iron-rich and silica-rich layers (Figure 8.2a) and
clastic sediments of similar composition known as granular
iron formation (GIF) (Clout and Simonson, 2005). These
iron-rich sedimentary rocks, which we will refer to here as BIF,
are also known as taconite in North America, itabirite in Brazil,
jaspilite in Australia, and banded ironstone in South Africa.

There are two main types of BIF deposits. Algoma-type
deposits, which are relatively small, and Superior-type depos-
its, which are much larger and are the basis for most of the
world iron industry. Superior-type deposits get their name
from Lake Superior, where deposits in Minnesota and
Michigan have supplied almost all of US production since
about 1900. Algoma-type deposits formed in small sedimen-
tary basins with abundant volcanic rocks and Superior-type
formed on continental shelves where basins were large and
continuous.

Almost all of the world’s BIF deposits are restricted to
Precambrian rocks (Figure 8.3) and are older than about
1.85 Ga. We know that the ancient ocean and atmosphere
lacked free oxygen and therefore that ferrous iron could have
been dissolved in the ocean. The source of the iron is thought
to have been submarine volcanism and hot springs, possibly
driven by rifting caused by mantle plumes. But why was the
iron deposited? Originally, it was thought that the iron was
deposited during the Great Oxidation Event (GOE) (Holland,
2005), the period around 2.4 Ga when the oxygen content of
the atmosphere and oceans increased, and the last time that
uranium-bearing conglomerates could have formed, as dis-
cussed in Chapter 7. During the GOE, photosynthesis gener-
ated oxygen that transitioned the atmosphere and ocean to an
oxic state, and this oxygen caused dissolved ferrous iron to
deposit as insoluble ferric iron. But, we have since learned that
many BIF deposits are hundreds of millions of years older
than the GOE and some are as young as 1.85 Ga. So, either the
oceans did contain a little oxygen, at least locally, to oxidize
and deposit iron even before the GOE, or some other agent
oxidized the iron directly. One possible agent would be photo-
synthetic bacteria that operated in an anaerobic (oxygen-
poor) environment (Bekker et al., 2010). After the GOE, of
course, deposition, driven by dissolved oxygen was more
efficient and occurred even in the shallow seas that flooded
the shelves of the newly formed continents (Figure 8.4). The
fact that iron formations continued to be deposited until
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Figure 8.1 (a) Values of 2012 world iron, steel, and ferroalloy metal production, not including recycled metal or metal from other sources. (b, c)
Prices of steel and major ferroalloy metals since 1960 relative to the consumer price index (CPI) (broad gray line). (d, e) Growth of world steel
and ferroalloy metal production (primary mine production) since 1960. From World Steel Association and minerals statistics of Australia,
China, India, Organisation for Economic Cooperation and Development (OECD), the United Kingdom, and the US Geological Survey).
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Table 8.2 Large deposits of iron and ferroalloy metals. Most of these deposits are associated with large-scale sedimentary,
magmatic or weathering units that do not form individual deposits. Sizes given here represent the entire systems, usually to
depths estimated to be economic in the reasonable future, and they provide a comparison of the relative scale of these systems.
Data from company and government reports and Laznicka (2006).

Deposit name Location Type of deposit Tonnes of metal
Iron deposits (tonnes Fe)

Carajas Brazil Banded Iron Formation BIF 12,000,000,000
Krivoy Rog Ukraine Banded Iron Formation BIF 3,000,000,000
Hamersley Australia Banded Iron Formation BIF 2,000,000,000
Manganese deposits (tonnes Mn)

Kalahari South Africa Sedimentary 4,200,000,000
Urucum Brazil Sedimentary 600,000,000
Nickel deposits (tonnes Ni)

Noril’sk-Talnakh Russia Magmatic immiscible 24,000,000
Sudbury Canada Magmatic immiscible 20,000,000
Goro and Others New Caledonia Laterite 65,000,000
Moa Cuba Laterite 10,000,000
Chromium deposits (tonnes Cr)

Bushveld Complex South Africa Magmatic layered 2,600,000,000
Great Dike Zimbabwe Magmatic layered 325,000,000
Kempirsai Kazakhstan Magmatic podiform 100,000,000
Cobalt deposits (tonnes Co)

Katanga Area DRC* Sediment-hosted 10,000,000
Molybdenum deposits (tonnes Mo)

Climax United States Porphyry molybdenum 2,700,000
Henderson United States Porphyry molybdenum 1,250,000
Tungsten deposits (tonnes W)

Shizhuyuan China Skarn/Greisen 600,000
Climax United States Porphyry molybdenum 280,000

* DRC - Democratic Republic of Congo

about 1.85 Ga shows that removal of iron from the ocean was
a slow and complex process.

There are younger BIF deposits, but all of them are smaller
and somewhat unusual. A few were deposited in late
Proterozoic time (about 700 to 635 Ma) and it has been
suggested that they are the result of a “snowball Earth” con-
dition when floating ice from glaciers covered much of the
world ocean limiting the input of atmospheric oxygen
(Holland, 2005). When the ice melted, dissolved iron was
deposited. Even younger Phanerozoic iron formations, such
as the Clinton Formation of the Appalachians and the minette
ores of Alsace-Lorraine in France, appear to have formed
when iron-rich groundwater replaced carbonate sediments
(Maynard, 1983).

Iron is also found in hydrothermal and magmatic deposits.
Some formed from hydrothermal solutions that were released

from intrusions at depths of several kilometers and skarn
deposits at contacts with limestones (Figure 8.4). Some hydro-
thermal solutions that formed these deposits were magmatic,
but others were simply heated meteoric waters that circulated
through iron-rich rock and dissolved iron. At Bethlehem,
Pennsylvania, large deposits of this type formed at the contact
of mafic intrusions that rose along rifts created when North
America and Europe split apart in Triassic time (Eugster and
Chou, 1979). A final type of iron deposit, known as iron
oxide-copper-gold (IOCG) or iron oxide apatite (IOA), is
much disputed. These deposits range from the enormous
Kiruna iron deposit in Sweden, which consists of massive
magnetite and is the basis for Swedish industrial power, to
the similarly gigantic Olympic Dam deposit in South
Australia, which consists of copper, uranium, and gold miner-
als enclosed in hematite-altered rocks. Most geologists feel
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Figure 8.2 (a) BIF consisting of layers of hematite (black) and silica (red). The small balls beside the hammer are pellets, which consist largely

of hematite grains held together by clay and are the main feed for blast furnaces (photograph by Dale Austin, University of Michigan).

(b) Tilden Mine, Marquette County, Michigan, which mines hematite-bearing BIF, has the capacity to produce 8 million tonnes of pellets

annually. Note rail loading system with piles of pellets in foreground (courtesy of Dale R. Hemila, Cliffs Natural Resources). See color plate

section.

that IOCG deposits formed from magmatic hydrothermal
solutions, but opinion on IAP deposits is divided between a
simple hydrothermal origin or one involving unusual iron
oxide-rich magmas that separated as immiscible melts from
parent silicate magmas (Groves et al., 2010).

8.1.2 Iron mining and processing

World iron ore production, amounting to about 3 billion
tonnes, is dominated by Australia, Brazil, China, and India.
Large Superior-type deposits are present around Lake
Superior, in the Hamersley Range of Australia, the Labrador
Trough of Canada, the Carajas and Minas Gerais districts of
Brazil, Krivoi Rog in Ukraine, and Kursk in Russia
(Figure 8.3). Almost all iron ore is mined by open pit methods
(Figure 8.2b), although Kiruna and a few other deposits have
been mined underground. Mining of fresh BIF is difficult
because its high silica content makes it very hard. Enriched
ore, which contains as much as 60% iron in contrast to about
25% in fresh BIF, is formed when silica is removed by later
hydrothermal or weathering solutions that circulated through
the BIF long after it formed (Hagemann et al., 2008; Evans et
al., 2013). Enriched ore, which is favored because of its higher
grade and softer nature, was largely exhausted in North

America in the 1990s but is widespread in Australia and
Brazil.

Iron ores are beneficiated to remove silica and other gangue
minerals (Figure 8.5). Iron mineral concentrates are mixed
with clay or organic matter to form small balls known as
pellets (Figure 8.2a). Some coarse-grained ores are simply
baked to form a related clinker-like product known as sinter.
Pellets and sinter are preferred as blast furnace feed because
they allow increased flow of gas through the furnace and
minimize dust production. Grinding taconite ores to powders
fine enough to produce a clean concentrate of iron minerals
requires large amounts of energy and has a strong control on
the economics of the operation. In unmetamorphosed ores of
the Mesabi Range, ore mineral grains are only a few micro-
meters in diameter, and extensive grinding is required. Where
the ores have been recrystallized by metamorphism in parts of
the Labrador Trough iron minerals are coarser-grained, per-
mitting lower beneficiation costs that compensate in part for
the more remote location.

Beneficiation of taconite ore generates about 2 tonnes of
tailings for 1 tonne of concentrate. The large volume of iron
ore that is mined generates a large amount of tailings, which are
usually disposed of in tailings ponds surrounded by dams. An
effort by Reserve Mining to avoid construction of a tailings
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Figure 8.3 Location of iron ore deposits and distribution of Precambrian rocks that host most banded and granular iron formations and
Phanerozoic ironstones. Names used here refer largely to mining locations rather than iron formations themselves (see Bekker et al. (2010)
for names of iron formations) and not all deposits are active mines. Arrows show iron ore and steel trade patterns (compiled from World
Steel Association, mineral statistics of Australia, China, India, OECD, United Kingdom and United States; Bekker et al., 2010; Clout and

Simonson, 2005).

facility in the Mesabi Range of Minnesota by disposal of tailings

directly into Lake Superior led to a series of law suits that

resulted in the closing of the operation in 1974. The operation

was reopened in 1980 after development of a land-based tail-

ings dam. This litigation is regarded by many as the precedent

for government regulation of pollution generated by corporate

activities (Huffman, 2000; Schilling, 2013).

8.1.3 Iron ore reserves, transportation, and trade

World iron reserves are estimated to contain 80 billion tonnes
of iron metal in about 170 billion tonnes of ore, over 50 times
greater than current annual production. Present reserves are
slightly larger than those estimated in the early 1990s, but
production is currently three times higher. This demonstrates
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Figure 8.4 Schematic illustration of geologic processes that form iron deposits. Hydrothermal and magmatic deposits are divided into well-
understood contact-type deposits and less-well-understood spectrum of deposits of IOCG and iron oxide apatite (IOA) groups discussed
further in Chapter 9. Question marks indicate uncertainty about the magmatic origin for these deposits.

BOX 8.1 THE IRON AGE — WHY DID IT START AND WHAT DID IT CAUSE?

Why did the Iron Age start? Bronze is generally harder than iron and would make a superior weapon. In addition,
producing iron from iron ore requires higher temperatures than producing bronze. One likely possibility relates to
the crustal abundance of iron (~ 4%) compared to copper (28 ppm) and tin (2 ppm) that make up bronze. Because
Earth can make deposits from abundant elements much more easily than from scarce ones, iron deposits are much
more numerous than copper and tin deposits. To make matters worse for bronze producers, deposits containing
both copper and tin are rare, making it necessary to find separate deposits of the two metals. This inconvenience
probably drove early metal producers toward iron, which was gradually improved as other elements were added to
make steel.

About 140 kg of wood are required to make enough coke to produce 1 kg of iron metal from iron ore, and
similarly large amounts of wood were required for production of bronze. Coming on top of the already growing
need for wood for construction of homes, ships, and temples, as well as the need for fuel, production of metal was a

major contributor to deforestation in the Mediterranean region as well as in China and Japan.

181
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not just the successful conversion of iron resources to reserves
but also the increasing pressure that is being put on these
reserves. The main pressure, of course, comes from China, by
far the largest consumer and importer of iron ore, followed by
Japan and South Korea (Figure 8.6a). Australia and Brazil
dominate exports.

Major iron ore deposits do not coincide with the distribution
of major steel making (Figure 8.3). As a result, more than 1
billion tonnes of iron ore products are shipped annually to
global markets, largely by sea (Figure 8.3). Ore ships operating
on the Great Lakes also haul ore and pellets from the Lake
Superior region to steel mills in Detroit, Cleveland, and
Pittsburgh. Great Lakes ore ships carry almost 70,000 tonnes

of ore, whereas ocean-going freighters between Brazil and
China or Japan carry as much as 400,000 tonnes. Movement
of iron ore within individual countries is largely by rail, although
slurry pipelines are used in Mexico, Brazil, India, and Australia.

8.1.4 Steel production

Steel making from iron ore consists of two basic steps
(Figure 8.5). First, iron ore pellets with about 60% iron are
converted to pig iron with about 94% iron, 4% carbon and
other impurities such as sulfur and phosphorus (Moore and
Marshall, 1991). This is usually done in a blast furnace
(Figure 4.19a), a large, vertical cylinder that is charged with
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Figure 8.5 Schematic illustration of the iron ore beneficiation-pig
iron-steel production process. Additional materials necessary for the
process are shown on the left and waste products are shown on the
right. In addition to CO,, other emissions (per tonne of steel
produced) include 0.015 tonne SO,, 0.05 tonne NO,, 0.02 tonnes CO,
0.05 tonnes particulates and minor volatile organic compounds
(VOCs) (compiled from information of US Bureau of Mines and
Moore in 1991; Energy and Environmental Profile of the US Iron and
Steel Industry in 2000; the IEA Clean Coal Centre (Profile,
February 2012).

a mixture of metal ore, coke, and limestone (Peacy and
Davenport, 1979). Air is “blasted” in from the bottom to
promote combustion of the coke to form carbon monoxide,
the iron minerals react with carbon monoxide to form molten
pig iron, and the waste minerals react with the limestone to
form molten slag. The more-dense pig iron liquid, which
accumulates at the bottom of the furnace below the slag liquid,
is drawn off for further processing. In the direct reduction
process, a less common alternative to the blast furnace, iron
ore is reduced to metal without actually melting, usually by
reacting it with carbon monoxide and hydrogen made from
natural gas. Its main appeal has been in countries with abun-
dant natural gas and limited coal, such as Mexico, Saudi
Arabia, and Venezuela.

In the second step, pig iron is converted to steel with no
more than 2% carbon. About 70% of steel is made in basic
oxygen furnaces that heat a charge of pig iron and up to 30%
scrap iron to 1,400 °C and blow oxygen gas through it. This
oxidizes the carbon, silicon, manganese, and phosphorus

impurities, an exothermic process that raises the temperature
to 1,650 °C, melting the charge, and removing the impurities
as gases.

The most important wastes from iron and steel making are
slag and gases. Much of the slag is used as aggregate in cement
and other applications, making a positive contribution to cash
flow. Dust emissions have fewer markets and require costly
particulate collection systems similar to those used on coal-
burning electric utilities. Global steel making releases about
2.6 billion tonnes of CO,, about 6.7% of world emissions
(World Steel Associateion, 2014). Most of this comes from
blast-furnace reactions and can be reduced only by increasing
the energy efficiency of the process. Overall energy use for
steel making in MDCs has decreased by about 50% since 1975
and is approaching the theoretical minimum.

Processing of scrap is important in extending the life-cycle
of steel. Essentially all of the excess material from steel pro-
duction and downstream manufacturing (known as pre-
consumer scrap) is recycled. Post-consumer scrap is recycled
either by melting in electric arc furnaces or by remanufactur-
ing, the industry term for reconditioning durable steel items
such as motors. Current combined recycling rates in most
more-developed countries (MDCs) are close to 90% (World
Steel Association, 2014).

8.1.5 Steel markets and trade

World production of crude steel is about 1.5 billion tonnes, up
more than 300% since 1960 (Figure 8.1d). Slightly more than
half of world steel is used in construction, with another 12 to
15% used in each of automotive, machinery, and metal pro-
ducts. In-use steel stocks in most MDCs have increased along
with gross domestic product (GDP) and have begun to level
off at about 8 to 12 tonnes per person reflecting more efficient
recycling.

The global steel industry employs about 2 million people,
although employment in most MDCs has decreased continu-
ously for the last few decades. In the United States, for
instance, employment has decreased from about 650,000 in
1960 to about 150,000 in 2013. Other MDCs have also seen
decreases, although somewhat less drastic. Much of it reflects
increased productivity, which has reached annual levels of
about 600 tonnes per worker in the United States, Germany,
and Japan and more than 1,000 tonnes per worker in Taipei.

The largest steel producer, by far, is China, with Japan,
United States, India, Russia, and South Korea far behind.
The growth of Chinese steel production has been one of the
most dramatic economic features of the past few decades
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Figure 8.6 World trade in (a) iron ore and (b) steel for 2012, showing the difference between iron ore production and steel production.
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Note that China, which produces about half of world steel, does not export as large a fraction of its production as Japan, indicating the heavy use
of steel in oil drilling and production. (c) Change in world steel production showing dramatic increase by China and similar but smaller
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previous one, the only way that Chinese production can be shown on the same chart as production from other countries. Data from the US

Geological Survey.

(Holloway et al., 2010). At one point in the early 2000s, China
was increasing steel production annually at a rate equal to the
total annual steel production of the United Kingdom. By the
mid 1990s, China had surpassed the United States and Japan
and now accounts for almost half of global steel (Figure 8.6b).
During the early part of this rise, Chinese steel producers
could not supply domestic demand and large amounts of
steel were imported. By about 2005, however, domestic pro-
duction exceeded demand and China became the dominant
global steel exporter (Figure 8.6). Chinese dominance in steel
has come with a heavy price. Steel-making areas such as Hebei
Province are heavily polluted and under government orders to
increase efficiency and decrease emissions (Price et al., 2011;

Tian et al, 2013c). Steel production in South Korea and
India is also growing at a very rapid rate, suggesting that
they will soon play a larger role the global steel picture
(Figure 8.6b).

As a result of consolidation, major steel-making opera-
tions in Canada, France, the United Kingdom, United States,
and other MDCs are owned by multinational companies
domiciled in other countries. As these multinational steel
companies attempt to shut down operations in response to
market changes, they are experiencing significant opposi-
tion from host governments (Jolly and Clark, 2012).
Whether this will limit their flexibility and viability remains
to be seen.

183

© Cambridge University Press & Assessment

www.cambridge.org



www.cambridge.org/9781107074910
www.cambridge.org

Cambridge University Press & Assessment
978-1-107-07491-0 — Mineral Resources, Economics and the Environment
Stephen E. Kesler, Adam C. Simon

More Information

184 Iron, steel, and the ferroalloy metals

s A
BOX 8.2 CONSOLIDATION OF THE STEEL INDUSTRY

The main event on the global steel scene during the last decade has been consolidation of production into fewer
and larger groups, driven in part by increased demand from China, Korea, and India. Much of this consolidation
involved purchasers in the BRIC countries (of Brazil, Russia, India, and China). Evraz, the largest steel maker in
Russia, with domestic operations in the Nizhny Tagil and Novokuznetsk areas, bought iron and steel operations in
Canada, the Czech Republic, South Africa, Ukraine, and the United States (St. Petersburg Times, 2005; Kramer,
2006). By far the largest consolidation was carried out by the Indian steel company, Mittal. Starting in 1992, Mittal
acquired iron and steel operations in Mexico, Canada, Kazakhstan, Germany, United States (including Bethlehem
Steel), Romania, the Czech Republic, Algeria, Bosnia, Macedonia, Poland, South Africa, and Ukraine. In 2007, it
merged with the French steel maker Arcelor to become the world’s largest steel company. Even with this
consolidation, the steel industry remains fragmented. ArcelorMittal accounts for less than 7% of world steel
production and Evraz ranks number 18 with about 1%.

Consolidation will probably continue in the highly fragmented Chinese steel industry, which includes five of the
top ten world producers (Matthews, 2010). This might yield an even larger steel company, but one that is not a
multinational. In fact, some question whether multinational consolidation will work in the steel industry. Most
iron ore and steel operations are so large that they play a major part in the economic life of their host countries.

.

8.1.6 Alloy steels

The most common elements that are alloyed with iron include
carbon and the ferroalloy elements discussed in this chapter.
Although carbon-bearing steels are alloy steels in the strict
sense of the term, “alloy steel” usually refers to combinations
of iron and other elements.

Iron is amazingly versatile all by itself. When it crystallizes
into a solid at 1,538 °C, the iron atoms arrange themselves
into a body-centered cube with atoms on each apex and one
in the middle for a total of nine atoms. As cooling continues,
the body-centered cube changes at 1,395 °C to a face-
centered cube with eight atoms at the apices and one in the
center of each face of the cube for a total of 14. At 910 °C, the
cube reverts to the face-centered form, and then becomes
magnetic at 770 °C. If iron is quenched at any point during
this cooling sequence, it will retain its high-temperature
crystal form and properties. For instance, steels quenched
above about 770 °C are not magnetic, something that might
surprise most users.

More than 3,500 different steels have been developed and
there are numerous classifications for them. One common
steel classification has five categories based on compositions
and potential applications (ASM, 2002). Carbon steels, which
are those with carbon and less than about 1% manganese
make up 90% of total steel production. They are divided
further into low-carbon (mild) steels with up to 0.2% carbon,
medium-carbon steels with 0.2-0.5% carbon, and high-carbon

steels with more than 0.5% carbon. These steels are used
in the construction of bridges and ships where strength
and amenability to machining and welding are important.
Steel with more than about 2% carbon is referred to as cast
iron. Alloy steels are divided into low-alloy steel with less than
8% alloying elements and high-alloy steels with more than 8%.
The main alloying elements include carbon, manganese,
silicon, nickel, chromium, molybdenum, and vanadium.
Other elements, including boron and lead, are used for special
applications. These steels are used in electric motors, pipe-
lines, and other industrial and construction applications.
High-strength, low-alloy (HSLA) steels are used in automo-
tive and other mobile applications where it is necessary to
optimize strength, weldability, fatigue performance, and dent
resistance. As attention has shifted to decreasing vehicle
weight and increasing crash resistance, various advanced
high-strength steels (AHSS) have been developed. The most
important type of high-alloy steel is stainless steel, which
generally contains 10-20% chromium and up to 8% nickel
that greatly limit corrosion. They can be either magnetic or
non-magnetic, depending on the temperature at which they
are quenched. Protective coatings of zinc, chromium, and tin
provide cheaper corrosion resistance, and about 15% of world
steel is treated in this way. Another type of high-alloy steel
known as tool steels contain tungsten, molybdenum, cobalt,
and vanadium that make them hard, heat-resistant, and dur-
able for use in cutting equipment.
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8.2 Manganese

Manganese is brittle and has few uses as the pure metal.
Nevertheless, about 16 million tonnes of manganese, worth
about $23 billion, were consumed in 2011 (Figure 8.1a).
About 90% of this manganese goes into the steel industry
where it has two uses. The original use was to remove or
isolate sulfur and oxygen, both of which degrade steel, and
this application still accounts for about 27% of world con-
sumption. As technology has evolved, however, more and
more manganese has been used as an alloy with iron in
various special steel products, and about 63% of world con-
sumption is used for this purpose today. The remaining 10%
of world manganese consumption is alloyed with other metals
or used in chemicals. Alloyed with aluminum, manganese
increases corrosion resistance of beverage cans, and alloyed
with copper, it increases strength. Manganese also forms part
of the cathode in 20 billion dry-cell batteries each year, has
potential as a component of lithium-ion batteries, and is the
main component of chemical compounds such as manganese
permanganate that is used to purify water and manganese-
organic compounds that are used as a fungicides and octane-
boosters in gasoline (Belanger et al, 2008; International
Manganese Institute, 2013). Despite its many uses, manganese
production has grown more slowly than any of the ferroalloy
metals other than tungsten (Figure 8.1b).

8.2.1 Manganese deposits and production

Manganese makes up about 0.1% (1,000 ppm) of average
crust, far less than iron and other abundant elements like
aluminum, sodium, and potassium, but much more than
most other metals such as copper and zinc (Rudnick and
Gao, 2003). It is geochemically similar to iron, but has three
oxidation states in nature, rather than just two (Krauskopf
and Bird, 1994). Under reducing conditions, where it forms
Mn*?, manganese substitutes for iron and calcium in some
minerals and forms a few of its own, including pyrolusite
(MnO,) and pink rhodochrosite (MnCO3), which is used in
jewelry. Under oxidizing conditions, Mn** and Mn** form
many different oxide minerals including hausmannite
(Mn,0,) and psilomelane [(Ba,H,0),Mns0,].

Almost all of our manganese comes from sedimentary
deposits that precipitated from seawater or supergene depos-
its that resulted from weathering of manganese-rich sedi-
ments (Kuleshov, 2011). Sedimentary manganese deposits,
which supply most of world production, consist of layers of
manganese carbonates and oxides that were deposited as

chemical sediments. As was the case with iron, the Great
Oxidation Event (GOE) also affected the deposition of man-
ganese sediments. Pre-GOE manganese deposits are domi-
nated by Mn*>-bearing minerals, principally manganese-
bearing carbonates including rhodochrosite as well as calcite
and dolomite where manganese substitutes for calcium. Post-
GOE deposits are dominated by the more oxidized Mn** and
Mn™ in oxides and hydroxides (Beukes and Gutzmer, 2008).
Deposits of all ages are associated with iron formation, but the
iron and manganese deposits are separated because Mn™*” is
harder to oxidize (requires a more oxidizing environment)
than Fe*” and because Fe*? forms a very insoluble sulfide
(FeS,) whereas Mn*? does not.

By far the largest sedimentary manganese deposit is the
Kalahari manganese field (Figure 8.7), which accounts for
about 80% of known manganese resources (Gutzmer and
Beukes, 2009), making it one of the largest concentrations of
any element on Earth. The Kalahari deposits, which formed
shortly after the GOE, consist of manganese carbonates and
oxides with up to 30% manganese. Layers of typical iron
formation are found both below and above the manganese-
rich sediments, and reconstructions of the setting indicate
that the manganese-rich sediments were deposited closer to
shore where oxygen was more abundant (Gutzmer and
Buekes, 2009). Much younger, Phanerozoic-age manganese-
rich sedimentary deposits, particularly those around the north
side of the Black Sea in Bulgaria, Ukraine, and Georgia, are
thought to have formed when manganese-rich seawater rose
from the reduced, deep ocean into shallow, oxygen-rich water.
These deposits are not associated with iron formation because
the reduced seawater contained dissolved sulfide that precipi-
tated iron sulfide (Cannon and Force, 1983; Force and
Cannon, 1988). Manganese deposits are closely related to
global cycles and appear to have formed during periods of
high temperature and high sea level (Frakes and Bolton,
1992).

Supergene deposits, which supply the rest of world produc-
tion, consist of manganese oxides and hydroxides that accu-
mulated on deeply weathered manganese-rich rocks,
sometimes in karst terranes. They are, in a way, a special
form of laterite soil, similar to bauxite, the aluminum ore.
As might be expected, supergene deposits are found largely in
humid tropical climates (Figure 8.7), although older, buried
deposits are known.

Manganese deposits are usually mined by high-volume,
open pit methods similar to strip mines. Despite their enor-
mous size, the Kalahari deposits account for only about 20%
of world production because of their remote location and
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Figure 8.7 Location of land-based sedimentary and supergene manganese deposits and manganese nodule concentrations in the oceans.

Variation in base and precious metal content of nodules, which is not shown here, will have a strong effect on the location of any future mining.
See Figure 5.3 for the location of offshore areas claimed as an exclusive economic zone by the United States and of manganese nodules claimed

by private industry.

limited rail and harbor facilities and because of land-tenure
issues that have limited exploration and investment (Gutzmer
and Beukes, 2009). Ore is beneficiated by conventional meth-
ods to make a concentrate that is fed into a blast or electric
furnace with iron (usually in the ore), coke, and limestone to
make ferromanganese and/or silicomanganese. Manganese
metal and dioxide are made by electrolytic separation from
solutions obtained by dissolving manganese ore in sulfuric
acid.

8.2.2 Environmental aspects of manganese
production and consumption

Manganese is an essential element for life. It plays a role in the
formation of tissue and bone, as well as in the development of
the inner ear and reproductive functions (WHO, 1981a; EPA,
2003a). Estimated average requirements are about 2-3 mg/
day, which comes largely from food (principally nuts, whole
grains, and dried fruits) and from inhalation of natural dust.

Exposure to excessive amounts of manganese can cause neu-
rological and respiratory problems. Anthropogenic manga-
nese contributions to the atmosphere are small, only about 10
to 20% of natural contributions, and those to waters are even
smaller (Nriagu and Pacyna, 1988). Problems with manganese
exposure have been observed in some mines, but more com-
monly in ferromanganese production facilities where they are
caused by inhalation of manganese-rich dust and fumes
(Moore, 1991).

About 80% of manganese emissions come from iron and
steel production facilities. The remaining 20% comes largely
from combustion of coal in power plants and coke ovens
(Agency for Toxic Substances, 2012).

8.2.3 Manganese trade and reserves

Manganese is mined in about 33 countries, although only a
few of them make a significant contribution to global produc-
tion (Corathers, 2013a). World manganese ore reserves are
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BOX 8.3 MANGANESE IN GASOLINE

contributor to anthropogenic emissions of manganese.

Organomanganese compounds, especially methylcyclopentadienyl manganese tricarbonyl (MMT), have been
used as additives to increase octane levels in unleaded gasoline. In Canada, MMT almost completely replaced
tetraethyl lead in gasoline by about 1990, although it has since been largely discontinued. MMT was not used as
widely in the United States. The checkered history of MMT reflects concern about its dispersal into the
environment and possible negative health effects, although US agencies have put it back on the list of permitted
additives because of a lack of definitive evidence. Emissions from gasoline combustion are not an important

~
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although Norway exports ferromanganese. In spite of its
large reserves, Ukraine imports high-grade manganese ore,
apparently to enrich their low-grade production.

By far the largest manganese reserves are in Australia,
Brazil, South Africa and Ukraine (Figure 8.7). As noted
above, reserves and long-term resources are dominated by

—2,000,000 the Kalahari deposits with about 4.4 billion tonnes of manga-
nese; other deposits play a role largely because infrastructure
is not adequate for expanded export of Kalahari ore. Deposits

4,000,000 around the Black Sea are estimated to contain about 500
million tonnes, much of which is either low grade or in the

6,000,000 form of carbonate minerals that require additional processing

Figure 8.8 World manganese trade for 2011 showing the difference
between manganese exports and manganese alloy (ferromanganese
and silicomanganese) production for major producers and
consumers of manganese (compiled from data of the US Geological
Survey). Countries plotting above the line are major exporters of raw
ore; those below the line are major importers of raw ore for
manganese alloy production. Most countries that plot below the line
consume the manganese alloys that they produce in their domestic
steel industry; the one exception is Norway, which produces
ferroalloy for export.

estimated to contain 630 million tonnes of metal, a figure that
is down by about 20% over the last two decades.
Unfortunately, most major steel-making nations lack manga-
nese (DeYoung et al., 1984a). North America is in terrible
shape, with less than 1% of world reserves even though it has
16% of the planet’s land surface. This situation has created an
active global trade in manganese ore, ferromanganese, and
silicomanganese that are added directly to steel. In addition to
South Africa, manganese ore comes largely from the Groote
Eylandt deposit in Australia, Moanda in Gabon, and the
Urucum area of Brazil, and goes to China, India, Ukraine,
Norway, South Korea, and Japan (Figure 8.8). Most of the
countries that import manganese ore use it domestically,

(Cannon and Force, 1983). Grades at Nikopol and Tchiatura,
for instance, range from 13 to 33% Mn, considerably lower
than most other manganese deposits of the world. Other large
manganese deposits in Australia, Gabon, and Brazil
(Figure 8.7) have grades of 44 to 50% Mn, but are at least an
order of magnitude smaller than the Kalahari deposits. The
only large deposit in North America, Molango in Mexico, also
has low ore grades and supplies domestic needs. Thus, very
little of global manganese reserves that are clearly economic
under present conditions are in locations without potential
political problems. These facts continue to support interest in
deep-sea manganese nodules, which constitute an enormous,
untapped resource.

8.2.4 Manganese nodules

Manganese nodules, which litter floors of the ocean and some
freshwater lakes (Figure 8.7), are among the most tantalizing
of our many ocean resources (Heath, 1981; Baturin, 1987;
Abramowski and Stoyanova, 2012). They are grapefruit-
sized balls consisting of thin, concentric layers of manganese
and iron oxide minerals (Figure 8.9). In addition to manga-
nese and iron, the nodules contain small amounts of nickel,
cobalt, and copper, and trace amounts of molybdenum, zinc,
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Figure 8.9 Manganese nodules. (a) Cross section of a manganese

nodule from the North Pacific Ocean (Ocean Drilling Program Site
886) showing concentric growth layers (photograph courtesy of

D. K. Rea and H. Snoeckx, University of Michigan). (b) Manganese
nodules on the seafloor. The photo was taken by camera sled in 2003
at the Hawaii-2 Observatory site in the in the central North Pacific at
~ 5000-m depth by K. L. Smith Jr (MBARI) and S. E. Beaulieu
(WHOI). See color plate section.

zirconium, lithium, platinum, titanium, germanium, yttrium,
and rare-earth elements. Most nodules are on the deep sea-
floor at water depths of 5 to 7 km, and others are on elevated
submarine plateaus, along the sides of seamounts at depths of
1 and 2.6 km, and even in deep parts of large lakes (Ballard
and Bischoff, 1984). The nodules formed where clastic sedi-
ments are scarce, and it is thought that they grew by precipita-
tion from surrounding water and pore water, with some
addition from hydrothermal fluids (Knoop et al., 1998).
There is a real question about why we see the nodules at all.
Isotopic age measurements on growth layers in the nodules
indicate that they grew at rates of 1 to 4 mm per million years,
which is about 250 to 1,000 times slower than the rates at
which clastic sediments are deposited. So, the nodules should
be buried by sediment, even in the open ocean where it comes
only from wind-blown dust. However, at least 75% of the
nodules are at the surface, indicating that some mechanism

works to keep them there. Possibly ocean currents roll the
nodules along the surface or sweep finer sediment away, or
burrowing organisms push nodules toward the surface.
Whatever their origin, the nodules are not homogeneously
distributed, and appear to be most abundant in the equatorial
North Pacific and smaller areas of the mid-Atlantic and
Indian oceans (Figure 8.7). In areas where they are most
abundant, nodules form a pavement that covers the ocean
floor. The Pacific Ocean, alone, is estimated to contain about
2.5 billion tonnes of nodules with a grade of about 25% Mn,
making them similar in abundance to low-grade, land-based
deposits, and their content of other elements is even larger.

According to the International Seabed Authority, in 2013,
major efforts were made to develop technology for mining
nodules. Although one effort billed as a test of nodule recovery
methods turned out to be an attempt by the United States to
recover a Soviet submarine that sank in the nodule fields
south of Hawaii (Polmar and White, 2012), other tests have
indeed focused on the nodules. Most equipment employs
suction or scraper systems that remove nodules along with
the upper few centimeters of the seafloor. Large-scale tests
have shown that these methods can produce nodules at suffi-
ciently high rates, although less is known about the feasibility
of processing ores onboard ship (Bernier, 1984). Nodule
mining would cause major disruption of the immediately
surrounding seafloor and studies of the potential effects of
these activities are needed (Foell et al., 1992). Commercial
production has been stalled by these environmental consid-
erations, along with high costs compared to land-based
deposits, uncertainties of ownership, and concern about the
Law of the Sea, as discussed in Chapter 5.

8.3 Nickel

About 65% of nickel production is used in stainless steels and
another 20% is used in other steel and non-ferrous alloys. The
remaining nickel is used in plating steel and other metals,
electronics, and in batteries such as the nickel metal hydride
(NiMH) that powers the Toyota Prius (Wilburn, 2008). The
largest markets for nickel metal products are in turbines and
jet engines and in tubing and containers for the chemical
industry (Kuck, 2013). Cobalt can substitute for nickel in
many of these uses, but it is more expensive. Nickel gave its
name to coins in several countries, but most of them have cut
nickel contents because of its relatively high price. In the
United States, the present nickel coin contains 24% nickel.
The Canadian nickel, which contained 99.9% nickel in the late
1940s, now contains only 2% as a plating on a steel-copper
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Figure 8.10 (a) Nickel-rich laterite (dark) overlying ultramafic bedrock (light) from which it was derived by weathering, southwestern Puerto
Rico. H.L. Bonham provides scale. (b) Shatter cones on the side of a rock outcrop south of Sudbury, Ontario, showing the radiating pattern

pointing upward toward the probable impact level, which is now eroded. Key in lower left provides scale (photographs by the authors). See

color plate section.

alloy. In the United Kingdom, 5- and 10-pence coins are
nickel-plated steel and more valuable coins are copper—nickel
alloys. Despite the declining nickel content of coins, nickel
markets are increasing relative to steel (Figure 8.1c). Present
annual sales of nickel throughout the world, amounting to
about 2 million tonnes, are valued at $45 billion (Kuck, 2013).

8.3.1 Geology and distribution of nickel deposits

Nickel is estimated to make up about 1.9% of our planet, but
essentially all of it is in Earth’s core. In contrast, the upper
crust contains 59 ppm nickel and mantle rocks average about
1,960 ppm (Rudnick and Gao, 2003). This is enough, how-
ever, to generate two important and very different types of
nickel deposits, laterite and magmatic sulfide. As you might
expect from the averages noted above, both deposit types form
from rocks that originate in the mantle.

Laterite nickel deposits are actually special soils that have
undergone extreme weathering that usually takes place in
tropical environments (Figures 8.10a, 8.11). Some laterites
are sufficiently enriched in aluminum, iron, or nickel to

become ore (Freyssinet et al., 2005). Which of these elements,
if any, concentrates in the laterite depends on the composition
of the underlying rock that is being weathered. Nickel laterites
form on weathered ultramafic rocks that consist almost
entirely of magnesium-iron silicate minerals containing oli-
vine [(Fe,Mg),SiO4] or their altered counterpart, serpentinite.
Nickel, which substitutes for magnesium in olivine and ser-
pentinite, is released into surrounding groundwater during
weathering. If the groundwater contains dissolved oxygen,
iron oxides precipitate on the spot and adsorb nickel from
solution. If the groundwater is reducing, nickel remains in
solution and percolates to the base of the weathered zone,
where it precipitates as garnierite, a complex nickel silicate
mineral. Nickel laterites can be up to 20 m thick with average
grades of 3% Ni and 0.1-0.2% Co, and grades are usually
higher if the weathered rock is uplifted to allow movement
of groundwater (Golightly, 1981; Freyssinet et al., 2005;
Berger et al., 2011; Butt and Cluzel, 2013).

Ultramafic rocks do not get many chances to weather
because most of them are in Earth’s mantle. They reach the
surface only in rare convergent margins where the mantle is
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Figure 8.11 Location of laterite and magmatic nickel deposits (most of which contain significant cobalt) and of sedimentary cobalt deposits

(based in part on Berger et al., 2011)

pushed up rather than down, a process known as obduction to
distinguish it from the more common subduction process.
Large obduction zones with abundant ultramafic rocks in
the present tropics are found in New Caledonia, Cuba,
Dominican Republic, and Indonesia (Figure 8.11). The small
deposit at Riddle, Oregon, was formed earlier in Earth history
and is known as paleolaterite (Cumberlidge and Chace, 1967).

Magmatic nickel sulfide deposits form during crystalliza-
tion of mafic and ultramafic igneous magmas (Arndt et al,
2005; Barnes and Lightfoot, 2005). As the silicate magmas
cool, nickel and iron combine with sulfur to form a new liquid
that separates from the silicate magma as an immiscible sul-
fide magma, a process discussed in Chapter 4. The dense blebs
of metal sulfide sink to the bottom of the silicate magma
chamber where they coalesce and crystallize to form large
bodies of metal sulfide minerals as the intrusion cools
(Figure 2.12). The crystallized sulfide magma contains iron—
nickel sulfides such as pentlandite [(FeNi)sSg] and pyrrhotite
(FeS), which also contain small amounts of cobalt.

Many magmatic nickel deposits form from magnesium-rich
ultramafic magma known as komatiite, which formed by

melting of the mantle. Komatiite magmas have a higher melting
temperature than other common silicate rocks (about 1,600 °C)
and appear to have formed almost exclusively during Archean
time, probably because the mantle was hotter early in Earth’s
history (Kerrich et al., 2005). Komatiite-related nickel sulfide
deposits are found only in Archean parts of Precambrian cratons
in western Australia, southern Africa, and Canada (Figure 8.11).

Magmatic nickel deposits also separated from younger, mafic
magmas that were not so rich in magnesium, but only under
special circumstances. As it turns out, however, two of these
intrusions supply about 40% of world nickel production. The
most unusual of them is the Sudbury Intrusion in Ontario,
where nickel sulfide deposits are found at the base of a large,
funnel-shaped mafic intrusion (Figure 8.12). Everything about
Sudbury is unusual. The intrusion is not ultramafic and it
contains large amounts of felsic rock near its top. Its age is
only about 1.8 Ga, much younger than komatiite-related depos-
its, and the rock surrounding it contains curious features known
as Sudbury breccias and shatter cones, which form only in
strongly shocked rock (Figure 8.10b). The strong shock was
caused by a meteorite impact, which perturbed the crust and
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BOX 8.4 NICKEL DEPOSITS AND THE GOE

Nickel deposits might even have played a role in the GOE. It appears that the Archean Ocean, as indicated by the
composition of Archean BIF deposits, contained much more nickel than later oceans. Nickel is a critical element
in enzymes of methane-producing organisms, and a drop in nickel in the ocean might have cut off their nutrient
supply causing a drop in methane in the atmosphere and a corresponding increase in oxygen (Konhauser et al.,

2009).
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Figure 8.12 Geologic map of the Sudbury area, Ontario, showing the
location of the Sudbury layered igneous complex, important nickel
mines, and the deep Victor deposit. The generalized cross section
shows how the intrusion might have looked after it was emplaced
and before it was deformed by later collisional events, especially
docking of the Grenville terrane to the east.

underlying mantle, causing formation of magma that rose
and mixed with granitic crust depositing large amounts of
sulfide ore (Naldrett, 2003). The other major exception is
Noril’sk in northern Russia, which is Triassic in age, even
younger than Sudbury. Noril’sk formed from basalts that
were erupted onto the continent as it began to break apart
in Triassic time. Magmas of this type do not usually contain
enough sulfur to form magmatic nickel deposits, but the
Noril’sk intrusions assimilated sulfur-rich evaporites from
surrounding wallrocks.

8.3.2 Nickel production, use, and related
environmental concerns

Nickel is mined in 28 countries, including New Caledonia and
Cuba that are not commonly thought of as mineral producers.
Production of nickel from its ores involves some interesting
energy trade-offs between laterite and sulfide deposits.
Laterite ores are at the surface and can be mined by

inexpensive open pit methods but processing of the ore
requires lots of energy to release nickel (Evans et al., 1979).
For iron-rich laterites, this is done by hydrometallurgical
methods using acid or ammonia to leach nickel from the
ore. Magnesium-rich laterites are heated in the presence of
sulfur to form nickel sulfides that are then smelted by pyr-
ometallurgy. Sulfide ores, on the other hand, usually require
more expensive underground mining, but can be beneficiated
into low-volume sulfide mineral concentrates that are pro-
cessed by less-expensive pyrometallurgy. Both processes pro-
duce nickel metal or ferronickel, which is used directly in
steels and other alloys.

Theoretically, these energy considerations should give
nickel sulfide ores the economic advantage and, for many
years, that was the case. Nickel laterite operations that were
started in Australia, Guatemala, and Indonesia during the
1970s were closed because of high processing costs.
Recently, however, attention has shifted back to laterites
because they are easier to find and their large size gives them
a long life. In contrast, nickel sulfide deposits in Sudbury and
elsewhere are being exhausted and replacement deposits are
hard to find. The new Eagle mine in Michigan is a good
example. Eagle required more than a decade of exploration
and development and, even so, is so small that it will have an
active life of only about a decade. Thus, even though laterite
costs are high, the deposits are likely to gain production share
(Robinson, 2012).

Sulfide nickel ores contain 8 tonnes of sulfur for each tonne
of nickel, causing large smelter emissions. During the 1960s
and 1970s, for instance, Sudbury emitted about 2 million
tonnes of SO, annually that killed vegetation and acidified
lakes over a large area (Nriagu and Rao, 1987; Tollinsky,
2013). Emissions from Sudbury have been reduced to only
about 45,000 tonnes now, largely by use of flash smelting to
make flue-gas SO, concentrations high enough to capture and
by exclusion of pyrrhotite, which contains much more sulfur
per atom of nickel than do other nickel-bearing sulfide miner-
als. Emissions have also been reduced significantly at Noril’sk,
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the other major nickel sulfide producer, although the site is
heavily polluted from earlier operations (Bellona Foundation,
2010).

Nickel, along with vanadium, is strongly bonded to some
high-molecular-weight hydrocarbons and is a common con-
taminant of heavy crude oils (Lewan, 1984). Combustion of
fuel oil and other residual, heavy oils accounts for 62% of
anthropogenic nickel emissions, with most of the rest coming
from nickel mining and processing facilities and coal combus-
tion (Agency for Toxic Substances, 2005). Power plants are
estimated to account for about 30% of the nickel released into
the environment annually in the United States, and coal
combustion of all types accounts for more than 60% of emis-
sions in China, (Tian et al., 2012). Where scrubbers have been
installed in power plants, emissions are lower, but boiler
heating probably remains the principal source of environ-
mental nickel. In its inorganic forms, nickel is most readily
taken into the human body through the lungs. It is not
essential for life, but it also does not appear to be strongly
detrimental in small concentrations. Thus, the greatest danger
of nickel-related environmental problems are in industrial
settings with nickel-bearing dust and fumes such as roasting
operations in smelters.

8.3.3 Nickel trade, reserves, and resources

World nickel production comes about equally from laterite
and sulfide deposits. Major sulfide nickel miners include
Australia, Brazil, Canada, and Russia, and major laterite
nickel miners include Indonesia, New Caledonia, and the
Philippines. Most mined nickel is exported for the steel indus-
try of other countries (Figure 8.13), and is subject to growing
resource nationalism. Indonesia, the world’s largest producer
of nickel has threatened to embargo export of unprocessed
nickel ore in an effort to force producers to build smelters and
other treatment plants in the country and negotiation con-
tinues over exactly what sort of advanced treatment repre-
sents an acceptable investment (Javier and Aquino, 2012).
The demand for primary nickel is dominated by the
amount of recycled material. Recycled nickel comes largely
from manufacturing waste and stainless steel scrap, although
batteries from electric vehicles are a new and potentially
growing source of recycled nickel. It is still not clear how
depleted batteries can best be recycled. Possibilities include
repurposing batteries for other applications or actually separ-
ating individual elements for recycling (Kanter, 2011).
World nickel reserves are estimated to contain 75 million
tonnes of metal and world resources are estimated to contain
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Figure 8.13 World nickel ore trade for 2012 showing major
exporters and importers of nickel ore and intermediate products
(based on nickel content of products) (compiled from data of the US
Geological Survey)

about 130 million tonnes of metal in deposits with an average
nickel content of 1% or greater (Kuck, 2013). About 60% of
this resource is in laterite deposits with the remaining 40% in
sulfide deposits. Both of these resources have their problems.
As noted above, the viability of laterite reserves and resources
will depend greatly on the price of energy. Furthermore, many
of the sulfide resources are at great depth in known mining
areas such as Sudbury. The Victor-Capre zone at Sudbury
(Figure 8.12), with ore at depths of almost 3,000 m, has been
explored for decades but has not been developed (Pickard,
2012). Another strike against nickel sulfide resources is the
simple fact that Sudbury, which has been the dominant source
of sulfide production, was a unique event in Earth history.
Despite continued exploration, no other sulfide resources
have been found in impact-related igneous rocks and, even
if they were, it is unlikely that their size could match Sudbury,
which was one of the largest impact events in Earth history.
These complications have directed attention to several low-
grade nickel sulfide resources. Most prominent among them
is a zone at the bottom of the Duluth Complex, a mafic
intrusion just outside Duluth, Minnesota, where sulfur from
wallrocks caused separation of immiscible nickel-copper sul-
fides. Although this area contains about 6 billion tonnes of
nickel-bearing rock, grades are 0.2% Ni, only one-tenth those
at Sudbury and Noril’sk. Submarine manganese crusts and
nodules are also a possible reserve, of course, but they are not
likely to become economic soon. A final type of deposit that is
receiving attention contains the strange nickel-iron mineral
awaruite (Ni;Fe). Native iron and nickel require very reducing
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environments and are rare in Earth’s crust. Most awaruite is Refractory Chemical— Metallurgical
found in serpentinite and is thought to form when nickel- high Al mer:?lwrpgejcal high Cr
bearing olivine is altered by H,-bearing fluids (Britten, 2013), Shurugwi [ ]
although others have suggested that it might be from the Great
mantle (Bird and Weathers, 1979). Awaruite is getting atten- ovke Lower
tion because it is essentially ferronickel, the intermediate Buslival)
material that is manufactured from nickel ore and added to el Lover
steel. If ferronickel could be mined directly, it would cut
processing costs. Recently discovered awaruite deposits in 3|0 40 50 ! 6|0

central British Columbia have average nickel grades of 0.1 to
0.2%. If large enough volumes of this material can be found,
they might be mined.

8.4 Chromium

Chromium is the essential alloying element for stainless steel,
the least expensive corrosion-resistant metal. Stainless steel is
used in household utensils, containers for food and chemicals
and automobile parts. With a content of 11-30% chromium,
stainless steel accounts for about 68% of world chromium
consumption. Although other, more expensive metals can be
substituted for stainless steel, nothing can do the job at the
same price. According to the International Chromium
Development Association, another 27% of world chromium
is used in specialty steels and in alloys consisting almost
entirely of chromium with or without nickel, such as the
familiar shiny chrome plating that is highly resistant to corro-
sion (see also Papp, 2013a). A final 5% of world production is
equally divided among chemical products that are used in
pigments, tanning leather, and preserving wood. World chro-
mium production of about 7 million tonnes annually is valued
at almost $19 billion (Figure 8.1a) and has been growing at a
rate considerably faster than steel (Figure 8.1b).

8.4.1 Geology and distribution of chromium
deposits

The average content of chromium is about 135 ppm in the
crust and 2,600 ppm in the mantle (Rudnick and Gao, 2003).
As you might expect, then, most chromium deposits are
found in rocks that originated in the mantle. The ore mineral
for chromium is chromite, a member of the spinel group with
a composition that can be summarized as AB,O,, where A can
be Mg** or Fe** and B can be Cr*’, Al'>, or Fe*. Iron,
aluminum, and chromium substitute widely in spinels and if
you putiron in both the A and B sites, you get magnetite (FeO.
Fe,03). Chromium-rich spinels (chromite) contain 30% to
60% Cr,0; (Cr contents are commonly reported as the

Cr203 - wt. percent

Figure 8.14 Range of chromium contents (expressed as Cr,O3) of
chromites suitable for refractory, chemical, and metallurgical
applications, showing compositions of chromites from major
deposits in southern Africa (modified from the US Bureau of Mines,
Minerals Facts, and Problems and Stowe, 1987)

compound Cr,0O;, which contains 68.42% Cr). High-
chromium chromites, which are defined as those with at
least 46% Cr,O3, are the richest source of chromium metal
(Figure 8.14). High-iron chromites, with 40-46% Cr,03, can
be processed to yield chromium metal and ferrochromium.
Chromites with less than 40% Cr,O; melt at very high tem-
peratures and are used in bricks that line blast furnaces and
other hot containers (Mikami, 1983).

There are two principal types of chromite deposits, strati-
form and podiform (Stowe, 1987; Papp, 2007; Schulte et al.,
2012). Stratiform chromite deposits are found in layered
igneous complexes (LICs), particularly the Bushveld
Complex of South Africa and the Great Dyke of Zimbabwe
(Figure 8.15). LICs are mafic intrusive rocks consisting in part
of layers with very distinct mineral compositions, including
nearly monomineralic layers that are our main source of
chromium. The Bushveld Complex, by far the largest LIC in
the world, contains layered mafic rocks over 9 km thick and a
thick sequence of genetically related felsic rocks (Figure 8.16).
Even though much of the Bushveld has been eroded, it still
covers an area of about 66,000 km? (Naldrett, 1989).

The Bushveld Complex contains 14 chromite layers, of
which six have been mined (Stowe, 1987), especially the
Steelpoort and UG-2 layers (Figures 8.16, 8.17). The 1.06-
1.8-m-thick Steelpoort layer extends for over 100 km along
the surface and probably at least 20 km beneath the surface.
Chromite from the UG-2 layer contains 6-7 ppm platinum-
group elements, which is the main objective of the mining.
Another layer in the Bushveld Complex, the Merensky Reef,
also contains chromite, but is mined for platinum-group
elements, as discussed later. The Great Dyke is older (2.5 Ga
vs. 2.0 Ga for the Bushveld), but its close proximity and
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Figure 8.15 Locations of world chromite and vanadium deposits (modified from DeYoung et al., 1984, Stowe, 1987; Mosier et al., 2012).
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Figure 8.16 (a) Geologic map of the Bushveld Complex showing the distribution of chromite, magnetite, and Merensky Reef layers and
producing mines. (b) Schematic stratigraphic column in eastern Bushveld Complex showing position of these layers. This column omits the
Marginal Zone and overlying felsic rocks, which contribute to the 9 km total thickness of the Bushveld Complex.
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similar chromite-rich nature suggest that there was something
unusual about the Precambrian mantle beneath southern
Africa during that period in Earth history. Other LICs, includ-
ing the Stillwater Complex in Montana, also contain chromite

(b)

Figure 8.17 Bushveld chromite deposits, eastern Transvaal, South
Africa. (a) Chromitite layers (black) at Dwars River. (b) Winterveld
chromite mine showing cumulate layers on hillside dipping
downward to left. The mine enters at the base of the hill to the right
(photographs by the authors). See color plate section.

layers but lack large reserves because the intrusions are smal-
ler, more disrupted by faulting, and are partly tilted and
eroded. Least studied of these is the Dufek Complex in
Antarctica, the second-largest LIC in the world, which is
currently off limits to exploration as noted in Chapter 5.

The other type, podiform chromite deposits, are not
found in LICs. Instead, they are hosted by mafic and ultra-
mafic igneous rocks that formed near the base of the ocean
crust and that have been brought to the surface by obduc-
tion. These are the same rocks that generate nickel laterite
deposits, and podiform chromite deposits are found in many
of the same places, particularly Cuba, Philippines, and
Turkey. Chromite in some podiform deposits, such as
Selukwe (Shurugwi) in Zimbabwe, is richer in chromium
that in stratiform deposits (Figure 8.15). Some podiform
chromite bodies are actually faulted and sheared chromite
layers that formed in large mafic magma chambers at mid-
ocean ridges. Although most podiform deposits are smaller
than stratiform deposits, the Donskoy deposit in Kazakhstan
is an exception. Because chromite is resistant to erosion, it
can accumulate in laterites and placer deposits. Some nickel
laterite deposits, which form on ultramafic rocks containing
disseminated and podiform chromite, have as much as 1%
Cr,0; (Lipin, 1982), although these have not yet been mined

economically.

8.4.2 Chromium production and environmental
issues

Chromite is mined in 21 countries, but most of it comes from
South Africa and Kazakhstan (Figure 8.18). Most chromite is
mined by underground methods. Mining is complicated
because some layers are only a meter or so thick and their
lower contact is locally irregular. Although chromite is

-
BOX 8.5

(Irvine, 1977).

CHROMITE LAYERS IN THE BUSHVELD COMPLEX

There has been considerable debate about just how chromite layers formed in LICs. The layers are clearly
cumulates, which means that they formed by settling of chromite crystals from the magma. The problem is
that magmas almost always crystallize more than one mineral as they cool and therefore the cumulate layer should
contain two or more minerals (experiments show that higher-density chromite would not settle out more quickly
if it did crystallize with other minerals). Most people now feel that chromite must have crystallized alone, that
periods of “chromite-only” crystallization were long enough to permit 1-m-thick layers to form, and they must
have occurred repeatedly to form the many layers. It turns out that this can happen when new batches of magma
are injected into the magma chamber; and successive pulses of new magma could account for all of the layers
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Figure 8.18 World trade in (a) chromite ore and (b) ferrochromium
alloy showing exporters above the line and importers below (all
amounts based on content of contained chromium) (compiled from
data of the US Geological Survey)

relatively insoluble, recent studies indicate that chromium is
released from mine wastes that are saturated with oxygenated
water (Cherkasova and Ryshenko, 2011). Chromite is con-
verted to ferrochromium in electric-arc furnaces, like those
used to make steel. Chromium metal can be produced either
by pyrometallurgical reduction of chromic oxide or by electro-
lytic separation of chromium from a solution of ferrochro-
mium and sulfuric acid. Chromium chemicals are also
prepared from sulfuric acid solutions that result from kiln
roasting of chromite ore. The most important wastes asso-
ciated with this processing are dust, fumes, and sulfuric acid,
which must be caught or neutralized (Papp, 1985). Deposits of
both types have locally important platinum-group by-products.

Environmental problems related to chromium ore proces-
sing are limited because chromium, in the trivalent (Cr*?)

oxidation state in which it is found in chromite and other
natural minerals, is an essential nutrient. Its principal func-
tion is to maintain normal glucose metabolism (WHO,
1981b). Chromium deficiencies can lead to problems in insu-
lin circulation as well as the possible risk of cardiovascular
disease. It is estimated that 90% of US adults have a deficiency
of chromium in their diets, an interesting statistic in view of
experiments suggesting that large amounts of chromium in
the diets of animals prolong their lives significantly. There is
no evidence that trivalent chromium causes ill effects in work-
ers or the general population in the vicinity of ferrochromium
plants.

Despite its good properties, chromium is listed as a toxic
substance under Title IIT of the Superfund Amendments and
Reauthorization Act of 1995. This reflects the highly toxic
nature of the hexavalent chromium (Cr*®). Depending on
how it enters the body Cr*® can cause lung, nasal and sinus
cancer, liver or kidney damage, or skin rashes (NIOSH, 2013).
Hexavalent chromium does not form naturally and is not
produced from trivalent chromjum in the human body
(Fergusson, 1990). However, it is produced in chemical plants
and is a major constituent of chromate compounds that are
used as pigments, dyes, wood preservatives, and leather tan-
ning. Chromate compounds used in tanning were among
those alleged to have caused environmental damage in
Woburn, Massachusetts, although subsequent studies have
cast doubt on their role (Rogers et al., 1997; Harr, 1996).

8.4.3 Chromium trade, reserves, and resources

World raw chromium trade involves chromite and ferrochro-
mium, which are treated separately (DeYoung et al., 1984b).
The largest ore producers are South Africa, Kazakhstan, India,
and Turkey, but much of this ore is converted to ferrochro-
mium before export, particularly in South Africa, Kazakhstan,
and India. The largest importers of ore are the large steel
makers China, Russia, and Germany and they are also net
importers of ferrochromium, along with the United States,
Korea, Italy, Belgium, and Germany (Figure 8.18). Reserves to
support world chromite trade amount to about 460 million
tonnes of ore, enough to supply about 20 years at present
annual consumption rates of about 24 million tonnes of ore.
The largest reserves are in South Africa and Kazakhstan, with
India a distant third. Resources are estimated to be about 12
billion tonnes of chromite ore, almost entirely in Africa and
Asia (Papp, 2013a).

The lack of significant reserves outside southern Africa and
Kazakhstan is a persistent worry for European and North
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American chromium consumers and has been aggravated by
the history of chromite exports. The former USSR embargoed
chromite exports to western countries from 1950 until about
1963. Just as this embargo was ending, the United States and
some European countries embargoed chromite imports from
the racially restrictive government in Rhodesia (now
Zimbabwe). The Rhodesian embargo was in effect from
1966 to 1972, when it was lifted by Congressional action
designating chromite as a strategic metal. It was reinstated
in 1977, however, and not lifted again until the Rhodesian
government changed in 1980. Throughout this period, chro-
mite production from Rhodesia/Zimbabwe continued, and
the ore was sold to the United States and western Europe
through other countries. Furthermore, shortfalls resulting
from the embargo were made up largely by sales from the
former USSR, with which the United States and western
Europe also had significant ideological differences at the
time. As a result of this lesson, chromite was not included in
economic sanctions imposed by the United States on South
Africa during apartheid.

Long-term chromium reserves will depend on the recovery
of lower-grade chromite that is disseminated through LICs or
obducted ultramafic rocks that host podiform deposits.
Obducted ultramafic rocks have the best possibilities because
their chromites generally contain more chromium. Laterites
on weathered ultramafic rocks are particularly attractive
because they are relatively easy to mine and contain nickel
and cobalt. During the strategic metal scare of the late 1970s,
efforts were made to develop the Gasquet Mountain laterites
in northern California, which were reported to contain 0.85%
Ni, 0.01% Co, and 2% Cr. Recent discoveries in the Ring of
Fire area of northern Quebec offer the first possibility of
significant North ~ American  chromite  production.
Ultramafic rocks in this area contain thick chromite layers
that would be economically attractive if they were located near
transport, although development of road or rail access is
mired in ownership disputes (Hill, 2013).

8.5 Silicon

Although most of us think of semiconductors when the word
silicon comes up, we should think of iron and steel. Almost
80% of world silicon production is used as an additive in metal
alloys, particularly steel making, where silicon ranks second in
volume only to manganese. Silicon, largely in the form of
ferrosilicon alloys containing 50-90% silicon, is used as a
deoxidant in steel and as an alloy to increase tensile strength
and corrosion resistance. Much of the silicon that is not used

in the steel industry goes into alloys with aluminum, copper,
and nickel, where it increases fluidity and wear resistance. The
remaining 20% of world silicon production goes into silicones
and other semi-solids that behave like oil, silicon carbide, a
widely used abrasive material, and silicon metal, which is used
in semiconductors. Annual world silicon production amounts
to about 7.4 million tonnes worth about $25 billion (Murphy
and Brown, 1985; Corathers, 2013b).

Silicon production comes largely from the very abundant
mineral quartz (SiO,), which is found in a wide variety of
environments. Most common are quartz-rich clastic sedi-
ments that formed in fluvial and coastal environments, as
well as their lithified equivalents, sandstone and quartzite.
Others include coarse-grained igneous rocks, principally peg-
matites that formed during the latest stages of crystallization
of granitic magmas, and hydrothermal veins consisting
almost entirely of quartz. Although these materials are wide-
spread, not all meet the stringent purity specifications
demanded by industry, especially the absence of arsenic, sul-
phur, and phosphorus.

Ferrosilicon and silicon metal are produced in 32 countries,
almost entirely by melting quartz, coke, and scrap iron in an
electric furnace. The process requires large amounts of electric
power. In fact, silicon production is similar to that of alumi-
num, in which the raw material is transported long distances
to areas of cheap electrical energy, such as Norway and
Canada. Iceland, which lacks quartz deposits because of the
dominantly basaltic nature of its crust, uses geothermal power
to make ferrosilicon from Norwegian quartz. Major importers
of ferrosilicon include the steel makers, China, Japan,
Germany, and the United Kingdom. Silicon reserves are sim-
ply not a problem. Quartz is one of the most abundant
minerals in the crust and useable deposits are widely
distributed.

8.6 Cobalt

Strictly speaking, cobalt hardly belongs in the ferroalloy group
because so little of it is actually used in steel alloys. In fact,
superalloys containing cobalt with nickel, iron, and chromium
are only the second-largest market for cobalt, accounting for
about 17% of world demand. They are used in applications
requiring strength at high temperature including jet engines
and turbines. The largest market for cobalt, about 38%, is in
rechargeable batteries including some used in electric vehi-
cles, in magnets in which cobalt is alloyed with nickel and
aluminum (Alnico), as the matrix into which tungsten carbide
particles are set to make cutting tools, and as a catalyst. It also
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forms a pigment with the bright blue color that was first used
almost 4,000 years ago in Egypt (Cobalt Development Institute,
2013). Cobalt usually falls into the ferroalloy group by default
because its alloys are so essential. Annual world production is
about 110 thousand tonnes of cobalt, worth about $4 billion
(Figure 8.1a).

8.6.1 Cobalt deposits

Although the average upper crust contains only about 27 ppm
cobalt (Rudnick and Gao, 2003) there are several very different
types of deposits (Hannis ef al., 2009). In almost all cases, cobalt
is a co-product or by-product from deposits that are mined for
nickel or copper (Mishra et al., 1985). By far the most impor-
tant deposits are in the Central African Copper Belt, which
extends from Shaba Province in the Democratic Republic of the
Congo (DRC) into Zambia (Cox et al., 2007; Hitzman et al.,
2005, 2010) (Figure 8.11). These deposits are copper—cobalt-
bearing sedimentary rocks of late Precambrian age (about 1 Ga)
that accumulated around older continents. Copper, largely in
chalcopyrite, is actually the dominant metal in most of these
deposits, but cobalt, mostly in linnaeite (CosS,), is so highly
concentrated that it is a major co-product. Early ideas that the
deposits were direct chemical precipitates from ocean water
have given way to suggestions that the metals were deposited by
later hydrothermal solutions moving through the sediments, a
concept supported by the occurrence of copper ore in a wide
variety of sedimentary rock types including limestone, shale,
sandstone, and conglomerate.

Smaller amounts of cobalt are produced by Cuba, Russia,
New Caledonia, Brazil, Canada, and Australia, largely as a by-
product from nickel sulfide and laterite deposits. Following
nickel, cobalt substitutes for nickel and iron in sulfide miner-
als, particularly pentlandite [(FeNi)sSg] and pyrrhotite
(Feg.05S). It also substitutes for iron and magnesium in silicate
minerals; mafic and ultramafic rocks have cobalt contents as

high as 300 ppm and laterites formed on them contain cobalt
(Rudnick and Gao, 2003; Berger et al., 2011). Cobalt contents
of laterites rarely exceed 0.2%, in contrast to nickel grades of
several percent. In magmatic deposits, which have similar
nickel grades, cobalt grades are somewhat lower, almost
never exceeding 0.1%. A special type of magmatic deposit,
the platinum-bearing zones of the Bushveld Complex in
South Africa, contain even less cobalt, but yield significant
production because of the large amounts of ore that are mined
for platinum (Wilburn, 2011).

Cobalt is also found in hydrothermal vein deposits of which
the most famous are those in Cobalt, Ontario (Andrews et al.,
1986). Although these deposits are important sources of sil-
ver, as discussed in Section 11.2, they are too small to be an
important source of cobalt except at the Bou Azer deposit in
Morocco (Ahmed et al., 2009). Finally, a possible new type of
cobalt deposit consisting of cobalt, copper, and gold in meta-
morphosed sedimentary rocks has recently been recognized
(Slack et al., 2010).

8.6.2 Cobalt production and environmental
issues

Cobalt is produced from only 17 countries of which the DRC
is by far the most important (Figure 8.19) (Shedd, 2013a).
Cobalt mining and processing vary greatly, depending on the
type of deposit. In almost all cases, mining and processing are
controlled at least in part by the demand for copper or nickel,
which are usually the dominant metal in cobalt deposits. In
the Copper Belt, mining is largely in open pits with a few older
underground operations. Because of inefficient early opera-
tions, tailings piles at Kolwezi and other locations in the
Copper Belt contain enough cobalt to be mined again.

Most cobalt-rich ore is processed by making a sulfide
mineral concentrate, which is roasted to drive off sulfur and
leached of its cobalt with acid solutions. The cobalt is then

BOX 8.6

REAWAKENING OF THE COPPER BELT

The dominant position of the DRC as a cobalt producer is the result of a major reawakening of the country from a
steep decline. The first step in the decline was takeover of the original Belgian mining operations of Union Miniere
du Haut Katanga by the government-owned corporation, La Générale des Carrieres et des Mines (Gécamines).
Lack of routine maintenance, failure to invest in infrastructure, and misuse of funds caused Gécamines operations
to deteriorate by about 95% by 1995. Civil unrest starting in 1996 prevented reconstruction, but things changed in
2002 with the advent of a more stable government and a new mining law. Foreign investment came back into the
country leading to an increase in mining, although processing of cobalt ores has not kept pace (Figure 8.19b).
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The main anthropogenic emissions of cobalt are from
combustion of fossil fuels and waste materials and exhaust
from vehicles and aircraft, both of which reflect the tendency
of cobalt to concentrate in fossil fuels. Cobalt and nickel
mining and processing are also local sources of emissions
(Nriagu, 1989). Cobalt is a component of vitamin B12,
which has a role in nucleic acid metabolism and maturation
of red blood cells, and has an average abundance of about
0.0015 grams in the human body (Young, 1979; Fergusson,
1990). Excessive cobalt dust, which has been observed in
manufacture of cobalt-cemented tungsten carbide tools, can
cause chronic bronchitis, and skin contact with soluble forms
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Figure 8.19 (a) World trade in cobalt ore and metal (expressed as
cobalt content) for 2012 (compiled from data of the US Geological
Survey). Countries extending above the line are major exporters of ore
and those extending below the line import ore for domestic use and, in
the case of Belgium, Norway, and Finland, for later export of metal or
other cobalt products. (b) Change in cobalt production capacity in the
DRC showing the common pattern of mine production increasing
before refined production capacity (from Wilburn, 2011).

removed from solution by electrowinning, a process that is
complicated by copper and zinc in leach solutions. Although
mining and processing operations in the Copper Belt have
local environmental problems related to flooding and rock
failures, few of them are uniquely associated with cobalt. One
issue that is growing is the desire by the DRC to increase
domestic processing of cobalt, a wish that it has underscored
recently with efforts to limit or block exports. In 2008, China
signed a $9 billion agreement with the DRC in which they
agreed to provide $6 billion for construction of infrastructure
in exchange for a guaranteed supply of 10 million tonnes of
copper and 400,000 tonnes of cobalt (Whewell, 2008).

World cobalt exports are dominated by the DRC, with com-
paratively small amounts from Cuba, Russia, New Caledonia,
and the Philippines (Figure 8.19). The main importer, by far,
is China, although other steel-making countries also import.
The concentration of supply in the DRC has created continu-
ing concern about strategic supplies (Blechman, 1985;
Wilburn, 2011). Cobalt reserves containing 7.5 million tonnes
of metal are quite large relative to annual production of about
110,000 tonnes of metal, but are complicated by two factors.
First, cobalt is a by-product in almost all of the mines from
which it is recovered. Thus, its production rate is controlled
by the demand for copper, nickel, or platinum and cannot be
increased substantially in response to changes in cobalt
demand. Second, the deposits for which this constraint is
weakest, those in the DRC, are the least secure.

Efforts have been made to locate more dependable cobalt
resources elsewhere in the world (Wilburn, 2011). Some suc-
cess has been achieved in the United States, where major
cobalt resources are known in Mississippi Valley-type depos-
its in southeastern Missouri and in sediments of the
Proterozoic-age Belt Supergroup in Idaho. Unfortunately,
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grades of these deposits are not high enough to be economic.
A final possibility, cobalt-rich manganese crusts and nodules
on the ocean floor, are not ready for production, as noted
earlier. Thus, it is likely that cobalt supplies will remain a
major concern to industrialized nations and that the Copper
Belt deposits will continue to be the focal point.

8.7 Molybdenum

Molybdenum is the quintessential alloy element. In 2009, the
latest year for which data are available, 80% of world con-
sumption went into steel, superalloys, and molybdenum
metal. In all of these, molybdenum provides hardness and
resistance to abrasion, corrosion, and high temperatures.
Corrosion-resistant steels with about 5% molybdenum are
used in seawater applications, and hard steels with about
10% molybdenum are used in cutting and grinding equip-
ment. The remaining 20% of world molybdenum consump-
tion went into chemicals such as molybdenum-orange
pigment, catalysts for oil refining, and lubricants, and into
cast iron where it increases strength (Polyak, 2013a). World
molybdenum production, amounting to about 260,000 tonnes
annually, has a value of about $9 billion.

8.7.1 Molybdenum deposits

Molybdenum is a very scarce element, with a crustal abundance
of only about 1 ppm (Rudnick and Gao, 2003). Its most com-
mon ore mineral, molybdenite, is also rare and is recovered
largely from porphyry-type deposits. Porphyry copper deposits,
which are described in the next chapter, contain as much as
0.05% molybdenum and are important sources of molybdenum
because they are mined in large volume. Most molybdenum,
however, comes from porphyry molybdenum deposits
(Figure 9.11), which lack copper, but contain as much as 0.3%
molybdenum with smaller amounts of by-product tin and
tungsten. The large Climax and Henderson porphyry molybde-
num deposits near Denver, Colorado, consist of inverted cup-
shaped zones of fractured and veined rock that formed over
small porphyritic, granitic stocks (Figure 9.12). Much of the
water that formed these deposits is of magmatic origin and
separated from the intrusion as it rose into the shallow crust
and crystallized. Porphyry molybdenum deposits are not abun-
dant in older rocks and they cluster along Mesozoic and
Cenozoic convergent tectonic boundaries. Although these
boundaries extend around the Pacific Ocean, those underlain
by continental crust in Canada, the United States, Peru, and
Chile contain larger deposits (White et al., 1981).

8.7.2 Molybdenum production and
environmental issues

Molybdenum is produced in only 13 countries, far fewer
than those producing copper from porphyry copper depos-
its. In fact, many porphyry copper deposits do not recover
their by-product molybdenite because molybdenum grades
are too low to pay for the necessary facilities. China and the
United States are the largest molybdenum producers, with
most production coming from porphyry molybdenum
deposits (Zeng et al., 2013). Chile, which is the third largest
producer, derives most production from its enormous por-
phyry copper deposits. Most porphyry molybdenum mines
are open pits. The underground Henderson mine in
Colorado, which began production in 1976, is an example
of highly successful coexistence between mining and other
land uses. Although the mine is near major ski areas, it is
essentially invisible to passers-by. Beneficiation and tailings
disposal, which are located in a valley almost 24 km from
the mine, are reached by a conveyor system that includes a
15.4-km tunnel.

Because of their low grades, porphyry molybdenum bene-
ficiation produces large volumes of tailings, which are dis-
posed of in impoundment areas that are revegetated when
abandoned, as is the case at Henderson. Processing of molyb-
denite concentrate involves roasting to convert MoS, to
MoQj;, the most common form in which it is used in industry.
Gases from this process must be recovered to prevent their
escape into the atmosphere. Molybdenum is also used as
ferromolybdenum and as the metal.

Molybdenum, itself, is an essential element to human life,
with a role in the metabolism of copper. Unfortunately, too
much molybdenum can limit ingestion of copper, a condi-
tion known as molybdenosis (Raisbeck et al., 2006). The
condition affects cattle in arid regions where groundwater
and surface water is slightly alkaline, a condition that favors
solubility of trace amounts of molybdenum leached from
common rocks. This molybdenum then finds its way into
vegetation and from there into livestock. Alkaline ground-
water around molybdenum deposits can also be enriched in
the element, although this is not known to have caused
environmental problems.

Molybdenum trade consists largely of exports from the
United States and Chile, to the rest of the world (Palencia,
1985; Polyak, 2013a). Chinese exports of molybdenum have
been affected by taxes with the stated purpose of limiting
excess production and loss of reserves. World molybdenum
reserves contain about 11 million tonnes of metal and the
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outlook for further discoveries is relatively good. Because of
its large reserves, China is likely to remain the dominant
producer and possibly the dominant exporter in the future.
Additional molybdenum could be recovered from other
porphyry copper deposits where molybdenite recovery cir-
cuits have not yet been installed, and from tailings of por-
phyry copper deposits. Molybdenum is also enriched in
some shales that contain relatively large amounts of organic
matter and are commonly referred to as black shales.
Molybdenum concentrations of several percent have been
reported, although methods to mine and separate molybde-
num remain untested. The fact that many of the porphyry
copper and some of the black shale resources are in North
America, Europe, and China suggests that molybdenum will
continue to be a metal of choice in important alloys and
other applications.

8.8 Vanadium

Although vanadium has an average crustal abundance of 138
ppm (Rudnick and Gao, 2003), more than twice that of
copper, it forms very few minerals and and has relatively
few uses in society. Annual world vanadium production of
about 63,000 tonnes has grown more over the last few dec-
ades than any other ferroalloy element (Figure 8.1¢c) and is
valued at less than $2 billion (Polyak, 2013b). Vanadium
minerals are so rare because V', the oxidation state in
which vanadium is found in much of the crust, is geochemi-
cally similar to Fe*?, an abundant ion that is part of many
common minerals. The similarity is so great that, rather than
forming its own vanadium minerals, V** substitutes for Fe*>
in iron minerals. Magnetite contains as much as 3% V,0;
(the chemical form in which vanadium concentrations are
quoted). Vanadium did not come to the attention of early
chemists and metallurgists until 1830 and, even after that, it
languished without significant applications for another
60 years because of the difficulty in separating the element
from rocks (Kuck, 1985).

8.8.1 Vanadium deposits and production

The rarity of vanadium minerals means that most vanadium
production comes from deposits of other elements (Goldberg
et al., 1992). The largest deposits are cumulate magnetite
layers in large igneous complexes like the Bushveld Complex
(Figure 8.16). The magnetite layers, which are largely mono-
mineralic, probably have an origin similar to that of chromite
layers lower in the Bushveld. They could not compete with
large BIF deposits as iron ores, but their high vanadium
content makes them economically attractive. At least 21 mag-
netite layers are known, many of which are laterally extensive,
providing large reserves. Vanadium is also present in cylind-
rical pegmatite pipes, such as Kennedy’s Vale, that cut across
layering in the Bushveld and might be original cumulate
magnetite layers that funneled downward from the upper
part of the complex. Similar deposits are located in China
(Panzhihua) and Russia (Kachkanar) (Hao et al., 2012).
Vanadium is also found in sandstone vanadium deposits,
most of which form from what are essentially groundwaters
with dissolved pentavalent (V*°) vanadium that was leached
from weathered rocks and minerals. The pentavalent vana-
dium is deposited if the solution is reduced or evaporated, a
situation very similar to the behavior of U®" in groundwaters,
as discussed on Chapter 7. In the Colorado Plateau area of the
western United States, vanadium precipitated in reduced
zones rich in organic matter. This geochemical process is
very similar to that which forms uranium ores, and vanadium
is a common constituent of many sandstone-type uranium
[K>(UO,)
(VO,),.3H,0]. Vanadium is so important in these deposits,

deposits, often in the mineral carnotite
that one district is named Uravan. In Western Australia,
vanadium was precipitated in the Yeelirrie uranium deposit
when groundwater evaporated as it flowed through a near-
surface aquifer. Vanadium also concentrates in some alkali
igneous rocks and carbonatites, and is produced from vein
and disseminated ores in the Wilson Springs area around the

Magnet Cove complex in Arkansas.

BOX 8.7

VANADIUM IN ORGANIC MATTER

Vanadium is also a common constituent of organic material, including coal and oil. In fact, vanadium mining
began at the Mina Ragra asphaltite deposit in Peru, although these deposits are not mined at present (Breit, 1992).
The largest resource of this type of material is in the tar sands of Alberta. Although the vanadium content of tar
sand itself is only 0.02-0.05%, fly ash from the processing plants contains up to 5% V,0s. Efforts to recover this
vanadium have not been economically successful so far, but they represent a large cushion against future demand.
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(a)

Figure 8.20 (a) Mapochs vanadium mine, eastern Transvaal, South
Africa. The vanadium-bearing magnetite layers dip steeply toward
the viewer and have been mined by stripping off the side of the hill
(photograph by the authors). (b) Vein of quartz (white) with crystals
of the tungsten ore mineral wolframite (dark) from the Dajishan
mine, China (photograph courtesy of James E. Elliott, US Geological
Survey). See color plate section.

Vanadium mining is carried out largely by open pit
(Figure 8.20a), although some Colorado Plateau uranium-
vanadium mines are underground. The process used for
recovery of vanadium from magnetite, which dominates the
supply picture, depends on its vanadium content. High-
vanadium magnetite (2% V,0Os) is usually roasted and leached
to release vanadium, which is then precipitated to form vana-
dium chemicals. Low-vanadium magnetite is smelted in a
blast furnace to produce pig iron and vanadium-bearing slag
that can be roasted and leached to release vanadium. Some
South African slags contain more than 20% V,0s5 and are
highly desirable. Some heavy organic residues and ash from
petroleum refining have vanadium contents of as much as
34% V,0s, and vanadium by-products from oil refining and
ash from fossil-fuel combustion account for about 10% of
world production.

Problems related to vanadium mining come largely from its
close geochemical association with uranium and selenium in
Colorado Plateau uranium-vanadium deposits. Both of these
elements are enriched in vanadium deposits and both ele-
ments require special disposal of beneficiation and treatment
wastes. Processing of some vanadium ore has caused dust-
inhalation problems including bronchitis and forms of pneu-
monia, although these can be largely eliminated by use of
respirators (WHO, 1988). Point-source anthropogenic emis-
sions of vanadium are highest around vanadium-producing
facilities, but are dwarfed on the global scale by emissions
from fossil-fuel combustion. Vanadium concentrations in oil
are generally higher than in coal, and are highest in heavy fuel
oil. Power plants that burn fuel oil are among the largest
1989;

anthropogenic ~ vanadium  emitters

Visschedijk et al., 2013).

(Nriagu,

8.8.2 Vanadium markets and trade

About 85% of vanadium is used in steel, with 40% going into
HSLA steels in which as little as 0.1% vanadium greatly
enhances strength, toughness, and ductility. Vanadium steels
are used in high-rise buildings, offshore oil drilling platforms,
and pipelines for oil and natural gas. Vanadium is also alloyed
directly with titanium and aluminum to improve the strength
of these metals. Vanadium chemicals are used in production
of nylon and polyester resins, as well as special glass that will
not pass ultraviolet radiation and can be used to protect art
objects, fabrics, and furniture.

Vanadium production comes from South Africa, China,
and Russia, and the main exporter is South Africa
(Figure 8.21a). Although North America has domestic pro-
duction, it imports far more ore and slag than it exports.
World reserves contain about 14 million tonnes of vanadium,
essentially all of which is in South Africa, China, and Russia.
In view of the important uses of vanadium and the uncertain
outlook for long-term supplies from these countries, explora-
tion is needed to locate vanadium deposits elsewhere in the
world.

8.9 Tungsten

Tungsten is usually classed as a ferroalloy metal, although only
about 20% of it is used in steels and related alloys. The main use
for tungsten, accounting for about 54%, is the manufacturing of
tungsten carbide, one of the hardest synthetic materials used in
industry. It is widely used in cutting and wear-resistant materi-
als, particularly at high temperatures. One of its most
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Figure 8.21 (a) World vanadium trade for 2012 based on data of the
US Geological Survey and Vanitec. (b) World tungsten trade for
2009 based on data from Pitfield et al. (2011). Countries plotting
above the line are net exporters; those below the line are net
importers.

important markets, drill bits for oil wells, takes advantage of
this property. Steel and other alloys, which make up another
27% of tungsten markets, go largely into high-speed and heat-
resistant steels. Products made from pure metal are the second
major market, mostly for electrical and electronic applications,
although the transition away from incandescent light bulbs and
cathode-ray television tubes has cut into this market (Pitfield et
al., 2011). The metal is also used in superalloys with copper or
silver and in the chemical industry. Annual world production
of newly mined tungsten is about 70,000 tonnes, worth about
$3.5 billion.

8.9.1 Tungsten deposits and production

Tungsten is a scarce element, with an average crustal abun-
dance of about 2 ppm (Rudnick and Gao, 2003). It forms

several minerals, including scheelite [CaWO,) and wolframite
([Fe,Mn)WO,]. Most tungsten deposits form by late mag-
matic (pegmatite) and hydrothermal processes associated
with granitic intrusive rocks and magmatic hydrothermal
solutions (Bues, 1986; Pitfield et al, 2009). There are two
main types of hydrothermal tungsten deposits. Scheelite
skarns are found where granitic magmas intruded limestone.
Some of these deposits, including Vostok-2 in Russia,
Mactung in Canada and King Island in Tasmania, formed in
the limestone wallrock (exoskarn), but others, such as
Shizhuyuan in China, formed largely by replacement and
veining within the intrusion itself (endoskarn). These deposits
are estimated to contain about 40% of world tungsten
reserves.

Wolframite deposits, which contain another 40% of world
resources, consist of individual veins or stockwork systems of
many intersecting veins and veinlets (Figure 8.20b). These are
particularly well developed in Hunan and Jiangxi provinces in
China (Yaoigangxian, Xihuashan) (Elliott, 1992; Sheng,
2001), but are also found in southwest England
(Hermedon), the Erzgebirge of the Czech Republic, and
Portugal. At Panasqueira in Portugal, veins surround cupolas
or protrusions at the top of a granite intrusion. Many tungsten
veins are closely associated with tin and molybdenum, which
are important co-products. Tungsten is also a by-product of
some porphyry molybdenum deposits, as well as some tin
deposits in Bolivia.

Most tungsten mining involves small-scale underground
operations with the attendant safety concerns. Ores are ben-
eficiated by standard methods, although hand-sorting of ore
minerals is still employed widely in China. Tungsten concen-
trates are processed by dissolving scheelite or wolframite in a
concentrated sodium hydroxide solution and precipitating
ammonium paratungstate (APT) [(NH,4);0(W1,04;).5H,0)],
which can be converted into tungsten metal or ferrotungsten
(Smith, 1990). Taking advantage of their iron content, wol-
framite concentrates can be smelted directly to produce
ferrotungsten.

Tungsten is an essential nutrient in some bacteria, which
makes it the heaviest element used by living organisms
(Pitfield et al., 2011). It is not known to play a role in
human metabolism and has usually been considered to be of
little concern from an environmental standpoint.
Occupational exposure to tungsten, usually in facilities that
work with tungsten carbide, generates particulate material
that can be inhaled or ingested and that does cause illness,
but wider dispersal of tungsten is not a known issue. Because
of its high atomic weight (184) tungsten has been substituted
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for the slightly heavier lead (207) or depleted uranium (238) in
so-called “green bullets.” It was hoped that tungsten would be
less mobile (see Section 3.3.3) than lead and uranium, and
prevent contamination of practice areas and combat zones.
Unfortunately, as might have been predicted from the lack of
native tungsten in natural environments, tungsten can dis-
solve in surface waters and is in fact mobile (Dermatas et al.,
2006).

8.9.2 Tungsten resources, markets, and trade

Tungsten is mined in 19 countries, but only one of them
matters. Chinese tungsten production makes up almost 85%
of world tungsten production. Russia, Canada, Bolivia, and
Austria supply most of the rest. The Mittersil mine near
Salzburg, Austria, is in a protected area and has all operations
underground, including disposal of mine waste and tailings.
Tungsten markets are under siege on all fronts. New hard
materials such as polycrystalline synthetic diamond, boron
nitride, and titanium carbide are being substituted for tung-
sten carbide. Coatings of these materials are also being put on
tungsten carbide to make it last longer, thus cutting down on
replacements. As a result, tungsten production is growing
more slowly than any of the low-volume ferroalloys, although
its unique combination of hardness and high melting tem-
perature will probably hold a core of markets.

Tungsten is traded in multiple forms, complicating any
simple global summary. Ore and concentrate trade is domi-
nated by exports from Russia, Canada, Bolivia, and Portugal
and imports by China and the United States (Figure 8.21b).
Two other forms of tungsten also trade globally, both in
amounts slightly smaller than tungsten ore and concentrate.
These are tungstate chemicals and ferrotungsten, both of
which are exported largely by China and imported largely by
Germany, Japan, and the United States (Seddon, 2012). World
tungsten reserves total 3.2 million tonnes of contained metal,
slightly more than half in China. North American reserves are
sizeable thanks to large deposits in Yukon, Canada. Large
reserves are also found in Russia and Australia, but remaining
European reserves are small (Anstett et al., 1985; Shedd,
2013b).

8.10 Niobium (columbium) and coltan

Niobium is an unfamiliar element. Not only is it used in small
amounts and in inconspicuous applications, but it also goes
by the pseudonym of columbium. Making matters worse, it is
often mistaken for the very similar element tantalum.

Columbium was named in 1801 when Charles Hatchett tested
a newly discovered mineral named columbite. Hatchett could
tell that a new element was present but could not isolate it.
Nevertheless, he named the element columbium. In 1809,
another English chemist, William Wollaston, compared
columbite to another new mineral tantalite that contained
tantalum. Wollaston saw no difference between the two
minerals, and claimed that columbite was tantalite and there-
fore that columbium was tantalum. The confusion was cleared
up in 1844 when Heinrich Rose isolated the new element in
columbite, showed that it was not tantalum, and named it
niobium. Unfortunately, industry sells the metal under the
name of columbium. Further confusion is caused by the
extensive solid solution between niobium and tantalum in
the columbite-tantalite mineral series [(Fe,Mn,Mg)(ND,
Ta),)e]. Finally, a tantalum-rich member of this series is
referred to as coltan, which is discussed in Section 10.15.

About 63,000 tonnes of niobium, worth $2 to $4 billion, are
sold in various forms each year. The main demand for nio-
bium, accounting for about 90%, is in HSLA and related
microalloy steels, where addition of as little as 0.1% improves
the mechanical properties of carbon steel. Niobium is also
used in larger amounts in stainless steel and nickel-based
alloys such as Inconel. Most niobium is traded as mineral
concentrates or as ferroniobium for direct use in steel making
(Crockett and Sutphin, 1993; Papp, 2013B). Annual world
production has increased by about 500% since 1990, high-
lighting its strategic markets.

Niobium has a relatively low crustal abundance of about 8
ppm and forms one main ore mineral, pyrochlore, which has a
very complex composition best represented as A,B,C,, in
which A is any combination of sodium, calcium, and cerium,
B is niobium and/or titanium with minor tantalum, and C is
oxygen, fluorine, or hydroxyl (OH). The largest niobium
deposits consist of veins and disseminations of pyrochlore in
carbonatites and quartz-poor, felsic intrusive rocks that were
emplaced as shallow intrusions in rifted areas of continents.
Weathered carbonatites have highest grades; at the Barreiro
carbonatite complex near Araxd, Brazil, for instance, weath-
ering has almost doubled the grade of niobium ore (Filho et
al., 1984). Brazil accounts for about 90% of world production,
largely from Barreiro, Cataldo, and similar carbonatites, and
Canada provides most of the rest from the Niobec unweath-
ered carbonatite deposit near Chicoutimi, Quebec. Smaller
niobium deposits take the form of columbite in veins and
pegmatites associated with granites, including the not-yet
developed Strange Lake and Thor Lake deposits in Canada.
Small amounts of columbite are produced from weathered
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rocks of this type in the Jos Plateau of Nigeria and are a by-
product of some lithium pegmatites, mainly in Australia and
the DRC (Moller et al., 1989; Shaw et al., 2011). Deposits of
this type supply coltan. World niobium reserves contain
about 4 million tonnes of metal, divided between Brazil with
about 90% and Canada with almost all of the rest.

8.11 The future of ferrous metals

Our strong global interdependence for essential steel-making
minerals is undeniable. The United States, Russia, and Canada
have good supplies of iron ore, but most other major steel-
making countries need to import it. Of the major steel makers,
Russia, has good supplies of ferroalloy elements, but with a
few exceptions such as tungsten in China and Canada, none of
other the major steel-making countries have an adequate
supply. Regional groups can overcome some of these issues,
but by no means all. For instance, in North America, the
United States and Canada, together, have excellent iron ore
supplies and important supplies of four ferroalloy metals.
However, they must depend on outside sources for manga-
nese (and for chromium if the Ring of Fire deposits are not
developed). Western Europe, China, and Japan depend on
imports for all of the ferroalloy metals, and China and Japan
even supply their iron ore needs through imports.

South Africa and the Commonwealth of Independent States
(CIS) countries are major producers of all six of the important
terroalloy metals, not counting silicon, for which reserves are
not a problem anywhere. This fact has been of continuing
concern to strategic planners in China, Japan, North
America, and western Europe. Changing political alignments
in the CIS countries have made some of these reserves more
available to outside markets, but geographic proximity is the
ultimate factor in determining strategic availability of mineral

resources. South Africa has developed over the last few decades
as the best alternative to CIS mineral supplies. It is a major
source of manganese, nickel, chromium, and vanadium, the
most essential of the ferroalloy elements. The highly efficient
and dependable operation of South African industry has earned
it an impressive list of customers.

Although steel and ferroalloy metals will probably not
become growth industries, their future is a solid one, and all
industrial countries must take the necessary steps to assure
access to adequate supplies. The main structural change that
will affect these steps is forward integration in which supplier
countries produce ferroalloys rather than simply shipping
mineral concentrates to their customers. This appears to be
an inevitable consequence of growing resource nationalism
in producer countries. The response to this in customer
countries will probably be to dismantle domestic plants for
production of ferroalloy products from imported ore and
concentrates. This will produce a level of dependence on
imports that is considerably more serious than one based on
imports of ore concentrates. In times of supply emergency, it
is often possible to find small supplies of domestic ore. It will
be much more difficult to locate emergency supplies of fer-
roalloy products.

All of this is written with the traditional “strategic
mineral” mindset that has prevailed in the western world
since the end of the World War II. Since the end of the Cold
War, countries have become more heavily interdependent
with mineral-related trade crisscrossing the globe. It is just
possible that we have reached a stage where embargoes and
supply disruptions would be equally damaging to all sides. If
this attitude can dominate, and demands for a greater degree
of local processing by ore producers can be met, all partners
in the ferrous metal business should be able to find suitable
supplies.
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CHAPTER

Light and base metals

Like it or not, the dreary term non-ferrous metals is widely
used for the many metals that are not closely related to steel
making. They are divided further into the light metals, alu-
minum, magnesium, and titanium and the base metals, cop-
per, lead, zinc, and tin, which are discussed in this chapter.
Other non-ferrous metals, including antimony, arsenic, bis-
muth, cadmium, germanium, hafnium, indium, mercury, rare
earths, rhenium, selenium, tantalum, thallium, and zirconium
are referred to here as the technology metals, which are dis-
cussed in Chapter 10. A final group of non-ferrous metals, the
precious metals, gold, silver, and platinum-group elements, is
discussed in Chapter 11. The total value of world light and
base metal production, about $300 billion annually, is almost
three times that of the ferroalloy metals, but well behind the
$660 billion plus of iron ore and steel. The dominant non-
ferrous metals are aluminum and copper, with global produc-
tion worth $100-150 billion each, followed by zinc at about
$30 billion, lead and bauxite (aluminum ore) at $10 billion,
and then tin and magnesium in the $3-9 billion range
(Figure 9.1a).

Production of most non-ferrous metals has increased fol-
lowing two different trends. Figure 9.1b shows that prices of
all metals lagged the consumer price index (CPI) until about
1980. After about 2000 prices of copper, lead, zinc, and mag-
nesium rose spectacularly, reflecting demand from China.
Prices of most other metals, especially aluminum and tita-
nium, have not participated significantly in the China-driven
price increase. Production of the light metals, especially alu-
minum and magnesium, has increased at a rate almost double
that of steel (Figure 9.1d). Production of the base metals, has
not matched this pace; copper and zinc production have
essentially followed steel, and lead and tin have lagged

considerably. Table 9.1 summarizes major producers and
reserves and Table 9.2 provides information on sizes of
important deposits.

9.1 Light metals

The light metals have unusually low densities compared to
most metals (Polmear, 1981). In contrast to densities of
7.87 g/lcm’ for iron and 8.96 g/cm’ for copper, densities of
the light metals are only 1.74 for magnesium, 2.7 for alumi-
num, and 4.51 g/cm’ for titanium. All three light metals are
relatively strong, but aluminum and magnesium markets are
restricted by their low melting temperatures of 650 and 660 °C,
respectively, in comparison to 1,535 °C for iron. Titanium,
which melts at 1,678 °C, competes in high-temperature appli-
cations, and aluminum alloys containing iron, silicon, and
vanadium are also being developed. Their combination of
light weight and strength has generated strong demand for
the light metals, with annual production valued at almost
$120 billion.

Light metals have high crustal abundances. Aluminum is
the third most abundant element in the crust, magnesium is
seventh, and titanium is ninth, putting them in the same
abundant metal group with iron, the fourth most abundant
element. That the light metals came into widespread use so
much later than iron and the scarcer base metals reflects the
difficulties involved in liberating them from their ores.

9.1.1 Aluminum

Aluminum was first isolated as a metal in 1825, five millennia
after iron began to be used. For several decades after that, it
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Figure 9.1 (a) Value of annual world production for major base and light metals. Historical price trends for light (b) and base (c) metals
relative to CPI (thick gray line). Growth of world light- (d) and base-metal (e) mine (primary) production compared to steel (thick gray line)
(all data from the US Geological Survey).
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Table 9.1 Major producers and reserves for aluminum, bauxite and the
light and base metals (from US Geological Survey Commodity
Summaries)

Production Reserves
Commodity Country (tonnes) (tonnes)
Light metals
Aluminum China 21,500,000
Russia 3,950,000
United 1,950,000
States
Bauxite Australia 77,000,000 6,000,000,000
China 47,000,000 830,000,000
Brazil 34,200,000 2,600,000,000
Titanium* South 1,100,000 63,000,000
Africa
China 950,000 200,000,000
Australia 940,000 160,000,000
Magnesium**  China 698,000
Russia 30,000
Israel 28,000
Base metals
Copper Chile 5,700,000 190,000,000
China 1,650,000 30,000,000
Peru 1,300,000 70,000,000
Zinc China 5,000,000 43,000,000
Australia 1,400,000 64,000,000
Peru 1,290,000 24,000,000
Lead China 3,000,000 14,000,000
Australia 690,000 36,000,000
United 340,000 5,000,000
States
Tin China 100,000 1,500,000
Indonesia 40,000 800,000
Peru 26,100 91,000

Data for titanium are for ilmenite mineral concentrates.
** . .
Magnesium reserves are in seawater

was so difficult to produce that it was essentially a precious
metal, used only in jewelry and other ornaments. Aluminum
did not become available in large amounts until the Hall-
Heroult electrolytic process was developed in 1886 (Burkin,
1987), starting it on a path of steady growth to the present
annual production of 44 million tonnes worth about $110
billion in 2012.

Geology of bauxite and other aluminum ore deposits

Aluminum makes up over 8% of Earth’s crust and is a major
constituent of many common minerals. Despite its abundance
in a lot of minerals, almost all global aluminum production
comes from bauxite, which is made up largely of diaspore and

boehmite, which have the same composition [AIO(OH)] but
different crystal structures, as well as gibbsite [(Al(OH);].
Bauxite contains 40-60% Al,O3 (the chemical form in which
aluminum abundances are reported), with the rest made up of
clay minerals, iron and titanium oxides, and quartz and other
forms of silica. It is the best ore of aluminum because it lacks
elements like magnesium, calcium, and potassium that would
complicate the aluminum-extraction process.

Bauxite is actually a special, aluminum-rich laterite. It
forms by intense weathering that dissolves most other ele-
ments in the rock, leaving a residuum enriched in aluminum
(Patterson et al, 1986; Bardossy and Aleva, 1990).
Formation of aluminous laterites and bauxite deposits
requires abundant rainfall to dissolve unwanted rock con-
stituents and high temperatures to speed the dissolution
reactions, conditions found in the broad equatorial band of
tropical and subtropical climates (Figure 9.2). The setting
must allow precipitation to move downward through the
rock, and erosion must be limited so that weathering affects
the same rock for a long time. This sort of lateritic weath-
ering affects all types of rocks, but it makes bauxite only
where it affects rocks with a high aluminum content, such
as felsic igneous rocks and shales (Figure 9.3). Nickel and
cobalt are mined from laterites that form on ultramafic,
mantle rocks, as discussed in Chapter 8.

The absence of iron in bauxites is curious. It is present in
many rocks that are weathered to produce bauxite and we
know that iron forms numerous red to brown oxides in many
soils. Iron even forms laterites and “hard-pan” soils in many
tropical areas. Its absence in bauxites requires special weath-
ering conditions that dissolve iron but retain aluminum. This
happens where decay of abundant vegetation consumes oxy-
gen in groundwater, thus keeping iron in the more soluble
ferrous state. In areas with less vegetation, ferric iron dom-
inates and iron oxides are deposited in the laterite (Petersen,
1971).

Other less-abundant elements also concentrate in baux-
ite. Much of the world’s gallium, an element with geochem-
ical properties similar to aluminum, is a by-product of the
processing of bauxite to form alumina. A serendipitous
example of bedrock contributions to bauxite deposits is
Boddington in Western Australia (Figure 9.2), which devel-
oped over an underlying, previously unknown gold deposit
(Davy and El-Ansary, 1986). Bauxite is also enriched in
titanium, although this metal has not yet been recovered
economically.

Most bauxite deposits formed on aluminum-rich bedrock
of various kinds (Figure 9.3). The large deposits around
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Table 9.2 Large deposits of light and base metals. Deposit sizes shown here include both original and remaining reserves and are intended to
provide an order-of-magnitude measure of the size of mineral deposits of each commodity. Data are based on annual reports of companies
and government

Deposit name Location Types Metal content (tonnes)

Aluminum deposits (tonnes) Aluminum

Weipa Australia Laterite 406,510,000
Sangaredi-Bidikoum-Silidara Guinea Laterite 81,000,000

Worsley (Boddington) Australia Laterite 57,494,400

Gove Australia Laterite 41,075,000

Titanium deposits (tonnes) Titanium

Namalope Mozambique Beach placer 56,000,000

Richards Bay South Africa Beach placer 20,000,000

Copper deposits (tonnes) Copper

El Teniente Chile Porphyry 106,624,000

Pebble United States Porphyry 81,000,000

Olympic Dam Australia I0CG 78,952,500

Chuquicamata Chile Porphyry 60,481,200

Lubin District Poland Sediment-hosted 52,000,000
Tenke-Fungurume Democratic Republic of Congo Sediment-hosted 36,716,000

Lead-zinc deposits (tonnes) Lead Zinc
Howards Pass Canada SEDEX 11,000,000 27,500,000
Red Dog United States SEDEX 7,590,000 27,390,000
Broken Hill Australia SEDEX 20,500,000 22,550,000
McArthur River Australia SEDEX 9,717,000 21,804,000
Brunswick No. 12 Canada VMS 9,721,920 4,018,820
Tin deposits (tonnes) Tin

Potosi (Cerro Rico) Bolivia Tin-silver vein 2,898,000

Kinta Valley Malaysia Placer 2,000,000

Longtaoshan (Dachang) China Skarn 1,500,000
Tongkeng-Changpo (Dachang) China Skarn 800,000

Laochang (Gejiu) China Skarn 720,000

Weipa, Australia, and in Suriname and Guyana (Figure 9.2)
formed on sediments rich in kaolinite, an aluminum-rich clay
mineral. Other important deposits in Western Australia and
Guinea formed on felsic igneous and metamorphic rocks.
However, some very important deposits, sometimes referred
to as karst bauxite deposits, do not obey the rules. In Jamaica,
bauxite is found on limestone, a rock consisting almost
entirely of calcite and dolomite with almost no aluminum.
The limestone has been extensively dissolved, forming an
irregular surface and underlying caves, known as a karst
terrane. Bauxite forms a layer on the top of the karst terrane;
it is thought to have come from clay minerals that mixed into
the limestone or volcanic tuff that was deposited on top of it,
and that concentrated into a surficial layer as the limestone
was dissolved (Comer, 1974). Smaller, generally similar
deposits are found in Hungary and central Kazakhstan.

Although most bauxite deposits are eventually destroyed by
erosion, some ancient ones, known as paleobauxite, are pre-
served in older sedimentary rocks (Bogatyrev and Zhukov,
2009). Most of the bauxite in southern Europe, Kazakhstan,
and Russia is probably of this type, as are deposits in the
Magnet Cove area of Arkansas. In some areas, these deposits
were eroded, transported, and deposited as bauxite-rich sedi-
ment that can also be mined.

As might be expected, bauxite deposits are scarce or absent
in cooler climates and in areas where Pleistocene glaciation
has scraped the regolith away (Retallack, 2008). Countries like
Canada and Russia, which have this problem, have considered
recovery of aluminum from aluminium-rich igneous rocks
like syenite, a quartz-poor intrusive rock that also forms
(Bliss, 1976;

important laterite deposits in Arkansas

Patterson, 1977; Hosterman et al., 1990).
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Figure 9.2 Distribution of bauxite and bedrock aluminum deposits showing worldwide distribution of lateritic soils and general trade routes for

both bauxite and aluminum metal (compiled from Patterson et al., 1986; Hosterman et al., 1990; Menzie et al., 2010)

Production of bauxite and aluminum
Aluminum ore comes from 29 countries (Bray, 2013), with
Australia, China, Brazil, India, Guinea, and Jamaica account-
ing for 90% of production. Because most bauxite forms flat
layers at or near the surface, it is extracted largely by strip-
mining type methods (Figure 9.4). Bauxite is converted to
aluminum in a two-step process (Figure 9.5). In the first
step, known as the Bayer process, a solution of caustic soda
(NaOH) is used to leach aluminum from the bauxite. The
dissolved aluminum is then precipitated as Al,05.3H,0,
which is heated, or calcined, to drive off the water, leaving
pure alumina (Al,O3). Waste from the process, known as red
mud, is toxic and must be disposed of properly. The main
producers of alumina are China, Australia, Brazil, India,
United States, and Russia, which account for 80% of produc-
tion. The appearance of the United States and Russia on this
list reflects efforts by both countries to have a greater control
of their aluminum supplies.

In the second step of aluminum production, known as the
Hall-Heroult process, alumina is dissolved in a 950 °C molten

“pot” of cryolite and other fluorides of calcium and alumi-
num. Electric current is passed through this bath between a
carbon electrode and the carbon walls of the container, redu-
cing aluminum ions to molten aluminum metal that is cast
into ingots or other forms (Figure 9.5). Conversion of alumina
to aluminum metal yields gas emissions consisting largely of
CO, and perfluorocarbon (PFC) gases, CF; and C,Fs.
Fluorocarbons are among the most potent greenhouse gases
being emitted by industry today, about 6,500 to 9,200 times
more powerful than CO,, and they account for as much as 1%
of global anthropogenic greenhouse effects (Abrahamson,
1992). Engineering improvements have decreased emissions
from aluminum production by about 90% since 1990, and
they currently average about 0.6 tonnes COe (CO,-
eqiuvalent, the form in which carbon-bearing gases are mea-
sured) (World Aluminum Institute, 2013). Little is known
about natural sources of these gases.

Aluminum production requires about 542 GJ/tonne com-
pared to only about 15 GJ/tonne for steel (Price et al., 2011).
Production of alumina uses largely heat and can be carried out
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Figure 9.3 Schematic illustration of bauxite, titanium, magnesium, and beryllium deposit types. As shown here, bauxite is residual if it is still in

the location where it formed by weathering, or transported if it has been eroded and deposited as a sediment in another location.

in areas with abundant fuel of any sort, but aluminum reduc-
tion, which accounts for about 80% of total energy consump-
tion, depends on electricity (Boercker, 1979). The need for
cheap electricity caused early aluminum reduction facilities to
be located in areas of abundant hydroelectric power, includ-
ing the Tennessee River valley in the United States, although
most newer plants are in less-populated areas with lower
overall power demand. Abundant hydroelectric power
allowed countries with no bauxite ore, like Canada and
Norway, to become aluminum producers (Figure 9.4).
Hydroelectric power has not grown significantly during the
last few decades and the increased level of aluminum produc-
tion has been powered largely by coal, which accounts for
more than half of the present power mix. Elsewhere, geother-
mal power is used in Iceland, and natural gas is used in Abu
Dhabi, Dubai, and Bahrain. Countries with limited energy
supplies, such as Japan, have curtailed aluminum production
and increased imports.

Aluminum is often referred to as “packaged power” and
“congealed electricity” to emphasize the importance of power
in its manufacture. The “embodied energy” of aluminum,

which refers to the energy required for its entire life-cycle
from manufacture to disposal, is 155 MJ/kg, much higher than
other materials such as steel (20.1 MJ/kg) or common brick
(3 MJ/kg) (Hammond and Jones, 2008; Gutowski et al., 2013).
The overriding importance of energy in aluminum produc-
tion creates considerable debate about the real cost of power,
and the nature of energy subsidies provided by competing
countries (OECD, 1983; Peck, 1988). Recycling is a particu-
larly important part of global aluminum production because
aluminum metal can be remelted and reformed for only about
5% of the energy needed to produce metal from bauxite, and
with 95% lower emissions. About 30% of current global alu-
minum consumption comes from recycled material, com-
pared to less than 20% in 1980. Recycling of containers has
been most successful, with rates reaching almost 70% globally,
especially where regulations require that cans be returned
(Gatti et al., 2008). Use of alternative energy sources, espe-
cially geothermal, has been shown in life-cycle analyses to
minimize overall CO, emissions, even with long-distance
transport of alumina or bauxite (Institute of Economic
Studies, University of Iceland, 2009).
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Figure 9.4 Aluminum production. (a) Strip mining of paleobauxite at MacKenzie, Guyana, which is buried beneath younger sediments. (b) Red

mud waste from processing of bauxite, Aughinish, Erie (photograph courtesy of International Aluminum Institute). (c) Potroom where
alumina is converted to aluminum, Dubai Smelter (photograph courtesy of International Aluminum Institute). (d) The largest aluminum
refinery in Europe at Sunndalsora, Norway, uses hydroelectric power to process imported alumina (photograph courtesy of Oivind Leren/

Hydro Sunndal). See color plate section.

Aluminum does not dissolve significantly in neutral waters,
and therefore does not commonly enter organisms through
water or food. It is a known neurotoxin in some vertebrates,
especially in lakes with unusually low or high pH, where it
might have greater solubility. Accumulation of aluminum in
the human body is not common and is usually associated with
health irregularities. Suggestions that it plays a role in
Alzheimer’s disease have been a subject of continuing inves-
tigation (Romero, 1991; Kolata, 1992; Kawahar and Kato-
Negishi, 2011).

Aluminum markets, reserves, and trade

About 90% of world bauxite production is converted to alu-
minum metal, with the remainder used to produce aluminum
oxide abrasives, refractory materials, and chemical com-
pounds. Aluminum markets are growing largely at the
expense of steel. The main market for aluminum is the

transportation sector, which accounts for 27% of global
demand, followed by construction with 24%. Packaging,
including aluminum cans, makes up only 13% of the global
market. In the transportation sector, automobile manufactur-
ing accounts for about 50% of consumption and is growing
(Figure 9.6). For instance, use of aluminum rather than steel
for the body and other parts in the 2014 Ford F-150 truck
allowed it to shed 318 kg . The use of aluminum in US autos is
expected to increase from today’s average of 168 kg to about
250 kg by 2025 (Kelly, 2012). Airframe manufacture, which
accounts for only about 20% of the transportation market, is
also a growing market, although it faces competition from
titanium and carbon. In addition to the low ratio of weight to
strength, which makes aluminum so useful in the construc-
tion and transport industries, it is also valued for its high
electrical and thermal conductivities. It has replaced copper
in high-voltage electric transmission lines where there is a
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BOX 9.1 BAUXITE AND RED MUD

Red mud, the main waste product from conversion of bauxite to alumina, is the residue that remains after alumina
has been leached from the bauxite. It consists of silica and iron and titanium oxides, and remnants of the highly
alkaline leach solution in a slurry with a pH of about 13, which is highly caustic. Some red mud tailings can be used
to neutralize acid waste from other industrial processes, but this is not a very large market and the tailings are
usually not near the area of need. Mixing with seawater, which has a pH of about 7, can bring the pH of red mud
slurry down to about 9, but this can be done only if the facility is on the ocean. Attempts have also been made to
use red mud as the basis for bricks and other building material (Johnston et al., 2010; Liu ef al., 2009) In the
absence of these alternatives, red mud slurry must be put into a tailings reservoir, usually a pond that is held in
place by dikes or a dam (Figure 9.4b). These enclosures are well engineered, although one did rupture in Ajka,
Hungary, in 2010, releasing about a million cubic meters of slurry over about 40 km* of low-lying ground (Gura,
2010). The sludge eventually reached the Danube River, where dilution lowered its pH and toxicity.

~
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Figure 9.5 Schematic illustration of typical aluminum production
process. Additional materials necessary for the process are shown on
the left and waste products are shown on the right (compiled from
information of the US Bureau of Mines; Polmear, 1981; Burkin, 1987;
Menzie et al., 2010; Grandfield, 2014).

premium on light weight. Aluminum consumption patterns
vary from country to country, however, especially for packa-
ging with only 3% of total consumption used for this in Russia
compared to 29% in Brazil (OECD, 2010).

World bauxite reserves of about 28 billion tonnes are lar-
gely in Guinea, Australia, Brazil, Vietnam, and Jamaica and
are estimated to be sufficient for almost two centuries at
present rates of production (Meyer, 2004). US resources are

Norway, Bahrain, and the United Arab Emirates, and the
major importers are the United States, Japan, Germany, and
Italy (Figure 9.6¢).

Changes are likely for the world aluminum market. You
probably noticed that this is one of the few commodities in
which China is not a major player. Even though China’s share
of global aluminum production grew from 3% in 1980 to
about 35% now, they have been able to supply most of their
needs from domestic bauxite. Unfortunately, these deposits
are small and low grade. As they are exhausted, China will
probably become an important factor in global markets. At
the same time, some more-developed countries (MDCs)
might drop out of the market because, as suggested by mate-
rials flow analyses, their large stocks of in-use aluminum will
probably supply some demand (Hatayama et al., 2009).
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Figure 9.6 (a) Changes in use of aluminum in the United States, showing a slight decrease after a slow increase in beverage cans and other

containers compared to a stronger, but more volatile increase in transportation, including aircraft. (b) Change in the primary aluminum

production and the total aluminum consumption in Japan. The decreased production reflects the lack of extra energy for this purpose.

(c) World trade in aluminum metal for 2006. Countries plotting above the line produce more metal than they use and those below the line

import metal (based on data of the US Geological Survey and the Organization for Economic Cooperation and Development (OECD)).

9.1.2 Magnesium

Although magnesium is an important metal, its non-metallic
forms account for almost 90% of global consumption. Non-
metallic magnesium comes in many forms, but the simplest
is in magnesium minerals such as magnesite and olivine.
These are the main forms in which non-metallic magnesium
is sold, and they are used mainly as refractory linings in
furnaces and molds in the iron and steel industry.
Magnesium carbonates, hydroxides, and chlorides, both nat-
ural and made from other magnesium compounds, are used
in the manufacture of rubber, textiles, and chemicals. Non-
metallic magnesium is produced and traded in so many
different forms that it is difficult to place a simple value on
them, although they are worth at least a few billion dollars.

The 770,000 tonnes of magnesium metal produced annually
throughout the world are worth slightly more than $3 to $4
billion. Magnesium metal is used as an alloy to harden
aluminum and increase its resistance to corrosion; it makes
up 2.5% of the aluminum in cans. It is also used in aircraft
and the automotive industry, as an agent to remove sulfur
from steel, and as a reducing agent in the production of other
metals such as titanium and zirconium from their ores. The
real hope for magnesium, however, is as components of
motors, seats, and other automobile parts, a growing market
(Kramer, 1985; Kramer and Plunkert, 1991; Couturier,
1992).

Magnesium has been produced from a wide range of depos-
its (Wicken and Duncan, 1983). First to be used were olivine-
rich rocks in obducted mantle along some convergent
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Figure 9.7 Location of titanium, magnesium, and beryllium deposits

margins, and magnesite, a magnesium carbonate, that formed
where olivine was altered by CO,-rich hydrothermal solu-
tions. Magnesite is also mined where magnesium-rich hydro-
thermal solutions replaced limestone or dolomite in
sedimentary basins. Olivine deposits are mined in North
Carolina, and deposits of magnesite are found in Nevada,
Austria, and Greece (Figure 9.7). As demand for magnesium
and its compounds grew, attention shifted to dolomite, a
calcium-magnesium carbonate mineral, even though it con-
tains less magnesium than magnesite. Small amounts of mag-
nesium were also produced from evaporite minerals, and this
drew attention to dissolved sources of magnesium. The first
such source was brine in the central part of the Michigan
basin, which contained about 3% magnesium. As technology
improved, it became possible to process solutions with lower
concentrations of magnesium, such as the waters of Great Salt
Lake and, ultimately, seawater, which contains only 0.13%
magnesium. At present, seawater and brines account for
60% of US production, making it the only metal to be recov-
ered largely from seawater.

Olivine is used directly as a refractory mineral, but most
other forms of magnesium must be processed before they can

be used. Magnesite and dolomite are converted to MgO by

calcining in a kiln to drive off CO,. Magnesium sulfate

(Epsom salt) is produced by dissolving MgO in sulfuric acid,

and magnesium carbonate is precipitated from this solution

by addition of sodium carbonate. Seawater processing can

yield either magnesium chloride or magnesium hydroxide

[Mg(OH),]. Magnesium metal is produced by an electrolytic

process in which molten magnesium chloride is put into a

1,292 °C bath with carbon electrodes, or by reacting calcined

dolomite with silicon. Neither of these processes is as energy-

intensive as aluminum or titanium production. Magnesium

metal is very easy to shape and machine, although it produces

dust that will react with water to form potentially explosive

hydrogen.

Magnesium is essential for life and is used by humans

largely to activate enzymes and facilitate protein synthesis

reactions (Itokawa and Durlach, 1988). Deficiencies of mag-

nesium have been linked to growth failure and behavioral

problems. It is also important to plant growth as the basic

constituent of chlorophyll.

Magnesium reserves and resources are essentially unlim-

ited. World reserves of magnesite are estimated to be several
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billion tonnes. Backing this up is the entire ocean, which is
resupplied with magnesium by weathering and river flow, as
well as by alteration of basalt at mid-ocean spreading centers.

9.1.3 Titanium

Commercial use of titanium metal began only in 1906,
although it has been used longer in its mineral form (Lynd,
1985). Currently, about 95% of world titanium production is
consumed as an oxide (TiO,), which forms a white pigment.
The remaining 5% is used as titanium metal, which has had
unusually rapid market growth. Titanium metal is valued
because it has a significantly lower weight than steel, but a
similar high melting temperature and strength. Thus, it can be
used in high-temperature applications where weight is impor-
tant, especially in engines and other parts of air and space-
craft. In commercial aircraft, titanium usage has been
increasing since about 1980 and reached a peak of about
14% of the weight of an empty aircraft for the Boeing 787
(Sankaran, 2006). The relatively high cost of the metal has
prevented it from making inroads on other steel or aluminum
markets, however, and it has an annual world production of
only about 100,000 tonnes, worth about $1 billion
(Figure 9.1a).

Titanium deposits
Titanium forms two very common minerals, rutile and ilme-
nite, as well as leucoxene, a form of ilmenite from which iron
has been removed by weathering or alteration, thus increasing
the titanium content (Force, 1991). Rutile and ilmenite are
heavy and resistant to weathering and erosion. Not surpris-
ingly, more than half of world titanium mineral production
comes from placer deposits in which rutile and ilmenite are
accompanied by other heavy minerals such as monazite, gar-
net, and zircon (Towner et al., 1988). Most placer deposits
containing titanium minerals are beach dunes and sands that
have been uplifted and preserved from erosion (Figure 9.8).
Deposits of this type are widespread along the southeastern
coast of the United States, eastern Brazil, the southern and
western coast of Australia, and the coast of southern Africa
(Figure 9.7). Many of these deposits formed as the seas
retreated from a major incursion onto the continents in
Pliocene time, about 3.5 to 3.0 Ma ago (Carpenter and
Carpenter, 1991). A smaller number of titanium placer depos-
its, including those in Sierra Leone, formed in a stream, or
fluvial, environment.

Much small production of titanium minerals comes from
bedrock deposits, most commonly mafic intrusive rocks.

/ Altamaha Plant

Beach placer

Cumberland
Island

Folkston e
‘/ ~.
'\ ‘ Boulogne
Amelia
GA \ Yulee‘ Islanclj
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Trail Green
Ridge Cove
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0 km 50

Figure 9.8 Map of titanium mineral placer deposits along uplifted
beaches in the Trail Ridge district near Jacksonville district, Florida
(after Force, 1991)

During cooling of these magmas, ilmenite crystals form
cumulate layers near the bottom of the magma chamber,
probably by the same processes that form the chromite and
magnetite layers discussed in the previous chapter. Rutile is
also found along the margins of anorthosite, a rock rich in
plagioclase feldspar, where it appears to have been concen-
trated when other elements were melted and removed during
intrusion of the anorthosite.

Titanium production and reserves

Mining of bedrock titanium deposits requires considerably
more energy than placer mining. Bedrock deposits make up
for this disadvantage because they have ore grades of as much
as 35% TiO,, much higher than grades commonly found in
placer deposits. Mining of placer deposits is done largely by
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Figure 9.9 (a) The Moma titanium operation mines ilmenite, rutile, and zircon from beach sands along the northeast coast of Mozambique.

The dredge shown here scrapes sand from the bottom of the water-filled pit and sends it through a pipeline to a concentrating plant. (b)

Concentrating plant at the Moma operation showing spiral sluices down which the sand slurry flows. Heavy minerals move to the outside of the

spiral and are captured. Waste sand is used to fill the mining pond, which advances into unmined sand (photographs courtesy of Kenmare

Resources plc). See color plate section.

dredges that dig their own lakes, which they fill with tailings
from ore processing that is carried out on-board (Figure 9.9).
Although dredged land is reclaimed, the location of dredging
operations in and near beach areas has led to disputes over
land use. Controversy has been most severe along the coast of
Queensland, Australia, where important rutile placer deposits
will probably never be mined.

Processing of rutile is usually done by reacting it with
chlorine gas at 800 °C to form TiCly, which is purified by
fractional crystallization and then reduced to titanium metal
by reaction with magnesium or sodium. Ilmenite concentrates
can be converted to a titanium-rich slag by reaction with coal,
which is treated with sulfuric acid or chlorine gas, depending
on its titanium content (Guéguin and Cardarelli, 2007).
Neither process is strongly polluting, although the sulfuric
acid leachate solution is caustic and must be neutralized.
Titanium is not toxic, as shown by its use in medical implant
devices (WHO, 1982).

In spite of its high crustal abundance, titanium is mined in
only 17 countries. Most production comes from beach sands
in Australia, South Africa, Mozambique, Ukraine, India, the
United States, and Sierra Leone, and from bedrock deposits in
Canada and Norway. Titanium pigments are produced in at
least 18 countries, led by China, the United States, Germany,
Japan, and the United Kingdom. Titanium metal is produced
in just six countries, China, Japan, Russia, Kazakhstan, the
United States, and Ukraine. Because they have limited domes-
tic reserves of titanjium minerals, the United States and most
large European manufacturing nations consider titanium to
be a strategic metal.

From a purely numerical standpoint, titanium reserves do
not look so bad. In terms of contained TiO,, rutile and
ilmenite reserves amount to about 700 million tonnes each,
almost a hundred times larger than current consumption of
both types of ore. Estimates made a few decades ago predicted
imminent reserve shortfalls, and this improvement reflects
both an increase in exploration and the capability to mine
lower grade deposits. The deposits are also helped along by
their content of other heavy minerals, especially zircon, the
main mineral containing zirconium. In the future, submerged
beach placer deposits on continental shelves might be mine-
able. By-product rutile is also likely to be important in the
future, especially from the tar sands of Alberta.

9.2 Base metals

The base metals were named by medieval alchemists who
could not convert them to gold or other precious metals.
Since that time, their reputation has been improved through
many important applications in modern industry, which sup-
port annual world production worth about $200 billion,
somewhat more than the value of light-metal production.

It could well be asked why base metals came to the attention
of alchemists at all. Their concentration in average crust is
very small, usually only a few tens of parts per million (ppm).
The answer is that they commonly form sulfide and oxide
minerals rather than substituting in silicate minerals. Even
where rocks contain only traces of a base metal, that metal is
usually present in sulfide or oxide minerals that are bright and
shiny and that would have attracted attention. Because most
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e N
BOX 9.2 THE HISTORY OF COPPER

Copper was probably the first metal to be used widely by humans. Iron from meteorites and gold panned from
streams were almost certainly in use at about the same time or even earlier, but neither was abundant enough to
have a real impact on every day life. In contrast, elemental, or native copper as it is known, is relatively widespread
around the world. It was used for ornaments as early as 10,000 years ago and by about 6,000 years ago, it was a
major trade commodity. The huge native copper deposits of northern Michigan supplied the Old Copper
Complex trade that persisted until Europeans came to North America. Early copper implements that were
hammered into the desired shape were brittle. This was solved by annealing, in which the copper was heated to
change the shape and size of individual copper grains. By about 5,600 years ago, copper was being smelted from its
ores in the Middle East and copper artifacts, including weapons, were in wide use. The next big step was to alloy
copper with other elements to make bronze. Although we usually think of bronze as a copper-tin alloy, earliest
bronzes were actually copper—arsenic alloys, probably because these two elements are commonly associated in
some deposits. It was only later that the much less common tin was found in enough quantity to make copper-tin
bronze. Bronze was a far superior metal for weapons and implements and its use ushered in the Bronze Age, which
started about 5,000 years ago in Egypt, Mesopotamia, India, and China. Copper mines in Cyprus, the Timna
Valley of Israel, and Huelva, Spain, were early sources of copper, and the Cornwall area of England became an
important tin mining center about 4,000 years ago. Shortly afterwards, copper was combined with zinc to make
brass, which was also used widely. Bronze gave way to iron in the Middle East and Europe by about 3,000 years
ago, and the market for copper was restricted to cooking implements, pipes, and related uses that depended on its
resistance to corrosion and its germicidal properties. With the start of the industrial age, copper found a large

number of new markets based on its high electrical and thermal conductivity.
- J

sulfide minerals melt at low temperatures, metallic liquids
oozing out of stones around early camp fires probably started
society on the metal-dependency path that we travel now.

9.2.1 Copper

Copper is a remarkable metal; it is easily melted and can be
combined with other metals to make very useful alloys, espe-
cially with tin to make bronze and with zinc to make brass.
Even in the solid state, it is very malleable and can be worked
into shape by hammering. It has an unusually high electrical
conductivity, conducts heat very well, and is also a low-level
bactericide. It is no surprise, then, that copper was one of the
first metals to be used by early civilizations and that it con-
tinues to be in demand with annual production worth almost
$150 billion annually.

Geology of copper deposits
Copper forms a wide variety of minerals, of which the sulfide,
chalcopyrite (CuFeS,), is most common. It is found largely in
hydrothermal deposits, of which there is a truly impressive
variety, as well as magmatic and supergene deposits.

The most important hydrothermal deposits are porphyry
(porphyritic) copper deposits, which supply about 60% of

world copper production, as well as important amounts of
molybdenum and gold (Sillitoe, 2010). The largest deposits
are found at convergent tectonic margins (Figure 9.10) in the
United States, Canada, the western Pacific, and especially
Chile, which has an unusually large number of high-grade
and giant deposits including El Teniente and Chuquicamata
that form the basis for the state-owned copper company
Codelco. These deposits consist of closely spaced, intersecting
veinlets or stockworks containing quartz, chalcopyrite, and
other minerals, which surround felsic intrusions that protrude
upward from underlying batholiths (Figure 9.11). They
formed when magmatic water was expelled from the intru-
sion as it cooled and crystalized, explosively shattering the
surrounding rocks and forming a highly fractured zone
(Figure 9.12) through which hydrothermal fluids flowed,
depositing chalcopyrite and other copper minerals. The
term “porphyry” refers to the fact that the intrusive rock
contains large crystals surrounded by smaller ones, a texture
suggesting that its crystallization was interrupted, possibly by
separation of the magmatic water. Fluid inclusions show that
quartz in the veinlets was precipitated from very hot (> 500 °C),
highly saline hydrothermal solutions of probably magmatic
origin, but that meteoric water invaded the hydrothermal
systems as they cooled. Although individual veinlets are
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Figure 9.10 Location of major copper and molybdenum deposits. Not all deposits shown in this map have been mined.

small, they are so numerous and closely spaced that the
bulk rock averages 0.5-2% copper and can be mined by inex-
pensive, large-scale methods. A related type of deposit known
as iron oxide-copper-gold (IOCG) deposits supplies only
about 5% of world copper production, most of which comes
from the giant Olympic Dam deposit in South Australia
(Figure 9.10). IOCG deposits formed from high-salinity fluids
that appear to be of magmatic origin, but that lack the sulfur
that characterizes porphyry copper deposits (Richards and
Mumin, 2013).

Basinal hydrothermal systems formed two different types of
sediment-hosted copper deposits that account for another
20% of world production (Hitzman et al., 2005). The best
known are shale-hosted sulfide deposits like the
Kupferschiefer shale, which underlies an area of 20,000 km®
extending from northern England to Poland and has been
mined over 140 km” in Germany and Poland. By far the most
important of these deposits is the Copper Belt, which extends
for several hundreds of kilometers from the Democratic
Republic of Congo (DRC) into Zambia (these deposits are
the most important global source of cobalt and were discussed

briefly in the previous chapter). Although early theories sug-
gested that these deposits formed as chemical sediments, it is
now recognized that they formed later when basinal brines
flowed upward into the sediments replacing pyrite and depos-
iting copper sulfides (Figure 9.11c). Native copper deposits
formed by similar processes in basins that contained volcanic
rocks. One such area in the Keweenaw Peninsula of Michigan
(Figure 9.10) contains native copper mixed with small
amounts of silver in vesicles in basalt flows and porosity in
interbedded conglomerates of the Mid-Continent rift zone
that formed when North America almost broke apart about
1 billion years ago.

Another 10% of world copper production comes from
volcanogenic massive sulfide (VMS) deposits, which formed
from seawater hydrothermal systems. They consist of massive
lenses of iron, copper, zinc, and lead sulfides that were depos-
ited where very hot fluids vented onto the seafloor (Galley et
al., 2007). The massive ore lenses are commonly underlain by
a system of veinlets that formed the feeder zone through
which fluids reached the surface (Figure 9.12a). Two main
types of ancient VMS deposits are named for areas in which
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Figure 9.11 Geologic environments and characteristics of important types of base-metal deposits. (a) Deposits in volcanic-intrusive

environments; (b) deposits in basinal environments with minor volcanic
important volcanic rocks.

they were first recognized. Cyprus-type deposits get their
name from Cyprus, which was itself named for copper.
These deposits formed in ocean crust at divergent tectonic
margins; the TAG copper-zinc deposit at 26° N along the
mid-Atlantic ridge is an actively forming deposit of this type.
Kuroko-type deposits, which are named for an area in north-
ern Japan, formed at convergent tectonic margins, where
island arcs were cut by rift zones. Deposits similar to the

rocks; and (c) deposits in basinal environments with locally

Kuroko-type are also common in Precambrian rocks, and
include the giant Kidd Creek deposit in Ontario
(Figure 9.10). The shape of VMS deposits is controlled in
part by the relative densities of the venting fluid and sur-
rounding seawater. Where the venting fluid is denser than
seawater, it collects in depressions and forms saucer-shaped
deposits. Where it is less dense, it rises and forms the black
smokers discussed in Chapter 2, which grow together and
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Figure 9.12 (a) Intersecting veins of quartz, pyrite, and chalcopyrite
in porphyry copper ore from the Granisle deposit, British Columbia.
(b) Veinlets of chalcopyrite that make up the feeder zone beneath the
Millenbach VMS deposit, Noranda area, Quebec (photographs by
the authors). See color plate section.

collapse to make a mound. Well-preserved ancient black
smokers have been found in the large VMS deposits in the
Ural Mountains (Herrington et al., 2005).

Magmatic copper deposits, which supply about 5% of world
copper production, consist of immiscible metal sulfide mag-
mas that separated from mafic and ultramafic silicate mag-
mas. Copper is almost always associated with nickel and
minor amounts of platinum-group elements in these deposits,
particularly at Kambalda, Australia, Sudbury, Ontario, and
Noril’sk, Russia, which are discussed in Section 8.3 on nickel
deposits (Naldrett, 1989).

Most copper sulfide minerals are not stable at Earth’s sur-
face and dissolve during weathering. Where weathering acts
on hydrothermal or magmatic copper deposits exposed at the
surface, it can form two types of deposits (Sillitoe, 2005). If the
dissolved copper precipitates as copper oxides and carbo-
nates, secondary copper deposits are formed. If it percolates
downward into underlying unweathered rock and precipitates
new sulfide minerals, supergene copper deposits are formed.
Both processes have contributed to the grade of some copper

deposits, and have formed separate ore bodies in a few places,
such as the Exotica deposit near Chuquicamata, Chile.

Copper production and environmental concerns

Most porphyry copper deposits, as well as secondary deposits
and supergene deposits, are mined in open pits. The largest
of these, Escondida in Chile, removes almost 500 million
tonnes of ore and waste rock each year. A few porphyry
copper deposits, such as El Teniente, Chile, and Oyu Tolgoi,
Mongolia, are mined by large-scale, block- and panel-caving
underground methods. Higher-grade magmatic, VMS, and
sedimentary deposits are also mined by open pits where they
are near surface, but have been followed to depths of at least
2,000 m by underground mining (Jolly, 1985; OTA, 1988).

Copper sulfide ores are beneficiated to produce a sulfide
mineral concentrate for smelting (Figure 9.13). Because of the
low copper content of porphyry copper deposits, as much as
98% of the volume of the ore must be discarded as tailings.
These are usually placed in piles or valley-fills, which occupy a
large fraction of the total footprint of the mining operation.
Reclamation of abandoned mines involves both the pit and
waste piles. Open pits are rarely filled after mining, because
the ore bodies are not flay-lying or near-surface as in strip
mines and to put the ore back would require “mining” adja-
cent waste and tailings piles to fill the pit, long after exhaus-
tion of the ore body had ended cash flow to pay for the
operation. However, abandoned pits are regraded and, if
possible, revegetated or left as lakes; waste piles are given a
protective covering and revegetated (Dutta et al., 2005). The
Flambeau deposit in Wisconsin, an exception to these rules,
was refilled (Applied Ecological Services, 2015). Reclamation
was not practiced at many older copper mines, such as Butte,
and legacy pollution from them remains a major problem, as
discussed in Chapter 4.

At many mines, low-grade ore and waste are leached by
acid waters to dissolve the copper. Much of the acid for this
process comes from natural dissolution of pyrite already
present in the rock. Copper is precipitated from these solu-
tions by solvent-extraction-electro-winning (SX-EW)
methods in which the dissolved copper is plated out onto
the cathode of an electrolytic cell, or by reacting it with steel
scrap to produce cement copper, which is then smelted
(Kordosky, 1992). In the western United States, cans from
municipal waste as far away as the San Francisco Bay area
have been used to recover copper from deposits. This same
process is used as the primary production method in sec-
ondary copper deposits because copper oxides and carbo-
nates are highly soluble.
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Figure 9.13 Schematic illustration of copper production process showing the old method that produced low-SO, off-gas and the new flash

smelting method that produces off-gas with higher SO, content, which makes recovery more efficient (modified from Goonan, 2006)

About 80% of world copper smelting is carried out by
pyrometallurgy (Davenport et al, 2002). In this process,
concentrate containing copper minerals is dried or roasted
and then melted in a furnace to produce slag, an iron-silicon
melt that captures the impurities in the concentrate, and
matte, a copper—sulfur melt that captures the copper. Slag
floats on the matte and can be removed leaving matte to be
treated by a process known as converting that blows through
oxygen to remove sulfur as SO,, leaving blister copper that is
refined electrolytically. Early smelters were bad SO, emitters
because the melting and converting steps were done in sepa-
rate furnaces. Reverberatory furnaces, where melting was
done, gave off a gas with an SO, concentration too low for
efficient capture in acid plants or scrubbers. SO, was also lost
in transferring matte to the converter and in the converter
operation. In response to environmental regulations, numer-
ous new smelting and converting methods were developed,

with the main innovations being continuous operation in
which smelting and converting were connected in the same
container, and the use of flash smelting in which small grains
of concentrate or matte are mixed with hot air and melted
very rapidly, using energy released by oxidation of the sulfur
and iron to heat the charge. Attention was also given to
methods to keep the ratio of air to released sulfur as low as
possible so that the concentration of SO, in the off-gas was
very high, as discussed in Chapter 4. Hydrometallurgical
methods were also improved, although they remain a distant
second in terms of total copper produced.

The result has been an enormo