Generative-AI Assisted Feedback Provisioning for Project-based Learning in CS Education

by

Venkata Alekhya Kusam

A dissertation submitted in partial fulfillment of the requirements for the degree of Master of Science (Computer and Information Science) in the University of Michigan–Dearborn 2024

Master’s Thesis Committee:
Assistant Professor Zheng Song, Chair
Professor Qiang Zhu
Lecturer III Khalid Kattan
Dedication

This work is dedicated to my professor Dr. Zheng Song. Your guidance, wisdom and unwavering belief in my abilities have been the cornerstones of my progress. Your mentorship has not only shaped my academic endeavors but also my personal growth. Your insights and encouragement have been invaluable and lighting the way through the most challenging phases of this journey.

To my friends and lab mates who have stood by me offered their support and shared in the ups and downs, this achievement is as much yours as it is mine. Your constant presence and belief in me have been sources of motivation and strength reminding me of the importance of community and collaboration. Thank you all for being a part of my journey.
Acknowledgements

I express my sincere gratitude to my advisor and mentor Dr. Zheng Song, whose steadfast support and profound insights were crucial in the completion of my master’s thesis. Dr. Song’s expertise, encouragement and commitment were instrumental in guiding my research path, enriching my academic journey and ensuring the successful completion of this significant milestone.

I would like to extend my heartfelt gratitude to Dr. Qiang Zhu and Dr. Khalid Kattan for their generous contributions of time and expertise as members of the examination committee for my master’s thesis. Their insightful feedback and valuable guidance have significantly improved the quality of my research. I deeply appreciate their dedication to academic excellence and their support throughout this process.

I extend my heartfelt gratitude to Summit Shrestha, Larnell Moore, Jai Ram Reddy Bollareddy, Krishna Sureddy, Varshitha Sannareddy, and all my lab mates for their support and encouragement throughout my thesis journey. Their invaluable collaboration, insightful discussion and constant encouragement fueled my motivation and inspired me to navigate through challenges and drive me towards academic excellence.
Preface

My journey into the world of Generative AI and Project-Based Learning (PBL) started with my Master’s degree. The fascination with how AI could transform educational methodologies especially in computer science caught my attention and I found myself diving into the literature and exploring the vast potential of AI in enhancing learning experiences through real-world projects. Before this, AI was a whole new world to me. I had no background in it, but I was ready for the challenge. Diving into generative AI and large language models showed me just how much there is to learn and that tackling tough problems is part of the journey and offering lessons that go beyond just academics. I am super grateful for this journey for all the challenges, everything I have learned, and for all the amazing people who have been part of it.

Venkata Alekhy Kusam - 3/31/2024
Table of Contents

Dedication .......................................................... ii
Acknowledgements .................................................. iii
Preface ................................................................. iv
List of Figures ......................................................... vii
List of Tables ........................................................ viii
Abstract ............................................................. ix

Chapter

1 Introduction .......................................................... 1
   1.1 Problem Statement .............................................. 1
   1.2 Research Objective ............................................. 2
   1.3 Methodology .................................................... 3
   1.4 PBL Course Module Design for Web Technologies ............... 4

2 Literature Overview .................................................. 8
   2.1 Project Based Learning(PBL) .................................... 8
   2.2 Feedback in PBL ............................................... 9
   2.3 Generative AI (GAI) in education ............................... 10

3 Activity 1: Enhancing Student Capability of Seeking Feedback from Generative AI, and evaluating the effectiveness of such feedback ......................... 12
   3.1 Methodology .................................................... 12
      3.1.1 Introducing Prompt Engineering to Students ............. 13
      3.1.2 Providing Example Prompts for Getting Feedback on Projects .... 15
   3.2 Evaluation and Results Analysis ................................ 15

4 Customizing GAI for Feedback Provisioning .......................... 21
   4.1 Methodology .................................................... 22
      4.1.1 Fine-tuning ChatGPT ....................................... 22
      4.1.2 Providing Relevant Information related to Students’ Submission .... 25
      4.1.3 Incorporating External Services ........................... 26
   4.2 Implementation ................................................ 27
      4.2.1 Fine-tuning ChatGPT ....................................... 28
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Methodology Overview</td>
<td>7</td>
</tr>
<tr>
<td>3.1</td>
<td>Prompt Formula</td>
<td>14</td>
</tr>
<tr>
<td>3.2</td>
<td>Teaching Evaluation Results</td>
<td>17</td>
</tr>
<tr>
<td>3.3</td>
<td>Student Ratings</td>
<td>18</td>
</tr>
<tr>
<td>3.4</td>
<td>Student Ratings</td>
<td>19</td>
</tr>
<tr>
<td>4.1</td>
<td>Steps involved in retaining valuable feedback</td>
<td>23</td>
</tr>
<tr>
<td>4.2</td>
<td>Fine-Tuned Method Workflow</td>
<td>24</td>
</tr>
<tr>
<td>4.3</td>
<td>Additional Context Workflow</td>
<td>25</td>
</tr>
<tr>
<td>4.4</td>
<td>External Services Workflow</td>
<td>27</td>
</tr>
<tr>
<td>4.5</td>
<td>Feedback generated by a fine-tuned model on HTML codebase</td>
<td>28</td>
</tr>
<tr>
<td>4.6</td>
<td>Feedback on project proposal using relevant context</td>
<td>30</td>
</tr>
<tr>
<td>4.7</td>
<td>Course-relevant Additional Context (rubrics)</td>
<td>31</td>
</tr>
<tr>
<td>4.8</td>
<td>Integrating W3C Validator as External Service</td>
<td>31</td>
</tr>
<tr>
<td>4.9</td>
<td>Combined Framework</td>
<td>32</td>
</tr>
<tr>
<td>4.10</td>
<td>Feedback using (Fine-tuning + Additional Context + External Services)</td>
<td>34</td>
</tr>
<tr>
<td>4.11</td>
<td>Effectiveness of various feedback methods (Q1 - Q7)</td>
<td>38</td>
</tr>
</tbody>
</table>
List of Tables

1.1 Checkpoint Design ............................................................. 5
3.1 Course Evaluation Summary .............................................. 17
4.1 Survey Questionnaire ......................................................... 35
Abstract

Project-Based Learning (PBL) is a pedagogical method that combines theory and practice by involving students in real-world challenges. Continuous feedback is crucial in PBL, guiding students to improve their methods and foster progressive thinking. However, PBL faces challenges in widespread adoption due to the time and expertise required for effective feedback, especially with increasing student numbers. This paper presents our explorations of how to better utilize Generative AI, such as ChatGPT, to assist in providing feedback in PBL. For an undergraduate Web Technology course, we developed two approaches: 1) developing a mini-course module to teach students how to obtain more effective feedback for their projects; and 2) customizing a tool that enhances ChatGPT with the following three strategies: 2.1) fine-tuning ChatGPT with feedback from various sources; 2.2) using additional course-specific information for context; 2.3) incorporating external services for specialized feedback. We assessed the effectiveness of these two approaches by conducting user studies and reported the assessment results. We found that 1) although students frequently use generative AI, providing them with additional knowledge about prompt engineering helps them more efficiently access useful information from ChatGPT; 2) our customized tool improves the quality of feedback compared with general-purpose ChatGPT. In conclusion, integrating generative AI into PBL can facilitate its implementation on a large scale, thus helping to eliminate inequity in education.
CHAPTER 1

Introduction

1.1 Problem Statement

Project-based learning (PBL) has been regarded as a transformative method in education. This method bridges the gap between theoretical learning and practical applications [1]. This pedagogical approach engages students in real-world challenges fostering not only a deeper understanding of the subject matter but also critical thinking, collaboration, and problem-solving skills [2]. Despite its benefits, including enhanced student motivation and improved learning outcomes [3], the implementation of PBL encounters significant obstacles which are primarily related to feedback provision.

Effective feedback is a cornerstone of PBL, guiding students through the iterative process of project development and refinement. It encourages self-assessment, deepens understanding and ensures alignment with learning objectives [4]. However, the resource-intensive nature of personalized feedback, which requires considerable time and domain-specific expertise poses a significant challenge, particularly for large-scale classes in computer science programs [5].

Recent advances in Generative AI, exemplified by models such as General-purpose ChatGPT, present a platform for addressing the feedback challenges in PBL [6]. These models have shown potential in various educational applications, from assisting in the generation of learning materials to providing preliminary feedback on student submissions [7]. However, limitations in the specificity and adaptability of feedback provided by such AI tools have been noted, particularly in terms of tailoring feedback to the unique context and requirements of specific projects [8]. This challenge
lies in enhancing the capabilities of Generative AI models to provide feedback that is not only timely but also contextually relevant, personalized and aligned with the learning objectives of PBL in computer science courses.

This problem statement highlights the need for a novel approach that leverages the power of Generative AI, particularly General purpose ChatGPT, to tackle the challenges associated with providing feedback in PBL. Addressing these challenges, the study is poised to unlock the potential of PBL using Generative AI within computer science education, promoting its wider application and leading to significant improvements in learning outcomes.

1.2 Research Objective

The primary objective of this research is to enhance the effectiveness and efficiency of Project-Based Learning (PBL) in computer science education through the development of an innovative feedback provisioning tool that utilizes Generative AI technology. This tool is designed to improve feedback mechanisms and facilitate the wider adoption of Project-Based Learning (PBL), ensuring the quality of feedback and educational outcomes remains high.

To achieve this objective, the research focused on three main goals:

1. **Role of General-Purpose ChatGPT in Feedback Provisioning and Its Limitations:**
   General-purpose ChatGPT offers a new way to help with project-based learning by providing feedback that can handle many students at a time. However, there’s a problem: it delivers generalized feedback. It doesn’t offer the detailed or specific feedback that students need for their unique projects. This means the feedback might not be very helpful in guiding students step-by-step through their learning projects, which need more tailored advice and insights.

2. **Enhancing General-Purpose ChatGPT for Customized Course-Specific Feedback Provisioning in PBL:** To overcome the limitations of General-purpose ChatGPT in PBL, an enhanced ChatGPT model was developed through a comprehensive approach. This included
fine-tuning ChatGPT with domain-specific feedback, incorporating course-specific contexts, and integrating external services for specialized feedback. This enhancement process aimed to tailor the feedback mechanism to the unique requirements of specific courses and projects within the PBL framework. The customized ChatGPT model demonstrated improved capabilities in providing feedback that is not only relevant but also contextually rich, effectively bridging the gap between general-purpose AI feedback and the specific needs of PBL.

3. **Effectiveness of the Customized Generative AI Tool in Providing Feedback**: We evaluated how well the GAI-based tool worked for providing feedback in project-based learning by conducting user surveys. The results showed that this GAI-based tool is better at delivering useful feedback that aligns with the course objectives and requirements. This indicates that tailoring AI tools to fit specific educational needs can significantly help in providing customized feedback to students.

Overall, our research shows that by carefully enhancing AI tools like ChatGPT to provide more specific feedback, we can significantly improve the learning experience in a project-based learning environment. This approach not only makes feedback more relevant and helpful for students but also supports the wider use of PBL in computer science education.

1.3 **Methodology**

To fulfill these objectives, we designed two research activities, as introduced below:

1. **Activity 1: Enhancing Student Capability of Seeking Feedback from Generative AI, and evaluating the effectiveness of such feedback**: We developed a mini-course module focused on teaching students how to craft prompts for ChatGPT. Subsequently, we asked the students to use these prompts to obtain feedback from ChatGPT on specific assignments. Our evaluation scrutinized the utility of the feedback provided by ChatGPT. Insights from this study informed our investigation of the first research question regarding the ways ChatGPT
can assist in providing feedback and its limitations. The details of this study and its findings are presented in Chapter III.

2. **Activity 2: Customizing General-Purpose Generative AI to Meet PBL Needs**: To tailor General-Purpose Generative AI (GAI) for Problem-Based Learning (PBL), we implemented three strategies: 1) Incorporating the prior knowledge of domain experts and educators through their feedback to fine-tune a ChatGPT model; 2) Integrating relevant context from course-specific materials and previous submissions of a continuous project by inputting them into ChatGPT using Retrieval-Augmented Generation (RAG); 3) Acquiring additional task-specific information from external data sources and services by customizing tool functions using RAG. By combining these methods, we developed a tool built upon the general-purpose ChatGPT, better specialized for our specific PBL use case. The effectiveness of these approaches was evaluated through student surveys, and the insights derived from this study were utilized to address research questions 2 and 3. The details and outcomes of this study are discussed in Chapter IV.

These approaches and studies were conducted within the context of an undergraduate course on “Web Technologies”. In the following section, we provide a detailed description of the Project-Based Learning (PBL) design implemented for this course.

### 1.4 PBL Course Module Design for Web Technologies

The Web Technologies course equips students with the necessary skills for developing interactive websites and web applications. It covers the theoretical aspects of user interface (UI) design principles and database design for data storage, as well as the use of programming frameworks for implementing business logic, etc. Alongside lectures on theory and principles, the course emphasizes practical implementations similar to other CS courses. Through PBL, students can achieve improved learning outcomes by applying theoretical knowledge in practical scenarios.

Designing this course as a PBL with the integration of continuous feedback, effectively connects
Table 1.1: Checkpoint Design

<table>
<thead>
<tr>
<th>Checkpoint</th>
<th>Purpose</th>
<th>Submission</th>
<th>Expectation</th>
<th>Technical Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checkpoint 1</td>
<td>Project Proposal</td>
<td>Report (project idea, competitive analysis, plan) and mock-up designs</td>
<td>Project Idea Finalization</td>
<td>UI design tools</td>
</tr>
<tr>
<td>Checkpoint 2</td>
<td>Front-end Design</td>
<td>Codebase (HTML, CSS, JS, assets) and a report describing design choices</td>
<td>Visually appealing pages, Consistent design/layout, Easily locatable and</td>
<td>HTML, CSS, JS, Bootstrap</td>
</tr>
<tr>
<td>Checkpoint 3</td>
<td>Back-end Implementation</td>
<td>MySQL database files, Back-end codebase (PHP), and a short report</td>
<td>Database and Table Designs, Business Logic Implementation, Testing of the</td>
<td>MySQL, PHP, Server Deployment</td>
</tr>
</tbody>
</table>

theoretical concepts with practical implementation, thereby enhancing the course learning objectives. For their project, students are tasked with creating an interactive multi-user website that serves the needs of university students and faculty. Each week, the course includes 3 hours of theoretical instruction, followed by practical assignments related to these concepts, designed to equip students with the skills needed for their project work. Students enrolled in the course, typically sophomores or higher, are required to complete prerequisites in programming and software development, ensuring they have essential knowledge for the course, regardless of their university year.

To better enhance the students’ learning throughout the course, we divided the entire PBL module into three checkpoints. We carefully design these checkpoints based on our initial background survey, which assessed students’ familiarity with Web Technologies. This ensures that students have both the basic knowledge and sufficient time to work on them, with feedback integrated halfway through each checkpoint. The checkpoints are summarized in Table 1.1 and are described as below:

**Checkpoint 1: Project Proposal:** This checkpoint requires students to brainstorm through their project ideas, identify the main modules, better understand the functionality and operations involved with each module, design some mock-ups of the main web pages and develop a plan of their overall project.

**Checkpoint 2: Front-end Design:** This checkpoint requires students to design at least 3 main web pages of their proposed web application using front-end technologies such as HTML, CSS, JS, and Bootstrap.

**Checkpoint 3: Back-end Implementation:** In this checkpoint, students are expected to finalize the back-end development and rigorously test their web application. This includes designing a
clear and efficient database schema, succinctly implementing the back-end business logic using appropriate scripting languages, and ensuring all aspects of the website function smoothly through comprehensive testing.

For the projects, we ask the students to work in groups of 2-4 people and provide continuous feedback to each group at different stages of the project. Halfway through each checkpoint, each team presents their work progress and further plans to the class, where they receive real-time feedback from both peer students and instructors/ TAs. Additionally, we encourage them to use ChatGPT to receive feedback on their work and provide useful prompts for doing so. Throughout the paper, we use the following input and output structure when interacting with a generative AI model: **Input**: It should consist of the prompt along with the student’s submission for which feedback is being sought; **Output**: The output will be feedback on the student’s submission, tailored to the provided prompt.

After the completion of Checkpoint 3, students are required to give a 5-minute presentation on their project to the class and external evaluators from the industry. We asked students to consider their final presentation as a roadshow pitch where their aim is to persuade the evaluators to invest in their project. At the end, students also received valuable feedback from the external evaluators on their overall project.

Therefore, each stage in the PBL process is meticulously designed to introduce the real-world Software Development Lifecycle (SDLC), guiding students through every phase of project development. This approach not only imparts theoretical knowledge of Web Technologies but also offers practical experience in employing these technologies to create a comprehensive web application, providing insight into the various stages of a web development project.

The overview of methodology is shown in the figure 1.1. This workflow shows how the progression of chapter III and IV
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Figure 1.1: Methodology Overview
CHAPTER 2

Literature Overview

In this chapter, we introduce the related work and background for this thesis. In particular, we surveyed PBL and its implementations, the feedback problem and current solutions, as well as the application of generative AI in education, which is an emerging field.

2.1 Project Based Learning (PBL)

Project-based learning (PBL) is widely recognized as a transformative educational approach, effectively closing the gap between theoretical concepts and their practical application [1], allowing students to engage directly with real-world problems. In PBL, students apply the concepts and skills acquired in the classroom to solve real-world problems, thereby enhancing their understanding and retention of knowledge. To make the PBL process more effective, the integration of continuous feedback at various stages of the project plays a crucial role [9]. This feedback provided to students acts as a guiding tool, helping them to refine their approaches and encourage progressive thinking [3], alongside motivating and ensuring they are moving in the right direction [10]. For courses that require both theoretical understanding and practical hands-on implementations, PBL has proven to improve students’ learning outcomes[11]. For example, through PBL with continuous integration of feedback in Computer Science courses, students learn not only how to code or design systems but also develop the necessary problem analysis and critical thinking skills to model real-world applications. [12]. Such hands-on experience helps them develop the skill sets required in this rapidly evolving field of technology.

Despite these advantages, many instructors find it challenging to fully implement PBL in their
courses [5]. One major reason is the significant amount of time and specialized knowledge needed to provide effective feedback. Additionally, the diversity in student approaches to accomplishing the same tasks demands more involvement from domain experts in the feedback process. These challenges tend to grow proportionally with an increase in student enrollment in a course, making PBL difficult to scale for larger class sizes [13, 14].

2.2 Feedback in PBL

Feedback is a powerful tool for enhancing students’ learning and achievements. It serves as a crucial bridge between existing knowledge and new learning, regardless of whether the emphasis is on guidance or on learners actively constructing knowledge. Feedback can be divided into four levels - Task, Process, Self-regulatory, and Self [15]. Out of all these four levels, task-level and process-level are mostly used [14]. Task-level feedback focuses on the quality and effectiveness of task completion. In contrast, process-level feedback delves into the methods and techniques used during tasks and how tasks are connected or expanded upon, such as pinpointing strategies to identify mistakes and actively learning from them [14]. Several studies in the past decade have explored strategies for providing feedback in an academic environment. These investigations have yielded a range of evidence-based suggestions to utilize feedback effectively and enhance students’ motivation, achievement, and confidence. Recent research indicates that for feedback to be most effective, it needs to be: “Specific and Actionable”, and “Timely and Iterative” [16].

Studies have shown that project-based learning with feedback significantly enhances the effectiveness of students’ learning processes[17]. A study was conducted on students using two distinct types of assessments, followed by a survey to determine the most beneficial assessment method[18]. These assessments were: 1) Summative, i.e., conducted at the end of a course or semester, and 2) Formative, i.e., carried out throughout the learning process. Their work focused on the formative assessments for project-based learning (PBL), where they integrated various feedback mechanisms, including feedback from instructors, teaching assistants (TAs), and peers, to enhance the learning process. Their evaluation through surveys revealed that 82% of students strongly agreed
on formative assessments, and 79% felt that the feedback they received from these assessments significantly improved their learning. Another study[19] conducted for an undergraduate-level Software Engineering course combined project-based learning with various feedback methods, including feedback from instructors, outside experts, peer students, project tools and artifacts, and self-assessment.

Overall, feedback in project-based learning is essential for guiding students through their tasks and helping them learn from the process. By focusing on specific, actionable, and timely feedback, educators can significantly enhance student engagement, achievement, and confidence.

2.3 Generative AI (GAI) in education

Incorporating advanced AI models like ChatGPT into engineering education is reshaping how we approach teaching and learning. These technologies offer new ways to enhance how students learn, especially in project-based learning (PBL) settings. Feedback is crucial in learning, especially in PBL where students solve complex issues. Traditionally, providing feedback depends on instructors’ time and expertise, which can slow down the process. AI models like ChatGPT promise to change that by offering instant and useful feedback, helping students navigate through their projects more smoothly. Recent advancements in generative AI models, such as ChatGPT showcase their applications in engineering education [6, 7, 20]. Such generative AI models could be applied to assist in timely feedback provisioning, reducing the reliance on domain experts and consequently enhancing the scalability of PBL. However, a recent study [8] reveals that although students expect AI to provide feedback on their projects, they find “AI’s capability quite limited, such as its ability to offer only coarse-grained analyses and its inability to tailor solutions to a specific project context. Despite these challenges, the potential of ChatGPT and similar AI tools in education cannot be understated. Their ability to provide immediate feedback can significantly enhance the learning experience, offering students insights and suggestions that might not be readily available through traditional means. In the realm of PBL, this could translate to more dynamic learning environments where students receive constant guidance and support, thereby enhancing their engagement and
motivation. Moreover, the integration of AI in PBL can facilitate a more personalized learning experience [21, 22]. By analyzing student submissions and providing tailored feedback, AI tools can help identify areas of strength and weakness, enabling students to focus their efforts more effectively. This personalized approach not only benefits students by providing them with targeted feedback but also assists educators by highlighting areas where additional instruction or support may be needed [23].

ChatGPT is becoming a crucial tool in education, offering a new way to enhance learning. It assists students in improving their writing skills by providing feedback and suggestions for improvement. Although not yet widely used in Project-Based Learning (PBL)[21, 22], ChatGPT can be integrated into project-based learning, enhancing interactive and personalized learning experiences. Additionally, it can assist in formative assessment by summarizing arguments and concepts, allowing educators to focus on core ideas and critical feedback[23]. The journey toward integrating generative AI into PBL is an ongoing process that demands continuous research, development, and collaboration. As AI technology evolves, so too will its applications in education. By harnessing the capabilities of generative AI models, educators can create more engaging, effective, and scalable PBL environments that prepare students for the challenges of the modern world, So the limited research on ChatGPT’s role in this area highlights a need for inventive strategies that leverage its capabilities for personalized engagement in an educational environment[8].

Our approach focuses on leveraging tailored AI feedback, providing a solution to the challenge of delivering personalized, constructive and encouraging feedback in PBL environments, thereby enhancing the learning experience and fostering deeper engagement with the subject requirements.
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Activity 1: Enhancing Student Capability of Seeking Feedback from Generative AI, and evaluating the effectiveness of such feedback

Despite most students already having experience using Generative AI in their educational context [24], surveys suggest that students lack knowledge about how to customize their questions to get the most desired results from GAI. To bridge this gap and verify whether GAI, in its full potential, can provide sufficient feedback on students’ PBL activities, we first teach students prompt engineering as a way to more effectively interact with GAI and evaluate its impacts and limitations.

3.1 Methodology

In our course module on Project-Based Learning (PBL) for web technology, we encouraged students to seek feedback from the general purpose ChatGPT at various checkpoints. However, we encountered an issue: the feedback from ChatGPT was often too generic and did not meet their specific needs at these checkpoints. This issue emerged because ChatGPT is trained on a vast dataset, which makes it challenging for it to provide targeted responses.

To address this challenge, we explored how students could interact more effectively with ChatGPT to elicit more relevant feedback. Through this exploration, we discovered the concept of prompt engineering. We found that by applying prompt engineering techniques when engaging with ChatGPT, the responses became more specific to the students’ requirements, contrasting with the generic responses received from direct questioning.

As a result, we introduced prompt engineering to the students, teaching them how to effectively
utilize it to obtain more useful feedback for their checkpoints using general purpose ChatGPT.

### 3.1.1 Introducing Prompt Engineering to Students

Our primary objective in introducing prompt engineering to students is to teach them the correct way to ask questions of AI systems like ChatGPT. This skill is crucial as it enables students to maximize the benefits of AI, whether they need assistance with assignments, are seeking creative ideas, or tackling complex problems. By focusing on effectively crafting their questions, students can guide the AI to provide the most accurate and useful answers. This skill is an important part of their education, preparing them for a future where AI is a ubiquitous tool across many jobs and industries. It is essential due to the nature of large language models, which are developed with vast amounts of textual data. These models can sometimes interpret queries in unexpected ways making it challenging to achieve the intended output. Thus, learning to craft and refine prompts through prompt engineering becomes crucial to ensure we obtain the desired results for our tasks.

Prompt Engineering involves the creation and refinement of prompts, which are the instructions and context provided to large language models (LLMs) to accomplish specific tasks [25]. These prompts are essential for the effective utilization of LLMs. It’s not only about asking questions but also about understanding how AI language models work, learning how to ask questions that will elicit the most useful answers from LLMs, and grasping the context in which the information will be used [26]. This expertise is crucial for eliciting useful and comprehensive responses from LLMs significantly enhancing the feedback generation and learning process in PBL scenarios.

1. **What are Prompts?:** Prompts involve instructions and context passed to a large Language model to achieve a desired task [27].

2. **What is Prompt Engineering?:** Prompt Engineering is the practice of developing and optimizing prompts to efficiently use language models (LLMs) [27]

   In our lecture on prompt engineering, we covered a wide range of essential topics along with example usages that provided a basic understanding for the students. We began by defining what
prompt engineering is and why it’s becoming increasingly crucial in today’s AI-driven world. This initial discussion helped students grasp the significance of communicating effectively with AI systems like Large Language Models (LLMs), highlighting the role of prompt engineering in enhancing the efficiency and accuracy of AI responses. Later, we discussed different prompting types, roles, and patterns, along with examples for each case. Students learned how the structure and phrasing of prompts can significantly influence the output. We discussed strategies for creating effective prompts, emphasizing the importance of clarity, specificity, and context in formulating questions that lead to meaningful and useful AI interactions. After the class, we asked students to use prompt engineering techniques for their own use cases. Many students then began using these techniques while interacting with ChatGPT.

From all the prompt engineering techniques we explored in the course, we have developed a formula to guide students in eliciting desired responses from the general-purpose ChatGPT for feedback on their project checkpoints. The structure of this formula is illustrated in Figure 3.1.

![Figure 3.1: Prompt Formula](image)

In this formula, 'Role' refers to the specific style or persona you want the AI to adopt. 'Goal' is about setting a clear objective for the AI to achieve. 'Description' involves providing all necessary context in the prompt. Lastly, 'Questions' allow the AI to seek clarification on any uncertainties before responding.

Equipped with this knowledge, students gain the skill to ask the right questions when interacting with LLMs, ensuring that they communicate with the AI in a clear and concise manner. By posing the right questions, they can guide ChatGPT to provide targeted and helpful feedback that significantly aids in their project work. Along with the prompt engineering lecture, we introduced customization of large language models using fine-tuning and Retrieval-Augmented Generation.
These concepts help them understand how they can customize large language models for their specific applications and requirements.

3.1.2 Providing Example Prompts for Getting Feedback on Projects

We provided students with specific prompts, similar to the example below, for Checkpoints 1 and 3 to obtain feedback on their submissions from a general-purpose ChatGPT model. However, for Checkpoint 2, we took a different approach. We did not supply any prompts. Instead, we encouraged students to independently use the general-purpose ChatGPT to seek feedback on their work. The example prompt provided for Checkpoint 1 is given below.

Example: Act as a web technology professor well-versed in HTML, CSS, JavaScript, SQL, and PHP. Now your goal is to review my web technology project proposal and provide feedback and suggestions for the necessary improvements. Please ensure that feedback is insightful and encouraging. Please let me know if you have any questions before providing feedback.

The above example adheres to the structure of a prompt formula 3.1 by clearly outlining the task and providing all necessary information for a detailed review. It is crafted to optimize the feedback process, emphasizing constructive criticism and actionable suggestions that encourage both improvement and learning.

3.2 Evaluation and Results Analysis

This evaluation was designed to measure how effectively prompt engineering improves the relevance and usefulness of AI-generated feedback from the students’ viewpoint. While prompt engineering techniques enable us to obtain specific responses, it remains unclear how beneficial this feedback truly is to students and in what areas it may fall short. Moreover, we aim to identify the types of feedback tasks for which ChatGPT feedback proves most usable, and those for which it may be insufficient. This analysis will help us understand the strengths and limitations of ChatGPT in providing better feedback to students for a Web Technology course.
To assess the effectiveness of the feedback generated by ChatGPT, we utilized data collected from the course from two different sources: 1) Teaching Evaluation; 2) Student ratings and insights on ChatGPT feedback through each checkpoint project report.

1. **Teaching Evaluation:**
   In two academic years (2022 and 2023), the web technologies course was taught using the same project-based learning module by Dr. Zheng Song. However, there was a significant difference in the approach to student feedback between the two iterations. In the first year, students received feedback from Instructors and TAs for their checkpoints. In contrast, the second year implemented a method whereby students were coached in prompt engineering to get feedback from ChatGPT, including the customization of prompts tailored to their needs. According to Table 3.1, which compares the teaching evaluations for these two years, there was a noticeable improvement in course satisfaction rates in the second year. This suggests that prompt engineering significantly enhances students’ ability to receive feedback, thereby improving their overall learning experience.

2. **Student ratings and insights on ChatGPT feedback through each checkpoint project report:**
   We encouraged students to utilize ChatGPT for obtaining feedback on their project checkpoints, asking them to evaluate the feedback on a 1 to 5 scale and offer insights about it. Specifically, we requested that students detail their experiences, highlighting the advantages and disadvantages of receiving feedback from ChatGPT. Furthermore, at the course end, we incorporated a couple of questions into the post-course survey about prompt engineering and ChatGPT to assess their understanding of these concepts.

   By comparing the teaching evaluations of these two consecutive years from Table 3.1 and figure [?], we can see that the second year’s mean 4.56, median 5.0, and overall course satisfaction rate 4.56 are higher compared to the first year mean 4.24, median 4.0, and overall course satisfaction rate 4.4. This suggests that receiving feedback from ChatGPT had a significant impact on course
This analysis examines how students interacted with ChatGPT for feedback, both with and without pre-designed prompts. We compared the effectiveness of ChatGPT’s feedback across different project checkpoints to assess its impact on the learning experience in our Web Technology course. Specifically, we explored how prompt engineering techniques helped students receive feedback, the tasks where ChatGPT’s feedback proved most beneficial (e.g., project proposals,
coding), and its limitations. This evaluation is crucial for optimizing ChatGPT’s integration as a supportive tool in education.

From the analysis we found that students gave an average rating of 3 out of 5 to the feedback from ChatGPT when using pre-designed prompts and agreed that prompt engineering techniques are helpful for obtaining feedback 3.4. In contrast, feedback received without the use of pre-designed prompts was rated an average of 1 out of 5 as shown in the 3.3 The feedback from ChatGPT with pre-designed prompts was found to be somewhat more specific compared to when no prompts were used.

![Effectiveness of ChatGPT Feedback](image)

**Figure 3.3: Student Ratings**

**Benefits and Limitations of ChatGPT Feedback:** General purpose ChatGPT with pre-designed prompts offered some advantages. Those advantaged are given below:
• **UI/UX Design and Functionality**: ChatGPT offered some useful suggestions regarding user interface/user experience (UI/UX) design and functionalities.

• **Coding Assistance**: It aided in code debugging and provided assistance when students encountered coding issues.

• **Creative Ideas**: ChatGPT often provided a good starting point for generating creative ideas.

Despite these advantages, it still falls short in several areas, as highlighted by student evaluations:

**Observation 1**

1. Offering high level suggestions instead of focusing on problem area.

2. Providing suggestions that fall outside the intended scope.

3. Struggling to provide proper code review and validation.

While students acknowledged that prompt engineering helps them seek feedback from ChatGPT, they also identified several shortcomings. Consequently, we aimed to develop a customized tool designed to address these limitations. To achieve this, we created a Customized GAI tool for
feedback provisioning that addresses all the issues highlighted in the observations listed in Chapter IV.
CHAPTER 4

Customizing GAI for Feedback Provisioning

We developed an approach to enhance the general-purpose generative AI for efficient feedback provisioning for an undergraduate-level Web Technologies PBL course. In particular, we adapt three different methods: 1) Retaining previous knowledge of domain experts and educators - by using their feedback to fine-tune a ChatGPT model; 2) Providing relevant context from course-specific materials and previous submissions of a continuous project - by feeding them to ChatGPT using Retrieval-Augmented Generation (RAG); 3) Obtaining additional task-specific information from external data sources and services - by customizing tool functions using RAG. Combining the aforementioned methods, we developed a tool on top of the general-purpose ChatGPT that is better specialized for our particular PBL use case. Our evaluation of the tool’s effectiveness involved comprehensive user studies through surveys, which confirmed that this specialized tool significantly enhances the quality of feedback compared to the general-purpose ChatGPT model. This improvement is perfectly aligned with the unique objectives and requirements of specific courses, guaranteeing that the feedback provided is not only informative but also precisely tailored to the course content. The ability of our tool to integrate and apply knowledge from diverse sources has proven to be a vital asset in facilitating PBL on a larger scale. As per our knowledge, we are the first to enhance the general-purpose ChatGPT using various methods and study their effectiveness for a PBL use case.
4.1 Methodology

This section details our proposed methods for enhancing the feedback generated by a generative AI model for PBL courses. In particular, we discuss three different approaches on top of a general-purpose ChatGPT model: 1) Fine-tuning (FT), 2) Using Additional Course Relevant Context (AC), and 3) Incorporating External Services (ET). To better understand the need for each of these methods and their contributions to feedback enhancement, we applied them to a project-based learning (PBL) Web Technologies course, and employed it as a motivating example in the following subsections. Although we used Web Technologies as our motivating use case, all these methods are generic and can be integrated for feedback provisioning in other PBL courses.

4.1.1 Fine-tuning ChatGPT

Fine-tuning is a technique that helps to make a general-purpose generative AI model (ChatGPT) better suited for a specific task with users’ provided data, thus adding personalization capability to it[28, 29]. As the name suggests, this process fine-tunes the model’s capabilities, such as its structure, personality, and style, to align with specific tasks.

After the fine-tuning process, the model’s knowledge remains static and only changes when undergoing another round of fine-tuning with a new set of data. In our approach, we aim to make the model’s feedback more tailored to the user’s input, rather than providing generalized responses. For instance, consider a common webpage element, like a login form, which is frequently found in many applications. If there is a password input field within this login page, and its type is specified as ”text”, we want our model to recognize and address these specific details, rather than offering a generic feedback.

To achieve this goal, we explored various sources of feedback and incorporated them into our project-based Web Technology course. The explored sources include:

1. **Feedback from Instructors/TAs:** Instructor and TAs with relevant industry experience in Web Technologies were chosen to give feedback on students submissions at different stages
for each checkpoint, continuing until the final submissions. They followed specific rubrics and emphasized the implementation of fundamental best practices.

2. Peer Review Feedback: In addition to TA feedback, we encouraged students from different project groups to review each other’s work. To facilitate open and honest feedback, these reviews were made anonymous using Canvas’s anonymous comment feature. This was implemented at each checkpoint submission presentation, focusing on high-level, perspective-driven feedback.

3. Domain experts feedback: To further enrich the evaluation process, we engaged three external domain experts as evaluators for the student’s final presentations. These experts were chosen for their deep knowledge and experience in relevant fields: two of them have worked in the web development domain for over 10 years and one for over 5 years. They were tasked with 1) providing feedback on students’ final presentations; and 2) grading the presentations based on key aspects such as novelty and usefulness, UI design, technical soundness, and presentation quality including the Q&A session. Notably, the external evaluators were unaware of the feedback exploration approach used.

4. ChatGPT Feedback: For some of the checkpoints, we provided students with the pre-
designed prompts. They were encouraged to use these prompts, to seek feedback from ChatGPT on their projects. These prompts were tailored to the specific requirements of each checkpoint, which enabled ChatGPT to offer both comprehensive and detailed feedback.

Fig. 4.1 presents the detailed steps involved in the process of retaining valuable knowledge obtained from various sources throughout the course duration to build a more specialized generative feedback model for PBL use cases. The process starts with students first assessing the feedback they received from various sources at different stages of their project and providing a rating (out of 5) based on its effectiveness in enhancing their learning experience. The feedback ratings from the students are then used to identify the most helpful feedback. Believing that feedback highly rated by students positively impacts their learning, those are retained for future usage. This is done by constructing a dataset comprised of such highly rated feedback and using them as input in the fine-tuning process, which results in a fine-tuned model that is specialized at generating highly effective feedback for the particular PBL course.

Figure 4.2: Fine-Tuned Method Workflow

Once the fine-tuned model is created, it can directly be used as a standalone model in place of the general-purpose generative AI model. Fig. 4.2 demonstrates the workflow when using a fine-tuned model in the feedback provisioning process for PBL, where the input contains a prompt and students’ submissions. Utilizing its tailored feedback data retained from previously highly rated ones, the fine-tuned model subsequently generates feedback that is specialized and targeted for
a particular PBL course. The performance of this fine-tuned model depends on the number and quality of data instances used for fine-tuning. Thus, with an increase in the number of times a PBL course is conducted, it retains more valuable feedback, further improving its ability to generate specialized and effective feedback.

### 4.1.2 Providing Relevant Information related to Students’ Submission

Although the fine-tuned model is effective in providing specialized feedback, when questions are asked regarding the course rubrics or previous student submissions, it cannot respond accurately, as its knowledge is confined to the data available up to its training period and does not include specific, up-to-date information related to the course such as rubrics and students’ previous checkpoint submissions.

To ensure that feedback is more closely aligned with course objectives, we incorporate the Retrieval Augmented Generation (RAG) method[30] into our design, providing essential information about course rubrics and previous student submissions. RAG is a framework in generative AI that enhances the response generation of a general-purpose generative AI model. It does this by integrating real-time data retrieval capability from dynamic, external sources[30, 31].

![Figure 4.3: Additional Context Work Flow](image-url)
Fig. 4.3 shows the workflow of this method. The relevant information is cut into smaller pieces and converted into word vectors by applying embedding [32], thereby forming an external knowledge database. When a user asks a question, RAG initially analyzes it and searches the external databases for the most relevant information piece. Once it finds pertinent data, it merges it with the original user query, creating an enriched prompt. The general-purpose generative AI model then processes this enhanced query to formulate a response. This method significantly improves the original user prompt with current, relevant context, leading to a more comprehensive response.

4.1.3 Incorporating External Services

Although providing relevant information related to the course and students’ past checkpoint submissions helps the general-purpose generative AI model to offer high-level feedback that falls within the specific requirements and limitations of the course, it still lacks the necessary context for providing specific task-level feedback. For instance, the rubrics for Checkpoint 2 in our Web Technology PBL course include a requirement for code validation, which, although is considered by the previous method, but it still lacks sufficient capability to perform code analysis on its own, thus providing a generic response for code validation. This shortfall arises because these generative AI models do not possess a comprehensive understanding of current coding standards and practices that are essential for quality coding.

By integrating external services to handle such specific task-level functionality and using their results as context, we further enhance the ability of the general-purpose generative AI model to deliver more accurate and specific detailed feedback. External services here refer to any third-party services that can readily be integrated. In the case of the code validation example discussed earlier, we can use external tools to run a detailed code analysis on the students’ submitted codebase and use the response obtained from the tool as context to the general-purpose generative AI model, thus providing it with extensibility capabilities and hence better enhancing the feedback.

The workflow of this method is presented in Fig. 4.4. When the GPT-4 agent receives a prompt and user submissions, it first uses RAG to assess and select the most relevant source that aligns
with the task described in the prompt. Subsequently, the task function corresponding to the selected source is invoked, which then requests and receives a response back from this source. Finally, RAG retrieves this response and provides it as additional context to the general-purpose generative AI model for feedback generation. In this design, for each external source, there exists a corresponding tool function that incorporates necessary information from the selected source into the prompt, thereby enriching it before it is processed by the general-purpose generative AI model to generate a detailed and contextually rich completion.

4.2 Implementation

This section presents the implementation of the proposed methods outlined in Section 4.1. We developed a tool that independently implements each of these methods and later combines them to showcase its improved feedback generation capabilities. In the following subsections, for each of the three methods, we provide their respective implementation details for the tool development,
along with an example observation showcasing their feedback generation capabilities. At the end, we present a combined framework where all of these methods are integrated together and developed into a single tool, alongside reporting some example observations.

4.2.1 Fine-tuning ChatGPT

Figure 4.5: Feedback generated by a fine-tuned model on HTML codebase

We developed a fine-tuned model on top of the general-purpose ChatGPT (GPCG) using the GPT-3.5 version for our Web Technologies PBL course. For this, we constructed a dataset containing valuable feedback retained from two semesters (Fall 2022 and Fall 2023) of running the Web Technologies as a PBL course. As we only considered the TAs/ instructors and domain experts feedback previously in Fall 2022, we asked the respective students from that semester to provide ratings (out of 5) on those feedback they received for each checkpoint submissions and at the end of the project. However, in Fall 2023, we integrated feedback from all four different sources (TAs/ instructors, peers, domain experts, ChatGPT) as shown in Fig. 4.1, and asked the students to provide ratings on those feedback.

We then combined the feedback that was highly rated by students from both of these semesters and created a dataset resulting in a total of 50 instances. This dataset is composed of pairs of prompts and completions, for instance, with the prompts being instances of users submitting their
HTML code for web pages, and the completions being the insightful feedback on those submissions. Later, we used this dataset to fine-tune a GPT-3.5-turbo model[?].

We tested the fine-tuned model against different project submissions and found that the outcomes from the fine-tuned model tend to be more precise and directly related to the students’ questions, rather than providing broad, high-level feedback. One such example response generated by our fine-tuned model is illustrated in Fig. 4.5, which was obtained when asking for feedback on the HTML code for a login page for one of the project teams. The highlighted sections show that the fine-tuned model was able to provide feedback on aspects such as page loading times, input types, and cursor hover behaviors, which are the feedback previously given by domain experts and instructors for other projects with similar issues.

4.2.2 Providing Relevant Information related to Students’ Submission

To provide course-relevant materials as additional context, our tool implements Retrieval Augmented Generation (RAG) using the LangChain framework[33]. An essential feature of LangChain is its chains, which adeptly merge a generative large language model (LLM) with a prompt, incorporating these elements into the framework. Additionally, we employed ChromaDB as our vector database to store course project relevant information in an embedded format. When needed, such information can be accessed using retrieval chains, which is then conveyed to the general-purpose ChatGPT as additional context, ultimately generating a feedback that is well within the scope of the course.

Our observations, as shown in Fig. 4.6, demonstrate that our tool implementing this method not only generates feedback regarding the submissions, but it does so by taking the checkpoint rubrics as additional context for providing a specialized feedback. To validate that our tool does have access to such relevant course materials, we asked a follow-up question to check if the submission satisfies the rubrics. In the assignment, we explicitly asked the students to compare their proposed projects with competitors, plan for implementation, and divide the workload within their team. The response in Fig. 4.7 shows that the feedback generated by our tool mentions about these specific rubrics
Figure 4.6: Feedback on project proposal using relevant context points (competitive analysis, implementation plan, workload division, etc.), thus verifying that it can access such course-relevant information while generating feedback.

4.2.3 Incorporating External Services

As part of our implementation, we created a tool that incorporates a suite of external services, particularly for codebase analysis and design assessment tasks. The integrated code analysis tools
include the W3C HTML Code Validator \(^1\), SQL validator \(^2\), and PHP code validator and fixer \(^3\). These external validators perform an analysis on the codebase and provide a response with the validation result and further insights in case of failures. To assess the user interface (UI) layouts and screens, our tool integrates GPT-4 vision agent, which can assess the color theory and suggest the changes required to make the screens or layouts look more visually appealing to the users. This integration not only complements the feedback provided but also equips students with a more holistic understanding of coding standards that are critical in real-world applications.

![Figure 4.7: Course-relevant Additional Context (rubrics)](image)

We tested our tool against a HTML code validation task, and the response obtained is showcased in Fig. 4.8, where it is able to perform an HTML validation check using the HTML W3C validator

---

\(^1\)https://validator.w3.org/

\(^2\)http://sqllint.com/

\(^3\)https://github.com/PHP-CS-Fixer/PHP-CS-Fixer/
(Fig. 4.8a) and utilize its result as additional context for feedback generation. The highlighted section demonstrates that our tool obtained the same response for the validation check as the W3C validator, showcasing the added capability and extensibility that our tool offers to the general-purpose ChatGPT for enhancing specific task-level feedback.

For our use case, we primarily integrated the tools for code validation and design assessment. However, this approach is flexible and can be easily adapted to integrate with any other external sources by simply creating a new tool function. An interesting example could be integrating external APIs for obtaining real-time data, which further enhances the static knowledge base of general-purpose generative AI model to have a dynamic and near real-time updated context whenever required.

4.2.4 A Combined Framework

All three methods described earlier in Section 4.1 offer their distinct advantages towards enhancing a general-purpose generative AI model. Given this, our objective is to integrate them together to further explore the feedback improvement that can be achieved using such a collaborative approach. By combining the strengths of each method, we aim to create a more comprehensive and effective feedback generation framework on top of the general-purpose generative AI model.

![Figure 4.9: Combined Framework](image)
In this framework, we integrate the previous methods (Fine-tuning, Relevant Course Context, and External Services) to assess their collective impact on feedback enhancement. This comprehensive approach aims to boost the general-purpose generative AI model’s ability to deliver feedback that is not only precise and highly relevant to the course objectives but also is specialized in the level of specific tasks.

**Fine-tuning + Additional Context + External Tools**

The components and workflow of this framework are presented in Fig. 4.9. When a student submits a prompt along with their submissions, it is first routed to RAG, which acts as an entry point to the system. RAG, upon analyzing the prompt, determines which of the three methods is required to provide feedback. Based on the decision, RAG activates the necessary approaches by issuing a request for further context. Each of the activated methods undergoes its own workflow, as described earlier in Section 4.1, and sends the respective context back to RAG, which is then passed to the generative model for feedback generation.

This combinatorial approach provides a one-stop mechanism for feedback enhancement and personalization. As observed in Fig. 4.10, when users request the model to simultaneously handle three distinct tasks – providing code feedback, checking rubrics, and performing code validation – this approach is designed such that it can consider all those distinct contexts and provide fine-grained feedback covering all the aspects. For such multifaceted inputs, we have incorporated fine-tuning specifically for fine-grained code feedback, provided rubrics information as course-relevant context, and utilized external services to obtain further task-level details for feedback generation.

It is not compulsory to integrate all approaches every time. For example, when a user seeks feedback on a project proposal, invoking external services and fine-tuning models would be unnecessary; simply providing course-relevant context is adequate to yield a valuable feedback. This is because the fine-tuned model is better specialized to provide lower-level technical feedback and its knowledge base may be limited to only previously submitted proposal ideas, whereas, the general-purpose model, despite its ability to cover new ideas with its large knowledge base, may go beyond the scope of the course. In this scenario, just integrating the general-purpose model with
the course rubrics allows the model to explore new ideas while being restricted within the course’s scope, offering a perfect match.

Figure 4.10: Feedback using (Fine-tuning + Additional Context + External Services)

Such flexibility of our combined framework allows for tailored responses by applying a combination of the most appropriate methods depending on the input request, thus ensuring that the feedback generated is both relevant and efficiently tailored to the course project requirements.

4.3 Evaluation

We evaluate the effectiveness of our proposed solution by examining how its generated feedback aligns with and supports course objectives and requirements. For this purpose, we conducted a user survey and quantitatively analyzed the results.

4.3.1 Questionnaire Design and Participants

The survey was mainly designed to provide a quantitative analysis on various feedback methods by evaluating their effectiveness for feedback generation. It included 7 sets of unique questions,
each presenting a prompt and student’s submission as input, and the obtained feedback as output. Each of these questions was tested against different methods, as mentioned in Section 4.1, resulting in a total of 18 different questions. Table 4.1 presents the set of questions and the methods used for obtaining a response. We randomly selected three different student project submissions from various checkpoints and supplied the same set of 18 questions to each of them. The responses were recorded and sent out to the group members of the respective projects, as well as the TAs and instructor. Both the students and TAs/ instructors were asked to provide a rating on a scale of 1 to 5 on the collected feedback for each of the questions. To remove bias, we ensured that the participants were unaware of the different methods used in generating the feedback. Overall, we collected answers from 11 participants, with 2 being instructors and 9 being students.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Comparison of methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1  Asking for feedback on project proposal</td>
<td>1. General-Purpose ChatGPT (GPCG)</td>
</tr>
<tr>
<td>Q2  Asking if Q1 meets the rubrics requirements as a follow-up question.</td>
<td>2. Additional Context (AC)</td>
</tr>
<tr>
<td>Q3  Asking for feedback on codebase</td>
<td>1. General-Purpose ChatGPT (GPCG)</td>
</tr>
<tr>
<td>Q4  Asking if Q3 meets the rubrics requirements as a follow-up question.</td>
<td>2. Fine-tuning (FT)</td>
</tr>
<tr>
<td>Q5  Asking for code validation and feedback</td>
<td>3. Additional Context (AC)</td>
</tr>
<tr>
<td>Q6  Asking for feedback on visual elements and UI designs</td>
<td>1. General-Purpose ChatGPT (GPCG)</td>
</tr>
<tr>
<td>Q7  Asking for feedback based on rubrics requirements and code validation</td>
<td>2. Fine-tuning (FT) + Additional Context (AC)</td>
</tr>
<tr>
<td></td>
<td>3. External Services as Tools (ET)</td>
</tr>
</tbody>
</table>

Table 4.1: Survey Questionnaire

### 4.3.2 Effectiveness of various Feedback Methods for PBL

The survey responses are represented through histograms, which illustrate the distribution of ratings for various feedback methods. These histograms serve as a tool to uncover patterns and trends from the collected data, showing whether a significant number of users preferred a certain method or if the ratings were more evenly distributed. This analysis helps in assessing the preferences and effectiveness of each feedback method. Moreover, examining the histograms’
shapes allows us to see the direction of skewness in the responses, indicating whether there was a general tendency for higher or lower ratings. This aspect is vital for understanding the overall effectiveness and acceptance of the feedback methods among users. The skewness value provided for each histogram quantifies the distribution’s asymmetry, offering a precise measure of how users ratings deviate from a balanced distribution. Observations regarding the performance of various methods across different tasks are provided below.

**Assessing Feedback: GPCG vs AC methods for Project Proposal**

The feedback ratings for questions Q1 and Q2, when analyzed for the GPCG and AC methods as shown in the histograms 4.11a, 4.11b, 4.11c, 4.11d, exhibit distinct trends. Both Q1-GPCG and Q1-AC have approximately symmetrical feedback distributions with skewness values of 0.11, though Q1-AC has a slight bias towards higher ratings, and Q1-GPCG shows a neutral pattern. In contrast, Q2-AC shows a skewness of -0.96, reflecting a strong preference for higher ratings, while Q2-GPCG, with a skewness of 0.96, tends towards lower ratings.

**Observation 2**

The Additional Context(AC) method, providing course-relevant information, is better for generating feedback on project proposals as it not only offers feedback but also responds to questions regarding proposal rubrics related to the course, which cannot be answered by ChatGPT(GPCG).

**Assessing Feedback: GPCG vs FT vs AC methods for Codebase**

For the questions Q3 and Q4, feedback ratings are evaluated using three distinct methods: GPCG, FT and AC. The graphs 4.11e, 4.11f, 4.11g, 4.11h, 4.11i and 4.11j indicate a general trend of positive response. Q3-AC and Q4-GPCG, with skewness of 0.13 and 0.18, displayed a balanced distribution, and Q3-FT and Q4-AC, with skewness values of -0.80 and -1.57, showed a clear tendency towards higher ratings.
Observation 3

FT demonstrates greater performance over GPCG and AC in offering code feedback, as it has been trained on a customized dataset. This specialized training enables the FT model to deliver more insightful feedback on coding tasks.

Assessing Feedback: GPCG vs FT vs ET methods for Code Analysis

The evaluation of Question Q5, using methods GPCG, FT, and ET, is depicted in the graphs 4.11k, 4.11l, and 4.11m respectively, revealing distinct skewness patterns. Q5-ET with skewness of -0.49 shows a tendency towards higher ratings, indicating a positive response. In contrast, Q5-GPCG with a skewness of 0.25 suggested a modest preference for lower ratings. Meanwhile, Q5-FT, with a skewness of -0.02, displayed an even distribution of ratings.
Observation 4

The ET method surpasses both GPCG and FT in terms of code validation effectiveness. This is because GPCG’s capabilities are constrained to its initial generic knowledge base, while FT lacks previously retained knowledge specific to code validation.

Assessing Feedback: GPCG vs FT vs ET methods for Visual Elements and UI Designs

From the analysis of histograms 4.11n, 4.11o, and 4.11p for question Q6, each reflected the respective skewness values of -0.18, -0.11, and -0.11, indicating positive feedback with a modest lean towards higher ratings. The Q6-GPCG shows slightly stronger higher ratings than Q6-FT and Q6-ET, which are almost identical in distribution.

Observation 5

GPCG works better for giving feedback on visual elements and UI designs when compared to ET (GPT4 vision agent) and FT. Unlike the GPT-4 vision agent, which is specialized for image recognition and analysis, and the FT models that are tailored to specific datasets, GPCG offers a broad understanding of design aesthetics and user experience. This allows it to deliver more insightful feedback on visual designs.

Assessing Feedback: Combined Methods (FT+AC and FT+AC+ET)

The graphs 4.11q and 4.11r illustrate that various methods were integrated for evaluating Question Q7. The analysis of the histograms indicates distinct patterns of positive feedback: the combined approach of Q7-FT+AC+ET shows a strong bias towards the highest feedback rating with a skewness of -1.14, while Q7-FT+AC, with a skewness of -0.49, also displays a tendency towards higher ratings but with a wider range of responses.

Observation 6

Combining all three methods yields better feedback results than employing each method independently. This is due to the combined approach’s ability to answer any question within the scope of the project requirements and provide better, relevant feedback with its access to additional context from relevant course materials and external services.
CHAPTER 5

Conclusion and Future Directions

This paper presents a novel approach for enhancing a general-purpose AI model like ChatGPT for Project-Based Learning in computer science education. We successfully developed a specialized tool that leverages ChatGPT’s capabilities and addresses its limitations in providing project feedback. While our initial evaluation showed promising results, further research is needed to explore its effectiveness in larger and more diverse settings. We believe this work has the potential to revolutionize PBL by facilitating broader adoption through automated feedback and a more dynamic learning experience for students.

Our work involves the development of a tool on top of the general-purpose ChatGPT for a PBL use case in an undergraduate Web Technologies course. Our evaluation was based on assessing the quality of feedback generated by our tool on various checkpoint submissions from three different student projects, where a total of 11 participants, including both students and TAs/instructors, provided ratings on the generated feedback. Given the limited number of participants, it is difficult to generalize our tool’s effectiveness for a large class size with varying project ideas and implementations. Furthermore, the limited knowledge and experience of the participants with using a generative AI model might lead to participants not asking the right questions, impacting the quality of the feedback.

To the best of our knowledge, this paper is the first to showcase the possibilities of enhancing a generative AI model for specific PBL use cases in feedback provisioning, and it motivates future research. Based on our observations, one possible future working direction could include designing a new PBL course curriculum that not only integrates generative AI for feedback provisioning but also
provides students with sufficient background on it, so they consider it as a learning companion rather than completely relying on it, thus enhancing the overall learning process. To further investigate the effectiveness of this approach on PBL’s scalability, we plan to conduct a large-scale study using larger student and project samples, alongside comparing the domain experts’ effort, as part of our future work. Furthermore, we believe that our novel methodology presented in this paper has the potential to be developed into a dynamic and adaptable learning framework and envision its direct integration with learning management systems (i.e., Canvas) for automated feedback provisioning in the long run. This integration is pivotal as it facilitates the immediate provision of feedback to students on their projects with less to no need for domain experts’ effort, thus boosting PBL’s scalability.
During my journey as an MS student, I have had one paper published at the ASEE (2024 Annual Conference of the American Society for Engineering Education), one paper abstract submitted to FIE, and one paper under submission to a journal. I am the first author of all these submissions. The papers are listed below.

The paper titled “Generative-AI Assisted Feedback Provisioning for Project-based Learning in CS Courses” was published at the ASEE (2024 Annual Conference of the American Society for Engineering Education).

Abstract:
Project-Based Learning (PBL) is a pedagogical method that combines theory and practice by involving students in real-world challenges. Continuous feedback is crucial in PBL, guiding students to improve their methods and foster progressive thinking. However, PBL faces challenges in widespread adoption due to the time and expertise needed for effective feedback, especially with increasing student numbers. This paper presents a novel approach using Generative AI, specifically an enhanced ChatGPT, to provide effective PBL feedback. For an undergraduate Web Technology course, we integrated three methods: 1) fine-tuning ChatGPT with feedback from various sources; 2) using additional course-specific information for context; 3) incorporating external services for specialized feedback. We developed a tool that implements these methods both independently and in a combined fashion. We assessed the effectiveness of the tool we developed by conducting user studies, which confirmed that this tool improves the quality of feedback compared with general-
purpose ChatGPT. By acquiring and retaining knowledge from different sources, our approach offers a powerful component for implementing PBL on a large scale.
Another paper titled “A PBL-based Mini Course Module for Teaching Computer Science Students to Utilize Generative AI for Enhanced Learning” abstract was submitted to the Frontiers in Education conference (FIE) 2024.

Abstract:
This research-to-practice paper introduces a mini-course module designed to teach computer science students how to interact more efficiently with Generative AI (GAI). The rapid rise of GAI is transforming education by providing students with easy access to knowledge and answers to their questions, acting as a personal tutor. Particularly in the field of computer science, where GAI can easily generate code based on specific requirements, many instructors struggle to prevent students from using tools like ChatGPT for completing assigned programming assignments and homework. However, we argue that 1) the use of GAI is inevitable, necessitating a redesign of courses so that students cannot merely rely on GAI without actual learning; and 2) students’ learning can be enhanced if they learn to use GAI more effectively. In this paper, we demonstrate how we integrate Project-Based Learning to design the course module in a concise yet effective manner, which not only facilitates students’ learning of GAI but also enriches their learning in relation to the host course where this mini-course module is embedded.

In particular, the goal of this module is to teach CS students: 1) the basic principles and workflow of GAI; 2) Prompt Engineering: how to craft questions to interact more effectively with GAI; and 3) Extending GAI: how to create interactive tools by training customized GAI models. Designed to be completed within two weeks, the mini-course module can easily be incorporated into host courses. In the first week, we offer lectures and interactive examples to introduce the basic knowledge of the three topics listed above. We also design in-class exercises where students can explore how to most effectively ask questions about topics taught in the host course. In the second week, students are encouraged to develop projects of their own choice, focusing on building a GAI-based tool related to subjects from the host course. This project-based approach immerses students in authentic challenges and provides the flexibility for personalized exploration. To reduce the learning curve for students, boilerplate code examples and selected project examples will be provided.
We plan to pilot this mini-course module in a graduate-level Artificial Intelligence course with 40 students in Winter 2024. The example project we will give to students involves training ChatGPT to simulate the output of various clustering algorithms. To assess the module’s impact on student learning and engagement, we will conduct pre- and post-course surveys as well as student interviews. The results from these surveys and interviews will provide valuable insights and help us understand how the design of educational modules can be improved to effectively leverage and equip students with essential GAI competencies that foster student engagement and learning within a concise timeframe.
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