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#### Abstract

Conflicts between traffic participants may arise when their spatio-temporal trajectories come sufficiently close. Without timely detection and appropriate management, these conflicts may lead to safety hazards and compromise the traffic efficiency. Emerging technologies in vehicular automation and vehicle-to-everything (V2X) communication opened up new opportunities to resolve conflicts between vehicles in a cooperative manner. On the other hand, a mixed-autonomy environment consisting of vehicles with different automation and cooperation capabilities is expected to bring additional challenges to conflict resolution over the next few decades.

In this dissertation we construct a framework of conflict analysis to detect, manage, and resolve conflicts arising in cooperative maneuvers between vehicles at different levels of automation and cooperation. In particular, two different classes of cooperation, enabled by V2X communication, are considered as means to prevent conflicts: status sharing and intent sharing. Status sharing allows vehicles to exchange their instantaneous states with each other (e.g., current velocity and position), whereas intent sharing enables further information exchange regarding the intended future motion of vehicles (e.g., velocity and acceleration bounds). In conflict analysis, we interpret the dynamical information encoded in the wireless status and intent messages by means of conflict charts, where the state space is partitioned into the so called no-conflict, uncertain, and conflict domains. This allows for efficient decision making and controller design.

We first establish the concept of conflict analysis to prevent conflicts between two vehicles. Conflict-free maneuvering strategies are developed and communication requirements for the existence of such strategies are determined. We then extend the established conflict analysis framework to study conflicts between multiple vehicles, while considering two types of time delays, one in vehicle dynamics and the other in V2X communication. Using reachability theory, conflict anal-


ysis allows us to examine the merits of communication in conflict prevention in the presence of delays. The effects of time delays on conflicts in a mixed-autonomy environment are systematically quantified. It is revealed that receiving status information can facilitate conflict-free maneuvers, but time delays can compromise such opportunities. It is also shown that receiving intent information compensates the effects of delays, removes unnecessary conservatism from decision making, and improves the efficiency of controllers of connected vehicles. We design a goal-oriented controller for connected automated vehicles to pursue conflict-free maneuvers, and demonstrate the framework using simulations with real highway data.

Our theoretical analysis is brought to practice by generalizing the representation of vehicles' motion intent from a dynamical systems viewpoint. This enables us to extend conflict analysis by incorporating intent information. Such an extension is used to assist the decision-making of intent-receiving vehicles, and can be tailored to both automated and human-driven cases. We create intent messages using commercially available V2X devices, and experimentally demonstrate the benefits of sharing intent in cooperative maneuvering. Experiments are performed at a test track where intent-based on-board decision assistance is provided to human drivers in merge scenarios. Furthermore, we test intent messages on public highways and evaluate the performance in terms of packet delivery ratio. The collected data are fed into numerical simulations to investigate the effects of intent transmission conditions (e.g., sending frequency, intent horizon, and packet drops) on conflict resolution.

In summary, this dissertation presents state-of-the-art results on V2X-based conflict management in cooperative maneuvering under mixed autonomy. The novel framework of conflict analysis provides a rigorous yet scalable means to enhance traffic safety and efficiency. This dissertation is among the very first efforts to systematically study the communication impact on conflicts in mixed traffic. In particular, our theoretical study and experimental evaluation on intent sharing cooperation are expected to benefit the on-going standardization and future real-world deployment.

## CHAPTER 1

## Introduction

### 1.1 Motivation: Conflict Resolution in Mixed Traffic

Conflicts between different traffic participants may arise when their spatio-temporal trajectories come adequately close [1]. Such conflicts often occur while multiple road users attempt to access the same road resource at the same time, for example, at intersections, roundabouts, lane changes, and highway merges. Without timely detection and appropriate management, these conflicts may lead to evasive maneuvers and safety hazards of individual vehicles, compromising the overall traffic flow efficiency [2, 3]. Human drivers use many cues from other road users to prevent conflicts, and yet, traffic accidents often happen due to human's limited perception capability and incorrect evaluation of the situation, especially in uncertain driving environments [4, 5].

Over the past few decades, emerging technologies in vehicular automation [6, 7, 8], onboard sensing [9, 10], and wireless communication [11, 12, 13] have led to an increasing expectation for automated vehicles to possess better-than-human capabilities in conflict management. These technological advances opened up new opportunities for enhancing traffic safety and efficiency by allowing conflict resolution between vehicles in a cooperative manner [14, 15, 16, 17]. Vehicle-to-everything (V2X) communication is one of the most promising technologies, which allows vehicles to communicate beyond-line-of-sight information with other road participants [18, 19, 20]. Standardized protocols for V2X communication include dedicated short range communication (DSRC) [21, 22, 23, 24] and Cellular V2X (C-V2X) [25, 26, 27, 28].

Earlier results show that V2X communication may be utilized by automated vehicles to improve their performance according to multiple metrics while performing different maneuvers [29]. For example, vehicles with high levels of automation may cooperatively agree about what maneuvers to take using maneuver coordination messages [15, 30, 31, 32]. Focusing on higher-level decisionmaking, many different scheduling strategies are proposed to manage conflicts between multiple vehicles, using techniques such as graph-based modeling [33], formal verification [34], and assumeguarantee contracts [35]. A sizable literature of strategies also exist where even the control actions
of automated vehicles are carried out cooperatively. Such strategies include virtual platooning [36], optimal control [37, 38, 39, 40, 41], model predictive control [42, 43], and reachability analysis [ $44,45,46,47]$. Applications are not restricted to automated ground vehicles but may also be found on unmanned aerial and maritime vehicles [48, 49, 50]. The success of these strategies, however, relies on a strong assumption that all traffic participants possess high levels of automation.

Six different levels of automation have been defined by the Society of Automotive Engineers (SAE) [51]: level 0 - no driving automation; level 1 - driver assistance; level 2 - partial driving automation; level 3 - conditional driving automation; level 4 - high driving automation; and level 5 - full driving automation. In the near future, having a fully automated environment (with level 3-5 vehicles) is still very unlikely. It is becoming clear that the forthcoming decades will witness an autonomy evolution dominated by the so-called mixed traffic consisting of human-driven vehicles and vehicles of different automation levels [52,53]. Managing conflicts in mixed-autonomy systems has generated growing interests in multiple research communities.

For example, in [54], a framework for robot-human collision avoidance was proposed, where the prediction of human behavior was achieved by a statistical model without considering the interaction, and robot trajectories were generated by sequential planning and tracked by robust reachability-based controllers. In [55], game theory was used to model human decision making, and reinforcement learning was used for intelligent agents to generate the optimal action sequence. To provide provable safety guarantees, in [56], safe maneuver of the ego vehicle was realized by computing a library of the so-called robust controlled invariant sets offline, while other vehicles' driving intentions were estimated online by solving a linear programming problem. Alternatively, safety-critical control may be realized by control barrier functions (CBFs) while incorporating environmental uncertainties and input delays [57]. From the perspective of formal methods, [58] reviewed recent works on correct-by-construction design for automated vehicles, where representative techniques include finite state abstraction [59], temporal logic-based verification [60], and control synthesis using automata [61] and/or optimization [62]. In [63], a reachable set-based trajectory prediction of road participants is proposed for provably safe motion planning, where the ego vehicle relies on on-board sensors without V2X communication, and the uncertainties of the future evolution of the environment are considered. Other methods include a variety of optimization techniques including optimal control [64, 65], dynamic programming [66], model predictive control [67, 68], and reinforcement learning [69, 70]. These approaches were used for decision making and action planning for automated vehicles when interacting with human-driven vehicles, in scenarios such as lane changes, roundabouts, and merges.

Despite the active research on conflict management in mixed traffic, several important questions still remain open. One of the challenging problems is the limited scalability due to the "curse of dimensionality". This issue can arise in dynamic optimization [71], formal verification [72],

| Status-Sharing: <br> "Here I am/what I see" | Intent-Sharing: <br> "Here is what I plan to do" | Negotiation (agreement-seeking): "Can we do this together?" | Prescriptive: <br> "I will do as directed" |
| :---: | :---: | :---: | :---: |
|  | e.g., |  | e.g., |
| Standardized: <br> Basic safety message <br> Cooperative awareness message | New classes under standardization: e.g., SAE J3186 draft, ETSI TR 103578 |  |  |

Figure 1.1: Different levels of cooperation enabled by V2X communication, defined in SAE J3216 standard.
and reachability analysis [73], causing heavy computational load in existing conflict resolution algorithms and hindering their real-time implementations. Also, facing an uncertain environment, guaranteeing maneuver safety while maximizing efficiency in complex traffic scenarios is difficult. Moreover, the benefits of V2X communication on conflict resolution in mixed-autonomy environments are yet to be well investigated. A corresponding framework to systematically study conflicts under different levels of cooperation is missing. Meanwhile, effects of important V2X communication factors, such as information type, transmission rate, communication range, time delays, and packet drops, remain unclear in the context of conflict resolution.

In this dissertation, we develop new approaches and provide insights to these open research problems. A scalable and efficiently implementable framework of conflict analysis is developed for vehicles of various levels of automation to resolve conflicts under different cooperation classes. We utilize V2X communication as the enabling technology for conflict resolution in cooperative maneuvering. In the next section, we review the state-of-the-art of V2X-enabled cooperation and identify opportunities for cooperative conflict resolution in mixed traffic.

### 1.2 Cooperation using V2X Communication

The cooperation enabled by V2X communication is attracting considerable attentions from the automotive industry and standardization agencies [18, 74, 75]. The SAE standard J3216 categorizes four classes of cooperation between vehicles under V2X communication [18]: status sharing, intent sharing, negotiation, and prescriptive cooperation. Fig. 1.1 provides illustrative examples for different classes of cooperation. In status sharing, connected vehicles share instantaneous status information such as position and velocity, whereas in intent sharing, the information regarding

|  | Human-driven vehicles: SAE level 0 - No driving automation | Partially automated vehicles: <br> SAE level 1 - Driver <br> assistance <br> SAE level 2 - Partial driving automation | Highly automated vehicles: <br> SAE level 3 - Conditional driving automation <br> SAE level 4 - High driving automation <br> SAE level 5 - Full driving automation |
| :---: | :---: | :---: | :---: |
| Status sharing |  |  |  |
| Intent sharing |  |  |  |
| Negotiation |  |  |  |
| Prescriptive |  |  |  |

Figure 1.2: Levels of automation and cooperation targeted in this dissertation (green shading).
future motion plans is exchanged (e.g., velocity and acceleration bounds over a time horizon). Negotiation further allows vehicles to seek agreements about their future maneuvers by actively requesting road space and responding to such requests. Finally, prescriptive cooperation relies on a traffic coordinator prescribing maneuvers for all road users in a centralized manner. In contrast, the cooperation under status sharing, intent sharing, and negotiation is decentralized, offering vehicles the advantage to decide on their own actions based on the shared information.

Fig. 1.2 summarizes V2X-enabled cooperation between road participants possessing different automation levels. As highlighted by the yellow shaded part, negotiation and prescriptive cooperation may only happen between highly automated vehicles. These classes of cooperation so far attracted most prior research efforts [15, 30, 31, 32, 76, 77, 78]. In a mixed-autonomy traffic environment, however, negotiating future trajectories may oftentimes be infeasible, while requiring all traffic participants to follow the prescribed actions may be impractical. Thus, the cooperation between vehicles shall stay within the two lower classes: status sharing and intent sharing. This dissertation focuses on these two classes of cooperation and studies the green shaded part in Fig. 1.2, where vehicles of different automation degrees cooperate to prevent conflicts.

Sharing status is well-standardized. Examples include basic safety messages (BSMs) [21] and cooperative awareness messages (CAMs) [79]. Status information allows a vehicle to gain instantaneous situational awareness, but it can also lead to inefficient decisions and abrupt maneuvers due to the absence of foresight into future uncertainties. The decision-making and control of an ego vehicle are illustrated in Fig. 1.3. Based on the available status information, the ego vehicle shall


Figure 1.3: Conflict prevention performed by an ego vehicle under status sharing and intent sharing.
first predict the motion of remote vehicles and use these predictions when deciding what action to take so that no conflicts arise. Then the ego vehicle shall execute the chosen action through a control strategy. When the vehicle receives information only about the current status of other vehicles, the decisions that ensure conflict-free maneuvers are expected to be conservative, while the performance can be improved when intent information is also received from the surrounding vehicles. Consequently, intent sharing is an emerging form of cooperation, which is attracting increasing research attentions. Intent information can benefit a vehicle's decision making and control design by providing a more accurate prediction for the evolution of future environments.

In the literature of intent-enhanced maneuver coordination, many works focus on scenarios where driving intent of other vehicles is estimated from the available status information, while the exact intent is not shared directly via communication. Estimation techniques include optimization [56], statistical inference [80], and learning based strategies [81]. However, such estimation can be inaccurate and may not always be completed in a timely manner due to large computational load. Instead of estimating intent, we focus on V2X communication-based intent sharing, which enables more detailed and precise interpretation of vehicle intent.

Standardization of intent sharing is currently in progress. For example, SAE is establishing maneuver sharing and coordination service [82], while the European Telecommunications Standards Institute (ETSI) is standardizing maneuver coordination service [74, 75]. These standards are still under development, and intent messages have not been created and field-tested so far. On the other hand, a noticeable amount of theoretical research has been triggered by the ongoing standardization. For instance, [30] and [83] studied maneuver coordination messages which contained the planned and desired trajectories (as polynomials of time) for automated vehicles. From a communication perspective, [84] studied generation rules of such messages, while [85] evaluated the impact of maneuver coordination in large-scale traffic via simulations. Also, a framework was proposed in
[86] where vehicles' intended trajectories are communicated using B-spline representation in a fully automated car-following scenario.

These prior studies on intent sharing were limited to theory, and a clear gap exists on evaluating the benefits of intent in the real world. To the best of our knowledge, no previous work has evaluated experimentally the benefits of intent sharing in conflict resolution, and the corresponding communication requirements for intent messages have been unclear. This dissertation provides a first effort to fill these gaps. Using status sharing as a baseline, the benefits of intent sharing are systematically studied through conflict analysis and experimentally evaluated using real vehicles.

### 1.3 Contributions and Outline

In this dissertation, we first establish the concept of conflict analysis for two vehicles of different levels of automation, and demonstrate its applicability to aid a fast and reliable decision making and control design. In particular, we assume that the participating vehicles are equipped with V2X communication, and study cooperative maneuvers under status sharing and intent sharing. In conflict analysis, we construct conflict charts to interpret the dynamical information encoded in the status and intent messages, where the state space is partitioned into the so-called noconflict, uncertain, and conflict domains. Conflict-free maneuvering strategies are developed and communication requirements for such strategies are determined. To demonstrate the developed framework, we investigate a scenario with an ego connected automated vehicle (CAV) merging to a main road while a connected human-driven vehicle (CHV) is approaching on that road. The results are demonstrated both by experimental data using real vehicles on a test track and by simulations utilizing real highway data. The benefits of status and intent sharing in conflict resolution are systematically quantified. Moreover, based on conflict analysis, we propose a novel opportunistic strategy to improve the ego vehicle's decision and control, aiming to maximize its maneuver time efficiency.

We then scale up conflict analysis framework to multiple vehicles of different levels of automation, while utilizing reachability techniques. Two different types of time delays are considered, one in vehicle dynamics and the other in V2X communication. We systematically quantify the effects of time delays on conflicts in a mixed-autonomy environment. It is revealed that conflict-free maneuvers between multiple vehicles can be facilitated by receiving status information, but time delays can compromise such opportunities. It is also shown that receiving intent information compensates the effects of delays, removes the conservatism from decision making, and improves the efficiency of controllers for CAVs. We design a goal-oriented controller for a CAV to guarantee conflict-free maneuvers. This type of controller provides the designers with the freedom in choosing appropriate "goal state" to realize desired performances according to different design metrics (e.g., time and en-
ergy efficiencies, robustness). The benefits of different types of V2X information are demonstrated via simulations based on real highway data. We show that receiving the remote vehicles' status and intent information more frequently improves the passenger comfort and time efficiency of the CAV. The scalability and implementability of conflict analysis framework are demonstrated first in lane change scenarios and then in the more challenging multi-vehicle merge scenarios, where stricter maneuver constraints apply.

Furthermore, we propose a generalized representation of vehicles' motion intent from a dynamical systems viewpoint. Based on this, we extend the framework of conflict analysis and use the intent information to assist a personalized decision-making of an intent-receiving vehicle (which can be either automated or human-driven). We create intent messages using commercially available V2X radios using the communication protocol WSMP [87, 88], and demonstrate experimentally the benefits of sharing intent in cooperative maneuvering. This is validated via experiments at a test track where intent-based decision assistance is provided on-board to human drivers in merge scenarios. The experimental results reveal significant benefits of intent sharing in enhancing vehicle safety and time efficiency. We further test intent messages on public roads and evaluate the performance in terms of packet delivery ratio, i.e., the percentage of intent packets received out of those have been sent. Real highway data is collected and fed into numerical simulations to investigate the effects of intent transmission conditions (e.g., sending rate, intent horizon, and packet drops) on the benefits of intent sharing in conflict resolution.

This dissertation is developed based on our prior results reported in [89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99]. The remainder of this dissertation is organized as follows. In Chapter 2, we take an analytical approach to establish the framework of conflict analysis for two vehicles of different automation levels under status and intent sharing, and discuss the decision making and controller design. Benefits under different types of cooperation are quantified. Using such framework, we develop an optimization-based opportunistic strategy in Chapter 3 to further improve the efficiency in decision and control. In Chapter 4, we extend the conflict analysis framework to multiple vehicles by developing numerical tools, while incorporating time delays in vehicle dynamics and V2X communication. This extension is examined in lane change scenarios. Effects of time delays in conflict management are systematically studied. We further investigate the scalability of conflict analysis in Chapter 5 under additional maneuver safety constraints using multi-vehicle merge scenarios. In Chapter 6, we generalize the representation of vehicle motion intent and experimentally validate intent sharing in conflict resolution using real vehicles. Finally, we conclude the dissertation and lay out future research directions in Chapter 7.

## CHAPTER 2

## Establishing the Conflict Analysis Framework

In this chapter, we establish the framework of conflict analysis. We define conflict as an event when the trajectories of traffic participants come sufficiently close so that they may appear at the same location at the same time. Since vehicles have finite dimensions, we define a conflict zone of a finite size. For simplicity, in this chapter we focus on cooperative maneuvers where the conflict zone is fixed to the ground as depicted in Fig. 2.1(a)-(c). Note that this setup will be generalized in the subsequent chapters to accommodate moving conflict zones as well. To prevent conflicts, no more than one vehicle shall be present in the conflict zone at the same time. We develop conflict analysis using the representative example where the ego vehicle merges to a main road while a remote vehicle is approaching on that road [100]. However, the methods we develop can be applied to a larger set of maneuvers where multiple vehicles must enter a given spatial domain. Examples include intersections, roundabouts, and lane changes [101, 37, 102] with conflict zones of different shapes and sizes. We consider conflict prevention from the perspective of the ego vehicle which, according to the traffic rules, must yield to the other vehicle approaching the conflict zone on the main road. It is assumed that both vehicles are equipped with V2X communication devices and the ego vehicle is automated, thus, referred to as a connected automated vehicle (CAV); see Fig. 2.1(d). We demonstrate how conflict analysis can be utilized by the CAV for decision making under different levels of cooperation. Namely, we consider status sharing and intent sharing scenarios which can be supported by different types of wireless messages [18].

In conflict analysis, we consider the performance limits of both vehicles and calculate the socalled no-conflict, conflict, and uncertain domains in the state space for the cases when the ego vehicle merges ahead of the remote vehicle and when it merges behind. We demonstrate that the corresponding conflict charts can be used for decision making by the ego vehicle. Based on the conflict analysis, we also derive a V2X communication range requirement. If the ego vehicle receives status sharing messages before the remote vehicle enters this range, conflict-free maneuvers can be guaranteed independent of the remote vehicle's future motion. Then, we design a longitudinal controller for the ego CAV to execute the maneuver. We demonstrate that even a single status message from the remote vehicle can enable the vehicle to prevent conflicts and that


Figure 2.1: Cooperative maneuvers at (a) highway on-ramp, (b) expressway entrance, (c) highway off-ramp. (d) Model used for conflict analysis. A conflict happens if both vehicles are present (even partially) in the conflict zone, and thus, the key parameter $s=L+l$ is the sum of conflict zone length and the vehicle length.
the time efficiency can be significantly improved when receiving more status updates. We also show that by receiving intent information from the remote vehicle, a CAV can significantly enhance its capability of preventing conflicts and also improve its time efficiency. The developed conflict analysis framework is demonstrated by real vehicles via experiments performed at a test track and via simulations using highway traffic data collected at south-east Michigan.

The rest of this chapter is organized as follows. In Section 2.1 the mathematical model for vehicle dynamics is constructed. In Section 2.2 we establish the conflict analysis framework. We introduce the concept of conflict charts, derive the V2X communication range requirement, and use these results to construct a decision making rule for the ego vehicle. In Section 2.3 we investigate the scenario when the remote vehicle shares its intent with the ego vehicle via V2X communication. In Section 2.4 we design a controller that enables the ego CAV to execute non-conflicting maneuvers. In Section 2.5 experiments performed at a test track and simulations using real traffic data are presented. Finally, Section 2.6 concludes this chapter.

### 2.1 Modeling Vehicle Dynamics

Consider the scenarios in Fig. 2.1(a)-(c) where the conflict zones are indicated by red rectangles near the end of the ramps. The length of the conflict zone represents a safe distance between the vehicles which may vary according to the road configuration and traffic conditions. Here, to
simplify the matter, we ignore the lateral dynamics of the vehicles and consider the model shown in Fig. 2.1(d). The distances of the remote vehicle and ego vehicle from the conflict zone are denoted by $r_{1}$ and $r_{2}$ while their longitudinal velocities are $v_{1}$ and $v_{2}$, respectively. Here, we use subscript 1 to refer to the remote vehicle and subscript 2 to refer to the ego vehicle. The length of the conflict zone is denoted by $L$, the length of both vehicles is $l$, and we define $s:=L+l$ to account for the length of the vehicles in case of conflict. Note that the conflict analysis presented below can be adapted to many other conflict scenarios with conflict zones of various sizes and shapes by appropriately selecting the conflict zone parameters.

To highlight the main idea of conflict analysis, we adopt a simple model for the longitudinal dynamics of the vehicles. By neglecting the air drag and the rolling resistance we have

$$
\begin{align*}
& \dot{r}_{1}=-v_{1}, \\
& \dot{v}_{1}=\operatorname{sat}\left(u_{1}\right),  \tag{2.1}\\
& \dot{r}_{2}=-v_{2}, \\
& \dot{v}_{2}=\operatorname{sat}\left(u_{2}\right) .
\end{align*}
$$

Here the dot represents the derivatives with respect to time $t$ and the negative signs appear since the vehicles are traveling towards the conflict zone. Moreover, $u_{1}$ and $u_{2}$ represent the control inputs, and the saturation function is included to take into account the acceleration limits of the ego and remote vehicles.

Assuming that the velocity is between the assigned limits $v \in\left(v_{\min }, v_{\max }\right)$, we have

$$
\operatorname{sat}(u)= \begin{cases}a_{\min } & \text { if } u \in\left(-\infty, a_{\min }\right],  \tag{2.2}\\ u & \text { if } u \in\left(a_{\min }, a_{\max }\right), \\ a_{\max } & \text { if } u \in\left[a_{\max }, \infty\right) .\end{cases}
$$

For $v=v_{\min }$, we substitute $a_{\min }$ with 0 , since the vehicle would not decelerate in this case. Similarly, when $v=v_{\max }$, we substitute $a_{\max }$ with 0 , since the vehicle would not exceed the speed limit. Indeed, the acceleration limits and the speed limits may be different for different vehicles; see Table 2.1. Notice that $v_{\text {min, } 2}$ is set to zero, that is, the ego vehicle is allowed to stop along the ramp. Since we are controlling the motion of the ego vehicle, we also assume that we are able to assign acceleration limits that correspond to emergency braking and full-throttle acceleration [52]. On the other hand, we do not have control over the remote vehicle (it may be a human-driven vehicle), and we assume that its acceleration and speed limits correspond to reasonable highway driving behavior. Note that this analysis could also be carried out for different parameter values.

Table 2.1: Parameters values used in the Chapter 2.

| $L$ | $20[\mathrm{~m}]$ | $l$ | $5[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: |
| $a_{\min , 1}$ | $-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\min , 2}$ | $-8\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $a_{\max , 1}$ | $2\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\max , 2}$ | $4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $v_{\min , 1}$ | $20[\mathrm{~m} / \mathrm{s}]$ | $v_{\min , 2}$ | $0[\mathrm{~m} / \mathrm{s}]$ |
| $v_{\text {max }, 1}$ | $35[\mathrm{~m} / \mathrm{s}]$ | $v_{\text {max }, 2}$ | $35[\mathrm{~m} / \mathrm{s}]$ |

Now we define the state vector

$$
x:=\left[\begin{array}{llll}
r_{1} & v_{1} & r_{2} & v_{2} \tag{2.3}
\end{array}\right]^{\top} \in \Omega
$$

where $\Omega:=[-s, \infty) \times\left[v_{\min , 1}, v_{\max , 1}\right] \times[-s, \infty) \times\left[0, v_{\max , 2}\right]$. These states can be made available for both vehicles via V2X connectivity (e.g., a status sharing message from the remote vehicle shall contain $r_{1}$ and $v_{1}$ ). However, when designing the decision making and control algorithms, we can only prescribe the input $u_{2}$ of the ego vehicle. The input $u_{1}$ of the remote vehicle cannot be prescribed, only its bounds (given by the saturation function) are assumed to be known. When the intent of the remote vehicle is shared via V2X communication, the ego vehicle may utilize this information to have a better prediction of the remote vehicle's motion, but one still has no control over $u_{1}$. That is, the overall system (2.1) is not controllable, and our goal is to ensure that no conflict occurs under such assumptions.

### 2.2 Conflict Analysis

In this section, we provide a rigorous definition of conflict using mathematical logic and the model constructed above. Then, we calculate domains of different qualitative behaviors in the state space and display them on conflict charts.

As mentioned above, a conflict occurs if both vehicles appear in the conflict zone at the same time. This can be formalized as the proposition

$$
\begin{equation*}
C:=\left\{\exists t, r_{1}(t) \in[-s, 0] \wedge r_{2}(t) \in[-s, 0]\right\} \tag{2.4}
\end{equation*}
$$

and a non-conflicting maneuver is given by

$$
\begin{equation*}
\neg C=\left\{\forall t, r_{1}(t) \notin[-s, 0] \vee r_{2}(t) \notin[-s, 0]\right\}, \tag{2.5}
\end{equation*}
$$

where we use the symbols $\wedge$ (and), $\vee$ (or), and $\neg$ (negation). This definition can be generalized for more than two vehicles and for different traffic scenarios such as intersections, roundabouts, and
(a)

$P$ : ego vehicle merges ahead
(b)

$Q$ : ego vehicle merges behind

Figure 2.2: Conceptual illustrations of proposition $P$ in panel (a) and proposition $Q$ in panel (b).
lane changes.
We can decouple $\neg C$ into two cases where the ego vehicle merges ahead of the remote vehicle and where it merges behind:

$$
\begin{align*}
& P:=\left\{\exists t, r_{1}(t)=0 \wedge r_{2}(t)<-s\right\},  \tag{2.6}\\
& Q:=\left\{\exists t, r_{1}(t)=-s \wedge r_{2}(t)>0\right\} .
\end{align*}
$$

As visualized in Fig. 2.2(a), proposition $P$ describes that by the time the remote vehicle enters the conflict zone, the ego vehicle has already passed it. On the other hand, as shown in Fig. 2.2(b), proposition $Q$ states that by the time the remote vehicle exits the conflict zone, the ego vehicle has yet to enter it. Furthermore, one can show that the relationship

$$
\begin{equation*}
P \vee Q \Longleftrightarrow \neg C \tag{2.7}
\end{equation*}
$$

holds (see Appendix A), leading to the definition of non-conflicting maneuver.
Definition 1. Given the dynamics (2.1), a maneuver is non-conflicting if proposition P or proposition $Q$ is true.

Again, this definition may be extended to more than two vehicles by defining pairwise conflicts and can be generalized to a large variety of traffic scenarios. We remark that, from the perspective of the ego vehicle, deciding on whether to merge ahead or behind the approaching remote vehicle is analogous to the so-called "yellow light dilemma" [103], where a vehicle facing a yellow traffic light needs to decide on whether it can safely stop in front of or timely clear an intersection. Note that the yellow light dilemma is usually studied with only one vehicle considered and may be eliminated by properly designing the yellow light interval [104]. Our analysis in this chapter, however, involves
an additional vehicle which is out of our control, and the potential conflicts may only be resolved through proper decision-making and control design for the ego vehicle. This way, our study on conflicts may be seen as a generalization of the yellow light dilemma problems.

Proposition $P$ can be decomposed into three cases:
(1) No-conflict with respect to $P$ : the ego vehicle is able to merge ahead without conflict independent of the subsequent motion of the remote vehicle.
(2) Uncertain with respect to $P$ : the ego vehicle may be able to merge ahead without conflict depending on the subsequent motion of the remote vehicle.
(3) Conflict with respect to $P$ : the ego vehicle is not able to merge ahead without conflict independent of the subsequent motion of the remote vehicle.

Mathematically these can be formulated as disjoint sets in state space:

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \exists u_{2}(t), P \text { for } t>0\right\},  \tag{2.8}\\
& \mathcal{P}_{\mathrm{y}}:=\left\{x(0) \in \Omega \mid\left(\exists u_{1}(t), \forall u_{2}(t), \neg P \text { for } t>0\right) \wedge\left(\exists u_{1}(t), \exists u_{2}(t), P \text { for } t>0\right)\right\},  \tag{2.9}\\
& \mathcal{P}_{\mathrm{r}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \neg P \text { for } t>0\right\}, \tag{2.10}
\end{align*}
$$

and we refer to these as no-conflict set, uncertain set, and conflict set with respect to merge ahead, respectively. The subscripts g , y and r correspond to the colors green, yellow, and red that will be used to visualize the sets in state space. Similarly, based on proposition $Q$, the state space can be decomposed into no-conflict set, uncertain set, and conflict set with respect to the merge behind, that is,

$$
\begin{align*}
& Q_{\mathrm{g}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \exists u_{2}(t), Q \text { for } t>0\right\},  \tag{2.11}\\
& Q_{\mathrm{y}}:=\left\{x(0) \in \Omega \mid\left(\exists u_{1}(t), \forall u_{2}(t), \neg Q \text { for } t>0\right) \wedge\left(\exists u_{1}(t), \exists u_{2}(t), Q \text { for } t>0\right)\right\},  \tag{2.12}\\
& Q_{\mathrm{r}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \neg Q \text { for } t>0\right\} . \tag{2.13}
\end{align*}
$$

Note that the first and second predicates in (2.9) are the negation of the predicates in (2.8) and (2.10), that is,

$$
\begin{align*}
\left(\exists u_{1}, \forall u_{2}, \neg P\right) & \Longleftrightarrow \neg\left(\forall u_{1}, \exists u_{2}, P\right), \\
\left(\exists u_{1}, \exists u_{2}, P\right) & \Longleftrightarrow \neg\left(\forall u_{1}, \forall u_{2}, \neg P\right), \tag{2.14}
\end{align*}
$$

implying that $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ are pairwise disjoint and giving $\mathcal{P}_{\mathrm{g}} \cup \mathcal{P}_{\mathrm{y}} \cup \mathcal{P}_{\mathrm{r}}=\Omega$. Similar relationships also exist in (2.11-2.13), yielding $Q_{\mathrm{g}} \cup Q_{\mathrm{y}} \cup Q_{\mathrm{r}}=\Omega$.

We remark that the formal logic-based set description can be naturally extended to more complex conflict scenarios (e.g., more vehicles or lanes), which guarantees mathematical strictness while keeping the definition concise and scalable. We also emphasize that the decoupling of the propositions $P$ and $Q$ breaks down the problem of preventing conflict into the merge ahead scenario and the merge behind scenario.

### 2.2.1 Conflict charts

Using model (2.1), the boundaries between the domains $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ in state space can be calculated analytically, and the same holds for $Q_{\mathrm{g}}, Q_{\mathrm{y}}$, and $Q_{\mathrm{r}}$. By superimposing these domains, we can create conflict charts that separate the state space into no-conflict, uncertain, and conflict domains.

First, we focus on the sets $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$. If $r_{1}(0) \in[-s, 0]$, the remote vehicle starts in the conflict zone and the ego vehicle has no chance to merge ahead without conflict. When $r_{1}(0) \in(0, \infty)$, we can describe two boundaries, $r_{2}=p_{1}\left(r_{1}, v_{1}, v_{2}\right)$ and $r_{2}=p_{2}\left(r_{1}, v_{1}, v_{2}\right)$, which separate $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ as visualized in the ( $v_{2}, r_{2}$ )-plane in Fig. 2.3(a). These boundaries are derived by considering that by the time the remote vehicle enters the conflict zone the ego vehicle just exits while applying the input bounds $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\max , 1}, a_{\max , 2}\right)$ and $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\text {min }, 1}, a_{\text {max }, 2}\right)$; see Fig. 2.2(a) and Appendix B.

It can be proven that $p_{2}\left(r_{1}, v_{1}, v_{2}\right) \geq p_{1}\left(r_{1}, v_{1}, v_{2}\right), \forall r_{1} \in(0, \infty), v_{1} \in\left[v_{\text {min, } 1, ~}, v_{\text {max, }}\right]$, and $v_{2} \in\left[0, v_{\text {max }, 2}\right]$. Thus, the regions $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ are given by

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}}=\left\{x \in \Omega \mid r_{2}<p_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.15}\\
& \mathcal{P}_{\mathrm{y}}=\left\{x \in \Omega \mid p_{1}\left(r_{1}, v_{1}, v_{2}\right) \leq r_{2}<p_{2}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.16}\\
& \mathcal{P}_{\mathrm{r}}=\Omega \backslash\left(\mathcal{P}_{\mathrm{g}} \cup \mathcal{P}_{\mathrm{y}}\right), \tag{2.17}
\end{align*}
$$

and these are shaded as green, yellow, and red in Fig. 2.3(a), respectively.
Similarly, consider the sets $Q_{\mathrm{g}}, Q_{\mathrm{y}}$, and $Q_{\mathrm{r}}$. There are two boundaries related to proposition $Q: r_{2}=q_{1}\left(r_{1}, v_{1}, v_{2}\right)$ and $r_{2}=q_{2}\left(r_{1}, v_{1}, v_{2}\right)$; see Fig. 2.3(b). These are calculated by considering that by the time the remote vehicle exits the conflict zone, the ego vehicle just enters while applying the input bounds $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\min , 1}, a_{\min , 2}\right)$ and $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\max , 1}, a_{\min , 2}\right)$; see Fig. 2.2(b). Note that boundaries $q_{1}$ and $q_{2}$ overlap for $v_{2} \in\left[0,-t_{\mathrm{q} 2} a_{\text {min,2 }}\right]$, where $t_{\mathrm{q} 2}$ represents the time needed for the remote vehicle to exit the conflict zone, with $u_{1}(t) \equiv a_{\text {max, } 1}$; see (B.10B.12) in Appendix B. One can then prove that, $q_{1}\left(r_{1}, v_{1}, v_{2}\right) \geq q_{2}\left(r_{1}, v_{1}, v_{2}\right), \forall r_{1} \in[-s, \infty)$,
$v_{1} \in\left[v_{\text {min }, 1}, v_{\text {max, }, 1}\right], v_{2} \in\left(-t_{\mathrm{q} 2} a_{\text {min }, 2}, \infty\right)$. Thus, the regions $Q_{\mathrm{g}}, Q_{\mathrm{y}}$, and $Q_{\mathrm{r}}$ are

$$
\begin{align*}
& Q_{\mathrm{g}}=\left\{x \in \Omega \mid r_{2}>q_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\}  \tag{2.18}\\
& Q_{\mathrm{y}}=\left\{x \in \Omega \mid q_{2}\left(r_{1}, v_{1}, v_{2}\right)<r_{2} \leq q_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.19}\\
& Q_{\mathrm{r}}=\Omega \backslash\left(Q_{\mathrm{g}} \cup Q_{\mathrm{y}}\right) . \tag{2.20}
\end{align*}
$$

These regions are shaded as green, yellow, and red in Fig. 2.3(b), respectively.
Figure 2.3(d)-(e) visualize the corresponding boundaries and regions in the ( $r_{1}, r_{2}$ )-plane, where the red square at the bottom left corner represents the conflict zone. Note that the sets partitioning the state space are obtained analytically using the simple model (2.1) without resistance terms. With more complicated models, analytical calculations may not be possible and numerical tools may be needed. Developing such tools will be discussed further below in Chapters 4 and 5.

Having introduced the boundaries and regions related to $P$ and $Q$ separately, we combine them together in Fig. 2.3(c) and (f). Each region in these graphs is given by the intersection of a set related to $P$ and a set related to $Q$. We color the regions as follows: combining a green region with any other region gives green; combining a yellow region with a yellow or red region gives yellow; combining two red regions gives red. We refer to these as unified conflict charts. Such conflict charts can be used by the ego vehicle to locate the current system state, and thus reason about future conflicts, once a status of the remote vehicle is received (via V2X communication).

In the unified conflict chart in Fig. 2.3(f), the red-shaded region corresponds to the "capture set" computed in [46, 44]. However, here the decision making boundaries further divide the rest of the state space into different regions, enabling the ego vehicle to make decisions (and act on them) long before approaching the capture set. As will be explained below, the decision in the green region below the blue boundary shall be "merge ahead" and in the green region above the blue boundary shall be "merge behind" in order to prevent conflict independent of the future behavior of the remote vehicle.

Fig. 2.4(a)-(d) show a sequence of charts in the ( $v_{2}, r_{2}$ )-plane for fixed $v_{1}$ and different $r_{1}$ values as indicated. These charts illustrate the evolution of the boundaries while the remote vehicle approaches the conflict zone with constant speed. On the other hand, Fig. 2.4(e)-(h) show a sequence of conflict charts in the $\left(r_{1}, r_{2}\right)$-plane when the remote vehicle travels at constant speed while the ego vehicle is accelerating.

### 2.2.2 Communication range and decision making rule

The conflict charts introduced above provide a general tool for decision making. These, however, rely on having motion information available from the remote vehicle, which, in most cases,


Figure 2.3: (a)-(c) Conflict charts in the ( $v_{2}, r_{2}$ )-plane for given $v_{1}, r_{1}$ values as indicated. (a) Conflict charts for merge ahead. (b) Conflict charts for merge behind. (c) Unified conflict charts combining (a) and (b). (d)-(f) Conflict charts in the $\left(r_{1}, r_{2}\right)$-plane for given $v_{1}, v_{2}$ values as indicated.
cannot be obtained using optical sensors, but require the use of V2X communication. Here we provide conditions for the required range of V2X communication in order to guarantee conflict free maneuvers.

For initial conditions $x(0) \in \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$ in the green region, there exists a controller $u_{2}(t)$ such


Figure 2.4: (a)-(d) Conflict charts in the ( $v_{2}, r_{2}$ )-plane when the remote vehicle is approaching with a constant speed. (e)-(h) Conflict charts in the ( $r_{1}, r_{2}$ )-plane when the remote vehicle travels at constant speed while the ego vehicle is accelerating. According to the decision making rule (2.24), the decision in the green region below the blue boundary is merge ahead while the decision in the green region above the blue boundary is merge behind.
that conflict can be prevented for $t>0$, that is, $x(t) \in \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$. The following theorem relates this to a communication range requirement.

Theorem 1. The statement $x(0) \in \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$ holds for $r_{1}(0) \geq r_{1}^{*}$ where

$$
\begin{equation*}
r_{1}^{*}=\max \left\{\underline{r}_{1}, \bar{r}_{1}\right\} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{gather*}
\underline{r}_{1}=\left\{\begin{array}{c}
\sqrt{\frac{2 s}{a_{\max , 2}} v_{\max , 1},} \quad \text { if } \quad s a_{\max , 2} \leq \frac{1}{2} v_{\max , 2}^{2} \\
\left(s+\frac{v_{\text {max }, 2}^{2}}{2 a_{\max , 2}}\right) \frac{v_{\text {max }, 1},}{v_{\text {max }, 2}}, \\
\text { otherwise },
\end{array}\right.  \tag{2.22}\\
\bar{r}_{1}=\left(s-\frac{v_{\max , 2}^{2}}{2 a_{\min , 2}}\right) \frac{v_{\max , 1}}{v_{\max , 2}} . \tag{2.23}
\end{gather*}
$$

Proof. See Appendix C.
The proof is based on showing that, if $r_{1}(0) \geq r_{1}^{*}$, then $p_{1}\left(r_{1}, v_{1}, v_{2}\right) \geq q_{1}\left(r_{1}, v_{1}, v_{2}\right)$ independent of the values of $v_{1}$ and $v_{2}$, meaning that the system state is guaranteed to stay in the green no-conflict domain $\mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$; see Fig. 2.4(a). The theorem implies that if the ego vehicle receives a status packet from the remote vehicle (at $t=0$ ) when the latter is at least $r_{1}^{*}$ distance away from the conflict zone, then independent of the input $u_{1}(t), t \geq 0$, there exists a controller $u_{2}(t), t \geq 0$ which can prevent conflicts for $t>0$. For the parameters in Table 2.1, we have $r_{1}^{*}=124$ [m] which is possible to satisfy with current V2X technologies. Fig. 2.5(a)-(c) show how the communication range $r_{1}^{*}$ is affected by the parameters of the ego vehicle. Notice that with lower capability of accelerating and decelerating, larger communication range is required to prevent conflict. This also implies that having a larger communication range may help one to improve passenger comfort.

Now we propose a decision making rule for the ego vehicle:

$$
\text { decision }= \begin{cases}\text { merge ahead, } & \text { if } x(0) \in \mathcal{P}_{\mathrm{g}}  \tag{2.24}\\ \text { merge behind, } & \text { if } x(0) \notin \mathcal{P}_{\mathrm{g}} \wedge x(0) \in Q_{\mathrm{g}} .\end{cases}
$$

That is, if the initial state $x(0) \in \mathcal{P}_{\mathrm{g}}$, then independent of the motion of the remote vehicle, the ego vehicle is able to merge ahead without conflict, and the decision maximizes its time efficiency. On the other hand, if $x(0) \notin \mathcal{P}_{\mathrm{g}}$ and $x(0) \in \mathcal{Q}_{\mathrm{g}}$, then independent of the motion of the remote vehicle, the ego vehicle is able to merge behind without conflict.

If the communication range requirement in Theorem 1 is satisfied (see Fig. 2.4(a)), a nonconflicting decision is guaranteed by (2.24) for any initial state of the ego vehicle. Also, (2.24) suggests that for $x(0) \in \mathcal{P}_{\mathrm{g}} \cap Q_{\mathrm{g}}$, the ego vehicle still chooses to merge ahead to increase its time


Figure 2.5: Communication range as a function of (a) $a_{\max , 2}$, (b) $a_{\min , 2}$ and (c) $v_{\max , 2}$, where the parameters of the remote vehicle are given in Table 2.1.
efficiency. If the communication range requirement is not satisfied (see Fig. 2.4(b)-(d)), the decision making rule (2.24) can still be applied. However, if the initial state $x(0) \notin \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$ then a definite decision cannot be made due to the unknown future behaviors of the remote vehicle. In the next section, we provide a potential solution to this problem by making the intent of the remote vehicle available via V2X connectivity.

### 2.3 Conflict Analysis with Intent Information

In this section, we show that obtaining intent information from the remote vehicle can help the ego vehicle to make decisions since it decreases the uncertainty regarding the future behavior of the remote vehicle. We also demonstrate that making better decisions may significantly improve the time efficiency of the ego vehicle when merging. We note again that intent sharing is beneficial to cooperative driving as it can be used to improve the decision-making and control of an automated vehicle having at least partial automation; see Fig. 1.2.

First, we define the intent of the remote vehicle under the scenario described in Section 2.1.

Definition 2. Given the dynamics (2.1,2.2), the intent of the remote vehicle is a restricted velocity
domain $v_{1}(t) \in\left[\underline{v}_{1}, \bar{v}_{1}\right]$ and acceleration (input) domain $u_{1}(t) \in\left[\underline{a}_{1}, \bar{a}_{1}\right]$ over some time period $t \in[0, \Delta t]$, where $v_{\min , 1} \leq \underline{v}_{1} \leq \bar{v}_{1} \leq v_{\max , 1}$ and $a_{\min , 1} \leq \underline{a}_{1} \leq \bar{a}_{1} \leq a_{\max , 1}$.

For example, in a highway driving scenario with cruise control, an intent message may encode that for the next $\Delta t=15$ seconds, the remote vehicle will travel with a speed between $\underline{v}_{1}=27[\mathrm{~m} / \mathrm{s}]$ and $\bar{v}_{1}=29[\mathrm{~m} / \mathrm{s}]$ while limiting its acceleration between $\underline{a}_{1}=-1\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ and $\bar{a}_{1}=1\left[\mathrm{~m} / \mathrm{s}^{2}\right]$.

For simplicity, we assume that the time interval $\Delta t$ of the intent covers the time horizon until the remote vehicle clears the conflict zone. This assumption is realistic for merge, intersection crossing, and lane change maneuvers as those typically last for a few seconds. Thus, when the intent information is available, the boundaries in the conflict charts can be re-calculated using the formulas in Appendix B with the remote vehicle's velocity and acceleration limits given by its intent. Let us use $r_{2}=\bar{p}_{1}\left(r_{1}, v_{1}, v_{2}\right), r_{2}=\bar{p}_{2}\left(r_{1}, v_{1}, v_{2}\right), r_{2}=\bar{q}_{1}\left(r_{1}, v_{1}, v_{2}\right)$, and $r_{2}=\bar{q}_{2}\left(r_{1}, v_{1}, v_{2}\right)$ to denote the new boundaries. One can then define no-conflict, uncertain, and conflict sets with intent information. For proposition $P$ we have

$$
\begin{align*}
& \overline{\mathcal{P}}_{\mathrm{g}}=\left\{x \in \Omega \mid r_{2}<\bar{p}_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.25}\\
& \overline{\mathcal{P}}_{\mathrm{y}}=\left\{x \in \Omega \mid \bar{p}_{1}\left(r_{1}, v_{1}, v_{2}\right) \leq r_{2}<\bar{p}_{2}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.26}\\
& \overline{\mathcal{P}}_{\mathrm{r}}=\Omega \backslash\left(\overline{\mathcal{P}}_{\mathrm{g}} \cup \overline{\mathcal{P}}_{\mathrm{y}}\right), \tag{2.27}
\end{align*}
$$

cf. (2.15-2.17), while for proposition $Q$ we obtain

$$
\begin{align*}
& \bar{Q}_{\mathrm{g}}=\left\{x \in \Omega \mid r_{2}>\bar{q}_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\}  \tag{2.28}\\
& \bar{Q}_{\mathrm{y}}=\left\{x \in \Omega \mid \bar{q}_{2}\left(r_{1}, v_{1}, v_{2}\right)<r_{2} \leq \bar{q}_{1}\left(r_{1}, v_{1}, v_{2}\right)\right\},  \tag{2.29}\\
& \bar{Q}_{\mathrm{r}}=\Omega \backslash\left(\bar{Q}_{\mathrm{g}} \cup \bar{Q}_{\mathrm{y}}\right), \tag{2.30}
\end{align*}
$$

cf. (2.18)-(2.20).
The following Theorem gives the relationships between the sets with and without intent information.

Theorem 2. Given the intent of the remote vehicle, we obtain

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}} \subseteq \overline{\mathcal{P}}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}} \supseteq \overline{\mathcal{P}}_{\mathrm{y}}, \text { and } \mathcal{P}_{\mathrm{r}} \subseteq \overline{\mathcal{P}}_{\mathrm{r}}  \tag{2.31}\\
& Q_{\mathrm{g}} \subseteq \bar{Q}_{\mathrm{g}}, Q_{\mathrm{y}} \supseteq \bar{Q}_{\mathrm{y}}, \text { and } Q_{\mathrm{r}} \subseteq \bar{Q}_{\mathrm{r}} \tag{2.32}
\end{align*}
$$

## Proof. See Appendix D.

The relationships (2.31) and (2.32) reveal that with the intent both the no-conflict and conflict sets (with respect to $P$ and $Q$ ) expand, while the uncertain sets (with respect to $P$ and $Q$ ) shrink.

These are illustrated in the conflict charts in Fig. 2.6(a) and (d), and Fig. 2.6(b) and (e), respectively.
The following Corollary states that the uncertain sets $\overline{\mathcal{P}}_{\mathrm{y}}$ and $\overline{\mathcal{Q}}_{\mathrm{y}}$ disappear when considering a deterministic future motion (i.e., constant acceleration) for the remote vehicle.

Corollary 1. $\overline{\mathcal{P}}_{\mathrm{y}}=\bar{Q}_{\mathrm{y}}=\emptyset$ if the intent of the remote vehicle satisfies

$$
\begin{equation*}
\left(\bar{a}_{1}=\underline{a}_{1}\right) \vee\left(\bar{v}_{1}=\underline{v}_{1}=v_{1}(t)\right) . \tag{2.33}
\end{equation*}
$$

This corollary can be proved by noticing that (2.33) leads to the relationships $\bar{p}_{1}\left(r_{1}, v_{1}, v_{2}\right)=$ $\bar{p}_{2}\left(r_{1}, v_{1}, v_{2}\right)$ and $\bar{q}_{1}\left(r_{1}, v_{1}, v_{2}\right)=\bar{q}_{2}\left(r_{1}, v_{1}, v_{2}\right)$ between the boundaries.

Combining the conflict charts associated with propositions $P$ and $Q$, yields the following property for the unified conflict charts.

Corollary 2. Given the intent of the remote vehicle, in the unified conflict charts we have

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}} \subseteq \overline{\mathcal{P}}_{\mathrm{g}} \cup \bar{Q}_{\mathrm{g}}  \tag{2.34}\\
& \mathcal{P}_{\mathrm{r}} \cap Q_{\mathrm{r}} \subseteq \overline{\mathcal{P}}_{\mathrm{r}} \cap \bar{Q}_{\mathrm{r}} \tag{2.35}
\end{align*}
$$

This corollary can be proved from (2.31) and (2.32) with basic set operations. Practically, (2.34) and (2.35) mean that with intent the green and red regions expand, resulting in smaller yellow region in the state space $\Omega$; cf. Fig. 2.6(c,f) with Fig. 2.3(c,f). That is, having intent information reduces the uncertainty in the decision making of the ego vehicle and provides additional danger awareness. Also, the decision making rule (2.24) can be adapted by using $\overline{\mathcal{P}}_{\mathrm{g}}$ and $\bar{Q}_{\mathrm{g}}$ instead of $\mathcal{P}_{\mathrm{g}}$ and $Q_{\mathrm{g}}$, respectively.

The charts in Fig. 2.7 quantify the benefits of using the intent information. These are obtained by superimposing the conflict charts with and without intent information; see Figs. 2.3, 2.4 and 2.6. In the gray-shaded regions, the decision remains unchanged. Fig. 2.7(a) shows that when the communication range requirement $(2.21,2.22,2.23)$ is satisfied, there is a region where decision changes from merge behind to merge ahead. Fig. 2.7(b) depicts that when the communication range requirement is not satisfied, a previously yellow region changes to green and red. For example, points A, B, and C were in the yellow region in Fig. 2.3(c), while in Fig. 2.7(b) A and C are in the green region with decisions to merge behind and merge ahead, respectively. Point $B$ is in the red region, giving the ego vehicle an awareness of danger that a conflict is not preventable.

### 2.4 Controller Design

Based on the conflict analysis presented above, we design a controller for the ego vehicle to execute a conflict-free merge. Recall that this vehicle is considered to be automated and we refer to this as


Figure 2.6: (a)-(c) Conflict charts in the ( $v_{2}, r_{2}$ )-plane given the intent of the remote vehicle: $v_{1} \in[25,30][\mathrm{m} / \mathrm{s}]$ and $u_{1} \in[-2,1]\left[\mathrm{m} / \mathrm{s}^{2}\right]$. (a) Conflict charts for merge ahead. (b) Conflict charts for merge behind. (c) Unified conflict charts combining (a) and (b). (d)-(f) Conflict charts in the $\left(r_{1}, r_{2}\right)$-plane given the same intent of the remote vehicle.
a connected automated vehicle (CAV) in this section. On the other hand, no restriction is assumed for the remote vehicle, i.e., it can be human-driven or automated. Finally, we assume that the communication range requirement given in Theorem 1 holds, i.e., the CAV receives a status update from the remote vehicle before the latter one reaches the distance $r_{1}^{*}$ from the conflict zone.


Figure 2.7: Change of decision charts under the same intent as in Fig. 2.6 when the communication range requirement in Theorem 1 is satisfied (a) and when it is not satisfied (b). Conflict cannot be prevented without intent for the points marked A, B, and C. With intent the decisions become: A merge behind; C - merge ahead; B - conflict is not preventable.

To ensure a non-conflicting maneuver independent of the remote vehicle's future action $u_{1}(t)$, we propose the controller

$$
u_{2}(t)= \begin{cases}u_{2}^{\mathcal{P}_{\mathrm{g}}}, & \text { if decision }=\text { merge ahead }  \tag{2.36}\\ u_{2}^{Q_{\mathrm{g}}}, & \text { if decision }=\text { merge behind }\end{cases}
$$

for $t \geq 0$; see (2.24). Here, $u_{2}^{\boldsymbol{P}_{\mathrm{g}}}$ ensures that the ego vehicle merges ahead of the remote vehicle without conflict, and $u_{2}^{Q_{\mathrm{g}}}$ ensures that it merges behind without conflict. A block diagram summarizing the decision making and control logic for the CAV is shown in Fig. 2.8, where the design of $u_{2}^{Q_{\mathrm{g}}}$ is divided into several cases as discussed below.

For merge ahead, the CAV chooses constant control input

$$
\begin{equation*}
u_{2}^{\mathcal{P}_{\mathrm{g}}}=a_{\max , 2}, \tag{2.37}
\end{equation*}
$$

since it makes the maneuver the most time-efficient (from the CAV's perspective). Note that according to the saturation function (2.2) in (2.1), the CAV's acceleration becomes zero once its velocity reaches $v_{\text {max }, 2}$. Fig. 2.9 shows two different velocity profiles when $u_{2}^{\mathcal{P}_{\mathrm{g}}}$ is applied to pass the conflict zone. Panels (a) and (b) correspond to cases when $v_{\text {max }, 2}$ is not reached and when it is reached, respectively.

For merge behind, the CAV uses the constant control input $u_{2}^{Q_{g}}$ that is calculated by assuming the worst-case scenario $u_{1}(t) \equiv a_{\min , 1}$ (or $u_{1}(t) \equiv \underline{a}_{1}$ when intent is available). To maximize the time efficiency (of the CAV), we set $u_{2}^{Q_{g}}$ such that the CAV arrives at the front edge of conflict zone


Figure 2.8: Block diagram of the decision making and control logic of the CAV under the communication requirement in Theorem 1.



Figure 2.9: Velocity profiles when applying controller $u_{2}^{{ }^{{ }_{g}^{g}}}{ }^{\text {g }}$ when the speed limit $v_{\text {max, } 2}$ is not reached (a) and when it is reached (b).
at time $t_{\mathrm{q} 1}$, when the remote vehicle clears the conflict zone. In the formulas below, we drop the argument ( 0 ) when referring to the initial values of the state $x$, that is, we use $r_{1}, v_{1}, r_{2}, v_{2}$ instead of $r_{1}(0), v_{1}(0), r_{2}(0), v_{2}(0)$.

We distinguish two cases:
Case 1: $r_{2} \leq \frac{1}{2} t_{\mathrm{q} 1} v_{2} \Longrightarrow$ the CAV must stop at the front edge of the conflict zone. Then the control input is given by

$$
\begin{equation*}
u_{2}^{Q_{\mathrm{g}}}=-\frac{v_{2}^{2}}{2 r_{2}}, \tag{2.38}
\end{equation*}
$$

which makes the CAV stop at the front edge of the conflict zone no later than the time $t_{\mathrm{q} 1}$; see Fig. 2.10(a) where the area below the curve is the distance $r_{2}$. Note that it can be shown from (2.38) that $u_{2}^{Q_{\mathrm{g}}}>a_{\text {min,2 }}$. Also, the control input $u_{2}^{Q_{\mathrm{g}}}$ saturates once the CAV's speed reaches $v_{\text {min, } 2}=0[\mathrm{~m} / \mathrm{s}]$.
Case 2: $r_{2}>\frac{1}{2} t_{\mathrm{q} 1} v_{2} \Longrightarrow$ the CAV does not need to stop at the front edge of conflict zone. For this



Figure 2.10: Velocity profiles for the controller $u_{2}^{Q_{g}}$. The different panels correspond to the cases in Fig. 2.8. Here, $t_{\mathrm{q} 1}$ is the time when the remote vehicle clears the conflict zone under $u_{1}(t) \equiv a_{\text {min, } 1}$ (or $u_{1}(t) \equiv \underline{a}_{1}$ when intent is available).
case there are two subcases.
Case 2.1: $a_{\max , 2}<\left(v_{\max , 2}-v_{2}\right) / t_{\mathrm{q} 1} \Longrightarrow$ the CAV's speed cannot reach $v_{\max , 2}$ by time $t_{\mathrm{q} 1}$, not even by applying the maximum acceleration $a_{\text {max }, 2}$; see Fig. 2.10(b). In this case we use

$$
u_{2}^{Q_{\mathrm{g}}}= \begin{cases}\frac{2\left(r_{2}-v_{2} t_{\mathrm{q} 1}\right)}{t_{\mathrm{q} 1}^{2}}, & \text { if } r_{2} \in\left(\frac{1}{2} t_{\mathrm{q} 1} v_{2}, \frac{1}{2} t_{\mathrm{q} 1}^{2} a_{\mathrm{max}, 2}+v_{2} t_{\mathrm{q} 1}\right]  \tag{2.39}\\ a_{\mathrm{max}, 2}, & \text { otherwise }\end{cases}
$$

Case 2.2: $\quad a_{\max , 2} \geq\left(v_{\max , 2}-v_{2}\right) / t_{\mathrm{q} 1} \Longrightarrow$ the CAV's speed can reach $v_{\max , 2}$ by time $t_{\mathrm{q} 1}$; see Fig. 2.10(c). In this case we use

$$
u_{2}^{Q_{\mathrm{g}}}= \begin{cases}\frac{2\left(r_{2}-v_{2} t_{\mathrm{q} 1}\right)}{t_{\mathrm{q} 1}^{2}}, & \text { if } r_{2} \in\left(\frac{1}{2} t_{\mathrm{q} 1} v_{2}, \frac{1}{2} t_{\mathrm{q} 1}\left(v_{2}+v_{\max , 2}\right)\right]  \tag{2.40}\\ \frac{\left(v_{\max }, 2-v_{2}\right)^{2}}{2\left(t_{\mathrm{q} 1} v_{\max , 2}-r_{2}\right)}, & \text { if } r_{2} \in\left(\frac{1}{2} t_{\mathrm{q} 1}\left(v_{2}+v_{\max , 2}\right),-\frac{\left(v_{\max , 2}-v_{2}\right)^{2}}{2 a_{\max , 2}}+t_{\mathrm{q} 1} v_{\max , 2}\right] \\ a_{\mathrm{max}, 2}, & \text { otherwise. }\end{cases}
$$

Note that in Case 2.2 the control input $u_{2}^{Q_{g}}$ saturates once the CAV's speed reaches $v_{\text {max, } 2}$.
The proposed controller guarantees that region $\mathcal{P}_{\mathrm{g}}$ is invariant under $u_{2}^{\mathcal{P}_{\mathrm{g}}}$, and $Q_{\mathrm{g}}$ is invariant under $u_{2}^{Q_{\mathrm{g}}}$. That is, $\mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$ is control invariant under (2.36). Recall that $u_{2}^{Q_{\mathrm{g}}}$ is derived by using a status packet received from the remote vehicle at $t=0$ and it is assumed that the remote vehicle
is applying $u_{1}(t) \equiv a_{\min , 1}\left(\right.$ or $\left.\underline{a}_{1}\right)$ along $t>0$. However, if the CAV receives status updates later, it can re-calculate (2.38), (2.39), and (2.40) using the most recent information, which results in larger value of $u_{2}^{Q_{g}}$, and consequently, better time-efficiency for the CAV. The benefits of receiving frequent status updates will be shown in the next section.

### 2.5 Experiments and Simulations

In this section, we show two applications of the conflict analysis framework developed above. First, we present experimental results obtained in a closed test track to demonstrate that (i) the theoretical conflict chart matches with data collected using real vehicles, and (ii) our conflict analysis can help a CAV to prevent conflicts that a human driver could not avoid. Second, we present numerical simulations by using real highway data for the remote vehicle to demonstrate that a CAV is able to prevent conflict when using the proposed decision making and control algorithms. We also demonstrate that the performance of CAV can be significantly enhanced when it utilizes intent information from the remote vehicle.

### 2.5.1 Experiments on test track with real vehicles

The experiments were performed at the test track of the University of Michigan called Mcity with two real vehicles; see the aerial view in Fig. 2.11(a). The remote vehicle (blue) traveled along the main road while the ego vehicle (white) merged onto the main road within the yellow rectangle of 50 meters length. The conflict zone is indicated by the red rectangle of 20 meters length. Fig. 2.11(b)(f) show snapshots from one of the maneuvers where conflict arose. In the experiments both vehicles had human drivers, but the remote vehicle's speed was regulated by cruise control (set to $30[\mathrm{mi} / \mathrm{hr}]=13.4[\mathrm{~m} / \mathrm{s}]$ ), which may be considered as a low level of automation. The ego vehicle started from standstill from the locations marked by magenta dots in panel (a) and it launched some time after the remote vehicle has passed a landmark (indicated by the red line). Thus, by varying the launching location and the launching time, a set of different initial conditions were explored. The ego vehicle's decision (and the corresponding act) on whether to merge ahead or behind the remote vehicle was made by the human driver. For each initial condition, multiple experiments were performed.

Both vehicles were equipped with GPS devices and V2X communication devices that allowed them to share their status (GPS-based position and speed) with a 10 Hz update rate using basic safety messages (BSMs) [21]. For intent sharing, the intended speed of the remote vehicle (13.4 $[\mathrm{m} / \mathrm{s}]$ ) was known by the driver of the ego vehicle. Correspondingly, when constructing the conflict chart in the $\left(r_{1}, r_{2}\right)$-plane in Fig. 2.12(a), we used velocity limits $\underline{v}_{1}=13[\mathrm{~m} / \mathrm{s}]$ and $\bar{v}_{1}=14[\mathrm{~m} / \mathrm{s}]$
(corresponding to the speed error of the cruise control) and $v_{\text {min }, 2}=0$ and $v_{\text {max }, 2}=20[\mathrm{~m} / \mathrm{s}]$ (the speed limits of the ego vehicle), while the other parameters are the same as in Table 2.1. In this figure only the conflict chart of merge ahead is shown (cf. Figs. 2.3(d) and 2.6(d)) as in the experiments the ego vehicle could always merge behind the remote vehicle without conflict, due to the standstill initial condition.

The initial condition for each experiment is displayed on the conflict chart in Fig. 2.12(a). Green and blue circles correspond to non-conflicting merge ahead and merge behind runs, respectively, while magenta crosses indicate runs with conflict. Observe that the theoretical boundaries match the data well. Most non-conflicting merge ahead cases are located in the $\overline{\mathcal{P}}_{\mathrm{g}}$ region, while none of them appear in the $\overline{\mathcal{P}}_{\mathrm{r}}$ region. On the other hand, most conflicting cases are located in the $\overline{\mathcal{P}}_{\mathrm{y}}$ and $\overline{\mathcal{P}}_{\mathrm{r}}$ regions. These correspond to the human driver attempting to merge ahead based on an incorrect assessment of the situation. We remark that if rolling and air resistances were included in the ego vehicle's model, one would expect a slightly smaller green region and a slightly larger red region. We leave the quantification of this difference for our future work as this requires additional

remote vehicle

Figure 2.11: Experimental setup. (a) Layout of the test track with merge zone (yellow rectangle), conflict zone (red rectangle), and start positions of the ego vehicle (magenta dots). (b-f) Snapshots from an experiment with panels (d) and (e) highlighting the conflict.


Figure 2.12: (a) Experimental data (initial conditions of both vehicles) superimposed on the conflict chart. Green circles mark non-conflicting merges ahead, blue circles denote non-conflicting merges behind and magenta crosses correspond to conflicts. (b)-(d) Position, speed and acceleration profiles of both vehicles corresponding to the initial conditions of points $A$ and $B$. The red shaded region in panel (b) highlights the time interval where both vehicles are inside the conflict zone in case B.
numerical tools, which, however, can be developed based on the results of the subsequent chapters.
Fig. 2.12(b)-(c) show the vehicles' motion data corresponding to point A (no conflict) and point B (conflict) in Fig. 2.12(a). In both cases, the ego vehicle decides to merge ahead as shown by the similar speed and acceleration profiles within the first 3.5 seconds in Fig. 2.12(c) and (d). However, in the conflict chart point A is located in the $\overline{\mathcal{P}}_{\mathrm{g}}$ region while point B is in the $\overline{\mathcal{P}}_{\mathrm{r}}$ region where a non-conflicting merge ahead is not possible. Correspondingly, as revealed by the speed and acceleration profiles after 3.5 seconds, the ego vehicle successfully merges ahead in case A but runs into a conflict in case $B$. In the latter case, the ego vehicle reduces its speed and acceleration and eventually merges behind the remote vehicle. The conflict is illuminated in Fig. 2.12(b) by red shading, where the ego vehicle (solid magenta curve) appears in the conflict zone at the same time as the remote vehicle (dashed magenta curve).

The ego vehicle was able to prevent conflict in case A but failed to do so in case B due to the inability of the human driver to accurately assess the remote vehicle's state and intent and to make


Figure 2.13: Simulation results with the initial condition of point B in Fig. 2.12(a). Position, speed, and acceleration profiles of the vehicles are plotted in panels (a), (b), and (c), respectively for the experimental run and when the CAV uses the controller ( $2.36,2.38,2.39,2.40$ ) with different status update rates as indicated. The red shaded region in panel (a) highlights the time interval where both vehicles are inside the conflict zone in case B.
an informed decision. If the ego vehicle was a connected automated vehicle, it could utilize V2X connectivity to obtain accurate information about the motion of the remote vehicle. Then, with the help of conflict analysis, the CAV could make a decision to prevent the conflict and execute the corresponding maneuver using the controller designed above. To demonstrate this, we use the initial condition of the point B in Fig. 2.12(a) and show simulation results for a CAV equipped with the controller (2.36) in Fig. 2.13.

Since $x(0) \notin \overline{\mathcal{P}}_{\mathrm{g}}$, according to (2.24), the CAV decides to merge behind the remote vehicle and applies (2.38)-(2.40). The position profiles in Fig. 2.13(a) show that the CAV enters the conflict zone just after the remote vehicle exits. The velocity and acceleration profiles in Fig. 2.13(b) and (c) highlight the differences caused by different V2X packet update rates. When no status updates are utilized (blue curves) the ego vehicle maintains a constant acceleration until it reaches the maximum speed. With status updates the control commands is updated every second (red curves) or every 0.1 seconds (green curves) yielding velocity and acceleration profiles which allow the CAV to execute the maneuver faster as can be observed in Fig. 2.13(a).

### 2.5.2 Simulations using real highway data

To further evaluate the efficiency of the decision making and control algorithms, we utilize data collected on US-23 near Ann Arbor, Michigan for the remote vehicle; see Fig. 2.1(a). The remote vehicle's position, velocity, and acceleration are shown by black curves in Fig. 2.14(a), (b), and (c), respectively. At the initial time the remote vehicle is 201.57 meters from the conflict zone traveling at a speed of $22.63[\mathrm{~m} / \mathrm{s}]$. At the same time, the ego vehicle (CAV) is placed at the on-ramp 210 meters from the conflict zone traveling with speed of $25[\mathrm{~m} / \mathrm{s}]$. This yields $x(0) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$


Figure 2.14: Simulation results when a CAV utilizes traffic data received from the remote vehicle and applies the controller $(2.36,2.37,2.38,2.39,2.40)$ with different status update rates and intent as indicated. Position, speed, and acceleration profiles of the vehicles are plotted in panels (a), (b), and (c), respectively. Observe that with intent information the CAV's decision changes from merge behind to merge ahead.

Table 2.2: Maneuver execution time of the CAV in Fig. 2.14.

|  | Execution time |
| :---: | :---: |
| No status update | $13.58[\mathrm{~s}]$ |
| Status update every 1 s | $10.45[\mathrm{~s}]$ |
| Status update every 0.1 s | $10.31[\mathrm{~s}]$ |
| Intent + Status | $7.07[\mathrm{~s}]$ |

and, according to (2.24), the CAV decides to merge behind the remote vehicle while using the controller (2.36) with (2.38)-(2.40). In Fig. 2.14, the time profiles of the CAV are shown for different status update rates; see blue, red and green curves. Notice that the time needed for the CAV to execute the maneuver (i.e., execution time) decreases when status packets are received more frequently; as shown in Table 2.2. Less frequent status updates yield longer execution times due to the conservative prediction of remote vehicle's future motion.

When intent information is available, the execution times can be further reduced. For example, extracting the bounds $\underline{v}_{1}=21[\mathrm{~m} / \mathrm{s}], \bar{v}_{1}=27[\mathrm{~m} / \mathrm{s}], \underline{a}_{1}=-1\left[\mathrm{~m} / \mathrm{s}^{2}\right], \bar{a}_{1}=1\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ from the velocity and acceleration data of the remote vehicle, yields $x(0) \in \overline{\mathcal{P}}_{\mathrm{g}} \cap \bar{Q}_{\mathrm{g}}$, that is, the CAV decides to merge ahead using the controller (2.36) with (2.37); see the purple curves in Fig. 2.14. This decision change leads to a significant improvement of the execution time as shown in Table 2.2.

Figure 2.15(a) depicts the domain in state space where the CAV changes its decision from merge behind to merge ahead if intent information becomes available. Considering the initial position $r_{2}(0) \in[-s, 300][\mathrm{m}]$ and initial speed $v_{2}(0)=25[\mathrm{~m} / \mathrm{s}]$ for the CAV (marked by the vertical dashed line in Fig. 2.15(a)), we simulated the CAV without and with intent while using the


Figure 2.15: (a) Change of decision chart corresponding to the initial condition of the remote vehicle in Fig. 2.14. (b) Time needed for the CAV to execute the maneuver when choosing the initial condition along the dashed vertical line.
controller (2.36)-(2.40). The corresponding maneuver execution times are shown in Fig. 2.15(b) for status update rate 10 Hz . Observe that the execution time is significantly reduced in the domain where the decision changes due to intent. Even in the domain where the decision merge behind remains unchanged, having intent information still improves the time efficiency of the controller.

### 2.6 Summary

In this chapter, we established the concept of conflict analysis in order to help vehicles with different levels of automation and cooperation to prevent conflicts. We constructed conflict charts that allowed connected automated vehicles to make better decisions while utilizing status and intent messages received from remote vehicles via V2X communication. We also determined the communication range required to guarantee the existence of conflict-free maneuvers. We demonstrated that increasing the frequency of status updates can benefit the time efficiency of the ego vehicle. Moreover, we showed that sharing intent information that bounds the future speed and acceleration of remote vehicles leads to less conservatism in the decision making of the ego vehicle. Intent messages from remote vehicles also yield significant improvements in the time efficiency of the ego vehicle and such improvements cannot be replicated by merely sharing current status information more frequently. The results were demonstrated experimentally using real vehicles on a test track and by numerical simulations using real highway data.

In the next chapter, we will take a closer look at the conflict charts, and explore more efficient decision-making rules and control algorithms that can potentially maximize the time efficiency of the ego vehicle.

## CHAPTER 3

## Opportunistic Strategy in Conflict Analysis

In Chapter 2, we have established the concept of conflict analysis. This chapter extends conflict analysis framework by developing an optimization-based opportunistic strategy which can improve the ego vehicle's performance while guaranteeing a conflict-free maneuver at the same time.

We still use the merge scenario depicted in Fig. 2.1 in the previous chapter as an application example, which involves an ego vehicle and a remote vehicle. The vehicles' dynamical models are still given by (2.1). We assume that the ego vehicle receives status sharing messages via V2X, containing the current position and speed of the remote vehicle. For simplicity in stating the basic idea, in this chapter we restrict ourselves to status sharing without considering intent sharing. Note that, however, our analysis can be naturally extended to the intent sharing case.

Recall that in conflict analysis, we interpret messages transmitted by remote vehicles by means of conflict charts, which allow us to devise conflict-free controllers for the ego vehicle based on the message content and the state of the ego vehicle. By solving a constrained optimization problem, here we derive an opportunistic strategy that maximizes the possibility of the ego vehicle to merge ahead of the remote vehicle, while satisfying the conflict-free condition. This reduces the conservatism in the strategy proposed in Chapter 2 (referred to as conservative strategy in this chapter) in terms of the time efficiency of ego vehicle. These benefits are demonstrated by using traffic data taken on a highway in south-east Michigan.

### 3.1 Opportunistic Strategy

Let us first point out the conservatism of the decision making rule in Chapter 2 and highlight the potential benefits that may be obtained by the opportunistic strategy discussed further below.

### 3.1.1 Conservative strategy and potential opportunity

In Chapter 2, a conservative decision making rule 2.24 was proposed for the green region of the unified conflict chart. Within $\mathcal{P}_{\mathrm{g}}$ (green region below the blue boundary in Fig. 3.1(c)), there is



Figure 3.1: Conflict charts in the $\left(r_{1}, r_{2}\right)$-plane for $v_{1}=28[\mathrm{~m} / \mathrm{s}]$ and $v_{2}=25[\mathrm{~m} / \mathrm{s}]$. (a)-(c) Conflict charts for merge ahead, merge behind, and the unified conflict chart. The opportunity region in panel (c) is highlighted by stripes. Here, we used $a_{\max , 2}=2[\mathrm{~m} / \mathrm{s}]$ and $a_{\min , 2}=-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$, while other parameters are the same as in Table 2.1.
no conflict with respect to proposition $P$ and vehicle 2 is able to merge ahead without a conflict independent of the motion of vehicle 1 . The decision for this region is indeed merge ahead. Note that merging ahead leads to higher time efficiency and thus has priority over merging behind. When merging ahead without conflict is not guaranteed but merging behind without conflict is guaranteed independent of the motion of vehicle 1 (green region above the blue boundary in Fig. 3.1(c)), then vehicle 2 decides to merge behind. Once the decision is made at the initial time, vehicle 2 sticks to it and executes it by choosing an appropriate control law. In Chapter 2, two separate controllers were designed for merging ahead and behind, which ensured conflict-free merge by keeping the evolution of the state inside the no-conflict sets $\mathcal{P}_{\mathrm{g}}$ and $\mathcal{Q}_{\mathrm{g}}$, respectively. We refer to the above decision making rule and the corresponding control laws as the conservative strategy in the rest of this chapter.

To understand the conservatism one may notice that the merge behind decision is applied in two
different regions of the state space. In $\mathcal{P}_{\mathrm{r}} \cap Q_{\mathrm{g}}$ (green region above the red boundary in Fig. 3.1(c)), merging ahead without conflict is not possible, and thus, merge behind is the only choice. On the other hand, in $\mathcal{P}_{\mathrm{y}} \cap \mathcal{Q}_{\mathrm{g}}$ (striped region between the red and blue boundaries in Fig. 3.1(c)), merging ahead without a conflict may be possible depending on the future behavior of vehicle 1. This may offer potential opportunities for vehicle 2 to merge ahead. The conservative strategy makes the decision of merge behind without pursuing the opportunity to merge ahead actively. We name this striped region in conflict chart the opportunity region, and we propose an opportunistic strategy, which tries to merge ahead in this region, while still ensuring a conflict-free merge.

In what following, we focus on the opportunity region $\mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$ and discuss in detail an opportunistic strategy which consists of a decision checking mechanism and an optimization-based controller.

### 3.1.2 Decision checking mechanism

As conflict analysis shows, if the initial state is in the opportunity region (i.e., $x(0) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$ ), then the ego vehicle may be able to merge ahead without a conflict depending on the motion of the remote vehicle. To prevent conflict, the ego vehicle decides to pursue the opportunity to merge ahead, while ensuring that a conflict-free merge behind is still guaranteed in the case that merge ahead is not possible. To execute this decision, one needs to solve a constrained optimization problem, which is discussed in detail in the next subsection. This initial decision will be revised later on as updates about the status of the remote vehicle become available. The decision can be changed to merge ahead if the system state evolves into the no-conflict set with respect to merge ahead $\left(\mathcal{P}_{\mathrm{g}}\right)$, i.e., the trajectory crosses the blue boundary in conflict charts (see Fig. 3.1(c)). On the other hand, the decision must be finalized as merge behind if the trajectory crosses the red boundary and enters $\mathcal{P}_{\mathrm{r}} \cap \mathcal{Q}_{\mathrm{g}}$ region.

This decision making rule is summarized as

$$
\text { decision }= \begin{cases}\text { stick to merge ahead, } & \text { if } x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}  \tag{3.1}\\ \text { pursue opportunity to merge ahead, } & \text { if } x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}} \\ \text { stick to merge behind, } & \text { if } x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{r}} \cap Q_{\mathrm{g}}\end{cases}
$$

where $t_{k}, k=0,1, \ldots$ represent the time when status sharing packets are received from the remote vehicle so that $t_{0}=0$ is the initial time. The left part of Fig. 3.2 visualizes this mechanism. At any $t_{k}$, if the state is in the opportunity region (i.e., $x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$ ), then the ego vehicle pursues the opportunity to merge ahead, but the decision will be reviewed at the next status update time $t_{k+1}$. If $x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}$ (green region below the blue curve), the decision is set to merge ahead for $t \geq t_{k}$.


Figure 3.2: Block diagram of the opportunistic strategy.

Finally, if $x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{r}} \cap Q_{\mathrm{g}}$ (green region above the red boundary), then the decision is set to merge behind for $t \geq t_{k}$. We emphasize that in contrast to the conservative strategy (2.24) where the ego vehicle does not revise its decision, the decision checking (3.1) enables a potential decision change to merge ahead, which can improve the time efficiency of the ego vehicle.

### 3.1.3 Opportunistic controller

The decision checking mechanism allows the ego vehicle to take the opportunity of merging ahead, but whether it can merge ahead or not also depends on the future motion of the remote vehicle, which we do not have control over. Here we propose a control algorithm that maximizes the ego vehicle's chance to merge ahead while ensuring that it can still merge behind without conflict if its decision to merge ahead is not possible. The key idea is to "push" the system toward the blue boundary, i.e., toward set $\mathcal{P}_{\mathrm{g}}$, while keeping it inside the no-conflict set $Q_{\mathrm{g}}$. This can be formulated as an optimization problem as discussed below.

Let $T_{\text {reach, } 1}(t)$ denote the time needed for the remote vehicle to reach the conflict zone and $T_{\text {exit, } 2}(t)$ the time needed for ego vehicle to exit the conflict zone, calculated at time $t$ assuming $\left[u_{1}(t), u_{2}(t)\right]^{\top} \equiv\left[a_{\mathrm{max}, 1}, a_{\mathrm{max}, 2}\right]^{\top}$ as future inputs. Based on the definition of sets $\mathcal{P}_{\mathrm{g}}$ and $\mathcal{P}_{\mathrm{y}}$, $x(t) \in \mathcal{P}_{\mathrm{g}}$ if and only if $T_{\text {reach }, 1}(t)>T_{\text {exit, } 2}(t)$, while $T_{\text {reach }, 1}(t) \leq T_{\text {exit }, 2}(t)$ holds if $x(t) \in \mathcal{P}_{\mathrm{y}}$. Define $\tilde{T}(t):=T_{\text {exit, } 2}(t)-T_{\text {reach,1 }}(t)$ and consider the state $x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{y}} \cap \mathcal{Q}_{\mathrm{g}}$ such that $\tilde{T}\left(t_{k}\right) \geq 0$. In order for $x(t) \in \mathcal{P}_{\mathrm{g}}$ at some $t>t_{k}, \tilde{T}(t)<0$ must hold. Noting that $\tilde{T}(t)$ is a continuous function of $t$, pushing the state $x(t)$ from $\mathcal{P}_{\mathrm{y}}$ to $\mathcal{P}_{\mathrm{g}}$ is equivalent to decreasing $\tilde{T}(t)$ in $t$. Although we do not have


Figure 3.3: Optimal solution $u_{2}^{*}(t)$ for the time interval $t \in\left[t_{k}, t_{k+1}\right)$ (between receiving two adjacent status sharing packets) when $t_{k}^{*} \geq t_{k+1}$ (a) and when $t_{k}^{*}<t_{k+1}$ (b). Here $t_{k}^{*}$ predicts the time when the state will reach the black boundary of set $Q_{\mathrm{g}}$.
control over $T_{\text {reach }, 1}(t)$, we can ensure via $u_{2}(t)$ that $T_{\text {exit, } 2}(t)$ decreases the most.
Assuming $x\left(t_{k}\right) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$, we formulate an optimization problem that minimizes the time derivative of $T_{\text {exit,2 }}(t)$ by shaping $u_{2}(t)$ within the time interval $\left[t_{k}, t_{k+1}\right)$ :

$$
\begin{equation*}
\min _{u_{2}(t) \in \mathbb{R}} J(t)=\frac{\mathrm{d}}{\mathrm{~d} t} T_{\text {exit }, 2}(t), \quad \forall t \in\left[t_{k}, t_{k+1}\right) \tag{3.2}
\end{equation*}
$$

subject to dynamics (2.1),

Note that $\frac{\mathrm{d}}{\mathrm{d} t} T_{\text {exit }, 2}(t)$ depends on $u_{2}(t)$, and the optimal solution $u_{2}^{*}(t)$ ensures that $T_{\text {exit, } 2}(t)$ (and thus $\tilde{T}(t))$ decreases the most along $t \in\left[t_{k}, t_{k+1}\right)$. This maximizes the opportunity of the state $x$ evolving into the set $\mathcal{P}_{\mathrm{g}}$. In the meantime, the last constraint ensures that a conflict-free merge behind is always possible.

Due to the simplicity of the dynamics (2.1), the optimal solution to (3.2) can be found analytically:

$$
u_{2}^{*}(t)=\left\{\begin{array}{lll}
a_{\max , 2}, & \text { if } & t \in\left[t_{k}, t_{k}^{*}\right)  \tag{3.3}\\
a_{\text {min }, 2}, & \text { if } & t \in\left[t_{k}^{*}, t_{k+1}\right)
\end{array}\right.
$$

where $t_{k}^{*}$ is the predicted time when the system state reaches the black boundary of set $Q_{\mathrm{g}}$ assuming $\left[u_{1}(t), u_{2}(t)\right]^{\top} \equiv\left[a_{\min , 1}, a_{\mathrm{max}, 2}\right]^{\top}$ for $t \geq t_{k}$. Since the future motion of vehicle 1 is unknown, we must assume the "worst-case scenario" $u_{1}(t) \equiv a_{\text {min, } 1}$ to ensure $x(t) \in Q_{\mathrm{g}}$. Note that $a_{\text {max }, 2}$ minimizes the cost function, while $a_{\text {min, } 2}$ ensures that the constraints are satisfied under the "worst case scenario" (see Appendix E for the proof). Notice that $a_{\text {max, } 2}$ and $a_{\text {min, } 2}$ are not necessarily the physical limits of the ego vehicle, but can be parameters chosen by the users. In this chapter, we use $a_{\max , 2}=2[\mathrm{~m} / \mathrm{s}]$ and $a_{\min , 2}=-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ (which are different from Table 2.1), while other parameters remain the same. We remark that if $t_{k}^{*} \geq t_{k+1}$, then we only need to assign $u_{2}^{*}(t) \equiv a_{\text {max,2 }}$
for $t \in\left[t_{k}, t_{k+1}\right)$, otherwise we switch to $a_{\text {min,2 }}$ at time $t_{k}^{*}$; see Fig. 3.3. Recursively, at $t_{k+1}$ we check decision using $x\left(t_{k+1}\right)$. If $x\left(t_{k+1}\right) \in \mathcal{P}_{\mathrm{y}} \cap Q_{\mathrm{g}}$, then we calculate $t_{k+1}^{*}$ and apply (3.3) again for $t \in\left[t_{k+1}, t_{k+2}\right)$. One can prove that $t_{k+1}^{*} \geq t_{k}^{*}$, which means that status updates make the prediction less conservative.

Note that for $t_{k}^{*}<t_{k+1}$ (see Fig. 3.3(b)), if the remote vehicle's behavior does not follow the worst-case scenario, then $t_{k+1}^{*}>t_{k+1}$ holds. In this case, the optimal solution (3.3) switches from $a_{\mathrm{max}, 2}$ to $a_{\mathrm{min}, 2}$ at $t_{k}^{*}$ and then back to $a_{\mathrm{max}, 2}$ at $t_{k+1}$, which could result in passenger discomfort. Thus, for practical purposes, one may implement a sub-optimal solution, where after the earliest $t_{k}^{*}$ such that $t_{k}^{*}<t_{k+1}$ holds, the decision is changed to merge behind and $u_{2}(t)=a_{\min , 2}$ is applied without pursuing the opportunity again. The value of $u_{2}(t)$ may be updated to be less conservative as new status updates are received, similar to the controller for merging behind proposed in [89].

As a summary, the control law (3.3) pursues the opportunity of merging ahead but ensures that a conflict-free merge behind is always possible. The decision checking mechanism (3.1) together with the corresponding controller is referred to as the opportunistic strategy. We remark that V2X communication is essential to apply this strategy as this allows the ego vehicle to monitor whether and when it crosses the blue boundary of $\mathcal{P}_{\mathrm{g}}$. This will be demonstrated in the next section by simulations.

### 3.2 Simulation with Real Highway Data

In this section, we demonstrate the benefits of opportunistic strategy using simulations with real highway data, and compare the results with the conservative strategy. We show that the opportunistic strategy can significantly improve the time efficiency of the ego vehicle by revising decisions as new information becomes available via V2X.

To represent the remote vehicle, we use data collected from a real human-driven vehicle approaching a junction on highway US-23 in south-east Michigan. The ego vehicle is assumed to be a connected automated vehicle merging from an on-ramp. At the initial time, the remote vehicle is 201.57 meters from the conflict zone traveling with speed $22.63[\mathrm{~m} / \mathrm{s}]$, while the ego vehicle is 210 meters from the conflict zone travelling with speed 25 [ $\mathrm{m} / \mathrm{s}$ ]. The magenta cross in Fig. 3.4(a) marks the initial state in the conflict chart, which is located in the opportunity region. In this case, the conservative strategy decides to merge behind, while the opportunistic strategy applies the decision checking mechanism (3.1) and controller (3.3) allowing the ego vehicle to eventually change its decision and merge ahead. Fig. 3.4(b)-(c) depict the system state as time evolves until the ego vehicle exits the conflict zone. The magenta crosses are plotted every 100 ms corresponding to 10 Hz status updates rate. Although both strategies avoid conflict, the opportunistic strategy significantly improves time efficiency of the ego vehicle by merging ahead within $29 \%$ shorter


Figure 3.4: Simulation results of conservative and opportunistic strategies with initial state $r_{1}(0)=$ $201.57[\mathrm{~m}], v_{1}(0)=22.63[\mathrm{~m} / \mathrm{s}], r_{2}(0)=210[\mathrm{~m}]$, and $v_{2}(0)=25[\mathrm{~m} / \mathrm{s}]$ when status sharing packets are received every 0.1 [s]. (a) initial state in conflict chart (magenta cross). (b)-(c) trajectories under conservative and opportunistic strategies (magenta crosses); (d)-(f): position, speed and acceleration profiles.
time. The corresponding time profiles are shown in Fig. 3.4(d)-(f) for the two different strategies. The conservative strategy updates the control input with status updates while keeping the decision the same. On the other hand, the opportunistic strategy is capable of updating the decision if such opportunity arises while still remaining conflict-free.

Figure 3.5(a)-(e) show the detailed evolution of trajectory under the opportunistic strategy. At


Figure 3.5: Sequences of trajectories with and without regular status update. (a)-(e) ego vehicle changes decision to merge ahead based on status update at 1.4 [ s ] and keeps using $u_{2}(t) \equiv a_{\text {max,2 }}$ to merge ahead. (a)-(b), (f)-(i) opportunity to merge ahead is missed without status update. Here, the state evolves out of $\mathcal{P}_{\mathrm{g}}$ at $4.3[\mathrm{~s}]$ since the input $u_{2}(t) \equiv a_{\min , 2}$ is used after $3.1[\mathrm{~s}]$ to keep the state inside $Q_{\mathrm{g}}$ and the ego vehicle eventually merges behind.

Table 3.1: Simulation results with ego vehicle's initial state $r_{2}(0)=210[\mathrm{~m}]$ and $v_{2}(0)=25[\mathrm{~m} / \mathrm{s}]$.

| V2X condition | Regular status update |  | No regular status update |  |
| :---: | :---: | :---: | :---: | :---: |
| Strategy | Conservative | Opportunistic | Conservative | Opportunistic |
| Maneuver result | merge behind | merge ahead | merge behind | merge behind |

1.4 [s] (Fig. 3.5(b)), the trajectory crosses the blue boundary and enters set $\mathcal{P}_{\mathrm{g}}$. Based on (3.1), the decision is changed to merge ahead, and the ego vehicle keeps using $a_{\text {max }, 2}$ to achieve this goal. However, if no status updates are available when the state enters set $\mathcal{P}_{\mathrm{g}}$, then a decision change is not possible. Fig. 3.5(a)-(b), (f)-(i) show the evolution under opportunistic strategy without status update after the initial time. Although the trajectory crossed the blue boundary, the ego vehicle is not aware of it and, based on (3.3), the control input switches to $u_{2}(t)=a_{\min , 2}$ at 3.1 [s] to keep the state inside $Q_{\mathrm{g}}$ (i.e., above the black boundary). At 4.3 [ s$]$, the state moves out of the $\mathcal{P}_{\mathrm{g}}$ region, and the opportunity to merge ahead is gone. Eventually, the ego vehicle merges behind the remote vehicle using 16.3 [s] compared to 7.5 [ s ] in the regular status update case. These results are summarized in Table 3.1. Consequently, maintaining regular V2X communication is essential to secure the benefits of opportunistic strategy.

### 3.3 Summary

In this chapter, we developed an opportunistic strategy for conflict prevention in cooperative maneuvering with the help of conflict analysis. We demonstrated that the proposed optimizationbased strategy can significantly improve the time efficiency of the ego vehicle by revising its decision based on status updates received via V2X, while guaranteeing a conflict-free maneuver. The benefits are illustrated by simulations using real highway data. We showed that V2X connectivity is essential to apply this strategy as regular status updates are needed for successful decision revision.

So far conflict analysis has allowed us to study conflicts between two vehicles of different automation degrees. The corresponding decision-making and control strategies were investigated. In the following chapters, we will generalize conflict analysis to multi-vehicle cases, while considering more complex scenarios under more realistic models of vehicle dynamics and communication.

## CHAPTER 4

## Multi-Vehicle Conflict Analysis under Time Delays

In Chapters 2 and 3, we have developed the conflict analysis framework for two vehicles with different levels of automation. In this chapter, we scale up conflict analysis to accommodate more than two vehicles in mixed traffic. Moreover, in the previous chapters, perfect V2X communication (neglecting packet drops and information delays) was assumed, and a simplified vehicle dynamics model was used without considering computation and actuation delays. The ignored effects of time delays will be systematically studied in this chapter.

Prior studies have shown that time delay has significant influence on the performance of connected and automated vehicles, with most research efforts focusing on vehicle platooning scenarios [105, 106, 107, 108, 109, 110]. For example, time delay can contribute to the instability of vehicular chains, causing congestion and even accidents. A sizable amount of control strategies were also proposed to compensate the effects of time delay and to optimize vehicles' performances, including predictor feedback [111, 112] and data-based real-time optimization [113]. However, there exists a clear gap in the literature about how time delay affects conflict resolution, especially, in a mixed traffic environments in which vehicles possessing different cooperation capabilities and automation degrees interact with each other.

This chapter first develops necessary mathematical tools to generalize the framework of conflict analysis to multi-vehicle scenarios. Based on this, we systematically investigate the effects of delays in both vehicle dynamics and communications, considering both status-sharing and intent-sharing cooperation. Fig. 4.1(a)-(b) illustrate a cooperative maneuvering scenario where conflicts may arise. Here, a connected ego vehicle attempts to change to the right lane to move between two connected remote vehicles. To perform a lane change, the following two steps are needed for the ego vehicle: (i) keep its current lane and create adequate longitudinal distances from the two remote vehicles; (ii) change its lateral position to enter the target lane. In this study, we focus on the first step, while assuming the second step is conducted by lateral motion planning and control modules after the ego vehicle secures sufficient relative distances. We represent the safe distance buffers between the vehicles by two conflict zones attached to the remote vehicles (red rectangles in Fig. 4.1). To ensure a conflict-free maneuver, the ego vehicle must not overlap with either of these


Figure 4.1: Potential conflict scenario in a cooperative maneuver between three vehicles. (a)-(b) Ego vehicle 0's view from its front and rear cameras when performing a lane change between the remote vehicles 1 and 2. (c) Model showing the general scenario. Here, the front and rear conflict zones are highlighted by rectangles with red shadings.
conflict zones before initiating the lateral move. Note that the size and shape of conflict zones can vary depending on the traffic and road conditions.

As shown in Fig. 4.2, we consider two types of time delays in the system. On one hand, communication delay (highlighted by green shading) is associated with generating and compiling the V2X messages on the remote vehicles, transmitting these messages, and pre-processing the received data on the ego vehicle. On the other hand, time delay in the dynamics of the ego vehicle (indicated by red shading) results from on-board computation time, and from the actuation time in the powertrain and braking systems.

After incorporating these time delays, this chapter resolves conflicts from the ego vehicle's viewpoint. Using reachability analysis, we propose a scalable method to calculate numerically the so-called no-conflict, uncertain, and conflict sets, which partition the state space into different domains with regard to conflict prevention. This enables fast and reliable decision making and control of the ego vehicle to guarantee conflict-free maneuvers. We study the effects of time delays on conflict prevention, and show that the information of intent substantially improves the decision and performance of the ego vehicle. Moreover, we propose a so-called goal-oriented controller to guarantee conflict-free maneuvers under time delays. This type of controller provides the designers with the freedom in choosing appropriate "goal state" to realize desired performance according to different design metrics (e.g., time and energy efficiencies, robustness). The extended framework


Time delay $\sigma$ in ego vehicle's dynamics

Time delay $\tau$ in communication

Figure 4.2: Time delays in the ego vehicle's dynamics and in the V2X communication between ego and remote vehicles.
of conflict analysis and the designed controller are demonstrated by utilizing real highway traffic data.

The contributions of this chapter are summarized below. (i) We generalize the conflict analysis framework to multi-vehicle case while accommodating time delays existing in both vehicle dynamics and V2X communication; (ii) we systematically quantify the effects of time delays on conflict in mixed autonomy environments, while revealing the benefits of intent sharing cooperation; (iii) we develop goal-oriented controller under time delays and demonstrate its applicability with real data.

The remainder of this chapter is structured in the following way. In Section 4.1, we mathematically construct the dynamic models of vehicles and provide details on the communication between vehicles. In Section 4.2, we build conflict analysis with status sharing while investigating the effects of time delays. Conflict analysis is then extended in Section 4.3 under intent sharing. In Section 4.4, we design goal-oriented controller and present simulations using real traffic data. Finally, Section 4.5 concludes this chapter.

### 4.1 Modeling Vehicle Dynamics and Communication

Fig. 4.1(a)-(b) show the scenario considered in this chapter, where the ego vehicle 0 intends to perform a lane change between the remote vehicles 1 and 2. For such maneuver, as previously stated, our analysis focuses on step (i), i.e., on vehicle 0 creating appropriate longitudinal distances before starting its lateral motion. In order to prevent conflicts, the minimum front and rear gaps represented by the lengths of conflict zones, $s_{\mathrm{F}}$ and $s_{\mathrm{R}}$, must be secured by the ego vehicle. Here, to highlight the main idea of conflict analysis, we adopt a reasonable simplification by using constant $s_{\mathrm{F}}$ and $s_{\mathrm{R}}$ values, as given in Table 4.1. Such simplification is appropriate considering the limited
speed domains in scenarios of normal highway driving, while the results in this chapter can be extended to cases where $s_{\mathrm{F}}$ and $s_{\mathrm{R}}$ are not constant. The general model is shown in Fig. 4.1(c) where $r_{0}, r_{1}$ and $r_{2}$ denote the vehicles' front bumper positions, and $v_{0}, v_{1}$ and $v_{2}$ denote the vehicles' longitudinal velocities.

We describe the vehicles' longitudinal dynamics below, with the aerodynamic drag and rolling resistance neglected, as

$$
\begin{array}{ll}
\dot{r}_{0}(t)=v_{0}(t), & \dot{v}_{0}(t)=\operatorname{sat}\left(u_{0}(t-\sigma)\right)  \tag{4.1}\\
\dot{r}_{i}(t)=v_{i}(t), & \dot{v}_{i}(t)=\operatorname{sat}\left(u_{i}(t)\right), \quad i=1,2
\end{array}
$$

where the dot denotes the derivative with respect to time $t$, and $u_{0}, u_{1}$ and $u_{2}$ are the control inputs. The limits of acceleration are modeled by the saturation function sat $(\cdot)$. For $v \in\left(v_{\min }, v_{\max }\right)$, one has

$$
\begin{equation*}
\operatorname{sat}(u)=\max \left\{\min \left\{u, a_{\max }\right\}, a_{\min }\right\} . \tag{4.2}
\end{equation*}
$$

For $v=v_{\text {min }}$, one shall substitute $a_{\min }$ with 0 , because the vehicle does not decelerate; for $v=v_{\max }$, one shall substitute $a_{\text {max }}$ with 0 , since the vehicle does not accelerate. We remark that the values of acceleration and velocity limits depend on the road conditions and driving scenarios. Here we use limits corresponding to the typical driving behaviors on highways, with the assumption that the ego vehicle has the knowledge about their values; see Table 4.1. Note that the analysis in this chapter can be carried out with different parameter values, as demonstrated through simulations in Section 4.4.

We use $\sigma$ to denote the time delay in the ego vehicle's dynamics, which comes from its onboard computation for decision making and control, and its powertrain and braking system; see the red-shaded part in Fig. 4.2. Note that delays in the dynamics of remote vehicles are not explicitly included in their models, representing the ego vehicle's limited knowledge about remote vehicles' dynamics. Still, as will be shown further below, our analysis implicitly handles the potential delays in the remote vehicles' dynamics.

We consider that the vehicles can use messages pertaining to two classes of cooperation via V2X communication: status sharing and intent sharing. In case of status sharing, the remote vehicles transmit their current positions $r_{1}, r_{2}$ and velocities $v_{1}, v_{2}$. When the ego vehicle receives these messages, it can use the information for decision making and determining the control input $u_{0}$. In case of intent sharing, the remote vehicles share information about their future trajectory, such as the range of speed and acceleration in addition to their current state. This allows the ego vehicle to obtain a better prediction of the future state of the remote vehicles. Note that we do not have control over the remote vehicles' motions, i.e., cannot prescribe inputs $u_{1}$ and $u_{2}$.

As highlighted by the green shading in Fig. 4.2, time delay exists in the communication between
the remote and ego vehicles due to on-board sensing, and due to the transmission, propagation, and processing of V2X data packets. This type of delay is often referred to as communication latency. That is, the status and intent messages received by the ego vehicle contain delayed information of the remote vehicles. We use $\tau_{1}$ and $\tau_{2}$ to denote the communication delays of remote vehicles 1 and 2. For instance, the status messages received by the ego vehicle from the remote vehicles at a given time $t$ contain $r_{1}\left(t-\tau_{1}\right), v_{1}\left(t-\tau_{1}\right), r_{2}\left(t-\tau_{2}\right)$, and $v_{2}\left(t-\tau_{2}\right)$. We assume that the values of $\tau_{1}$ and $\tau_{2}$ are known to the ego vehicle based on the GPS time stamps of the messages. Without loss of generality, we assume that the ego vehicle receives the V2X messages synchronously from both remote vehicles. The moment when the ego vehicle first receives a pair of status packets is defined as the system's initial time.

The vehicles' relative distances are defined as

$$
\begin{equation*}
h_{10}:=r_{1}-r_{0}-l, \quad h_{02}:=r_{0}-r_{2}-l, \quad h_{12}:=r_{1}-r_{2}-l, \tag{4.3}
\end{equation*}
$$

where $h_{10}$ and $h_{02}$ denote the front and rear gaps between the ego vehicle 0 and remote vehicles 1 and 2, respectively, and $h_{12}$ denotes the total gap between the two remote vehicles; see Fig. 4.1(c). These gaps are signed bumper-to-bumper distances, where all three vehicles are assumed to have length $l$. Notice that $h_{12}=h_{10}+h_{02}+l \geq 0$ since we assume the remote vehicle 2 to be always traveling behind vehicle 1 , which yields $h_{10}+h_{02} \geq-l$. Because of the critical role of relative distances (4.3) in lane change maneuvers, the state of the system (4.1) is defined as

$$
\begin{equation*}
x:=\left[h_{10}, h_{02}, v_{0}, v_{1}, v_{2}\right]^{\top} \in \Omega, \tag{4.4}
\end{equation*}
$$

where $\Omega$ is given by

$$
\begin{equation*}
\Omega:=\left\{\left[h_{10}, h_{02}\right]^{\top} \in \mathbb{R}^{2} \mid h_{10}+h_{02} \geq-l\right\} \times\left[v_{\min , 0}, v_{\max , 0}\right] \times\left[v_{\min , 1}, v_{\max , 1}\right] \times\left[v_{\min , 2}, v_{\max , 2}\right] . \tag{4.5}
\end{equation*}
$$

In summary, so far we have established models for vehicle dynamics and communication. In the following sections we will carry out conflict analysis on these models.

Table 4.1: Parameters values used in the Chapter 4.

| $s_{\mathrm{F}}, s_{\mathrm{R}}$ | $10[\mathrm{~m}]$ | $l$ | $5[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: |
| $a_{\min , 0}$ | $-8\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\min , 1}, a_{\min , 2}$ | $-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $a_{\max , 0}$ | $4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\max , 1}, a_{\max , 2}$ | $2\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $v_{\min , 0}$ | $22[\mathrm{~m} / \mathrm{s}]$ | $v_{\min , 1}, v_{\min , 2}$ | $25[\mathrm{~m} / \mathrm{s}]$ |
| $v_{\max , 0}$ | $38[\mathrm{~m} / \mathrm{s}]$ | $v_{\max , 1}, v_{\max , 2}$ | $35[\mathrm{~m} / \mathrm{s}]$ |

### 4.2 Multi-Vehicle Conflict Analysis with Status-sharing

This section establishes conflict analysis with status-sharing. We first provide a rigorous description of conflict using formal logic. Then we develop a method based on reachability analysis to construct disjoint sets in state space with distinct qualitative behaviors in terms of conflict prevention. In addition, we study the effects of delays, appearing in the dynamics and in communication, on conflict resolution.

Recall that to prevent conflict, the ego vehicle must secure the required relative distances before changing lanes in between the two remote vehicles. Such a conflict-free condition can be formalized by the proposition

$$
\begin{equation*}
P:=\left\{\exists t \geq 0, h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right\}, \tag{4.6}
\end{equation*}
$$

where we use the symbol $\wedge$ (and). Proposition $P$ can be further decomposed into three cases:
(i) No-conflict case: ego vehicle 0 is able to prevent conflict independent of the motion of remote vehicles 1 and 2.
(ii) Uncertain case: ego vehicle 0 may be able to prevent conflict depending on the motion of remote vehicles 1 and 2 .
(iii) Conflict case: ego vehicle 0 is not able to prevent conflict independent of the motion of remote vehicles 1 and 2 .

These cases correspond to three pairwise disjoint sets within $\Omega$. Namely, we define

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \exists u_{0}(t), P\right\},  \tag{4.7}\\
& \mathcal{P}_{\mathrm{y}}:=\left\{x(0) \in \Omega \mid\left(\exists u_{1}(t), \exists u_{2}(t), \forall u_{0}(t), \neg P\right) \wedge\left(\exists u_{1}(t), \exists u_{2}(t), \exists u_{0}(t), P\right)\right\},  \tag{4.8}\\
& \mathcal{P}_{\mathrm{r}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \forall u_{0}(t), \neg P\right\}, \tag{4.9}
\end{align*}
$$

where the symbol $\neg$ means negation, and $u_{0}(t), u_{1}(t)$, and $u_{2}(t)$ are functions of time $t \geq 0$. These sets are referred to as no-conflict set, uncertain set, and conflict set, respectively. The corresponding domains are visualized in the state space with green, yellow, and red colors in the remaining of the chapter, and therefore, we use " g ", " y ", and " r " as subscripts. Note that the definition (4.8) contains two predicates which negate those of (4.7) and (4.9), i.e.,

$$
\begin{align*}
\left(\exists u_{1}, \exists u_{2}, \forall u_{0}, \neg P\right) & \Longleftrightarrow \neg\left(\forall u_{1}, \forall u_{2}, \exists u_{0}, P\right),  \tag{4.10}\\
\left(\exists u_{1}, \exists u_{2}, \exists u_{0}, P\right) & \Longleftrightarrow \neg\left(\forall u_{1}, \forall u_{2}, \forall u_{0}, \neg P\right) . \tag{4.11}
\end{align*}
$$

Therefore, the sets $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ are indeed pairwise disjoint, and $\mathcal{P}_{\mathrm{g}} \cup \mathcal{P}_{\mathrm{y}} \cup \mathcal{P}_{\mathrm{r}}=\Omega$.

### 4.2.1 Conflict analysis with time delay in dynamics

In this subsection, we develop theorems for conflict analysis considering time delay in the ego vehicle's dynamics while assuming zero communication delays for both remote vehicles.

Figure 4.3(a) and (b) show the sets $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ in $\left(h_{10}, h_{02}\right)$-plane for delays $\sigma=0$ [s] and $\sigma=0.5[\mathrm{~s}]$ in the ego vehicle's dynamics, respectively, while considering the velocities $\left(v_{0}, v_{1}, v_{2}\right)=(27,29,28)[\mathrm{m} / \mathrm{s}]$. The domain outside the set $\Omega$ is left blank; cf. (4.5). These are, again, referred to as conflict charts, and their derivations are discussed further below. Given the current vehicle status the conflict charts can be used to determine the possibility of conflict-free lane change in the future. Notice that for any finite delay $\sigma$ in the ego vehicle's dynamics, we have $\mathcal{P}_{\mathrm{r}}=\emptyset$ if the parameters of behavior limits satisfy the condition

$$
\begin{equation*}
\left(v_{\max , 1}>v_{\min , 2}\right) \wedge\left(v_{\max , 0}>v_{\min , 2}\right) \wedge\left(v_{\min , 0}<v_{\max , 1}\right) \tag{4.12}
\end{equation*}
$$

cf. parameters in Table 4.1. This condition enables the remote vehicles to create sufficiently large distance between them (if vehicle 1 speeds up and vehicle 2 decelerates), such that the ego vehicle can eventually perform a conflict-free lane change. Therefore, our focus will be the sets $\mathcal{P}_{\mathrm{g}}$ and $\mathcal{P}_{\mathrm{y}}$ throughout the rest of this subsection. We remark that if a maneuver needs to be completed within certain time deadline, then $\mathcal{P}_{\mathrm{r}}=\emptyset$ may no longer hold and additional investigation on $\mathcal{P}_{\mathrm{r}}$ is needed. This will be studied in detail in the next chapter.

Next we introduce a method to check whether a given initial state $x(0)$ is located in the set $\mathcal{P}_{\mathrm{g}}$ or in the set $\mathcal{P}_{\mathrm{y}}$. One may construct these sets by examining each state within $\Omega$, but it is not necessary to compute them on-board. Instead, once receiving the latest V2X information, the ego vehicle only needs to determine which set the current system state belongs to. At the initial time, if $h_{10}(0) \geq s_{\mathrm{F}} \wedge h_{02}(0) \geq s_{\mathrm{R}}$ holds, then $x(0) \in \mathcal{P}_{\mathrm{g}}$ holds immediately since the required front and rear gaps are already formed. Otherwise, it becomes necessary to examine whether the proposition $P$ in (2.6) holds for some $t>0$, while taking into account the ego and remote vehicles' all possible future trajectories. The following Lemma states that the remote vehicles' behavior limits shall be used to check $x(0) \in \mathcal{P}_{\mathrm{g}}$.

Lemma 1. For any given initial state $x(0) \in \Omega$, the following relationship holds:

$$
\begin{align*}
& \left\{\forall u_{1}(t), \forall u_{2}(t), \exists u_{0}(t), P\right\} \Longleftrightarrow \\
& \left\{\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\mathrm{min}, 1}, a_{\mathrm{max}, 2}\right), \exists u_{0}(t), \exists t \in T, h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right\} \tag{4.13}
\end{align*}
$$

where $T=\left\{t \geq 0 \mid h_{12}(t) \geq s_{\mathrm{F}}+s_{\mathrm{R}}+l\right\}$.
Proof. See Appendix F.


Figure 4.3: Conflict charts in $\left(h_{10}, h_{02}\right)$-plane under delay $\sigma$ in the ego vehicle's dynamics and communication delay $\tau_{1}=\tau_{2}=\tau$. (a) For initial velocities $\left(v_{0}(0), v_{1}(0), v_{2}(0)\right)=(27,29,28)$ $[\mathrm{m} / \mathrm{s}]$ without delays. (b) For the same velocities as (a) with delay $\sigma$ and control input history $u_{0}(t)=0\left[\mathrm{~m} / \mathrm{s}^{2}\right], t \in[-\sigma, 0]$. (c) For velocities $\left(v_{0}(0), v_{1}^{\text {est }}(0), v_{2}^{\text {est }}(0)\right)=(27,26.7,28.85)[\mathrm{m} / \mathrm{s}]$ with communication delay $\tau$, where $v_{1}^{\text {est }}(0), v_{2}^{\text {est }}(0)$ are estimated based on Theorem 4. (d) For the same velocities as (c) with both delays $\sigma$ and $\tau$.

Here, $T$ represents the time interval during which the total gap between the two remote vehicles is large enough for the ego vehicle to form the required front and rear gaps, assuming the remote vehicles' worst-case behaviors given by their input limits. Combining (4.7) and (4.13), Lemma 1 suggests that to prevent conflict independent of remote vehicles' behaviors, the ego vehicle must form the front and rear gaps within the time interval $T$. Thus, checking $x(0) \in \mathcal{P}_{\mathrm{g}}$ is equivalent to checking the existences of an input $u_{0}(t)$ for $t \geq 0$ and a time $t \in T$ such that $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ holds under the remote vehicles' worst-case behaviors. Note that with delay $\sigma$ in the dynamics, control input assigned to the ego vehicle only "kicks in" after $\sigma$ time. Therefore, the motion of the ego vehicle during the time interval $[0, \sigma]$ is determined by its control input history, i.e., $u_{0}(t), t \in[-\sigma, 0]$. Also notice that the consideration of remote vehicles' worst-case behaviors in Lemma 1 represents the most adversarial scenario even under the potential


Figure 4.4: Opportunity set $\Gamma$ for the indicated values of time delays with: (a)-(d) initial states corresponding to point $\mathrm{A}\left(h_{10}(0), h_{02}(0)\right)=(63,4)[\mathrm{m}]$ and point $\mathrm{B}\left(h_{10}(0), h_{02}(0)\right)=(3,52)$ [m] in Fig. 4.3(a)-(b); (e)-(h) estimated initial states under communication delays corresponding to point $\tilde{A}\left(h_{10}^{\text {est }}(0), h_{02}^{\text {est }}(0)\right)=(62.43,3.79)[\mathrm{m}]$ and point $\tilde{\mathrm{B}}\left(h_{10}^{\text {est }}(0), h_{02}^{\text {est }}(0)\right)=(2.43,51.79)[\mathrm{m}]$ in Fig. 4.3(c)-(d). Here, the input history $u_{0}(t)=0\left[\mathrm{~m} / \mathrm{s}^{2}\right], t \in[-\sigma, 0]$ is used for delay $\sigma>0$.
delays in their dynamics. This conservatism implicitly includes the effects of the remote vehicles' unknown delays in their dynamics and the unknown control input histories. We remark that our analysis can be adapted to the case where the ego vehicle has the knowledge about the remote vehicles' delays in the dynamics and their corresponding control input histories, which will lead to less conservative results.

Now we are ready to state a theorem that allows us to determine whether conflict-free maneuvers are possible based on the behavioral limits of the ego vehicle and of the remote vehicles. More precisely, the Theorem below gives a reachability-based criterion to check $x(0) \in \mathcal{P}_{\mathrm{g}}$.

Theorem 3. Given the dynamics (4.1)-(4.2) and the initial state $x(0) \in \Omega, x(0) \in \mathcal{P}_{\mathrm{g}}$ holds if and only if the condition

$$
\begin{equation*}
\Gamma:=\bigcup_{t \in T} t \times\left[s_{\mathrm{R}}, \delta(t)\right] \cap \bigcup_{t \in T} t \times \mathcal{R}_{h_{02}}(t) \neq \emptyset, \tag{4.14}
\end{equation*}
$$

is satisfied under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(a_{\min , 1}, a_{\max , 2}\right)$, where

$$
\begin{align*}
& \delta(t)=h_{12}(t)-s_{\mathrm{F}}-l,  \tag{4.15}\\
& \mathcal{R}_{h_{02}}(t)=\left[h_{02}^{\min }(t), h_{02}^{\max }(t)\right], \tag{4.16}
\end{align*}
$$

and the analytical forms of $\delta(t), h_{02}^{\min }(t)$, and $h_{02}^{\max }(t)$ are given in Appendix $G$.
Proof. See Appendix H.
Noting that $h_{02}=h_{12}-h_{10}-l$, the $\delta(t)$ given in (4.15) represents the maximum allowed rear gap at the time $t$ to ensure a sufficiently large front gap, i.e., $h_{10}(t) \geq s_{\mathrm{F}}$, given the total gap $h_{12}(t)$. Thus, the set $\bigcup_{t \in T} t \times\left[s_{\mathrm{R}}, \delta(t)\right] \subseteq T \times \mathbb{R}$ contains the time $t$ and the rear gap values $h_{02}$ such that the conflict-free condition $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ holds under the remote vehicles' worst-case behaviors, while ignoring the ego vehicle's motion capability; see the orange shaded region in Fig. 4.4(a). Note that $\delta(t) \geq s_{\mathrm{R}}$ defines the time interval $T$ (cf. Lemma 1), when an adequate gap exists between the remote vehicles 1 and 2. On the other hand, the set $\bigcup_{t \in T} t \times \mathcal{R}_{h_{02}}(t) \subseteq T \times \mathbb{R}$ gives all rear gap values that the ego vehicle is able to reach along the time interval $T$, which corresponds to the projection of the (space-time) reachable tube of system (4.1) onto ( $t, h_{02}$ ); see the light purple shaded region in Fig. 4.4(a). Note that for any given time $t>0, \mathcal{R}_{h_{02}}(t)$ can be described by a lower bound $h_{02}^{\min }(t)$ and an upper bound $h_{02}^{\max }(t)$; see the blue and red curves in Fig. 4.4(a). They are calculated using the input limits $\left(u_{0}(t), u_{2}(t)\right) \equiv\left(a_{\min , 0}, a_{\max , 2}\right)$ and $\left(u_{0}(t), u_{2}(t)\right) \equiv\left(a_{\text {max }, 0}, a_{\max , 2}\right)$ on $t>0$, while considering a given input history $u_{0}(t)$ on $t \in[-\sigma, 0]$. Thus, the intersection $\Gamma$ of the sets $\bigcup_{t \in T} t \times\left[s_{\mathrm{R}}, \delta(t)\right]$ and $\bigcup_{t \in T} t \times \mathcal{R}_{h_{02}}(t)$ defined in (4.14) gives all feasible rear gaps and the corresponding times when the ego vehicle can secure
$h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ independent of the remote vehicles' behaviors; see the striped region in Fig. 4.4(a). Such set $\Gamma$ is referred to as opportunity set, and the time window covered, called opportunity window, is denoted by $T_{\Gamma}$.

Note that since the ego vehicle has the knowledge of its own control input history, it is sufficient to construct the opportunity set $\Gamma$ for the given history of $u_{0}(t)$ under delay $\sigma$. On the other hand, to ensure that a conflict-free maneuver exists independent of the ego vehicle's control input history, the set $\Gamma$ needs to be constructed considering all possible histories, i.e., all functions $u_{0}(t)$, $t \in[-\sigma, 0]$. We remark that this is consistent with the infinite-dimensional nature of time delay systems [114, 115], but is outside the scope of this study. We leave the corresponding analysis for future work.

It is emphasized that using Theorem 3, checking $x(0) \in \mathcal{P}_{\mathrm{g}}$ is converted to examining the intersection of two analytically given sets. This is implementable in real time by applying simple yet efficient numerical algorithms. On the other hand, with more detailed vehicle dynamics, analytical form of the set $\mathcal{R}_{h_{02}}(t)$ may no longer be available. In this case reachable sets can still be constructed using a plethora of approximation techniques [116]. The ego vehicle's decision on its maneuver can be made based on the opportunity set $\Gamma$. If $\Gamma \neq \emptyset$, i.e., $x(0) \in \mathcal{P}_{\mathrm{g}}$, then conflict is preventable, and the ego vehicle shall decide to pursue the opportunity of changing the lane. If $\Gamma=\emptyset$, i.e., $x(0) \in \mathcal{P}_{\mathrm{y}}$, then a conflict-free lane change is not guaranteed. In such a scenario the ego vehicle shall decide to stay in its current lane.

Having established the theoretical base for conflict analysis under time delay $\sigma$, let us now investigate the effects of $\sigma$ on conflict resolution. Fig. 4.4(a)-(b) illustrate the opportunity sets corresponding to the initial states given by points A and B in the conflict chart in Fig. 4.3(a) without delay ( $\sigma=0[\mathrm{~s}]$ ). Note that in case A the ego vehicle is initially behind both remote vehicles, while in case B the ego vehicle is initially in front of them. For delay $\sigma=0.5$ [s], the opportunity sets for initial states A and B are constructed in Fig. 4.4(c)-(d) for the control input history $u_{0}(t) \equiv 0$ on $t \in[-\sigma, 0]$; see also Fig. 4.3(b) for the corresponding conflict chart. In fact, as delay $\sigma$ in the dynamics increases, the opportunity set $\Gamma$ shrinks, independent of the given initial state and control command history. This is summarized in the following corollary.

Corollary 3. Given initial state $x(0) \in \Omega$, let $\Gamma$ and $\hat{\Gamma}$, and $T_{\Gamma}$ and $\hat{T}_{\Gamma}$ be the opportunity sets and their time windows under delays $\sigma$ and $\hat{\sigma}$ in the ego vehicle's dynamics, such that $\sigma \leq \hat{\sigma}$. Then, we have

$$
\begin{equation*}
\Gamma \supseteq \hat{\Gamma}, \quad T_{\Gamma} \supseteq \hat{T}_{\Gamma} . \tag{4.17}
\end{equation*}
$$

Moreover, let $\mathcal{P}_{\mathrm{g}}$ and $\hat{\mathcal{P}}_{\mathrm{g}}$, and $\mathcal{P}_{\mathrm{y}}$ and $\hat{\mathcal{P}}_{\mathrm{y}}$ be the no-conflict sets and uncertain sets corresponding
to $\sigma$ and $\hat{\sigma}$. Then

$$
\begin{equation*}
\mathcal{P}_{\mathrm{g}} \supseteq \hat{\mathcal{P}}_{\mathrm{g}}, \quad \mathcal{P}_{\mathrm{y}} \subseteq \hat{\mathcal{P}}_{\mathrm{y}} \tag{4.18}
\end{equation*}
$$

That is, the green no-conflict set shrinks whereas the yellow uncertain set expands as delay $\sigma$ increases. The relationship (4.17) can be shown from the fact that larger delay in the dynamics leads to smaller set $\mathcal{R}_{h_{02}}(t)$ in (4.14). The relationship (4.18) can then be derived from (4.17) and Theorem 3.

The heat map shown in Fig. 4.5(a) quantifies the decrease of the opportunity window $\Delta T_{\Gamma}:=$ $\left|\hat{T}_{\Gamma}\right|-\left|T_{\Gamma}\right|$ when delay in the dynamics increases from $0[\mathrm{~s}]$ to $0.5[\mathrm{~s}]$. Solid and dashed green curves correspond to the boundaries between the no-conflict and uncertain domains for $\sigma=0$ [s] and $\sigma=0.5[\mathrm{~s}]$ respectively. Here, the norm $|\cdot|$ measures the length of one-dimensional set. The stripped region corresponds to scenarios where the no-conflict domain changed to the uncertain domain as the delay in dynamics increased; see initial states represented by points C and D . In this region the ego vehicle cannot be certain of a conflict-free lane change any more, and thus decides not to undertake a lane change between the remote vehicles. In the region where the decision of the ego vehicle remains to change lane, the opportunity window still decreases; see the region above the dashed green boundary.

Figure $4.5(\mathrm{~b})$ quantifies the opportunity window length $\left|T_{\Gamma}\right|$ while varying delay $\sigma$ in the dynamics for initial states A-D. The slopes of the indicated segments on these curves being smaller than -1 reveals that the increase of delay in the dynamics can result in significantly larger decrease of opportunity window for conflict-free maneuvers. This contradicts an intuition that every 0.1 [ s$]$ of delay results in 0.1 [s] degradation of the opportunity window. The slope differences between cases A and B (and also between cases C and D) result from the fact that the ego vehicle was initially traveling slower than both remote vehicles. Thus, the increase of delay $\sigma$ impacts more opportunity of changing lane from back (cases A and C) than changing lane from front (cases B and D).

To summarize, so far we have developed an efficient method for conflict analysis with time delay in vehicle dynamics via Theorem 3. This allowed us to quantify the effects of this delay in terms of the degradation of opportunity window for a conflict-free lane change. The established theory provides a basis for further analysis under the communication time delays as discussed in the subsection below.

### 4.2.2 Conflict analysis with time delays in communication

In this subsection, we extend conflict analysis to the case when communication delays $\tau_{1}$ and $\tau_{2}$ exist in the status information of the remote vehicles 1 and 2 .


Figure 4.5: (a) Heat map showing the decrease of opportunity window $\Delta T_{\Gamma}=\left|\hat{T}_{\Gamma}\right|-\left|T_{\Gamma}\right|$ when delay in the ego vehicle's dynamics increases from $\sigma=0$ [s] to $\sigma=0.5$ [s]. (b) Opportunity window length evaluated as a function of delay $\sigma$ for initial state cases represented by points A-D in Fig. 4.3(a)-(b), where $\left(v_{0}(0), v_{1}(0), v_{2}(0)\right)=(27,29,28)[\mathrm{m} / \mathrm{s}]$, and $\mathrm{A}\left(h_{10}(0), h_{02}(0)\right)=(63,4)[\mathrm{m}], \mathrm{B}\left(h_{10}(0), h_{02}(0)\right)=(3,52)[\mathrm{m}], \mathrm{C}\left(h_{10}(0), h_{02}(0)\right)=(52,2)$ $[\mathrm{m}]$, and $\mathrm{D}\left(h_{10}(0), h_{02}(0)\right)=(-0.5,43)[\mathrm{m}]$.


Figure 4.6: Conceptual illustration of estimating current system state at the initial time $t=0$ under communication delays $\tau_{1}$ and $\tau_{2}$. The dashed curves represent the remote vehicles' true behaviors during the time intervals $\left[-\tau_{1}, 0\right]$ and $\left[-\tau_{2}, 0\right]$, while the solid curves represent the worst case estimation according to Theorem 4.

As illustrated in Fig. 4.6, at the initial time, the ego vehicle has access to its own current status $r_{0}(0), v_{0}(0)$, and the remote vehicles' delayed status $r_{1}\left(-\tau_{1}\right), v_{1}\left(-\tau_{1}\right), r_{2}\left(-\tau_{2}\right)$, and $v_{2}\left(-\tau_{2}\right)$. That is, the exact initial state $x(0)$ is no longer available to the ego vehicle, and thus, checking $x(0) \in \mathcal{P}_{\mathrm{g}}$ is not implementable. We remark, however, that while the communication delays compromise the ego vehicle's awareness of the exact current state, the sets $\mathcal{P}_{\mathrm{g}}, \mathcal{P}_{\mathrm{y}}$, and $\mathcal{P}_{\mathrm{r}}$ remain the same, still representing the ground truth of conflict prevention based on state values; see definitions in (4.7)-(4.9).

Since the ego vehicle has no knowledge about the actual behaviors of the remote vehicles 1 and 2 during the past time intervals $\left[-\tau_{1}, 0\right)$ and $\left[-\tau_{2}, 0\right)$, we modify the propositions corresponding to no-conflict, uncertain, and conflict cases as

$$
\begin{align*}
\tilde{P}_{\mathrm{g}}:= & \left\{\forall u_{1}(t) \text { on } t \geq-\tau_{1}, \forall u_{2}(t) \text { on } t \geq-\tau_{2}, \exists u_{0}(t) \text { on } t \geq 0, P\right\},  \tag{4.19}\\
\tilde{P}_{\mathrm{y}}:= & \left\{\exists u_{1}(t) \text { on } t \geq-\tau_{1}, \exists u_{2}(t) \text { on } t \geq-\tau_{2}, \forall u_{0}(t) \text { on } t \geq 0, \neg P\right\}  \tag{4.20}\\
& \wedge\left\{\exists u_{1}(t) \text { on } t \geq-\tau_{1}, \exists u_{2}(t) \text { on } t \geq-\tau_{2}, \exists u_{0}(t) \text { on } t \geq 0, P\right\},  \tag{4.21}\\
\tilde{P}_{\mathrm{r}}:= & \left\{\forall u_{1}(t) \text { on } t \geq-\tau_{1}, \forall u_{2}(t) \text { on } t \geq-\tau_{2}, \forall u_{0}(t) \text { on } t \geq 0, \neg P\right\}, \tag{4.22}
\end{align*}
$$

cf. in (4.7)-(4.9). Note that independent of the given (delayed) vehicle status, the parameter condition (4.12) still allows the remote vehicles to form adequately large distance to eventually enable a conflict-free lane change, which yields $\tilde{P}_{\mathrm{r}}=$ false (and thus, $\mathcal{P}_{\mathrm{r}}=\emptyset$ still holds). Therefore, we focus on propositions $\tilde{P}_{\mathrm{g}}$ and $\tilde{P}_{\mathrm{y}}$ in the rest of this subsection.

The following Theorem reveals that by appropriately estimating the current state, the methodology introduced in the previous subsection can be applied to determine if a conflict is preventable
under communication delays.
Theorem 4. Given the dynamics (4.1)-(4.2) and vehicle status $r_{0}(0), v_{0}(0), r_{1}\left(-\tau_{1}\right), v_{1}\left(-\tau_{1}\right)$, $r_{2}\left(-\tau_{2}\right)$, and $v_{2}\left(-\tau_{2}\right)$, the following relationships hold:

$$
\begin{align*}
& \tilde{P}_{\mathrm{g}} \Longleftrightarrow x_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}},  \tag{4.23}\\
& \tilde{P}_{\mathrm{y}} \Longleftrightarrow x_{\mathrm{est}}(0) \in \mathcal{P}_{\mathrm{y}}, \tag{4.24}
\end{align*}
$$

where $x_{\text {est }}(0)$ is the estimated initial state using $u_{1}(t) \equiv a_{\min , 1}$ for $t \in\left[-\tau_{1}, 0\right)$ and $u_{2}(t) \equiv a_{\max , 2}$ for $t \in\left[-\tau_{2}, 0\right)$.

Proof. See Appendix I.
Theorem 4 suggests that under communication delays, conflict shall be reasoned about using the estimated initial state $x_{\text {est }}(0)$, considering the remote vehicles' worst-case behaviors during the communication delay intervals; see Fig. 4.6 for a conceptual illustration. Theorem 3 can then be applied to check $x_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ by constructing the opportunity set using $x_{\text {est }}(0)$. This way, although the actual initial state $x(0)$ is unknown to the ego vehicle, $x(0) \in \mathcal{P}_{\mathrm{g}}$ can be inferred by checking $x_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ since

$$
\begin{equation*}
x_{\mathrm{est}}(0) \in \mathcal{P}_{\mathrm{g}} \Longrightarrow x(0) \in \mathcal{P}_{\mathrm{g}} \tag{4.25}
\end{equation*}
$$

Note that the reverse direction in (4.25) does not hold, implying the conservatism in estimating $x_{\text {est }}(0)$. On the other hand, as discussed in the next section, this conservatism can be mitigated when the intent information of remote vehicles is available.

In the rest of this chapter, we use $\tau_{1}=\tau_{2}=\tau$ for simplicity of presentation, but all results can be easily generalized for $\tau_{1} \neq \tau_{2}$. Fig. 4.3(c)-(d) show conflict charts for the same delay $\sigma$ in the dynamics as Fig. 4.3(a)-(b), but with communication delays $\tau_{1}=\tau_{2}=\tau=0.5$ [s]. Here, we use the velocities $\left(v_{0}(0), v_{1}^{\text {est }}(0), v_{2}^{\text {est }}(0)\right)=(27,28.2,28.35)[\mathrm{m} / \mathrm{s}]$, where $v_{1}^{\text {est }}(0)$ and $v_{2}^{\text {est }}(0)$ are the estimated initial velocities of remote vehicles based on Theorem 4, for the given delayed velocities $\left(v_{1}(-\tau), v_{2}(-\tau)\right)=(28.7,27.85)[\mathrm{m} / \mathrm{s}]$. Note that in this example, the actual behaviors of remote vehicles on $t \in[-\tau, 0)$ are given as $u_{1}(t) \equiv 0.6\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ and $u_{2}(t) \equiv 0.3\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ such that the actual initial velocities $v_{1}(0)$ and $v_{2}(0)$ are the same as in Fig. 4.3(a)-(b). In general, the actual behaviors of remote vehicles during the delay time intervals may be given by any (infinitely-many) feasible functions $u_{1}(t)$ and $u_{2}(t)$ on $t \in[-\tau, 0)$, and the delayed status of remote vehicles, i.e., $r_{1}(t), v_{1}(t)$, $r_{2}(t), v_{2}(t), t \in[-\tau, 0)$, correspond to these histories. This again reflects the infinite-dimensional nature of time delay systems, which makes the analysis challenging. However, this difficulty is bypassed by the conservatism in our approach, where the worst-case behaviors of remote vehicles are considered over the delay intervals for any given delayed status; see Theorem 4.

We also remark that compared to Fig. 4.3(a)-(b), the conflict charts under communication delays in Fig. 4.3(c)-(d) in fact show a different 2D slice of the set $\Omega$ corresponding to the estimated initial velocities. Due to conservatism in estimating the remote vehicles' velocities, the 2D slice of no-conflict set $\mathcal{P}_{\mathrm{g}}$ in $\left(h_{10}, h_{02}\right)$-plane shrinks, while the 2D slice of uncertain set $\mathcal{P}_{\mathrm{y}}$ expands (although $\mathcal{P}_{\mathrm{g}}$ and $\mathcal{P}_{\mathrm{y}}$ remain the same in the 5D set $\Omega$ ).

Now we are ready to investigate the effects of communication delay in conflict resolution. The points $\tilde{A}-\tilde{D}$ in Fig. 4.3 (c)-(d) represent the estimated initial states $x_{\text {est }}(0)$ corresponding to the actual initial states A-D in Fig. 4.3(a)-(b) given the communication delay $\tau=0.5$ [s]. The conflict analysis of cases $\tilde{A}$ and $\tilde{B}$ are shown in Fig. 4.4(e)-(h) for the indicated time delays. For the same delay in the dynamics, the additional communication delay makes the opportunity set shrink; cf. Fig. 4.4(a)-(d). With both delays considered, the opportunity set vanishes for case $\tilde{A}$, which corresponds to $\tilde{A}$ being in the uncertain set $\mathcal{P}_{\mathrm{y}}$ in Fig. 4.3(d). In fact, as the communication delay increases, the ego vehicle expects a shorter opportunity window for conflict-free lane change, and smaller freedom in choosing proper front and rear gap values to achieve the maneuver. This is summarized in the following corollary.

Corollary 4. Given delay $\sigma$ in the dynamics, the ego vehicle's initial status at $t=0$, and the remote vehicles' delayed status at times $t=-\tau$ and $t=-\tilde{\tau}$, where $0 \leq \tau \leq \tilde{\tau}$. Let $\Gamma$ and $\tilde{\Gamma}$, and $T_{\Gamma}$ and $\tilde{T}_{\Gamma}$ be the opportunity sets and the corresponding opportunity windows for the communication delays $\tau$ and $\tilde{\tau}$. Then we have

$$
\begin{equation*}
T_{\Gamma} \supseteq \tilde{T}_{\Gamma}, \quad|\Gamma(t)| \geq|\tilde{\Gamma}(t)|, \quad \forall t \in T_{\Gamma} \tag{4.26}
\end{equation*}
$$

where $\Gamma(t)$ and $\tilde{\Gamma}(t)$ are slices of $\Gamma$ and $\tilde{\Gamma}$ at time $t$.
This relationship can be shown from the fact that larger communication delay results in more conservative estimated initial state $x_{\text {est }}(0)$. Note that $\Gamma \supseteq \tilde{\Gamma}$ does not hold in general. Fig. 4.7(a)-(b) quantify the opportunity window length $\left|T_{\Gamma}\right|$ while varying communication delay $\tau$ for delays $\sigma=0$ and 0.5 [s] in the dynamics. Again, increasing communication delay results in the shrinking of the opportunity window at a rate higher than 1 , suggesting an amplified effect of communication delay. This again contradicts the intuition that every 0.1 [ s ] of delay results in 0.1 [ s ] degradation of the opportunity window.

The lower 3D surface in Fig. 4.8(a) illustrates the opportunity window length $\left|T_{\Gamma}\right|$ as a function of delays in both dynamics and communication for initial state case A, while Fig. 4.8(b) shows the contours of $\left|T_{\Gamma}\right|$ on the $(\sigma, \tau)$-plane. The contour $\left|T_{\Gamma}\right|=0$ gives the critical value combinations of delays $\sigma$ and $\tau$ such that the opportunity set disappears, i.e., a conflict-free lane change is no longer guaranteed for larger delay values. We remark that the gradient of the 3D surface and the critical delay combination indeed depend on the initial states, but the qualitative behaviors remain similar.


Figure 4.7: The length of the opportunity window evaluated as a function of communication delay $\tau$ for initial state cases A-D and different delays $\sigma$ in the dynamics of ego vehicle.


Figure 4.8: (a) Length of the opportunity window while varying the delay $\sigma$ in the dynamics and communication delay $\tau$ with and without the intent information from remote vehicles for initial state case A. (b) Contours of opportunity window of the lower 3D surface (no-intent case).

In summary, we extended the conflict analysis framework to include time delays in communication by using the estimated initial state as illustrated by Theorem 4. The effects of both delays in vehicle dynamics and communication have been quantified. The next section introduces a V2X connectivity-enabled approach to compensate the negative effects of time delays by utilizing the remote vehicles' intent information.

### 4.3 Multi-Vehicle Conflict Analysis with Intent Information

This section extends conflict analysis to the case where the ego vehicle receives the remote vehicles' intent information. We show that intent sharing helps the ego vehicle to predict more accurately the
behaviors of the remote vehicles, and thus, facilitates less conservative decision making. Similar to Definition 2 in Section 2.3, intent information is formally defined as follows.

Definition 3. Given the dynamics (4.1)-(4.2), the intent of remote vehicle $i$ is represented by a restricted velocity domain $v_{i}(t) \in\left[\underline{v}_{i}, \bar{v}_{i}\right]$ and acceleration (input) domain $u_{i}(t) \in\left[\underline{a}_{i}, \bar{a}_{i}\right]$ over the time period $t \in\left[t_{i}, t_{i}+\Delta t_{i}\right]$, where $v_{\min , i} \leq \underline{v}_{i} \leq \bar{v}_{i} \leq v_{\max , i}, a_{\min , i} \leq \underline{a}_{i} \leq \bar{a}_{i} \leq a_{\max , i}$, and $t_{i}$ is the time when this intent is generated.

In the scenario of highway driving, for instance, an intent message may encode the information that the remote vehicle $i$ will be traveling with velocity between $\underline{v}_{i}=30$ and $\bar{v}_{i}=32[\mathrm{~m} / \mathrm{s}]$, and acceleration between $\underline{a}_{i}=-0.5$ and $\bar{a}_{i}=0.8\left[\mathrm{~m} / \mathrm{s}^{2}\right]$, for the next $\Delta t_{i}=6$ seconds. Note that Definition 3 uses constant bounds for velocity and acceleration in intent information, but our analysis below can be adapted to the case where these bounds are time-varying.

As with status information, we assume that the ego vehicle receives intent information from remote vehicles in a synchronized manner. Intent information can also have communication delay; see Fig. 4.2. For example, if intent information from vehicle $i$ is received at time $t=0$ with communication delay $\tau_{i}$, then the time domain where this intent remains valid is $t \in\left[-\tau_{i}, \Delta t_{i}-\tau_{i}\right]$. When intent information is received together with status information, Theorem 4 still holds when estimating the initial state $x_{\text {est }}(0)$ using

$$
\begin{align*}
& u_{1}(t)= \begin{cases}\underline{a}_{1}, & \text { if } t \in\left[-\tau_{1}, \min \left\{0, \Delta t_{1}-\tau_{1}\right\}\right), \\
a_{\min , 1}, & \text { if } t \in\left[\min \left\{0, \Delta t_{1}-\tau_{1}\right\}, 0\right),\end{cases}  \tag{4.27}\\
& u_{2}(t)= \begin{cases}\bar{a}_{2}, & \text { if } t \in\left[-\tau_{2}, \min \left\{0, \Delta t_{2}-\tau_{2}\right\}\right), \\
a_{\max , 2}, & \text { if } t \in\left[\min \left\{0, \Delta t_{2}-\tau_{2}\right\}, 0\right),\end{cases} \tag{4.28}
\end{align*}
$$

which represents the remote vehicles' worst-case behaviors on the communication delay intervals under the given intent information. Notice that intent information leads to less conservative estimation $x_{\text {est }}(0)$. Similarly, Lemma 1 and Theorem 3 still hold when replacing $u_{1}(t) \equiv a_{\text {min, } 1}$ and $u_{2}(t) \equiv a_{\text {max }, 2}$ with

$$
\begin{align*}
& u_{1}(t)= \begin{cases}\underline{a}_{1}, & \text { if } t \in\left[0, \max \left\{0, \Delta t_{1}-\tau_{1}\right\}\right), \\
a_{\text {min }, 1}, & \text { otherwise },\end{cases}  \tag{4.29}\\
& u_{2}(t)= \begin{cases}\bar{a}_{2}, & \text { if } t \in\left[0, \max \left\{0, \Delta t_{2}-\tau_{2}\right\}\right), \\
a_{\text {max }, 2}, & \text { otherwise },\end{cases} \tag{4.30}
\end{align*}
$$

which correspond to the worst-case future motion of remote vehicles based on the intent. Note that intent information improves the ego vehicle's prediction on the remote vehicles' motions, while the


Figure 4.9: Conflict analysis with intent $v_{1}(t), v_{2}(t) \in[27,30][\mathrm{m} / \mathrm{s}], u_{1}(t), u_{2}(t) \in$ $[-1,1]\left[\mathrm{m} / \mathrm{s}^{2}\right]$, and $\Delta t_{1}=\Delta t_{2}=5[\mathrm{~s}]$. (a)-(c) Conflict chart and opportunity set without time delays for the same initial velocities as in Fig. 4.3(a). (d)-(f) Conflict chart and opportunity set with delay in dynamics $\sigma=0.5[\mathrm{~s}]$ and communication delay $\tau=0.5$ [ s$]$. The gray regions indicate the corresponding opportunity sets in Fig. 4.4(a)-(b) and (g)-(h) without intent.
delay in the ego vehicle's dynamics can be similarly handled as in Theorem 3. Thus, the conflict analysis framework built in the previous section can be still applied.

Denoting the no-conflict, uncertain, and conflict sets under intent information as $\overline{\mathcal{P}}_{\mathrm{g}}, \overline{\mathcal{P}}_{\mathrm{y}}$, and
$\overline{\mathcal{P}}_{\mathrm{r}}$, the following relationships can be derived:

$$
\begin{equation*}
\mathcal{P}_{\mathrm{g}} \subseteq \overline{\mathcal{P}}_{\mathrm{g}}, \quad \mathcal{P}_{\mathrm{y}} \supseteq \overline{\mathcal{P}}_{\mathrm{y}}, \quad \mathcal{P}_{\mathrm{r}}=\overline{\mathcal{P}}_{\mathrm{r}}=\emptyset \tag{4.31}
\end{equation*}
$$

This reveals that the green no-conflict set expands and the yellow uncertain set shrinks due to the intent; see the conflict charts in Fig. 4.9(a) and (d) where the dashed green boundaries correspond to the no-intent case in Fig. 4.3(a) and (d). A large portion of the originally yellow domain converts to green, indicating the ego vehicle's increased confidence in deciding to change lane.

Furthermore, given the time delays, the initial status of the ego vehicle, and the delayed status of the remote vehicles, the opportunity set $\bar{\Gamma}$ and the opportunity window $\bar{T}_{\Gamma}$ under intent information satisfy

$$
\begin{equation*}
T_{\Gamma} \subseteq \bar{T}_{\Gamma}, \quad|\Gamma(t)| \leq|\bar{\Gamma}(t)|, \quad \forall t \in T_{\Gamma} \tag{4.32}
\end{equation*}
$$

where $\Gamma$ and $T_{\Gamma}$ correspond to the no-intent case. This suggests that an enlarged opportunity window is now accessible for the ego vehicle because of the intent information. This is illustrated in Fig. 4.9(b)-(c) for initial states A and B and in Fig. 4.9(e)-(f) for initial states Ã and B̃. The gray regions mark the opportunity sets without intent information; cf. Fig. 4.4(a)-(b) and Fig. 4.4(g)-(h). Notice that with intent the opportunity set of case $\tilde{A}$ is no longer empty, since the enlarged green (no-conflict) set now contains the point Ã in Fig. 4.9(d). The methodology developed in Section 4.2 still enables the computation of the opportunity set $\bar{\Gamma}$ as detailed in Appendix G.

We quantify the benefits of intent with respect to decision making in Fig. 4.10. Panel (a) is obtained by superimposing the conflict chart in Fig. 4.9(d) and Fig. 4.3(d). Regions where ego vehicle's decision regarding lane change changes are shaded green. The heat map in panel (b) quantifies the growth of the opportunity window $\Delta T_{\Gamma}=\left|\bar{T}_{\Gamma}\right|-\left|T_{\Gamma}\right|$ due to intent. We can observe an ubiquitous increase of the opportunity window inside the set $\overline{\mathcal{P}}_{\mathrm{g}}$, while substantial benefits are gained around the boundary dividing the sets $\mathcal{P}_{\mathrm{g}}$ and $\mathcal{P}_{\mathrm{y}}$. Note that even though we used the intent horizon $\Delta t_{1}=\Delta t_{2}=5[\mathrm{~s}]$ the opportunity window expands more than $5[\mathrm{~s}]$ for some initial states. Even in the region where the decision remains pursuing lane change, the opportunity window increases.

The upper 3D surface in Fig. 4.8(a) quantifies the opportunity window length as a function of the time delays under the intent information for initial state case A. Apart from increasing the value of opportunity window, intent information also reduces the opportunity window's degradation rate as time delays increase; notice the milder slope of the upper surface compared to the lower one.

In Fig. 4.11(a) we highlight the effect of the intent horizon $\Delta t_{1}=\Delta t_{2}=\Delta t$ on the length of the opportunity window $\left|\bar{T}_{\Gamma}\right|$. Initially, the opportunity window increases with the intent horizon with a rate higher than 1 , and then eventually saturates for higher $\Delta t$ values. The first slope


Figure 4.10: (a) Chart showing the decision change under the same intent information, time delays, and estimated initial velocities as in Fig. 4.9(d)-(f). (b) Heat map of opportunity window expansion $\Delta T_{\Gamma}=\left|\bar{T}_{\Gamma}\right|-\left|T_{\Gamma}\right|$.
change at $\Delta t \approx 2.5$ [s] corresponds to speed limit being reached inside the intent horizon. The saturation of $\left|\bar{T}_{\Gamma}\right|$ suggests that the benefit of increasing intent horizon is bounded. This is illustrated in Fig. 4.11(b) where the intent horizon $\Delta t$ exceeds the length of the opportunity window $\bar{T}_{\Gamma}$. We remark that for intent information with less restricted velocity and acceleration bounds, the opportunity window length $\left|\bar{T}_{\Gamma}\right|$ saturates at a smaller value for shorter horizon $\Delta t$. We also remark that in our intent definition the velocity and acceleration bounds remain unchanged during the intent horizon $\Delta t$. However, our theories and numerical tools can be adapted to the case where the remote vehicles update their intent within the $\Delta t$ horizon. This is outside the scope of this chapter and left as our future work.

In this section, we extended conflict analysis for the case when the remote vehicles' intent is available. We showed that intent information can significantly increase the ego vehicle's capability for a conflict-free maneuver and compensate for the shrink of the opportunity set caused by time delays. Using the theories developed so far, the next section discusses controller design and presents simulation results to demonstrate the power of the developed framework.

### 4.4 Controller Design and Simulation

In this section, a controller is designed for the ego vehicle to secure the required longitudinal distances for a non-conflicting lane change with time delays in both dynamics and communication. Feeding real highway data into numerical simulations, we validate the effectiveness of the extended conflict analysis framework and demonstrate the benefits of intent sharing.


Figure 4.11: (a) Length of the opportunity window as a function of intent horizon for initial state cases A-D and time delays indicated. (b) Mechanism behind the saturation of the opportunity window.

### 4.4.1 Goal-oriented control

For $x(0) \in \mathcal{P}_{\mathrm{g}}\left(\right.$ or $x_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ under communication delay), we have a non-empty opportunity set $\Gamma \neq \emptyset$ and each point in this set $\left(t, h_{02}\right) \in \Gamma$ provides a feasible rear gap and a corresponding time. Securing such rear gap simultaneously guarantees the formation of the required front gap. Therefore, one can design the control input $u_{0}(t)$ by selecting an appropriate goal point $\left(t^{\mathrm{G}}, h_{02}^{\mathrm{G}}\right) \in \Gamma$ for the ego vehicle to pursue. We refer to this as goal-oriented control. We emphasize that the existence of such control input $u_{0}(t)$ is guaranteed by the non-empty opportunity set $\Gamma$. One may design $u_{0}(t)$ to realize a variety of desired performances of the ego vehicle, e.g., optimal time efficiency and/or energy efficiency.

From the robustness perspective, we choose the goal point to be the "center" of the opportunity set, that is, we select $t^{\mathrm{G}}$ in the middle of $T_{\Gamma}$ and $h_{02}^{\mathrm{G}}$ in the middle of the slice $\Gamma\left(t^{\mathrm{G}}\right)$; see the black dots in Fig. 4.12(a) and (e). Under time delays in both dynamics and communication, we propose a goal-oriented control input of constant value, i.e., $u_{0}(t)=u_{0}^{\mathrm{G}}$, with which the goal point $\left(t^{\mathrm{G}}, h_{02}^{\mathrm{G}}\right) \in \Gamma$ can be pursued by the ego vehicle. Appendix J gives the analytical expression of $u_{0}^{\mathrm{G}}$. Under this constant-value input, the expected trajectory $h_{02}(t)$ is illustrated in Fig. 4.12(a) and (e) by gray arrows. Notice that the goal-oriented controller automatically guarantees the invariance of domain $\mathcal{P}_{\mathrm{g}}$ (or $\overline{\mathcal{P}}_{\mathrm{g}}$ when intent is shared) independent of the future motions of remote vehicles. If the ego vehicle receives the remote vehicles' updated status and intent information, it may recompute the opportunity set $\Gamma$, update the goal point $\left(t^{\mathrm{G}}, h_{02}^{\mathrm{G}}\right) \in \Gamma$, and recalculate the corresponding goal-oriented control input $u_{0}^{\mathrm{G}}$; see Fig. 4.12(b)-(d) and (f)-(h). Simulation results in the next subsection demonstrate that the ego vehicle's passenger comfort and time efficiency can benefit from the frequent status and intent updates.

Table 4.2: Maneuver results under different V2X conditions.

| V2X condition | Maneuver result case (i) | Maneuver result case (ii) |
| :---: | :---: | :---: |
| Status sharing only | Lane change opportunity missed | Lane change opportunity missed |
| Status and intent sharing <br> $1[\mathrm{~s}]$ update rate | Lane change opportunity secured <br> Maneuver time $9.0[\mathrm{~s}]$ | Lane change opportunity secured <br> Maneuver time $7.0[\mathrm{~s}]$ |
| Status and intent sharing <br> $0.1[\mathrm{~s}]$ update rate | Lane change opportunity secured <br> Maneuver time $8.4[\mathrm{~s}]$ | Lane change opportunity secured <br> Maneuver time $6.4[\mathrm{~s}]$ |

### 4.4.2 Simulations with real highway data

We represent the remote vehicles' motion by utilizing real data recorded on human-driven vehicles involved in a lane change scenario on highway I-94 in south-east Michigan. In this maneuver, the front remote vehicle 1 was decelerating while the rear remote vehicle 2 was accelerating and it traveled faster than vehicle 1; see the speed and acceleration data in Fig. 4.13(a)-(b) and (d)(e). This represents an adversarial scenario where the two remote vehicles were shortening the distance between them; see the gap $h_{12}$ in Fig. 4.13(c) and (f). The ego vehicle is assumed to be a connected automated vehicle which attempts to enter the target lane between the remote humandriven vehicles. We consider the delay in the ego vehicle's dynamics to be $\sigma=0.5$ [ s ], while the communication delays associated with both remote vehicles to be $\tau=0.1[\mathrm{~s}]$.

Attime $t=0$, the remote vehicles have initial positions $\left(r_{1}(0), r_{2}(0)\right)=(61.52,0)[\mathrm{m}]$ and initial velocities $\left(v_{1}(0), v_{2}(0)\right)=(36.46,36.62)[\mathrm{m} / \mathrm{s}]$. Here, without loss of generality, we set the initial position of remote vehicle 2 as the origin. For the ego vehicle, we consider two different initial states. In case (i) we set $r_{0}(0)=-5.43[\mathrm{~m}]$ and $v_{0}(0)=38.57[\mathrm{~m} / \mathrm{s}]$, that is, the ego vehicle initially travels behind the remote vehicles; while in case (ii) we set $r_{0}(0)=66.57[\mathrm{~m}]$ and $v_{0}(0)=32.77[\mathrm{~m} / \mathrm{s}]$, that is, the ego vehicle initially travels in front of the remote vehicles. Note that at $t=0$ the ego vehicle only has access to the remote vehicles' delayed status $\left(r_{1}(-0.1), r_{2}(-0.1)\right)=(57.95,-3.64)[\mathrm{m}]$ and $\left(v_{1}(-0.1), v_{2}(-0.1)\right)=(36.46,36.62)[\mathrm{m} / \mathrm{s}]$, and it is necessary to estimate their current status based on Theorem 4. We use $\left(v_{\text {max }, 0}, v_{\text {max }, 1}, v_{\max , 2}\right)=(42,40,40)[\mathrm{m} / \mathrm{s}]$ as speed limits corresponding to highway driving, while other parameters remain unchanged as in Table 4.1. This adapts the conflict analysis to the driving scenario considered.

With status-sharing information only, the estimated initial state is such that $x_{\text {est }}(0) \in \mathcal{P}_{\mathrm{y}}$ holds for both cases (i) and (ii), and thus, status information does not provide the ego vehicle with enough confidence for pursuing the lane change. Therefore, the chance to change lanes may be missed if the remote vehicles share only their status. However, the ego vehicle's decision can be improved when intent information is shared. The remote vehicles' in-


Figure 4.12: Evolution of opportunity set $\bar{\Gamma}$, goal point, and trajectory $h_{02}^{\text {est }}(t)$ under delay $\sigma=0.5[\mathrm{~s}]$ in the ego vehicle's dynamics, and communication delay $\tau=0.1[\mathrm{~s}]$, with intent information $v_{1} \in[34.9,36.7][\mathrm{m} / \mathrm{s}], \quad v_{2} \in[36.5,37.2][\mathrm{m} / \mathrm{s}], \quad u_{1} \in[-0.6,0.4]\left[\mathrm{m} / \mathrm{s}^{2}\right]$, $u_{2} \in[-1.5,0.5]\left[\mathrm{m} / \mathrm{s}^{2}\right], \Delta t_{1}=\Delta t_{2}=10[\mathrm{~s}]$. The goal-oriented controller $u_{0}(t)=u_{0}^{\mathrm{G}}$ is used with status and intent updates every 0.1 [s]. (a)-(d) Case (i) where the ego vehicle is initially traveling behind the remote vehicles. (e)-(h) Case (ii) where the ego vehicle is initially traveling in front of the remote vehicles.


Figure 4.13: Simulation results under the same time delays, initial states, and intent as in Fig. 4.12. (a)-(c) Results for case (i). (d)-(f) Results for case (ii). The dashed magenta curves in (b) and (e) correspond to status and intent updates every 1 [ s$]$.
tent can be extracted from the data as $v_{1}(t) \in[34.9,36.7][\mathrm{m} / \mathrm{s}], u_{1}(t) \in[-0.6,0.4]\left[\mathrm{m} / \mathrm{s}^{2}\right]$, $v_{2}(t) \in[36.5,37.2][\mathrm{m} / \mathrm{s}]$, and $u_{2}(t) \in[-1.5,0.5]\left[\mathrm{m} / \mathrm{s}^{2}\right]$. This yields the estimated initial speeds $\left(v_{1}^{\text {est }}(0), v_{2}^{\text {est }}(0)\right)=(36.4,36.67)[\mathrm{m} / \mathrm{s}]$ and the estimated initial front and rear gaps $\left(h_{10}^{\text {est }}(0), h_{02}^{\text {est }}(0)\right)=$ $(62.03,-10.45)[\mathrm{m}]$ for case $(\mathrm{i})$, and $\left(h_{10}^{\text {est }}(0), h_{02}^{\text {est }}(0)\right)=(-9.97,61.55)[\mathrm{m}]$ for case (ii), assuming the intent of both vehicles covers $\Delta t_{1}=\Delta t_{2}=10[\mathrm{~s}]$. This leads to $\bar{x}_{\text {est }}(0) \in \overline{\mathcal{P}}_{\mathrm{g}}$ for both cases. Accordingly, the decision of changing lane is made by the ego vehicle, and executed by the goaloriented controller $u_{0}(t)=u_{0}^{\mathrm{G}}$. Note that the value of input $u_{0}^{\mathrm{G}}$ is updated each time the ego vehicle
receives a status and/or intent information update.
Figure 4.12 (a)-(d) illustrate the evolution of opportunity set $\bar{\Gamma}$, the goal point $\left(t^{\mathrm{G}}, h_{02}^{\mathrm{G}}\right) \in \bar{\Gamma}$, and the trajectory $h_{02}^{\text {est }}(t)$ (magenta curve) with status and intent updates in every 0.1 [s] for case (i). Panels (e)-(h) show the corresponding evolution for case (ii). Notice that when intent is updated, its horizon is extended, but the bounds of velocity and acceleration do not change. At $t=8.4$ [s] and $t=6.4$ [s] for cases (i) and (ii), respectively, the required rear gap (and front gap) are already formed by the ego vehicle. This can be confirmed by noticing that $\left(t, h_{02}^{\text {est }}(t)\right) \in \bar{\Gamma}$ holds, and thus, $x(t) \in \mathcal{P}_{\mathrm{g}}$ holds according to (4.25). Then, the ego vehicle can initiate the lateral lane change motion immediately without further pursuing the goal point. Thus, goal point is functioning as a guidance for the motion of ego vehicle until sufficient relative distances are formed, while it is not necessary to actually reach it.

Figure 4.13 (a)-(b) and (d)-(e) depict the ego vehicle's time profiles by solid red curves for update rates $0.1[\mathrm{~s}]$ and 1 [s], respectively. Notice that when the ego vehicle receives status and intent updates less frequently, conflict-free lane change can still be performed but the required front and rear distances are secured at a later time, at $t=9.0[\mathrm{~s}]$ and $t=7.0$ [s] for cases (i) and (ii), respectively. Also, less smooth control command is prescribed as shown in the dashed red curves. Therefore, by receiving updated status and intent information frequently, the ego vehicle can significantly improve its time efficiency and passenger comfort. Table 4.2 summarizes these results.

### 4.5 Summary

This chapter scaled up the conflict analysis framework for multiple vehicles possessing different levels of automation in cooperative maneuvering, under time delays in vehicle dynamics and V2X communication. The merits of communication in conflict prevention were examined in the presence of delays by conducting conflict analysis. In particular, we considered status sharing and intent sharing communication. The effects of time delays on conflicts in a mixed-autonomy environment were systematically studied and quantified. It was revealed that conflict-free maneuvers can be facilitated by receiving status information, but time delays can compromise such opportunities. It was also shown that receiving intent information compensates the effects of delays, reduces unnecessary conservatism in decision making, and improves the efficiency of controllers of connected vehicles. A goal-oriented controller was designed for a connected automated vehicle to guarantee conflict-free maneuvers, and the benefits of different types of V2X information exchange were demonstrated via real highway data-based simulations. It is shown that receiving the remote vehicles' status and intent information more frequently further benefits the passenger comfort and time efficiency of the connected automated vehicle.

In the next chapter, we will examine in further detail the scalability and implementability of the conflict analysis framework. In particular, we will consider additional maneuver constraints in conflict resolution and demonstrate with a larger number of vehicles in a mixed traffic environment.

## CHAPTER 5

## Scalability of Conflict Analysis

In Chapter 4, we have developed a multi-vehicle conflict analysis framework, and applied it to a lane change scenario involving three vehicles on a road that may be infinitely long. To further demonstrate the generalizability and scalability of this framework, this chapter extends multi-vehicle conflict analysis to scenarios with more remote vehicles while considering additional maneuver constraints. Examples include highway merges and maneuvers at roundabouts, where conflicts must be resolved within a designated time and/or spatial domain. For instance, as shown in Fig. 5.1(a), a merge may be considered as a lane change which has to happen within a given road section, called merge zone, before the merging vehicle runs out of its on-ramp. Realizing a conflict-free lane change while satisfying such extra constraints, especially when more neighboring vehicles exist (see Fig. 5.4(a)), is indeed more difficult than the pure lane change considered in the previous chapter. Throughout the analysis below, we show that our conflict analysis framework can be extended to manage such challenging scenarios. In the meantime, the extended framework still allows for efficient consideration of different V2X information, delay effects, and flexible control design. These results will be demonstrated using simulations with real traffic data.

### 5.1 Extending Multi-Vehicle Conflict Analysis

In this section, we first extend multi-vehicle conflict analysis to accommodate additional maneuver constraints, while still considering only three vehicles - one ego vehicle and two remote vehicles. We then generalize our analysis to be able to handle conflicts with more remote vehicles.

### 5.1.1 Conflict analysis under additional maneuver constraints

Consider the merge scenario depicted in Fig. 5.1(a)-(b), where an ego vehicle 0 seeks to merge onto the main road between remote vehicles 1 and 2. To perform a conflict-free merge, the following two steps are needed for the ego vehicle: (i) Keep on the ramp and create adequate longitudinal


Figure 5.1: (a) A merge scenario involving an ego vehicle 0 , and two remote vehicles 1 and 2 . The ego vehicle must form necessary front and rear gaps inside the merge zone to enable a conflict-free merge. (b) Generalized model of the merge scenario.
distances from the two remote vehicles while remaining inside a designated merge zone; (ii) move into the main road by changing its lateral position. We focus on step (i) and assume that step (ii) is carried out by lateral motion planners and controllers once the longitudinal distances are ensured within the merge zone. Here, the merge zone is defined towards the end of the ramp, fixed to the ground and of finite length, occupying the position domain $[\underline{s}, \bar{s}]$; see Fig. 5.1(b). We emphasize that compared to the lane change scenario considered in Chapter 4, the requirement of creating necessary gaps within a finite merge zone constitutes a stricter, time-critical maneuver constraint. Similar to Chapter 4, the necessary front and rear gaps to ensure a conflict-free merge are represented by the constant lengths $s_{\mathrm{F}}$ and $s_{\mathrm{R}}$ of the two moving conflict zones. Our analysis below, however, can be generalized to non-constant values of $s_{\mathrm{F}}$ and $s_{\mathrm{R}}$.

We use the same vehicle dynamics model given in (4.1) and still aim to resolve conflicts from the ego vehicle's perspective. Again, it is assumed that the remote vehicles are out of our control,

Table 5.1: Parameters values used in the Chapter 5.

| $s_{\mathrm{F}}, s_{\mathrm{R}}$ | $10[\mathrm{~m}]$ | $l$ | $5[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: |
| $a_{\min , 0}$ | $-8\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\min , 1}, a_{\min , 2}$ | $-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $a_{\max , 0}$ | $4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\max , 1}, a_{\max , 2}$ | $2\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $v_{\min , 0}$ | $17[\mathrm{~m} / \mathrm{s}]$ | $v_{\min , 1}, v_{\min , 2}$ | $20[\mathrm{~m} / \mathrm{s}]$ |
| $v_{\text {max }, 0}$ | $33[\mathrm{~m} / \mathrm{s}]$ | $v_{\max , 1}, v_{\max , 2}$ | $30[\mathrm{~m} / \mathrm{s}]$ |

but the ego vehicle has the knowledge about their velocity and acceleration limits corresponding to typical highway driving; see Table 5.1. Moreover, all vehicles are assumed to be capable of V2X communication. The communication setup remains the same as in Chapter 4, i.e., the ego vehicle receives two types of V2X information from the remote vehicles: status and intent. The status information from a remote vehicle $i$ contains its instantaneous position $r_{i}$ and velocity $v_{i}$, whereas the intent information follows the Definition 3 , encoding a restricted velocity domain $v_{i}(t) \in\left[\underline{v}_{i}, \bar{v}_{i}\right]$ and acceleration domain $u_{i}(t) \in\left[\underline{a}_{i}, \bar{a}_{i}\right]$ over a future time horizon of length $\Delta t_{i}$. For simplicity, we assume that the status and intent are shared in a synchronized manner from both remote vehicles. The problem of unsynchronized transmission of status and intent information, however, is covered in the next chapter. Here, we still consider two types of time delays: the delay $\sigma$ in the ego vehicle's dynamics and the communication delays $\tau_{1}$ and $\tau_{2}$ associated with the remote vehicles. Similar to the previous chapter, we first construct theorems for conflict analysis considering the time delay in the ego vehicle's dynamics only, and then we show how communication delays may be incorporated into the same framework.

Due to the existence of merge zone, the absolute position $r_{0}$ of the ego vehicle becomes important in this merge scenario. Accordingly, we define the state of the system (4.1) as

$$
\begin{equation*}
x:=\left[h_{10}, h_{02}, r_{0}, v_{0}, v_{1}, v_{2}\right]^{\top} \in \Omega, \tag{5.1}
\end{equation*}
$$

where $\Omega$ is given by

$$
\begin{align*}
\Omega:= & \left\{\left[h_{10}, h_{02}\right]^{\top} \in \mathbb{R}^{2} \mid h_{10}+h_{02} \geq-l\right\} \times(-\infty, \bar{s}]  \tag{5.2}\\
& \times\left[v_{\min , 0}, v_{\max , 0}\right] \times\left[v_{\min , 1}, v_{\max , 1}\right] \times\left[v_{\min , 2}, v_{\max , 2}\right] .
\end{align*}
$$

Note that compared to the lane change scenario in Chapter 4, the state variable $r_{0}$ adds one dimension to the state space; cf. (4.5). Also notice that we focus on $r_{0} \in(-\infty, \bar{s}]$, since $r_{0}>\bar{s}$ means that the ego vehicle has already exited the merge zone, and a merge may no longer happen.

As mentioned above, to be able to merge from the on-ramp to the main road between remote vehicles 1 and 2 without a conflict, the ego vehicle must secure necessary front and rear gaps while it is inside the merge zone. Such a conflict-free condition can be formally described by the proposition

$$
\begin{equation*}
M:=\left\{\exists t \geq 0, h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right\}, \tag{5.3}
\end{equation*}
$$

where the predicate $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ remains the same as in the proposition $P$ for describing a conflict-free lane change in Chapter 4; cf. (4.6). However, the additional predicate $r_{0}(t) \in[\underline{s}, \bar{s}]$ represents a time-critical constraint for a conflict-free merge maneuver. The proposition $M$ can be similarly decomposed into three cases as follows.
(i) No-conflict case: ego vehicle 0 is able to prevent conflict independent of the motion of remote vehicles 1 and 2.
(ii) Uncertain case: ego vehicle 0 may be able to prevent conflict depending on the motion of remote vehicles 1 and 2.
(iii) Conflict case: ego vehicle 0 is not able to prevent conflict independent of the motion of remote vehicles 1 and 2 .

The three cases above correspond to three pairwise disjoint sets within $\Omega$ :

$$
\begin{align*}
& \mathcal{M}_{\mathrm{g}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \exists u_{0}(t), M\right\},  \tag{5.4}\\
& \mathcal{M}_{\mathrm{y}}:=\left\{x(0) \in \Omega \mid\left(\exists u_{1}(t), \exists u_{2}(t), \forall u_{0}(t), \neg M\right) \wedge\left(\exists u_{1}(t), \exists u_{2}(t), \exists u_{0}(t), M\right)\right\},  \tag{5.5}\\
& \mathcal{M}_{\mathrm{r}}:=\left\{x(0) \in \Omega \mid \forall u_{1}(t), \forall u_{2}(t), \forall u_{0}(t), \neg M\right\} . \tag{5.6}
\end{align*}
$$

These sets are referred to as no-conflict set, uncertain set, and conflict set, respectively. The subscripts " g ", " y ", and " r " still correspond to the colors green, yellow, and red in visualizing these domains in the state space. Noting that the first and second predicates in (5.5) negates those in (5.4) and (5.6), i.e.,

$$
\begin{align*}
& \left(\exists u_{1}, \exists u_{2}, \forall u_{0}, \neg M\right) \Longleftrightarrow \neg\left(\forall u_{1}, \forall u_{2}, \exists u_{0}, M\right),  \tag{5.7}\\
& \left(\exists u_{1}, \exists u_{2}, \exists u_{0}, M\right) \Longleftrightarrow \neg\left(\forall u_{1}, \forall u_{2}, \forall u_{0}, \neg M\right), \tag{5.8}
\end{align*}
$$

the sets $\mathcal{M}_{\mathrm{g}}, \mathcal{M}_{\mathrm{y}}$, and $\mathcal{M}_{\mathrm{r}}$ are indeed pairwise disjoint, and $\mathcal{M}_{\mathrm{g}} \cup \mathcal{M}_{\mathrm{y}} \cup \mathcal{M}_{\mathrm{r}}=\Omega$. An example of these sets in $\left(h_{10}, h_{02}\right)$-plane is shown in Fig. 5.3(a) for the indicated ego vehicle position $r_{0}$, merge zone location $[\underline{s}, \bar{s}]$, and velocities $\left(v_{0}, v_{1}, v_{2}\right)$. This is still referred to as conflict chart, whose derivation is discussed further below. We emphasize that compared to the pure lane change case (see, e.g., Fig. 4.3) where the conflict set was empty, here the red region indeed shows up due to having stricter maneuver constraint, i.e., $\mathcal{M}_{\mathrm{r}} \neq \emptyset$.

Now we develop methods to check whether a given initial state $x(0)$ is located in the set $\mathcal{M}_{\mathrm{g}}, \mathcal{M}_{\mathrm{y}}$, or $\mathcal{M}_{\mathrm{r}}$. At the initial time, if $h_{10}(0) \geq s_{\mathrm{F}} \wedge h_{02}(0) \geq s_{\mathrm{R}} \wedge r_{0}(0) \in[\underline{s}, \bar{s}]$ holds, then $x(0) \in \mathcal{M}_{\mathrm{g}}$ holds immediately since the ego vehicle already formed necessary gaps inside the merge zone; otherwise, one needs to check if proposition $M$ is true for some $t>0$, considering all possible future behaviors of the ego and remote vehicles. The Lemma below shows that the behavioral limits of remote vehicles shall be used to check $x(0) \in \mathcal{M}_{\mathrm{g}}$.

Lemma 2. The following relationship holds for any given initial state $x(0) \in \Omega$ :

$$
\begin{align*}
& \left\{\forall u_{1}(t), \forall u_{2}(t), \exists u_{0}(t), M\right\} \Longleftrightarrow \\
& \left\{\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right), \exists u_{0}(t), \exists t \in\left[0, t_{\max , 0}\right], h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right\}, \tag{5.9}
\end{align*}
$$

where

$$
\begin{align*}
& \underline{u}_{1}(t)= \begin{cases}\underline{a}_{1}, & \text { if } t \in\left[0, \Delta t_{1}\right] \\
a_{\text {min }, 1}, & \text { otherwise }\end{cases}  \tag{5.10}\\
& \bar{u}_{2}(t)= \begin{cases}\bar{a}_{2}, & \text { if } t \in\left[0, \Delta t_{2}\right] \\
a_{\max , 2}, & \text { otherwise }\end{cases} \tag{5.11}
\end{align*}
$$

with $t_{\mathrm{max}, 0}$ being the time $t$ such that $\underline{r}_{0}^{*}(t)=\bar{s}$, and $\underline{r}_{0}^{*}(t)$ is given in (G.6) in Appendix $G$.
Proof. See Appendix K.
Here, $\underline{r}_{0}^{*}(t)$ gives the smallest position that the ego vehicle may reach, under its input limits and delay $\sigma$ in its dynamics. Accordingly, $t_{\text {max }, 0}$ gives the latest possible time of the ego vehicle remaining inside the merge zone. Also, $\underline{u}_{1}(t)$ and $\bar{u}_{2}(t)$ are the input lower and upper bounds of the remote vehicles 1 and 2 , respectively, given the available intent information. These inputs represent the remote vehicles' worst-case behaviors that shrink the total gap $h_{12}$ the most. Thus, Lemma 2 suggests that to prevent conflict independent of the remote vehicles' motion, the ego vehicle must form the necessary gaps inside the merge zone within the time window $\left[0, t_{\mathrm{max}, 0}\right]$, assuming the worst-case motion of remote vehicles. This way, checking $x(0) \in \mathcal{M}_{\mathrm{g}}$ is reduced to checking the existence of an input $u_{0}(t)$ for $t \geq 0$ and a time $t \in\left[0, t_{\mathrm{max}, 0}\right]$ such that $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]$ holds under the remote vehicles' deterministic (worst-case) behaviors.

A similar relationship can be derived for checking $x(0) \in \mathcal{M}_{\mathrm{r}}$ as stated by the following Lemma.
Lemma 3. The following relationship holds for any given initial state $x(0) \in \Omega$ :

$$
\begin{align*}
& \left\{\forall u_{1}(t), \forall u_{2}(t), \forall u_{0}(t), \neg M\right\} \Longleftrightarrow \\
& \left\{\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right), \forall u_{0}(t), \forall t \in\left[0, t_{\mathrm{max}, 0}\right], \neg\left(h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right)\right\}, \tag{5.12}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{u}_{1}(t)= \begin{cases}\bar{a}_{1}, & \text { if } t \in\left[0, \Delta t_{1}\right], \\
a_{\text {max, } 1}, & \text { otherwise },\end{cases}  \tag{5.13}\\
& \underline{u}_{2}(t)= \begin{cases}\underline{a}_{2}, & \text { if } t \in\left[0, \Delta t_{2}\right], \\
a_{\text {min }, 2}, & \text { otherwise },\end{cases} \tag{5.14}
\end{align*}
$$

and $t_{\text {max, }, 0}$ is given in Lemma 2.
Proof. See Appendix L.
Here, $\bar{u}_{1}(t)$ and $\underline{u}_{2}(t)$ are the upper and lower input bounds of the remote vehicles 1 and 2 , respectively. Such inputs give the remote vehicles' best-case behaviors that enlarge the total gap $h_{12}$ the most. Lemma 3 suggests that a conflict-free merge maneuver being impossible is equivalent to the fact that the ego vehicle is not able to form the necessary gaps inside the merge zone within the time window [ $0, t_{\mathrm{max}, 0}$ ], assuming the best-case motion of remote vehicles. That is, checking $x(0) \in \mathcal{M}_{\mathrm{r}}$ is reduced to showing the inexistence of an input $u_{0}(t)$ for $t \geq 0$ and a time $t \in\left[0, t_{\text {max }, 0}\right]$ to satisfy the condition $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]$ under the remote vehicles' deterministic (best-case) behaviors.

With Lemmas 2 and 3, we are now ready to develop criteria for checking $x(0) \in \mathcal{M}_{\mathrm{g}}$ and $x(0) \in \mathcal{M}_{\mathrm{r}}$. To this aim, we reuse the lane change opportunity set $\Gamma$ defined in (4.14) in the previous chapter. Recall that the set $\Gamma$ contains all feasible values of the rear gap $h_{02}$ and the corresponding time $t$ such that the condition $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ holds. Fig. 5.2 (a) illustrates an example of the set $\Gamma$ under the indicated initial conditions. The set $\Gamma$ can be alternatively described in closed form as

$$
\begin{equation*}
\Gamma=\bigcup_{t \geq 0} t \times[\underline{\Gamma}(t), \bar{\Gamma}(t)] \tag{5.15}
\end{equation*}
$$

where $\underline{\Gamma}(t)=\max \left\{s_{\mathrm{R}}, h_{02}^{\min }(t)\right\}$ and $\bar{\Gamma}(t)=\min \left\{\delta(t), h_{02}^{\max }(t)\right\}$ describe the lower and upper bounds of the set $\Gamma$ at time $t$. Note that the set $\Gamma$ is defined only at the times $t$ when $\underline{\Gamma}(t) \leq \bar{\Gamma}(t)$ holds. Also notice that $\delta(t), h_{02}^{\min }(t)$, and $h_{02}^{\max }(t)$ are analytically given in Appendix G. By transforming the set $\Gamma$ from $\left(t, h_{02}\right)$-domain to $\left(t, r_{0}\right)$-domain, a criterion to check $x(0) \in \mathcal{M}_{\mathrm{g}}$ is provided by the following Theorem.

Theorem 5. Given the dynamics (4.1)-(4.2) and the initial state $x(0) \in \Omega, x(0) \in \mathcal{M}_{\mathrm{g}}$ holds if and


Figure 5.2: Extending multi-vehicle conflict analysis to the merge scenario. (a)-(b) Checking $x(0) \in \mathcal{M}_{\mathrm{g}}$ according to Theorem 5 with initial condition $\left(h_{10}(0), h_{02}(0), r_{0}(0)\right)=$ $(-17.3,52.3,46)[\mathrm{m}]$ and $\left(v_{0}(0), v_{1}(0), v_{2}(0)\right)=(25,24.22,24.09)[\mathrm{m} / \mathrm{s}]$, where (a) constructs the lane change opportunity set $\Gamma$, and (b) constructs the corresponding merge opportunity set $\Theta$; (c)-(d) Checking $x(0) \in \mathcal{M}_{\mathrm{r}}$ according to Theorem 6 with initial condition $\left(h_{10}(0), h_{02}(0), r_{0}(0)\right)=$ $(76.7,-35.7,30)[\mathrm{m}]$ and $\left(v_{0}(0), v_{1}(0), v_{2}(0)\right)=(25,24.25,23.99)[\mathrm{m} / \mathrm{s}]$, where (c) and (d) visualize the constructions of the sets $\Gamma$ and $\Theta$, respectively. Here, the merge zone is located at $[100,200][\mathrm{m}]$ and time delay $\sigma=0.5[\mathrm{~s}]$ is used in the ego vehicle's dynamics. Intent of remote vehicles are assumed to be $v_{1}(t) \in[24.22,25.04][\mathrm{m} / \mathrm{s}]$, $u_{1}(t) \in[-0.2,0.3]\left[\mathrm{m} / \mathrm{s}^{2}\right], v_{2}(t) \in[23.70,25.36][\mathrm{m} / \mathrm{s}]$, and $u_{2}(t) \in[-0.3,0.7]\left[\mathrm{m} / \mathrm{s}^{2}\right]$, with intent horizons $\Delta t_{1}=\Delta t_{2}=10[\mathrm{~s}]$.
only if the condition

$$
\begin{equation*}
\Theta:=\Gamma^{*} \cap \bigcup_{t \in\left[0, t_{\max , 0}\right]} t \times[\underline{s}, \bar{s}] \neq \emptyset, \tag{5.16}
\end{equation*}
$$

is satisfied under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$, where

$$
\begin{equation*}
\Gamma^{*}:=\bigcup_{t \in\left[0, t_{\max , 0}\right]} t \times\left[\underline{\Gamma}(t)+r_{2}(t)+l, \bar{\Gamma}(t)+r_{2}(t)+l\right] . \tag{5.17}
\end{equation*}
$$

## Proof. See Appendix M.

To understand the physical meaning of the set $\Theta$ defined in (5.16), we first recall from the definition (4.3) of rear gap $h_{02}$, that is, $r_{0}=h_{02}+r_{2}+l$. Noting that the set $\Gamma$ is expressed in terms of $h_{02}$, one confirms from (5.15) and (5.17) that the set $\Gamma^{*}$ is in fact the set $\Gamma$ transformed from $\left(t, h_{02}\right)$ plane to $\left(t, r_{0}\right)$-plane, on the time domain $t \in\left[0, t_{\text {max }, 0}\right]$; see the cyan shaded region in Fig. 5.2(b). The set $\Gamma^{*}$ thus gives all feasible values of the position $r_{0}$ that the ego vehicle is able to reach, and the corresponding time $t \in\left[0, t_{\max , 0}\right]$ such that $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ holds under the worst-case behaviors of remote vehicles. Thus, the intersection $\Theta$ of the sets $\Gamma^{*}$ and $\bigcup_{t \in\left[0, t_{\text {max, } 0}\right]} t \times[\underline{s}, \bar{s}]$ gives all feasible $r_{0}$ values and the corresponding times such that $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]$ holds. Therefore, based on Lemma $2, \Theta \neq \emptyset$ is equivalent to the ego vehicle being able to secure the necessary front and rear gaps inside the merge zone independent of the remote vehicles' behaviors, that is, $x(0) \in \mathcal{M}_{\mathrm{g}}$. We refer to the set $\Theta$ as the merge opportunity set, as opposed to the lane change opportunity set $\Gamma$. We remark that here, the time delay $\sigma$ in the ego vehicle's dynamics is taken into account when the set $\Gamma$ is constructed.

Similarly, by constructing the set $\Gamma$ (and accordingly the set $\Gamma^{*}$ ) using the remote vehicles' best-case behaviors; see Lemma 3, one is able to derive a similar criterion to check $x(0) \in \mathcal{M}_{\mathrm{r}}$, given by the following Theorem.

Theorem 6. Given the dynamics (4.1)-(4.2) and the initial state $x(0) \in \Omega, x(0) \in \mathcal{M}_{\mathrm{r}}$ holds if and only if the condition

$$
\begin{equation*}
\Theta=\emptyset \tag{5.18}
\end{equation*}
$$

is satisfied under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$, for the set $\Theta$ defined in (5.16).
Proof. See Appendix N.
That is, the merge opportunity set $\Theta$ being empty under the remote vehicles' best-case behaviors is equivalent to the ego vehicle not being able to secure the necessary front and rear gaps inside
the merge zone, i.e., $x(0) \in \mathcal{M}_{\mathrm{r}}$. Fig. 5.2(c)-(d) visualize an example of the sets $\Gamma$ and $\Gamma^{*}$ under the indicated initial conditions such that $\Theta=\emptyset$. Notice from Fig. 5.2(c) that the set $\Gamma$ may be unbounded depending on the input limits of remote vehicles, but the consideration of a finite time window [ $0, t_{\text {max }, 0}$ ] ensures that the set $\Gamma^{*}$ is always bounded; see Fig. 5.2(d), thereby avoiding infinite (and unnecessary) set calculation. We also emphasize that the construction of the set $\Theta$ is highly efficient as the set $\Gamma^{*}$ is analytically given, and checking its intersection with the set $\bigcup_{t \in\left[0, t_{\text {max }}, 0\right]} t \times[\underline{s}, \bar{s}]$ is numerically fast.

In summary, Theorems 5 and 6 reveal that a simple adaptation of the reachability-based approach developed in the previous chapter allows for efficient study of conflicts under stricter maneuver constraints. This demonstrates the scalability and efficient implementability of the conflict analysis framework. By applying these Theorems to check the states within the set $\Omega$, one obtains the conflict chart mentioned earlier in this section; see Fig. 5.3(a) for an example.

In practice, however, the ego vehicle does not necessarily have to construct the whole conflict chart, but may simply check which subset the current system state is in. Based on this, the ego vehicle's maneuver decision can be made. If $x(0) \in \mathcal{M}_{\mathrm{g}}$, then the ego vehicle shall pursue the opportunity to merge. If $x(0) \in \mathcal{M}_{\mathrm{r}}$, then a conflict-free merge is not possible and the ego vehicle shall not merge between these two remote vehicles. If, however, $x(0) \notin \mathcal{M}_{\mathrm{g}} \cup \mathcal{M}_{\mathrm{r}}$, then $x(0) \in \mathcal{M}_{\mathrm{y}}$ holds. In this case, a conflict-free merge is not guaranteed. Thus, the ego vehicle shall still decide not to merge between the two remote vehicles.

Our analysis so far ignored the communication delays $\tau_{1}$ and $\tau_{2}$ associated with the V2X information from the remote vehicles. When communication delays exist, the actual state $x(0)$ becomes unavailable and the intent information is also delayed. However, one may estimate the current state $x_{\text {est }}(0)$ similar to the Theorem 4 in Chapter 4, and use it in conflict analysis. Following the discussion in Section 4.3, by constructing $x_{\text {est }}(0)$ using (4.27)-(4.28) one obtains

$$
\begin{equation*}
x_{\mathrm{est}}(0) \in \mathcal{M}_{\mathrm{g}} \Longrightarrow x(0) \in \mathcal{M}_{\mathrm{g}} \tag{5.19}
\end{equation*}
$$

while the Lemma 2 and Theorem 5 hold when replacing $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$ with (4.29)(4.30). Recall that (4.27)-(4.28) represent the remote vehicles' worst-case behaviors on the communication delay intervals $\left[-\tau_{1}, 0\right]$ and $\left[-\tau_{2}, 0\right]$, respectively, and (4.29)-(4.30) give the worst future motion of remote vehicles based on the delayed intent. This way, although the actual state $x(0)$ is unknown, $x(0) \in \mathcal{M}_{\mathrm{g}}$ can be inferred by checking $x_{\text {est }}(0) \in \mathcal{M}_{\mathrm{g}}$.
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Figure 5.3: Conflict charts in the plane of front and rear gaps corresponding to different remote vehicle pairs in Fig. 5.4, under delay $\sigma=0.5$ [s] in the ego vehicle's dynamics and delay $\tau=0.1[\mathrm{~s}]$ in the remote vehicles' V2X information, for velocities (a) $\left(v_{0}(0), v_{1}(-0.1), v_{2}(-0.1)\right)=(25,24.58,24.22)[\mathrm{m} / \mathrm{s}]$; (b) $\left(v_{0}(0), v_{2}(-0.1), v_{3}(-0.1)\right)=$ $(25,24.22,24.02)[\mathrm{m} / \mathrm{s}]$; (c) $\left(v_{0}(0), v_{3}(-0.1), v_{4}(-0.1)\right)=(25,24.02,25.50)[\mathrm{m} / \mathrm{s}]$; and (d) $\left(v_{0}(0), v_{4}(-0.1), v_{5}(-0.1)\right)=(25,25.50,26.28)[\mathrm{m} / \mathrm{s}]$. Here, the ego vehicle's initial position is given as $r_{0}(0)=0[\mathrm{~m}]$ and the merge zone is located at $[100,200][\mathrm{m}]$. The estimated initial state encoded in $x_{\text {est }}(0)$ for each panel is summarized in Table 5.2.

Table 5.2: Estimated initial state encoded in $x_{\text {est }}(0)$ for each panel of Fig. 5.3.

| (a) | $\left(h_{10}^{\text {est }}(0), h_{02}^{\text {est }}(0)\right)=(52.30,-38.75)[\mathrm{m}],\left(v_{1}^{\text {est }}(0), v_{2}^{\text {est }}(0)\right)=(24.60,24.22)[\mathrm{m} / \mathrm{s}]$ |
| :---: | :---: |
| (b) | $\left(h_{20}^{\text {est }}(0), h_{03}^{\text {est }}(0)\right)=(28.75,-4.67)[\mathrm{m}],\left(v_{2}^{\text {est }}(0), v_{3}^{\text {est }}(0)\right)=(24.22,24.09)[\mathrm{m} / \mathrm{s}]$ |
| (c) | $\left(h_{30}^{\text {est }}(0), h_{04}^{\text {est }}(0)\right)=(-5.33,34.58)[\mathrm{m}],\left(v_{3}^{\text {est }}(0), v_{4}^{\text {est }}(0)\right)=(23.99,25.50)[\mathrm{m} / \mathrm{s}]$ |
| $(\mathrm{d})$ | $\left(h_{40}^{\text {est }}(0), h_{05}^{\text {est }}(0)\right)=(-44.58,89.72)[\mathrm{m}],\left(v_{4}^{\text {est }}(0), v_{5}^{\text {est }}(0)\right)=(25.47,26.32)[\mathrm{m} / \mathrm{s}]$ |

Similarly, by constructing $x_{\text {est }}(0)$ using

$$
\begin{align*}
& u_{1}(t)= \begin{cases}\bar{a}_{1}, & \text { if } t \in\left[-\tau_{1}, \min \left\{0, \Delta t_{1}-\tau_{1}\right\}\right), \\
a_{\max , 1}, & \text { if } t \in\left[\min \left\{0, \Delta t_{1}-\tau_{1}\right\}, 0\right),\end{cases}  \tag{5.20}\\
& u_{2}(t)= \begin{cases}\underline{a}_{2}, & \text { if } t \in\left[-\tau_{2}, \min \left\{0, \Delta t_{2}-\tau_{2}\right\}\right) \\
a_{\min , 2}, & \text { if } t \in\left[\min \left\{0, \Delta t_{2}-\tau_{2}\right\}, 0\right)\end{cases} \tag{5.21}
\end{align*}
$$

one obtains

$$
\begin{equation*}
x_{\mathrm{est}}(0) \in \mathcal{M}_{\mathrm{r}} \Longrightarrow x(0) \in \mathcal{M}_{\mathrm{r}} \tag{5.22}
\end{equation*}
$$

Here, (5.20)-(5.21) represent the remote vehicles' best-case behaviors on their communication delay intervals. Also, the Lemma 3 and Theorem 6 hold by replacing $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$ with

$$
\begin{align*}
& u_{1}(t)= \begin{cases}\bar{a}_{1}, & \text { if } t \in\left[0, \max \left\{0, \Delta t_{1}-\tau_{1}\right\}\right), \\
a_{\text {max }, 1}, & \text { otherwise },\end{cases}  \tag{5.23}\\
& u_{2}(t)= \begin{cases}\underline{a}_{2}, & \text { if } t \in\left[0, \max \left\{0, \Delta t_{2}-\tau_{2}\right\}\right), \\
a_{\min , 2}, & \text { otherwise },\end{cases} \tag{5.24}
\end{align*}
$$

which correspond to the best future motion of remote vehicles based on their delayed intent.
Thus, the efficiency in incorporating communication delays is preserved in the extended conflict analysis under stricter maneuver constraints.

### 5.1.2 Conflict analysis with more remote vehicles

So far, we developed tools to study conflicts between one ego vehicle and two remote vehicles in merge scenarios. In this subsection we generalize conflict analysis to the case where more remote vehicles exist.

Consider the scenario shown in Fig. 5.4(a) where the red ego vehicle 0 seeks to merge onto a main road along which a chain of remote vehicles are approaching. The task for the ego vehicle is


Figure 5.4: An extended merge scenario where the ego vehicle 0 attempts to merge onto the main road as a chain of remote vehicles are approaching. (a) Pairwise conflict analysis when five remote vehicles are inside the ego vehicle's communication range. (b) Remote vehicles' behaviors represented by real highway driving data.
to select a pair of remote vehicles to perform a conflict-free merge maneuver between them. The methodology developed above can be naturally applied to this scenario by considering "pairwise" conflicts. This idea is illustrated in Fig. 5.4(a) where the ego vehicle checks merge opportunities with each pair of remote vehicles inside its communication range. More specifically, consider that $N$ remote vehicles indexed $1, \ldots, N$ are within the ego vehicle's communication range at the initial time. The ego vehicle shall perform conflict analysis sequentially with each pair of remote vehicles from the pair $(1,2)$ to the pair $(N-1, N)$; see Fig. 5.4(a) for $N=5$. The farthest pair ahead whose status and intent yield $x(0) \in \mathcal{M}_{\mathrm{g}}$ ( or $x_{\text {est }}(0) \in \mathcal{M}_{\mathrm{g}}$ if communication delays exist), shall be selected as target vehicles to pursue a conflict-free merge. Such selection maximizes the ego vehicle's time efficiency since a further ahead longitudinal position can be achieved.

To demonstrate the proposed pairwise conflict analysis, we represent the motion of five remote vehicles by real data collected on highway US-23 in south-east Michigan. Fig. 5.4(b)(d) show the profiles of the remote vehicles' speeds, accelerations, and inter-vehicle distances $h_{12}, h_{23}, h_{34}$, and $h_{45}$. We assume the ego vehicle 0 to be a connected automated vehicle with initial position $r_{0}(0)=0[\mathrm{~m}]$ and initial speed $v_{0}(0)=25[\mathrm{~m} / \mathrm{s}]$. The ego vehicle attempts to select a pair of remote vehicles to merge between, within the merge zone located at $[100,200][\mathrm{m}]$. The remote vehicles' initial positions and speeds are given as $\left(r_{1}(0), r_{2}(0), r_{3}(0), r_{4}(0), r_{5}(0)\right)=(57.3,33.7,-0.3,-39.6,-94.7)[\mathrm{m}]$ and $\left(v_{1}(0), v_{2}(0), v_{3}(0), v_{4}(0), v_{5}(0)\right)=(24.52,24.32,24.02,25.46,26.23)[\mathrm{m} / \mathrm{s}]$. That is, the ego vehicle initially travels near remote vehicle 3 (in terms of longitudinal position); see Fig. 5.4(a) for a conceptual illustration. We consider the delay $\sigma=0.5$ [ s$]$ in the ego vehicle's dynamics and the communication delay $\tau=0.1$ [s] associated with all remote vehicles. At the initial time $t=0$, the ego vehicle is aware of the remote vehicles' delayed status: $\left(r_{1}(-0.1), r_{2}(-0.1), r_{3}(-0.1), r_{4}(-0.1), r_{5}(-0.1)\right)=(54.9,31.3,-2.7,-42.1,-97.3)[\mathrm{m}]$ and $\left(v_{1}(-0.1), v_{2}(-0.1), v_{3}(-0.1), v_{4}(-0.1), v_{5}(-0.1)\right)=(24.58,24.22,24.02,25.50,26.28)[\mathrm{m} / \mathrm{s}]$, as well as the remote vehicles' delayed intent shared at time $t=-0.1[\mathrm{~s}]$. The remote vehicles' intent can be extracted from the data. An example of the remote vehicle 2's intent at $t=-0.1[\mathrm{~s}]$ with a 10 [s] horizon is visualized by the blue shadings in Fig. 5.4(b)-(c) over the time span of $[-0.1,9.9][\mathrm{s}]$. On the other hand, all remote vehicles' behavior limits follow the values in Table 5.1.

At the initial time, the ego vehicle first estimates the remote vehicles' current status based on our discussion in the previous subsection. Then it performs conflict analysis according to Theorems 5 and 6 with each pair of remote vehicles sequentially. The conflict charts associated with four possible pairs of remote vehicles - $(1,2),(2,3),(3,4)$, and $(4,5)-$ are shown in Fig. 5.3(a)-(d) in the plane of front and rear gaps. In the conflict chart in Fig. 5.3(a), the estimated initial state $x_{\text {est }}(0)$ is in the conflict set $\mathcal{M}_{\mathrm{r}}$, if the remote vehicles 1 and 2 are considered. Therefore, the ego
vehicle shall not decide to merge between remote vehicles 1 and 2. On the other hand, Fig. 5.3(c)(d) reveal that the remote vehicle pairs $(2,3),(3,4)$, and $(4,5)$ all yield $x_{\text {est }}(0) \in \mathcal{M}_{\mathrm{g}}$. That is, conflict-free merge opportunities exist in all these remote vehicle pairs. For the best time efficiency, the ego vehicle shall select the farthest pair $(2,3)$ ahead to pursue a conflict-free merge. This way, conflict analysis is naturally scaled up to scenarios where more remote vehicles exist, while avoiding significant increase in computational load caused by increased dimensionality.

In the next section, we discuss controller design and demonstrate its effectiveness via simulations using real highway data.

### 5.2 Controller Design and Simulation

For $x(0) \in \mathcal{M}_{\mathrm{g}}$ (or $x_{\text {est }}(0) \in \mathcal{M}_{\mathrm{g}}$ under communication delays), we have a non-empty merge opportunity set $\Theta$; see Theorem 5. Each point in this set, $\left(t, r_{0}\right) \in \Theta$, provides a feasible position and a corresponding time for the ego vehicle's conflict-free merge. Therefore, similar to the previous chapter, one can design the control input $u_{0}(t)$ by selecting an appropriate goal point $\left(t^{\mathrm{G}}, r_{0}^{\mathrm{G}}\right) \in \Theta$ for the ego vehicle to pursue, that is, to construct a goal-oriented controller as proposed in Section 4.4.1. In what follows, we demonstrate that such goal-oriented controller can be applied to enable the ego vehicle's conflict-free merge maneuver.

While one may choose different goal points in the set $\Theta$ to realize a variety of desired performances of the ego vehicle, here we choose the goal point to be the "center" of the opportunity set, that is, we select $t^{\mathrm{G}}$ in the middle of the time span of the set $\Theta$ and $r_{0}^{\mathrm{G}}$ in the middle of the slice $\Theta\left(t^{\mathrm{G}}\right)$; see the black dot in Fig. 5.5(a). Similar to the Section 4.4.1, we design a goal-oriented control input of constant value, i.e., $u_{0}(t)=u_{0}^{\mathrm{G}}$, with which the goal point $\left(t^{\mathrm{G}}, r_{0}^{\mathrm{G}}\right) \in \Theta$ can be pursued by the ego vehicle. The analytical expression of $u_{0}^{\mathrm{G}}$ remains the same as in Appendix J, except that one needs to replace the $s^{\mathrm{G}}$ used therein as $s^{\mathrm{G}}=r_{0}^{\mathrm{G}}-r_{0}(\sigma)$. Under this constant-value input, the expected trajectory $r_{0}(t)$ is illustrated in Fig. 5.5(a) by the red arrow. Such controller provides guarantees on the formation of necessary front and rear gaps inside the merge zone. If the ego vehicle receives the remote vehicles' updated status and intent information, it may recompute the opportunity set $\Theta$, update the goal point $\left(t^{\mathrm{G}}, r_{0}^{\mathrm{G}}\right) \in \Theta$, and recalculate the corresponding goal-oriented control input $u_{0}^{\mathrm{G}}$; see Fig. 5.5(b)-(d). We will now use simulations to demonstrate the performance of this controller.

Let us revisit the highway merge scenario in Fig. 5.4 involving five remote vehicles. Recall from the conflict charts in Fig. 5.3 and the discussions in Section 5.1.2 that, the ego vehicle shall select the remote vehicles 2 and 3 to perform a conflict-free merge. This decision is executed by the goal-oriented controller $u_{0}(t)=u_{0}^{\mathrm{G}}$. Fig. 5.5(a)-(d) show the evolution of the merge opportunity set $\Theta$, goal point $\left(t^{\mathrm{G}}, r_{0}^{\mathrm{G}}\right) \in \Theta$, and the positions $r_{0}, r_{2}$, and $r_{3}$, as the ego vehicle 0 pursues its merge


Figure 5.5: Evolution of merge opportunity set $\Theta$, goal point $\left(t^{\mathrm{G}}, r_{0}^{\mathrm{G}}\right) \in \Theta$, and positions $r_{0}, r_{2}$, and $r_{3}$, corresponding to the merge scenario in Fig. 5.4. Here, the ego vehicle 0 pursues merge opportunity between remote vehicles 2 and 3 using goal-oriented controller $u_{0}(t)=u_{0}^{\mathrm{G}}$ with status and intent updates every 0.1 [ s ].


Figure 5.6: Simulation results of the ego vehicle 0 pursuing merge opportunity between remote vehicles 2 and 3, corresponding to Fig. 5.5.
opportunity between the remote vehicles 2 and 3 . Under the designed goal-oriented controller, at time $t=5.2[\mathrm{~s}]$, the ego vehicle forms the necessary front and rear gaps while remaining inside the merge zone; see Fig. 5.5(d). This can be confirmed by noticing that $\left.\left(t, r_{0}(t)\right)\right) \in \Theta$ holds, and thus, $x(t) \in \mathcal{M}_{\mathrm{g}}$ holds according to (5.19). Then the ego vehicle may start its lateral motion to complete the merge maneuver. Notice that here, the goal point is still functioning as a guidance for the ego vehicle's conflict-free and feasible maneuver, while it is not necessary to actually reach it. The ego vehicle's speed and acceleration profiles when merging between remote vehicles 2 and 3 are shown in Fig. 5.6(a)-(b). We remark that the goal-oriented controller may also be applied for the ego vehicle to merge between the remote vehicle pairs $(3,4)$ and $(4,5)$ without a conflict, but choosing one of these pairs lead to worse time efficiency. These results demonstrate the effectiveness of goal-oriented control under the extended conflict analysis framework.

### 5.3 Summary

In this chapter, we investigated the scalability of multi-vehicle conflict analysis by considering more challenging mixed traffic scenarios where stricter maneuver constraints apply and more road users are involved. After a straightforward adaptation of the reachability-based approach built in Chapter 4, we derived conflict analysis algorithms that are implementable in real-time. The extended conflict analysis preserves advantages such as simplicity in investigating delay effects, capability of accommodating different V2X information, and flexibility in control design. These results were validated using simulations based on real traffic data in a multi-vehicle merge scenario. This way, the scalability of conflict analysis framework was demonstrated.

So far conflict analysis has allowed us to study conflict resolution under different cooperation classes - status sharing and intent sharing - from a theoretical perspective. In the next chapter, we will bridge the gap between theory and practice by implementing intent sharing communication on real vehicles, which validates on-board conflict analysis in the real world.

## CHAPTER 6

## Intent-based Conflict Analysis and Experimental Evaluation

Throughout Chapters 2-5, we have built a scalable framework of conflict analysis for mixed traffic. We studied the benefits of status and intent sharing and investigated the effects of time delays. In this chapter, we bring our theoretical analysis to practice.

We first revisit and generalize the representation of vehicle intent from the perspective of input/output relationship in dynamical systems. Such representation allows us to describe the intent of vehicles possessing different automation levels. We then implement, test, and systematically evaluate intent sharing using commercially available V2X communication devices on real production vehicles. We extend the conflict analysis framework such that the information encoded in status and intent messages can be tailored for both automated and human-driven vehicles. This enables personalized decision-making assistance that considers user-based preferences for conflict prevention during cooperative maneuvers.

Using merge scenarios as an application example, we test intent sharing for conflict resolution at a closed test track where a main road vehicle approaches a merge zone while sending both status and intent messages. These V2X messages are received by a human-driven vehicle seeking to join the main road. We use the extended conflict analysis to assist the decision-making of the merging vehicle. Through experiments, we validate an on-board warning system for human drivers that enhances maneuver safety. Results show that, compared to status sharing, receiving additional intent messages can substantially mitigate a human driver's decision inefficiency, leading to more time-efficient, yet still safe, maneuvers. Such merits are quantified by a proposed metric.

To further investigate intent sharing in the real world, we test intent messages on public highways. The communication performance is evaluated via the packet delivery ratio, i.e., the percentage of intent packets received out of those have been sent. We feed the collected data into numerical simulations to study the effects of communication conditions (e.g., intent message sending rate, intent horizon, and packet drops) on the benefits of intent sharing in conflict resolution.

The major contributions of this chapter are threefold. (i) We generalize the representation of


Figure 6.1: Modeling vehicle intent from dynamical systems viewpoint. (a) Diagram showing the input/output representation of a vehicle's motion. (b) Conceptual illustration of a vehicle's longitudinal motion intent.
vehicle intent from a dynamical systems viewpoint and establish the corresponding framework of conflict analysis. (ii) Test-track experiments of intent-based conflict analysis are presented to demonstrate personalized on-board decision assistance. (iii) Real highway data is collected and utilized to evaluate the benefits of intent sharing under different transmission conditions and imperfect communication. Insights from this analysis may benefit the on-going standardization and future real-world deployment.

The remainder of this chapter is organized as follows. In Section 6.1 we define vehicle motion intent. In Section 6.2 we establish the extended conflict analysis framework. In Section 6.3 we implement intent messages and test intent-based conflict analysis experimentally. In Section 6.4, highway data is used to investigate the benefits of sharing intent. Finally, Section 6.5 concludes the chapter.

### 6.1 Generalizing Motion Intent of Vehicles

To provide a rigorous definition of vehicle intent, we consider a vehicle's motion from a dynamical systems viewpoint. As shown in Fig. 6.1(a), the vehicle's behavior may be described by some observable quantities that we refer to as outputs, for example, the vehicle's velocity and the heading angle. Such outputs are influenced by some other quantities called inputs that are applied to the vehicle. Examples of inputs are the throttle/brake and steering angle applied by the human driver or set by the autonomous driving system. Note that depending on the fidelity of the model describing the vehicle's motion, different quantities may be considered as inputs and outputs. Based on this, we represent the vehicle's motion intent by the bounded domains of inputs and outputs over a time horizon; see Fig. 6.1(b) for a conceptual illustration using the acceleration as input and the velocity
as output. Note that the domains specified in intent are more restricted than the vehicle's physical behavior limits since uncertainties are reduced when anticipating the vehicle's future maneuver. A formal definition of such vehicle intent is given below.

Definition 4. A vehicle's motion intent is represented by the restricted domains $\mathbf{u}(t) \in[\underline{\mathbf{u}}(t), \overline{\mathbf{u}}(t)]$ and $\mathbf{y}(t) \in[\underline{\mathbf{y}}(t), \overline{\mathbf{y}}(t)]$ of the input and output over the time period $t \in[\hat{t}, \hat{t}+T]$, where $\hat{t}$ is the time when the intent is generated, and $T$ is the intent horizon. The vectors $\underline{\mathbf{u}}, \overline{\mathbf{u}}, \underline{\mathbf{y}}$, and $\overline{\mathbf{y}}$ collect the lower and upper bounds of the input vector $\mathbf{u}$ and the output vector $\mathbf{y}$, and these bounds can be time-dependent.

It is emphasized that according to Definition 4, a vehicle's intent can be compactly encoded into the input/output bounds, enabling an efficient implementation of intent sharing communication. Note that such intent information does not specify the intent sender's vehicle dynamics; see Fig. 6.1(a). However, the encoded input bounds and output constraints can be interpreted by an intent receiver using an appropriately chosen dynamical model, which allows the calculation of possible future trajectories of the intent sender in continuous time. We remark that Definition 4 is kept general such that one can describe a vehicle's intent for different scenarios under a unified framework, by selecting appropriate input/output quantities. Below we provide a more specific definition for a vehicle's longitudinal motion intent, which considers acceleration as input and velocity as output along a planned path; see Fig. 6.1(b) for an illustration.

Definition 5. A vehicle's longitudinal motion intent is represented by a lane index I, a restricted acceleration (input) domain $u(t) \in[\underline{a}(t), \bar{a}(t)]$ and velocity (output) domain $v(t) \in[\underline{v}(t), \bar{v}(t)]$ over the time period $t \in[\hat{t}, \hat{t}+T]$, where $\hat{t}$ is the time when this intent is generated, $T$ is the intent horizon. Also, $a_{\min } \leq \underline{a}(t) \leq \bar{a}(t) \leq a_{\max }$ and $v_{\min } \leq \underline{v}(t) \leq \bar{v}(t) \leq v_{\max }$ where $a_{\min }, a_{\max }, v_{\min }$, and $v_{\max }$ denote the physical acceleration and velocity limits.

For instance, in a highway driving scenario, an intent message may convey the information that for the next $T=8[\mathrm{~s}]$, the vehicle will be traveling on the leftmost lane (i.e., $I=1$ ) while having its velocity between $\underline{v}(t) \equiv 29[\mathrm{~m} / \mathrm{s}]$ and $\bar{v}(t) \equiv 32[\mathrm{~m} / \mathrm{s}]$, and acceleration between $\underline{a}(t) \equiv-0.7\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ and $\bar{a}(t) \equiv 0.9\left[\mathrm{~m} / \mathrm{s}^{2}\right]$. It will be demonstrated below experimentally that the intent given by Definition 5 can be decoded to predict the intent sender's future behaviors using a simple first-principle model of longitudinal dynamics.

We remark that the intent of an automated vehicle may be given by specifying its future trajectory [30, 83, 86]. However, a major advantage of our representation is the capability of encoding uncertainties into motion intent (through input/output bounds) in an easy-to-interpret fashion. Thus, Definitions 4 and 5 can be implemented for vehicles possessing various automation degrees. For a connected automated vehicle, such intended input bounds and output constraints may
be extracted from its on-board motion planner that prescribes the vehicle's future behaviors. On the other hand, for a connected human-driven vehicle, the intent bounds may be determined in a datadriven manner for a specific human driver involved in similar traffic scenarios. Section 6.3 discusses in detail the implementation of intent sharing communication. We also remark that Definition 5 can be easily extended to include lane changes by specifying lane indices that correspond to different time periods. Alternatively, lateral motion can be incorporated into the definition of intent, by specifying the steering angle as an input, in accordance with Definition 4.

With the definition of vehicle intent, the next section provides theoretical preparation for the application of intent sharing for conflict resolution in cooperative maneuvering.

### 6.2 Generalizing Conflict Analysis

In this section, we generalize the framework of conflict analysis by considering multiple vehicles with general dynamical models and general cooperative driving scenarios. Under this extension, the received V2X messages can be interpreted in a personalized manner for both automated and human-driven vehicles considering their user-determined behavior preferences. Fig. 6.2 shows an illustration of the intent-based conflict analysis that we develop in this section. This generalized framework is then applied to investigate conflicts in a merge scenario.

### 6.2.1 Intent-based conflict analysis

Consider a cooperative maneuver involving an ego vehicle indexed 0 , and $N$ remote vehicles indexed $1, \ldots, N$, whose dynamics are modeled by:

$$
\begin{align*}
& \dot{\mathbf{x}}_{i}(t)=\mathbf{f}_{i}\left(\mathbf{x}_{i}(t), \mathbf{u}_{i}(t)\right),  \tag{6.1}\\
& \mathbf{y}_{i}(t)=\mathbf{g}_{i}\left(\mathbf{x}_{i}(t)\right), \quad i=0,1, \ldots, N .
\end{align*}
$$

Here the dot denotes time derivative, $\mathbf{x}_{i} \in \Omega_{i} \subseteq \mathbb{R}^{n}$ is the state of vehicle $i, \mathbf{u}_{i} \in \mathbb{R}^{m}$ is the input, $\mathbf{y}_{i} \in \mathbb{R}^{q}$ is the output, and $\mathbf{f}_{i}: \Omega_{i} \times \mathbb{R}^{m} \rightarrow \Omega_{i}, \mathbf{g}_{i}: \Omega_{i} \rightarrow \mathbb{R}^{q}$ are continuous functions. Each vehicle $i \in\{0,1, \ldots, N\}$ is subject to

$$
\begin{equation*}
\mathbf{u}_{i}(t) \in\left[\mathbf{u}_{\min , i}, \mathbf{u}_{\mathrm{max}, i}\right], \quad \mathbf{y}_{i}(t) \in\left[\mathbf{y}_{\min , i}, \mathbf{y}_{\mathrm{max}, i}\right], \quad \forall t, \tag{6.2}
\end{equation*}
$$

where $\mathbf{u}_{\text {min }, i}, \mathbf{u}_{\text {max }, i} \in \mathbb{R}^{m}$ and $\mathbf{y}_{\text {min }, i}, \mathbf{y}_{\text {max }, i} \in \mathbb{R}^{q}$ contain the (constant) lower and upper bounds for the input and output, imposed by the vehicle's physical behavior limits.

From the perspective of the ego vehicle 0 , the remote vehicles $1, \ldots, N$ are not controllable. That is, we cannot prescribe the inputs $\mathbf{u}_{1}, \ldots, \mathbf{u}_{N}$, nor do we have the knowledge about their exact


Figure 6.2: Schematic diagram of on-board conflict analysis that provides real-time decision assistance to the ego vehicle based on the remote vehicles' status and intent messages.
values. However, the remote vehicles' physical behavior limits in (6.2) are assumed to be known to the ego vehicle based on general knowledge of vehicle capabilities and traffic rules. Moreover, the remote vehicles may share their status $\mathbf{x}_{i}$ and intent (cf. Definition 4) with the ego vehicle at given time instants. For example, knowing the intent of a remote vehicle $i \in\{1, \ldots, N\}$ generated at time $\hat{t}$, in addition to (6.2), imposes the following input and output bounds:

$$
\begin{equation*}
\mathbf{u}_{i}(t) \in\left[\underline{\mathbf{u}}_{i}(t), \overline{\mathbf{u}}_{i}(t)\right], \quad \mathbf{y}_{i}(t) \in\left[\underline{\mathbf{y}}_{i}(t), \overline{\mathbf{y}}_{i}(t)\right], \quad t \in[\hat{t}, \hat{t}+T], \tag{6.3}
\end{equation*}
$$

where the conditions $\mathbf{u}_{\text {min }, i} \leq \underline{\mathbf{u}}_{i}(t) \leq \overline{\mathbf{u}}_{i}(t) \leq \mathbf{u}_{\text {max }, i}$ and $\mathbf{y}_{\text {min }, i} \leq \underline{\mathbf{y}}_{i}(t) \leq \overline{\mathbf{y}}_{i}(t) \leq \mathbf{y}_{\text {max }, i}$ hold (element-wise). Given the remote vehicle's current status $\mathbf{x}_{i}$, its future evolution can be predicted from (6.1) under the constraints (6.2)-(6.3). We leave the details of communication setups for the next subsection, while here we present the main idea of conflict analysis.

We define the overall state of the system (6.1) as

$$
\mathbf{X}:=\left[\begin{array}{c}
\mathbf{x}_{0}  \tag{6.4}\\
\mathbf{x}_{1} \\
\vdots \\
\mathbf{x}_{N}
\end{array}\right] \in \Omega:=\Omega_{0} \times \Omega_{1} \times \ldots \times \Omega_{N}
$$

where $\Omega$ contains the states of interest when reasoning about conflicts between vehicles. We formally describe a conflict-free maneuver using the proposition

$$
\begin{equation*}
P:=\left\{\forall t, \mathbf{X}(t) \notin \Omega^{*} \subseteq \Omega\right\} \tag{6.5}
\end{equation*}
$$

where $\Omega^{*}$ is the set that the states $\mathbf{X}(t)$ must avoid for all time $t$ to ensure that a conflict never occurs during the maneuver. Note that encoding conflict conditions in the set $\Omega^{*}$ is a general representation which can be used to describe conflicts in a multitude of traffic scenarios.

Our goal is to ensure that the proposition $P$ holds, by assisting the maneuver of the ego vehicle 0 while considering the environmental uncertainty coming from the remote vehicles. Such assistance may be provided at the decision level (e.g., whether the ego vehicle is able to merge ahead of an approaching remote vehicle without a conflict) and/or at the control level (e.g., what control input $\mathbf{u}_{0}(t)$ should be used to execute the corresponding decision). In this study, we focus on providing decision-level assistance to the ego vehicle (which may be either automated or human-driven), while leaving the control-level assistance for future work. To provide a personalized decision assistance, we consider the ego vehicle's user-based behavior preferences, modeled as input bounds and output constraints:

$$
\begin{equation*}
\mathbf{u}_{0}(t) \in\left[\underline{\mathbf{u}}_{0}(t), \overline{\mathbf{u}}_{0}(t)\right], \quad \mathbf{y}_{0}(t) \in\left[\underline{\mathbf{y}}_{0}(t), \overline{\mathbf{y}}_{0}(t)\right], \tag{6.6}
\end{equation*}
$$

similar to the intent Definition 4. We assume that these bounds cover the whole time span of the ego vehicle's maneuver.

For an automated ego vehicle, such preference may be preset according to different metrics (e.g., passenger comfort and energy efficiency). When the ego vehicle is human-driven, these preference bounds may be extracted from specific human drivers' historical data when they were involved in similar maneuvers. Notice that for an automated ego vehicle, the behavior preference (6.6) represents the constraints in designing control strategies for completing a given maneuver. For the human-driven case, however, such preference represents the uncertainty in a human driver's behavior when performing the maneuver. In this case we assist the human driver's decision, but the vehicle is maneuvered by the driver.

With the ego vehicle's behavior preference and the remote vehicles' behavior uncertainty in mind, proposition $P$ in (6.5) can be decomposed into three cases:
(i) No-conflict case: Independent of the motion of remote vehicles $1, \ldots, N$, the ego vehicle 0 is able to perform a conflict-free maneuver under its behavior preference.
(ii) Uncertain case: Depending on the motion of remote vehicles $1, \ldots, N$, the ego vehicle 0 may be able to perform a conflict-free maneuver under its behavior preference.
(iii) Conflict case: Independent of the motion of remote vehicles $1, \ldots, N$, the ego vehicle 0 is not able to perform a conflict-free maneuver under its behavior preference.

These three cases correspond to three pairwise disjoint sets within the set $\Omega$. Depending on whether the ego vehicle 0 is automated or human-driven, different expressions are required for
these sets. For an automated ego vehicle, we have

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}:=\left\{\mathbf{X} \in \Omega \mid \forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), P\right\},  \tag{6.7}\\
& \mathcal{P}_{\mathrm{y}}^{\mathrm{A}}:=\left\{\mathbf{X} \in \Omega \mid\left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), \neg P\right) \wedge\left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), P\right)\right\},  \tag{6.8}\\
& \mathcal{P}_{\mathrm{r}}^{\mathrm{A}}:=\left\{\mathbf{X} \in \Omega \mid \forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), \neg P\right\}, \tag{6.9}
\end{align*}
$$

where the symbol $\neg$ means "negation" and $\wedge$ means "and". The inputs $\mathbf{u}_{0}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{N}$ are subject to their corresponding bounds imposed by the physical behavior limits (6.2), the intent (6.3) of remote vehicles, and the behavior preference (6.6) of ego vehicle. The superscript "A" corresponds to the ego vehicle being automated, while the subscripts " g ", " y ", and " r " correspond to the convention of using green, yellow, and red colors to visualize the no-conflict, uncertain, and conflict sets[95]. If the ego vehicle is human-driven, we have

$$
\begin{align*}
& \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}:=\left\{\mathbf{X} \in \Omega \mid \forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), P\right\},  \tag{6.10}\\
& \mathcal{P}_{\mathrm{y}}^{\mathrm{H}}:=\left\{\mathbf{X} \in \Omega \mid\left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), \neg P\right) \wedge\left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), P\right)\right\},  \tag{6.11}\\
& \mathcal{P}_{\mathrm{r}}^{\mathrm{H}}:=\left\{\mathbf{X} \in \Omega \mid \forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), \neg P\right\}, \tag{6.12}
\end{align*}
$$

where the superscript " H " is used for the human-driven case.
We emphasize that the no-conflict set $\mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ in (6.7) requires the existence of an input for the automated ego vehicle (i.e., $\exists \mathbf{u}_{0}$ ), which steers the system state $\mathbf{X}$ such that the proposition $P$ remains true. In contrast, the no-conflict set $\mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$ in (6.10) requires the proposition $P$ to hold for any input of the human-driven ego vehicle (i.e., $\forall \mathbf{u}_{0}$ ) under the behavior preference (6.6). Such difference accounts for the behavior uncertainty associated with the ego vehicle's human driver, while considering that an automated counterpart can execute a prescribed input without significant uncertainty. One may observe similar difference between the conflict sets $\mathcal{P}_{\mathrm{r}}^{\mathrm{A}}$ and $\mathcal{P}_{\mathrm{r}}^{\mathrm{H}}$. These yield the relations

$$
\begin{equation*}
\mathcal{P}_{\mathrm{g}}^{\mathrm{A}} \supseteq \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}, \quad \mathcal{P}_{\mathrm{r}}^{\mathrm{A}} \subseteq \mathcal{P}_{\mathrm{r}}^{\mathrm{H}} . \tag{6.13}
\end{equation*}
$$

That is, under the behavior uncertainty of ego vehicle's human driver, the no-conflict set shrinks while the conflict set enlarges compared to the automated case. We remark that for both the automated and human-driven cases, the two predicates of the uncertain set $\mathcal{P}_{\mathrm{y}}^{*}$ negate those of the no-conflict set $\mathcal{P}_{\mathrm{g}}^{*}$ and conflict set $\mathcal{P}_{\mathrm{r}}^{*}$ (where "*" denotes either "A" or "H"). For human-driven


Figure 6.3: Visualizing packet receiving timing of V2X messages. (a) When intent packet has sufficient horizon. (b) When intent packet has short horizon while being sent with a low rate or when packet drops occur.
case (6.10)-(6.12), we have

$$
\begin{align*}
& \left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), \neg P\right) \Longleftrightarrow \neg\left(\forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), P\right),  \tag{6.14}\\
& \left(\exists \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \forall \mathbf{u}_{0}(t), P\right) \Longleftrightarrow \neg\left(\forall \mathbf{u}_{1}(t), \ldots, \mathbf{u}_{N}(t), \exists \mathbf{u}_{0}(t), \neg P\right), \tag{6.15}
\end{align*}
$$

which explains why the sets $\mathcal{P}_{\mathrm{g}}^{\mathrm{H}}, \mathcal{P}_{\mathrm{y}}^{\mathrm{H}}$, and $\mathcal{P}_{\mathrm{r}}^{\mathrm{H}}$ are mutually disjoint and $\mathcal{P}_{\mathrm{g}}^{\mathrm{H}} \cup \mathcal{P}_{\mathrm{y}}^{\mathrm{H}} \cup \mathcal{P}_{\mathrm{r}}^{\mathrm{H}}=\Omega$. Similar relationships hold for the sets $\mathcal{P}_{\mathrm{g}}^{\mathrm{A}}, \mathcal{P}_{\mathrm{y}}^{\mathrm{A}}$, and $\mathcal{P}_{\mathrm{r}}^{\mathrm{A}}$.

By checking which subset of $\Omega$ the system state $\mathbf{X}$ is currently located at, one can assist the ego vehicle to identify the opportunity in completing a conflict-free maneuver, resulting in safe and efficient decision. Note that such checking is made possible by the status and intent of the remote vehicles shared via V2X communication. The corresponding communication setup is provided in the next subsection.

### 6.2.2 Communication setup

We consider that all vehicles are equipped with V2X devices. The ego vehicle may acquire information regarding the remote vehicles' motion via status sharing and intent sharing. In status sharing, the ego vehicle 0 receives status information from the remote vehicles $1, \ldots, N$ at discrete time moments $t_{k}, k=0,1, \ldots$, i.e., it obtains $\left[\mathbf{x}_{1}\left(t_{k}\right)^{\top}, \ldots \mathbf{x}_{N}\left(t_{k}\right)^{\top}\right]^{\top}$. Here, for simplicity, we assume that the reception of status messages from all $N$ remote vehicles is synchronized at each $t_{k}$. Due to the discrete nature of status information, the ego vehicle has the accurate knowledge of system state $\mathbf{X}$ at times $t_{k}$ only. In intent sharing, the remote vehicles transmit their intent messages at discrete time moments according to Definition 4. Similar to status sharing, we assume that the reception of intent messages are synchronized for all $N$ remote vehicles.

For both status and intent packets, the transmission time delay is assumed to be negligible such
that a message is delivered immediately to the ego vehicle once generated from the remote vehicle. For analysis with time delays, we refer the readers to Chapter 4. However, the two types of messages (status and intent) may be transmitted with different sending rates, and therefore, they may not arrive at the ego vehicle's V2X port in a synchronized fashion. A conceptual visualization of the message reception timing is shown in Fig. 6.3(a). For simplicity of notation, we avoid introducing a new index of intent messages, but simply use $\hat{t}_{k} \leq t_{k}$ to denote the latest time when the intent packets were received by the ego vehicle, at the status receiving time $t_{k}$. This corresponds to the notation used in (6.3) if one substitutes $\hat{t}$ with $\hat{t}_{k}$ for all remote vehicles.

At each time $t_{k}$, the available intent information, that the ego vehicle may use to predict the remote vehicle's future trajectory, covers the time horizon $\left[t_{k}, \hat{t}_{k}+T\right]$; see Fig. 6.3(a). If intent packets are designed with a short horizon $T$, while subject to low sending rate and/or to packet drops, then $t_{k} \geq \hat{t}_{k}+T$ may occur; see Fig. 6.3(b). In this case, the information in the latest intent packet already expires at $t_{k}$ and may not be used to facilitate the ego vehicle's prediction. This suggests that a sufficient intent horizon together with appropriate communication conditions are needed to secure a satisfactory performance of intent sharing. Detailed evaluation of these communication factors are given in Section 6.4 via real highway data.

With this communication setup, one is able to check the system state $\mathbf{X}$ at each time $t_{k}$ while using the latest (available) intent information. If $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ or $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$ (depending on whether the ego vehicle is automated or human-driven), then a conflict is guaranteed not to happen, and the ego vehicle may confidently initiate such a maneuver according to its behavior preference. Otherwise, the ego vehicle should not execute the maneuver to prevent potential conflicts caused by the behavior uncertainties of the remote and the ego vehicles. In the next subsection, we apply this conflict analysis framework to a merge scenario and develop an efficient algorithm to check whether $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ or $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$.

### 6.2.3 Conflict analysis for a merge scenario

As an application of intent-based conflict analysis, we focus on the example of a merge scenario illustrated in Fig. 6.4(a). This maneuver is selected because it is one of the most challenging driving scenarios that frequently involves conflicts. Nevertheless, the results of the following analysis can be applied to a much broader set of conflict scenarios, such as intersections, unprotected left/right turns, and roundabouts.

In Fig. 6.4(a), the blue remote vehicle 1 is approaching a merge zone (yellow rectangle) while traveling along the main road. In the meantime, the white ego vehicle 0 is attempting to merge onto the main road. The conflict zone (red rectangle) is located towards the end of the merge zone. A conflict occurs when the two vehicles appear simultaneously inside the conflict zone, even


Figure 6.4: Validating intent sharing cooperation in a merge scenario using real vehicles at Mcity test track. (a) Experiments where intent-based conflict analysis provides on-board decision assistance to an ego vehicle attempting to merge. The rear mirror views of the ego vehicle are shown in the left column. (b) A generalized model of the merge scenario.
partially. Fig. 6.4(b) shows a generalized model for this scenario, while considering the vehicles' longitudinal dynamics only. We place the origin at the entry point of the conflict zone and use $L$ to denote the conflict zone length. The front bumper positions of the vehicles are denoted by $r_{0}$ and $r_{1}$, and the corresponding velocities are $v_{0}$ and $v_{1}$. The same vehicle length $\ell$ is assumed for both vehicles and we define the variable $s:=L+\ell$.

For simplicity, we model the vehicles' longitudinal dynamics while neglecting rolling resistance and air drag:

$$
\begin{align*}
& \dot{r}_{i}(t)=-v_{i}(t),  \tag{6.16}\\
& \dot{v}_{i}(t)=u_{i}(t), \quad i=0,1 .
\end{align*}
$$

Here, $u_{i}$ is the control input (acceleration) of vehicle $i$, and the negative sign in front of the velocity corresponds to the fact that vehicles travel towards the negative direction (towards the conflict zone); see Fig. 6.4(b). The state and output of vehicle $i$ are defined as $\mathbf{x}_{i}=\left[r_{i} v_{i}\right]^{\top}$ and $\mathbf{y}_{i}=v_{i}$. The
physical behavior limits of both vehicles, in terms of the input (acceleration) bounds and output (velocity) constraints, are given as

$$
\begin{equation*}
u_{i}(t) \in\left[a_{\min , i}, a_{\mathrm{max}, i}\right], \quad v_{i}(t) \in\left[v_{\min , i}, v_{\mathrm{max}, i}\right], \quad \forall t, \tag{6.17}
\end{equation*}
$$

cf. (6.2). Table 2.1 gives the corresponding values drawn from the experiments performed at a closed test track; see more details in Section 6.3. For vehicle $i$, the set $\Omega_{i}=[-s, \infty) \times\left[v_{\min , i}, v_{\max , i}\right]$ in state space is used to reason about conflict. Hence the overall state of the system (6.16) is $\mathbf{X}:=\left[\mathbf{x}_{0}^{\top} \mathbf{x}_{1}^{\top}\right]^{\top} \in \Omega:=\Omega_{0} \times \Omega_{1}$.

We are interested in whether the ego vehicle is able to merge ahead of the remote vehicle without a conflict. Such a conflict-free merge ahead is given by the proposition

$$
\begin{equation*}
P:=\left\{\exists t, r_{0}(t)<-s \wedge r_{1}(t)=0\right\}, \tag{6.18}
\end{equation*}
$$

which states that by the time the remote vehicle enters the conflict zone, the ego vehicle has passed it; see Fig. 6.4(b). Here, we exploited the fact that vehicles only move forward during the merge (i.e., $r_{0}$ and $r_{1}$ are non-increasing functions of time $t$ ). Proposition (6.18) can be converted to the general form (6.5):

$$
\begin{equation*}
P=\left\{\forall t, \neg\left(r_{0}(t) \geq-s \wedge-s \leq r_{1}(t) \leq 0\right)\right\} \tag{6.19}
\end{equation*}
$$

see the proof in Appendix O. That is, to ensure a conflict-free merge ahead, the set

$$
\begin{equation*}
\Omega^{*}=[-s, \infty) \times\left[v_{\min , 0}, v_{\max , 0}\right] \times[-s, 0] \times\left[v_{\min , 1}, v_{\max , 1}\right] \tag{6.20}
\end{equation*}
$$

must be avoided by the system state $\mathbf{X}$. Here, $\mathbf{X} \in \Omega^{*} \subset \Omega$ describes the scenario when the remote vehicle 1 is inside the conflict zone while the ego vehicle 0 has not yet exited it: it is either in the conflict zone, or has not yet reached the conflict zone. In this case a conflict-free merge ahead is not possible.

Following the communication setup given in the previous subsection, the ego vehicle has access to the system state $\mathbf{X}\left(t_{k}\right)$ at status message receiving times $t_{k}$. The available intent information at

Table 6.1: Parameters values used in the experiments at Mcity.

| $d$ | $20[\mathrm{~m}]$ | $l$ | $5[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: |
| $a_{\min , 0}$ | $-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\min , 1}$ | $-4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $a_{\max , 0}$ | $4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $a_{\max , 1}$ | $4\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ |
| $v_{\min , 0}$ | $0[\mathrm{~m} / \mathrm{s}]$ | $v_{\min , 1}$ | $8[\mathrm{~m} / \mathrm{s}]$ |
| $v_{\max , 0}$ | $15[\mathrm{~m} / \mathrm{s}]$ | $v_{\max , 1}$ | $15[\mathrm{~m} / \mathrm{s}]$ |

$t_{k}$ is encoded in the latest intent message received from the remote vehicle 1 at $\hat{t}_{k}$ :

$$
\begin{equation*}
u_{1}(t) \in\left[\underline{a}_{1}(t), \bar{a}_{1}(t)\right], \quad v_{1}(t) \in\left[\underline{v}_{1}(t), \bar{v}_{1}(t)\right], \quad t \in\left[t_{k}, \hat{t}_{k}+T\right] ; \tag{6.21}
\end{equation*}
$$

cf. Definition 5 and Fig. 6.3. For the ego vehicle 0, the behavior preference

$$
\begin{equation*}
u_{0}(t) \in\left[\underline{a}_{0}(t), \bar{a}_{0}(t)\right], \quad v_{0}(t) \in\left[\underline{v}_{0}(t), \bar{v}_{0}(t)\right] \tag{6.22}
\end{equation*}
$$

holds until it exits the conflict zone, cf. (6.6). Fig. 6.6(a)-(b) show an example of such preference bounds associated with a human driver performing a merge maneuver.

Using the available intent (6.21) and behavior preference (6.22), if $\mathbf{X}\left(t_{k}\right)$ is in the set $\mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ or in the set $\mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$ then the ego vehicle shall pursue the merge ahead opportunity; otherwise it shall yield to the approaching remote vehicle to avoid potential conflicts. This is summarized in the following decision-making rules:

$$
\begin{gather*}
\text { decision for }  \tag{6.23}\\
\text { an automated ego vehicle }
\end{gather*}=\left\{\begin{array}{ll}
\text { merge ahead, } & \text { if } \mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}},  \tag{6.24}\\
\text { yield, }
\end{array}, \begin{array}{ll}
\text { otherwise }
\end{array},\right.
$$

The following two Theorems provide criteria to check $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ (for an automated ego vehicle) and $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$ (for a human-driven ego vehicle), respectively.

Theorem 7. Given the dynamics (6.16)-(6.17), the current system state $\mathbf{X}\left(t_{k}\right)$, the remote vehicle's latest available intent (6.21), and the behavior preference (6.22) of an automated ego vehicle, we have

$$
\begin{equation*}
\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}} \Longleftrightarrow T_{0}^{\mathrm{A}}<T_{1}, \tag{6.25}
\end{equation*}
$$

where $T_{0}^{\mathrm{A}}$ is the time such that $r_{0}\left(T_{0}^{\mathrm{A}}\right)=-s$ under

$$
\begin{equation*}
u_{0}(t) \equiv \bar{a}_{0}(t), \quad t \geq t_{k}, \tag{6.26}
\end{equation*}
$$

and $T_{1}$ is the time such that $r_{1}\left(T_{1}\right)=0$ under

$$
u_{1}(t)= \begin{cases}\bar{a}_{1}(t), & \text { if } t \in\left[t_{k}, \hat{t}_{k}+T\right]  \tag{6.27}\\ a_{\mathrm{max}, 1}, & \text { otherwise }\end{cases}
$$

Proof. See Appendix P.
Theorem 8. Given the dynamics (6.16)-(6.17), the current system state $\mathbf{X}\left(t_{k}\right)$, the remote vehicle's latest available intent (6.21), and the behavior preference (6.22) of a human-driven ego vehicle, we have

$$
\begin{equation*}
\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}} \Longleftrightarrow T_{0}^{\mathrm{H}}<T_{1}, \tag{6.28}
\end{equation*}
$$

where $T_{0}^{\mathrm{H}}$ is the time such that $r_{0}\left(T_{0}^{\mathrm{H}}\right)=-s$ under

$$
\begin{equation*}
u_{0}(t) \equiv \underline{a}_{0}(t), \quad t \geq t_{k}, \tag{6.29}
\end{equation*}
$$

while $T_{1}$ is the same as in Theorem 7.
Proof. See Appendix Q.
As depicted in Fig. 6.4(b), $T_{0}^{\mathrm{A}}$ in Theorem 7 calculates the time of an automated ego vehicle 0 exiting the conflict zone under its best-case behavior (input upper bound). In comparison, $T_{0}^{\mathrm{H}}$ in Theorem 8 corresponds to the time when a human-driven ego vehicle exits the conflict zone under its worst-case behavior (input lower bound) due to the uncertainty in human behavior. On the other hand, $T_{1}$ gives the time of the remote vehicle 1 entering the conflict zone under its worst-case future behavior, that is, when using the input upper bound in its intent (6.21) and in its physical behavior limits (6.17). As indicated by (6.27), with intent information, the ego vehicle can estimate the evolution of its environment with reduced uncertainty. It will be shown later experimentally that sharing intent significantly improves the efficiency in decision making. Notice that if $t_{k} \geq \hat{t}_{k}+T$ happens due to short intent horizon and/or improper communication conditions, then the intent is no longer available at $t_{k}$ and (6.27) degrades to $u_{1}(t) \equiv a_{\text {max }, 1}$ for $t \geq t_{k}$.

Based on Theorems 7 and 8 , examining $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$ or $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$ (i.e., whether a conflict-free merge ahead is guaranteed for an automated or a human-driven ego vehicle) reduces to calculating the time parameters $T_{0}^{\mathrm{A}}, T_{0}^{\mathrm{H}}$, and $T_{1}$. Such calculation can be done efficiently by performing numerical integration for the corresponding dynamics model using the indicated (deterministic) control inputs while satisfying output constraints. In the next section, we implement this intentbased conflict analysis algorithm on production vehicles to provide real-time decision assistance to human drivers.

### 6.3 Experiments at Mcity Test Track

In this section, we first discuss the implementation of vehicle intent (defined in Section 6.1) in V2X messages. Then we present the experimental results obtained on a closed test track. These
(a) V 2 X OBU

(b) Intent message example 1: cruise control

Speed
Current Device ID GPS time [ms] Latitude Longitude [cm/s]
GPS 34609330771668181920900423017075 -836983479 1338
Intent $0-0.5500000 .437000-0.300000 \quad 0.30000010,000000$


Lower and upper bounds Lower and upper bounds of speed deviation from of acceleration $\left[\mathrm{m} / \mathrm{s}^{2}\right.$ ] current speed [ $\mathrm{m} / \mathrm{s}$ ]
(c) Intent message example 2: human driving

Current
GPS 34609330771668194727100423016591 -836974119 1283
Intent $0-2.5000000 .000000-1.0000000 .30000010 .000000$
Figure 6.5: Implementing intent messages using the V2X protocol WSMP. (a) Commercially available V2X Onboard Unit (OBU). (b)-(c) Examples of intent messages transmitted in the experiments.
experiments validate the intent-based conflict analysis using connected vehicles. Experimental data is used to quantify the benefits of receiving intent messages.

### 6.3.1 Creating intent messages

We encode the longitudinal motion intent of Definition 5 into wireless messages using commercially available V2X communication devices; see Fig. 6.5(a). For simplicity, we focus on constant intent bounds for both acceleration (input) and velocity (output). The vehicle's longitudinal intent is packaged into a few parameters, which requires small data space to store and transmit, and uses communication resources efficiently. For time-dependent intent bounds, one may still parameterize them as functions of time to enable compact representation. Details on such implementation can be found in our recent work [99].

To implement intent messages, we adopt the WAVE Short Message Protocol (WSMP) [88], an efficient network layer messaging protocol that is able to transmit custom messages with standardized security [87]. Using the V2X Onboard Units (OBUs) shown in Fig. 6.5(a), we create secured intent messages in C language via the OBU supplier's application programming interface (API). We design appropriate data structures to store the intent parameters and specify the sending rate of intent packets. By running the developed C program on a computer connected to the OBU via

Ethernet, intent messages can be sent/received by the OBU at a user-determined rate.
Two of intent message examples, corresponding to two different driving scenarios in our experiments are shown in Fig. 6.5(b)-(c). They were transmitted from a vehicle during a driving test whose details are given in the next subsection. The vehicle's current GPS information and its intent over a future horizon of $10[\mathrm{~s}]$ are included in each message. Note that the intended velocity bounds are expressed relative to the current velocity of the vehicle. For instance, the intent message in Fig. 6.5(b) encodes a velocity range of $[13.38-0.55,13.38+0.437][m / s]$. Examples of such intent bounds can be seen in Fig. 6.6(c)-(d). Thanks to the data-compact description of vehicle intent, the messages are contained in small packets of the size 51 bytes. One may further downsize intent packets by using data types that occupy less storage. Such lightweight design is important since smaller packet size contributes to less packet drops in real traffic [97].

### 6.3.2 Experiments in Mcity

Having implemented intent messages, we test intent sharing for conflict resolution using two humandriven vehicles equipped with V2X OBUs; see Fig. 6.5(a). Each OBU is equipped with a GPS unit, gyroscope, accelerometer, and magnetometer. Our OBUs communicate in a peer-to-peer manner through V2X antennas, using Cellular-V2X (C-V2X) direct communications [117]. Such C-V2X adopts an efficient wireless access technology - single carrier frequency division multiple access (SC-FDMA) at the medium access control (MAC) layer [118], contributing to good communication range and reliability. During the tests, our OBUs operated at the 5.9 GHz frequency band with 20 dBm transmit power.

The experiments were performed at the Mcity test track of the University of Michigan. Fig. 6.4(a) shows the experimental setup, in which the ego vehicle (white) intends to merge onto the main road inside a $50[\mathrm{~m}]$ long merge zone as the remote vehicle (blue) approaches on the main road. Notice that the merge zone does not exactly correspond to that of the actual on-ramp. Such design allows a longer section of the main road to be used by the remote vehicle to perform the required maneuvers (as specified below) before the ego vehicle merges. We define a conflict zone of length 20 [m]. To avoid danger to the experiment participants while studying conflicts, the second to the rightmost lane was used by the remote vehicle when approaching on the main road.

We define the initial time of each merge experiment as the moment when the distance between the remote vehicle and the conflict zone's entry point is 150 [ m ]. The ego vehicle's initial position is set at the entry point of the merge zone ( $30[\mathrm{~m}]$ in front of the entry of the conflict zone), while its initial speed is set as zero; see Fig. 6.4(a). Such experimental setup replicates one of the most challenging merge scenarios where a merge has to be initiated from standstill; see Fig. 6.10(a)(b) for a public road example that is often seen on US expressways. Note, however, that our
methodology and qualitative results can be extended to many other traffic scenarios.
Two different behaviors were exhibited by the remote vehicle when driving along the main road: (i) cruise control with speed set to $30[\mathrm{mi} / \mathrm{hr}] \approx 13.4[\mathrm{~m} / \mathrm{s}]$; (ii) human driving with speed decreasing from $30[\mathrm{mi} / \mathrm{hr}]$. Accordingly, we created intent messages for these two scenarios with the intent parameters given in the examples in Fig. 6.5(b)-(c). Examples of the remote vehicle's speed and acceleration profiles when performing such maneuvers are shown in Fig. 6.6(c)-(d). Blue shadings indicate the intent bounds which were determined based on data collected while the vehicle repeatedly performed such maneuvers. Indeed in practice, the parameters of human driving intent may be determined based on such historical data. The consideration of different remote vehicle behaviors allow us to demonstrate personalized decision assistance while responding to different intent information. The sending rate of intent messages was set to 1 [message/s]. Meanwhile, we used standard BSMs to transmit the remote vehicle's status information (position $r_{1}$ and velocity $v_{1}$ ) in every $0.1[\mathrm{~s}]$.

In our experiments, the ego vehicle was human driven. We extracted the human driver's behavior preference beforehand by collecting data of the driver performing merge maneuvers multiple times at the test track. The cumulative min/max values of the speed and acceleration profiles yield the lower/upper bounds of the driver's preferred behavior shown in Fig. 6.6(a)-(b). The uncertainty in human driving is highlighted by the gray region between the bounds. Inside the ego vehicle, we used a computer to manage the reception of status and intent messages. The conflict analysis algorithm in Theorem 8 was implemented through MATLAB real-time. Decision assistance to the ego vehicle's human driver was provided on-board based on the decision rule (6.24) and Theorem 8, that is,

$$
\text { decision assistance }= \begin{cases}\text { no warning, } & \text { if } T_{0}^{\mathrm{H}}\left(t_{k}\right)<T_{1}\left(t_{k}\right),  \tag{6.30}\\ \text { warning issued, }, & \text { if } T_{0}^{\mathrm{H}}\left(t_{k}\right) \geq T_{1}\left(t_{k}\right),\end{cases}
$$

where $t_{k}$ is status receiving time. Warning was issued from the computer running conflict analysis as audible beep sounds with a corresponding warning message displayed on the screen.

We performed experiments in two different ways. In the first case, highlighted in Figs. 6.4(a) and 6.6(e)-(f), on-board conflict analysis was performed while the ego vehicle stayed stationary at its initial position. These experiments were used to demonstrate the utility of intent sharing in resolving conflicts, and to quantify the benefits of intent. In the second case, shown in Fig. 6.7, onboard conflict analysis was performed while the ego vehicle's driver was asked to initiate the merge maneuver with different timings before/after the issuance of warning. These experiments enabled the validation of the intent-based conflict analysis for real human drivers' merge maneuvers. The results of these two categories of experiments are presented in detail in the next two subsections.


Figure 6.6: Benefits evaluation of intent sharing in Mcity experiments where the ego vehicle performed on-board conflict analysis while maintaining standstill. (a)-(b) Ego vehicle's behavior preference. (c)-(d) Remote vehicle's maneuvers while using cruise control and when the human driver decreases the speed. Examples of intent bounds are highlighted as blue shadings. (e)-(f) Evolution of estimated times $T_{0}^{\mathrm{H}}$ and $T_{1}$ under the aforementioned two different behaviors of the remote vehicle. The warning issuance times $T_{\mathrm{w}}$ highlight the benefits of intent sharing in mitigating false positive decisions.

### 6.3.3 Evaluating benefits of intent sharing

An experiment performed with stationary ego vehicles is illustrated in Fig. 6.4(a) through the ego vehicle's rear view camera images. With the remote vehicle being far away, the on-board conflict analysis does not predict a conflict upon the ego vehicle merging ahead, and accordingly, no warning is issued. As the remote vehicle approaches the ego vehicle from behind, a potential conflict between the two vehicles is predicted for the merge. Thus, a warning is generated, which continues until the remote vehicle passes the ego vehicle. Fig. 6.6(e)-(f) visualize the conflict analysis of two such experiments under the aforementioned two different behaviors of the remote vehicle (cruise control and human driving). Each time when a status update is received, the time parameters $T_{0}^{\mathrm{H}}$ and $T_{1}$ are calculated utilizing the ego vehicle's behavior preference and the remote vehicle's latest intent and status information. The small jumps (appearing every 1 [ s$]$ ) in $T_{1}$ in Fig. 6.6(f) correspond to receiving new intent messages.

In what follows, we discuss the benefits quantification of intent sharing based on experimental results. To start, note that an ideal decision assistance shall (i) avoid false negative decisions, i.e., a conflict happens while a warning is not provided in time; (ii) minimize false positive decisions, i.e., a warning is provided while the ego vehicle can still confidently merge ahead without a conflict. Since our framework considers the worst-case behaviors of the remote and ego vehicles (see Theorem 8), the absence of false negative decisions is guaranteed theoretically, and this is also demonstrated empirically in the next subsection. Thus, mitigating false positive decisions is of our main interest. This is related to the warning issuance time, which is the time when the warning first appears after the experiment is initiated. A too early warning can lead to the human driver missing the opportunity to pursue a non-conflicting merge ahead, making the driver wait longer than necessary. Such unnecessary delays compromise the efficiency of the on-ramp.

According to (6.30) warnings are issued when $T_{0}^{\mathrm{H}} \geq T_{1}$. Thus, to quantify the benefits, we use the warning issuance time

$$
\begin{equation*}
T_{\mathrm{w}}=\min t_{k} \in\left\{t_{0}, t_{1}, \ldots\right\}, \quad \text { s.t. } \quad T_{0}^{\mathrm{H}}\left(t_{k}\right) \geq T_{1}\left(t_{k}\right), \tag{6.31}
\end{equation*}
$$

where $t_{k}$ are the times when status are received. In Fig. 6.6(e) and (f) we have $T_{\mathrm{w}}=3.4$ [ s ] for the cruise control scenario and $T_{\mathrm{w}}=5.0[\mathrm{~s}]$ for the human-driving scenario, respectively.

To highlight the benefits of intent sharing, we compare the warning issuance time $T_{\mathrm{w}}$ with a baseline case: when only status sharing messages are used. Suppose that intent messages had not been transmitted, the time parameter $T_{1}$ would be calculated with smaller values due to more conservative prediction on the remote vehicle's future behavior; see green curves in Fig. 6.6(e)(f). In both cases, the warning issuance times shrink (to $T_{\mathrm{w}}=2.7$ [ s ] and 2.8 [ s ], respectively). Therefore, intent sharing indeed mitigates false positive decisions in conflict resolution compared


Figure 6.7: Two examples of Mcity experiments where the remote vehicle approaches with cruise control and the ego vehicle driver merges after the issuance of warning. (a)-(c) A scenario where the warning disappears automatically during the maneuver based on the ego vehicle's actual behavior and the updated V2X messages. No conflict happens after all as illustrated in panel (b). (d)-(f) A scenario where the warning persists after being issued. Here an actual conflict happens as shown in panel (e).
to status sharing.
Notice that for status sharing only, the difference between the warning issuing times associated with the cruise control and human driving cases is small. This is because of the similar status of remote vehicle at the beginning of both maneuvers. In contrast, with the anticipation of future motion encoded in the intent messages, different remote vehicle behaviors (intentions) were distinguished by our framework through the different warning issuing times.

### 6.3.4 Validating intent-based conflict analysis

Here we describe the experiments when the ego vehicle's human driver starts to merge with designated timings before/after the issuance of the warning, while conflict analysis is performed. These experiments demonstrate that our framework enhances the safety of the ego vehicle by providing on-board warnings with no false negative decision and that the algorithm can self-correct the false positive decision in real-time during a merge.

In the experiment shown in Fig. 6.7(a)-(c), the remote vehicle is using cruise control while the ego vehicle's driver initiates the merge after the warning starts. As panel (c) depicts, the value of $T_{0}^{\mathrm{H}}$ drops at around 5.4 [s] when the ego vehicle begins to move (whose actual behavior is better than the worst-case input used for conflict analysis). Then the on-board warning automatically disappears during the maneuver at around 6.3 [s] based on the updated status and intent information. As shown in panel (b) conflict does not happen after all. Such self-adjustment of the warning showcased our framework's capability of real-time decision assistance. Another experiment is shown in Fig. 6.7(d)(f), where the remote vehicle attempts to merge ahead amid the warning (which persists throughout the maneuver), and this leads to an actual conflict under the behavior uncertainty of the ego driver. We emphasize again that the warning was tailored to the specific driver's behavior preference.

By varying the ego vehicle's merge initiation timing, the experiments were repeated multiple times. For the case of cruise control, the experimental results are summarized in Fig. 6.8(a), depicting the ego vehicle's merge starting time and the remote vehicle's corresponding position, and representing the merge results by colors. As shown by the blue points, the ego vehicle was always able to merge ahead without a conflict when initiating a merge before the warning was issued, i.e., no false negative decision was observed. On the other hand, the yellow points correspond to false positive decisions, which stem from using the ego drivers' worst-case behaviors when dealing with the uncertainties in human driving. Intent sharing indeed reduces such false positive decisions as highlighted by the larger average warning issuance times, compared to the status sharing only case. Such false positive warnings were self-corrected in real-time during the maneuver based on the updated information; see Fig. 6.7(a)-(c). The necessity of having conservatism in conflict analysis is, however, justified by a segment of data points with mixed yellow and red colors in Fig. 6.8(a), that is, conflicts could occur depending on the ego driver's actual behavior. With the remote vehicle being closer, merge ahead was no longer achievable without a conflict, as shown by the red points. Finally, the green points indicate that, by following the warning, a conflict-free merge behind was always realizable.

As shown in Fig. 6.8(b), when the remote vehicle was operated by a human driver, the experimental results remained qualitatively similar. In fact, the on-board warning system was also tested under a different human driver of the ego vehicle, who drove more aggressively (with higher values of the preferred velocity and acceleration bounds). While the detailed results of such experiments are omitted in this chapter due to qualitative similarity, we observed larger warning issuance times due to a more aggressive behavior preference. These experiments validated the capability of the conflict analysis in providing personalized decision assistance tailored to different ego drivers under different remote vehicle intentions. We demonstrated that the real-time on-board warning provided a sufficient safety margin in alerting the human driver of the ego vehicle of a potential conflict. At the same time our intent-based warning led to a significant reduction in false positives compared to

| - Merge before warning: <br> conflict-free merge ahead | Merge after warning: <br> conflict-free merge ahead |
| :--- | :--- |
| -Merge after warning: <br> conflicting merge ahead | Merge after warning: <br> conflict-free merge behind |



Figure 6.8: Experimental results validating the on-board decision assistance enabled by intentbased conflict analysis. Each data point marks an experiment, showing the merge starting time of the ego vehicle and the corresponding position of the remote vehicle. Colors indicate different merge results. (a) Remote vehicle uses cruise control. (b) Remote vehicle is human-driven. a status-based warning.

### 6.4 Evaluating Intent Sharing using Real Highway Data

So far we validated intent sharing at the Mcity test track. In this section we bring intent sharing to public roads. We first test intent messages on real highways. Then we perform numerical simulations to investigate the effects of communication conditions on the benefits of intent sharing.

### 6.4.1 Packet delivery ratios on public highways

The transmission of intent messages was tested using connected human-driven vehicles on two different highways in south-east Michigan: on a rural section of highway US-23; and on an urban section of highway I-275.


Figure 6.9: Testing packet delivery ratio of intent messages (a) on a rural section of highway US-23, and (b) on an urban section of highway I-275. (c) The corresponding packet delivery ratios as a function of distance between intent sender and receiver.

The experimental setup used on highway US-23 is depicted in Fig. 6.9(a). While traveling along the highway, the blue vehicle sends status messages via BSMs and intent messages as described in Section 6.3.1, both at a rate of every 0.1 [s]; see the blue trajectory for the route taken. The white vehicle receives the messages while staying next to the highway at a rest area. The collected data allows for the calculation of intent packet delivery ratio, i.e., the percentage of packets received versus those have been sent, under different inter-vehicle distances. Note that here we are interested in testing the intent packet reception on public roads, while the exact intent parameter values in each message are not important. Similar experimental setup is shown in Fig. 6.9(b) for the experiments conducted on an urban section of highway I-275.

The reception of intent packets is indeed affected by the distance and the environment in which the vehicles were operating; see data points in Fig. 6.9(c). To capture the trend of decreasing packet
delivery ratio as a function of the inter-vehicle distance $d$, we fit the sigmoid function

$$
\begin{equation*}
S(d)=1-\frac{1}{1+e^{-p_{1}\left(d-p_{2}\right)}}, \tag{6.32}
\end{equation*}
$$

to the data where parameter $p_{1}$ describes the decreasing rate (steepness) while parameter $p_{2}$ corresponds to the $d$ value at the function's midpoint. Such function has been widely used in the literature for evaluating wireless messages' packet delivery ratios [119]. To fit the function (6.32) to the data, we minimize the root mean square error

$$
\begin{equation*}
\mathrm{RMSE}=\sqrt{\frac{1}{M} \sum_{k=1}^{M}\left(S\left(d_{k}\right)-\hat{S}_{k}\right)^{2}} \tag{6.33}
\end{equation*}
$$

where $d_{1}, \ldots, d_{M}$ represent distances where packet delivery ratio data $\hat{S}_{1}, \ldots, \hat{S}_{M}$ are available. The fitted functions are depicted as solid curves in Fig. 6.9(c) with the corresponding parameter values shown on the right.

For the rural highway section on US-23, relatively high packet delivery ratio is maintained until 200 [m], while gradual drops appeared for larger distances. Notice that intent packets could be received up to 1000 [m]. For the urban highway environment on I-275, the packet delivery ratio drops earlier and more sharply as inter-vehicle distance increases; see larger $p_{1}$ and smaller $p_{2}$ values. This deterioration is due to obstructions such as dense traffic, buildings and overpasses. We remark that these observations are representative - our further tests revealed more intent packet drops on urban roads compared to urban highways, due to more obstacle-related communication interruptions. The qualitative trend, however, remains similar. On the other hand, the packet delivery ratio in the Mcity experiments (Fig. 6.7) was almost $100 \%$ due to the small size of the test track.

These data-based results of packet delivery ratio will be used in the next subsection to evaluate the effects of communication conditions on the benefits of intent sharing in resolving conflicts for cooperative maneuvers.

### 6.4.2 Effects of communication conditions

In this subsection, we study the benefits of intent sharing under imperfect communication where intent packet drops exist, while considering different intent sending conditions (e.g., rate and horizon). To this aim, we perform numerical simulations for a highway merge scenario in a realworld road configuration using real human driving data. We select the on-ramp of highway M-14 near Barton Drive in Ann Arbor, Michigan, as our simulation example, which requires a highway merge to be initiated from a stop sign with zero initial speed; see Fig. 6.10(a)-(b). For this highway
merge section, we define a conflict zone shown as the red rectangle in Fig. 6.10(a). The entry point of the conflict zone is where the lane width of the on-ramp shrinks to 1.2 [ m$]$, which is narrower than a typical vehicle and a conflict with adjacent lane vehicles becomes apparent. The conflict zone ends at the end of the ramp. This yields a conflict zone size of 24.5 [m]. We remark that when choosing a slightly different start/end points for the conflict zone the simulation results remain similar.

We consider the scenario that a human-driven ego vehicle attempts to merge from standstill at the highway entrance, while a remote vehicle is approaching along the rightmost lane. To obtain behavior preference of a human driver's merge maneuver, we collected data from a driver who merged multiple times from the M-14 entrance. Similar to the Mcity experiments, we extracted the lower/upper bounds of preferred speed and acceleration shown in Fig. 6.10(c)-(d). The initial position of the ego vehicle (at the stop sign) is 111.4 [ m ] away from the entry point of the conflict zone. To represent the remote vehicle's behavior for the simulation, we use data collected by a human-driven vehicle; see the blue curves in Fig. 6.10(c)-(d). The initial position of remote vehicle is selected as 450 [ m ] from the conflict zone. That is, the two vehicles are (roughly) 338.6 [ m ] apart at the initial time, enabling the exchange of intent messages (with packet drops); cf. Fig. 6.9(c).

In the simulation, the remote vehicle shares its status (position and speed) every 0.1 [s], while the intent information (of Definition 5) is shared with different sending rates and intent horizons. At any intent sharing time, the bounds of the intended speed and acceleration are extracted from the remote vehicle's data. The blue shadings in Fig. 6.10(c)-(d) illustrate an example of intent shared at 1 [s] with a horizon of 10 [ s$]$, where the $\mathrm{min} / \mathrm{max}$ values of the corresponding data segment yield the bounds. Note that in reality intent may not be generated this way as one does not know exactly the future profile, but simulations with such "accurate" intent allow us to focus on investigating the effects of communication conditions.

As the remote vehicle approaches, the ego vehicle performs on-board conflict analysis while staying at the stop sign. Corresponding to highway driving, the speed limits of the remote vehicle are set as $v_{\text {min }, 1}=20[\mathrm{~m} / \mathrm{s}]$ and $v_{\text {max, } 1}=32[\mathrm{~m} / \mathrm{s}]$, while its acceleration limits are the same as in Table 6.1. The simulation results in Fig. 6.10(e) show the estimated times $T_{0}^{\mathrm{H}}$ and $T_{1}$ calculated via conflict analysis. Here, we incorporated the intent packet delivery ratio of the rural highway US-23 (orange curve in Fig. 6.9(c)) into the simulation. Namely, the reception of intent packets is modeled by a Bernoulli process such that the probability of receiving a packet is given by the packet delivery ratio corresponding to the current distance between vehicles.

Three different intent sharing conditions are simulated for the remote vehicle. Without intent sharing (green curve), the warning starts at $T_{\mathrm{w}}=3.1[\mathrm{~s}]$. When intent is sent every $0.1[\mathrm{~s}]$ with horizon 5 [s] (purple curve), the warning starts later at $T_{\mathrm{w}}=4.3[\mathrm{~s}]$, giving more opportunity for the ego vehicle to pursue merge ahead. As the intent horizon is increased to 10 [ s ] while maintaining


Figure 6.10: Data-based simulation of a merge scenario at the on-ramp of highway M-14 near Barton Drive, Ann Arbor, Michigan. (a)-(b) Simulation setup where the ego vehicle merges from a stop sign. (c)-(d) The ego vehicle's behavior preference and remote vehicle's speed profile (extracted from a real human driver data). (e) Conflict analysis showing the estimated times $T_{0}^{\mathrm{H}}$ and $T_{1}$. The warning issuance times are highlighted for different intent sending conditions.
the same sending rate, the warning issuance time is pushed to $T_{\mathrm{w}}=5.2[\mathrm{~s}]$. Such improvement is because longer intent horizon enables a more accurate (less conservative) prediction of the remote vehicle's future maneuver; cf. (6.27). Thus, longer intent horizon boosts the time efficiency of the ego vehicle (and those queuing behind it). Simulations with a worse packet delivery ratio associated with the urban highway I-275 (green curve in Fig. 6.9(c)) yield slightly smaller warning issuance


Figure 6.11: Evaluating the effects of communication conditions (intent horizon, sending rate, and packet delivery ratio) on the benefits of intent sharing via simulations. The warning issuance time is plotted as a function of packet delivery ratio with the indicated intent horizons and sending rates. The dots mark mean values while the error bars show the standard deviations.
times, but the qualitative trend remains similar.
To further quantify the effects of communication conditions, we repeat the simulations for different values of packet delivery ratio under different sending rates and intent horizons. Here we adopt the simplification that packet delivery ratio is independent from the inter-vehicle distance. Fig. 6.11(a) plots the warning issuance time $T_{\mathrm{w}}$ as a function of packet delivery ratio for intent horizon 5 [s] with the three sending rates as indicated. Each dot marks the mean value of 500 simulations while error bars represent standard deviations. The latter are calculated separately above and below the mean to reflect more accurate distribution. For sending rate 0.1 [s] (blue curve), the warning issuance time remain almost constant between $20-100 \%$ packet delivery ratios, indicating that intent sharing has good tolerance against packet drops. For lower sending rates (orange and green curves), the system becomes less resilient to packet loss as shown by the lower mean values and higher variance. Having higher sending rate boosts the chance of the ego vehicle obtaining an intent packet, which can provide information regarding its future environment.

The intent horizon also affects the merge performance significantly. When the horizon is
increased to 10 [s] as in Fig. 6.11(b), the warning issuance times witness a significant increase, while the qualitative trends remain similar. As the horizon is increased further to 15 [s] as in Fig. 6.11(c), we observe further (but moderate) increase in warning issuance times and improved tolerance to packet drops. These benefits eventually saturate as shown in Fig. 6.11(d) for horizon 20 [s] which is long enough to cover the rest of the merge maneuver.

The above data-based simulations enable a systematic evaluation of communication factors in intent sharing. These results provide insights into designing efficient generation rules of intent messages. For instance, an adaptive transmission rate may be imposed such that under reliable communication, long-horizon intent is sent with lower rate to save communication channels while maintaining comparable performance; cf. Fig. 6.11(c)-(d). Our studies are expected to benefit standardization and future deployments.

### 6.5 Summary

In this chapter, we proposed a generalized representation of vehicle motion intent from a system dynamics viewpoint. We extended conflict analysis to incorporate intent information for conflict resolution for an ego vehicle (which may be either automated or human-driven), while considering user-determined behavior preference. We implemented and tested intent messages using real vehicles equipped with commercially available V2X devices. An on-board decision assistance system was developed and validated through experiments at a test track to facilitate the decision-making of human drivers in merge scenarios. It was shown that such system can provide individualized assistance to human drivers while utilizing intent information. Experimental results demonstrated that receiving intent messages, in addition to status information, can significantly improve a vehicle's safety and time efficiency in cooperative maneuvers, by mitigating the uncertainty of its future environments. Furthermore, highway data was used together with numerical simulations to investigate the effects of communication conditions (e.g., intent sending rate, horizon, and packet drops) on the obtained benefits.

## CHAPTER 7

## Conclusions and Future Work

### 7.1 Conclusions

In this dissertation, we developed and experimentally validated a framework of conflict analysis for conflict detection, management, and resolution in mixed traffic, where vehicles with different automation levels coexist. This framework allowed us to systematically study the impacts of two different classes of cooperation enabled by V2X communication: status sharing and intent sharing.

We started with conflict analysis between two vehicles in Chapter 2, where conflict charts were analytically derived to interpret the dynamical information encoded in wireless V2X messages. This enabled quick decision-making and reliable control design. We derived communication range requirements to guarantee the existence of conflict-free maneuvering strategies. Moreover, we showed that sharing intent information that bounds the future speed and acceleration of remote vehicles leads to improved efficiency in the decision making of the ego vehicle. It was found that the performance improvements brought by intent messages cannot be replicated by merely increasing the transmission rates of current status information. We demonstrated these results by experimental data collected from field tests and by numerical simulations utilizing real highway data.

In Chapter 3 we proposed an optimization-based opportunistic strategy for conflict prevention. This strategy significantly improved the time efficiency of the ego vehicle by online adjusting its decision based on status updates received via V2X, while guaranteeing a conflict-free maneuver. It was revealed that V2X connectivity plays an essential role in applying such a strategy since regular status updates are necessary for successful decision adjustment.

We then scaled up our conflict analysis framework to multi-vehicle cases in Chapter 4, by developing numerical approaches in the presence of time delays associated with vehicle dynamics and V2X communication. Using a lane change scenario as an application example, we carefully investigated the effects of time delays on conflict resolution in mixed-autonomy environments. It was shown that the conflict-free maneuvering opportunities, facilitated by status sharing, can deteriorate under time delays. On the other hand, receiving additional intent information can
compensate the effects of delays, reduce unnecessary conservatism in decision-making, and improve the efficiency in control design for connected vehicles. Finally, we proposed a goal-oriented controller for CAVs to secure conflict-free maneuvers, which provides the designers with the freedom in choosing a proper (i.e., reachable) "goal state" to realize desired performances.

To further investigate the scalability of our framework, in Chapter 5 we extended conflict analysis to more challenging mixed traffic scenarios, which included additional maneuver constraints and involved more road users. Multi-vehicle merge scenarios were used to demonstrate the applicability of this extension. A straightforward adaptation of the framework built in Chapter 4 yielded realtime implementable algorithms for the extended conflict analysis. This enabled us to preserve advantages such as simplicity in investigating delay effects, capability of accommodating different V2X information, and flexibility in control design. Simulations based on real traffic data were used to demonstrate the scalability of our conflict analysis framework.

In Chapter 6, we generalized the representation of vehicles' motion intent from a system dynamics viewpoint. Considering user-determined behavior preferences, we extended conflict analysis to incorporate intent information for a personalized conflict resolution for an ego vehicle, which may be either automated or human-driven. Intent messages were implemented using real vehicles equipped with commercially available V2X devices. We developed an on-board decision assistance system to facilitate the decision-making of human drivers in merge scenarios, and validated it using experiments at Mcity test track. We showed that such system can provide individualized assistance to human drivers of an ego vehicle based on intent information received from a remote vehicle. The experimental results demonstrated that, in addition to receiving status information, intent messages can significantly improve a vehicle's safety and time efficiency in cooperative maneuvers. We quantified such benefits with a proposed metric. Moreover, intent sharing was tested on public highways. The collected data were used in simulations to study the effects of communication conditions (e.g., intent sending rate, horizon, and packet drops) on the obtained benefits.

### 7.2 Future Work

The results developed in this dissertation opened up multiple avenues for future research on conflict resolution in mixed-autonomy environments. To begin with, one may consider more detailed models of vehicle dynamics in conflict analysis to account for effects such as rolling resistance and air drag. Designing more sophisticated controllers is also an interesting research direction. For example, one may optimize the goal-oriented controllers (developed in Chapters 4 and 5) based on different metrics such as time efficiency, energy consumption, and passenger comfort.

Another potential research task is to design intent messages containing more sophisticated motion information. Preliminary results are reported in our recent work [99], where planned
paths and time-varying bounds of velocity and acceleration were encoded in intent messages in a compact, parameterized form. One may further implement intent messages in an adaptive manner, where a vehicle's intent can be updated online according to real-time traffic and communication conditions. This may be merged using data-driven and learning-based techniques. Moreover, our intent-based conflict analysis may be extended to accommodate the existence of non-connected vehicles. In the absence of connectivity, vehicles' status and intent information may be estimated through perception, which is expected to be less accurate and computationally more expensive than V2X-based status and intent information. The corresponding impact on traffic safety and efficiency shall be investigated.

In addition, our experimental work on validating conflict analysis may be extended from humandriven cases (as presented in Chapter 6) to automated vehicles. The decision-making rules and control algorithms designed in this dissertation shall be implemented on a CAV and demonstrated through real-world tests. To this end, a software interface that incorporates different types of V2X information to the automated vehicle's motion planner and controller needs to be built. This may be realized using Robot Operating System (ROS), through which custom applications can be developed to perform on-board conflict analysis for different testing scenarios.

Moreover, conflict analysis may be extended to higher levels of cooperation, for example, to the negotiation between multiple road users. Note that in this dissertation, conflict analysis was always performed from the perspective of a single ego vehicle, based on the available V2X information via status and intent sharing. The resultant decision-making is indeed passive. That is, the ego vehicle cannot cancel an unfavorable intended maneuver of a neighboring vehicle. Also, uncertainties in status and intent can still lead to inefficient decisions. Instead, negotiation, by allowing vehicles to actively reach agreements about their future maneuvers, may contribute to a more efficient conflict resolution. Our recent work [99] used conflict analysis to develop such a negotiation protocol between two CAVs, where conflict charts were generated from both vehicles' perspectives. It was shown that, based on the shared status and intent, conflict analysis can enable guaranteed feasibility in request initiation and response generation, which satisfy both vehicles' user-based behavior preferences. The theoretical results were experimentally demonstrated using real vehicles.

On the other hand, constructing an efficient negotiation framework that guarantees maneuver feasibility in mixed traffic settings remains challenging. Research efforts are needed to investigate how conflict analysis may contribute to negotiation in the presence of vehicles with lower levels of automation and cooperation. It is also an important research task to systematically study the effects of time delays associated with negotiation in a dynamic environment where vehicles move with high speeds, especially when multiple rounds of requests and responses are needed. Furthermore, this research shall be extended to more general traffic environments where multiple negotiation participants and/or non-connected road users exist.

## APPENDIX A

## Decoupling a conflict-free merge maneuver

In this appendix, we prove the relationship (2.7) in Chapter 2, i.e., $P \vee Q \Longleftrightarrow \neg C$.
To prove $P \vee Q \Rightarrow \neg C$, we only need to prove that $(P \Rightarrow \neg C) \wedge(Q \Rightarrow \neg C)$. Let us first focus on the proposition $P$. Let $t_{P}$ be the time such that $r_{1}\left(t_{P}\right)=0$ and $r_{2}\left(t_{P}\right)<-s$ hold. Since $r_{1}(t)$ is monotonously decreasing, and $r_{2}(t)$ is non-increasing with respect to $t$, the following statements hold:

$$
\begin{array}{ll}
\forall t<t_{P}, & r_{1}(t)>0 \\
\forall t \geq t_{P}, & r_{2}(t)<-s . \tag{A.2}
\end{array}
$$

Thus, $P \Rightarrow \neg C$. Similarly, for proposition $Q$, let $t_{Q}$ be the time such that $r_{1}\left(t_{Q}\right)=-s$ and $r_{2}\left(t_{Q}\right)>0$ hold. Then we have

$$
\begin{array}{ll}
\forall t>t_{Q}, & r_{1}(t)<-s, \\
\forall t \leq t_{Q}, & r_{2}(t)>0 . \tag{A.4}
\end{array}
$$

Thus, $Q \Rightarrow \neg C$. Therefore, $P \vee Q \Rightarrow \neg C$.
To prove $P \vee Q \Leftarrow \neg C$, we prove its contrapositive $(\neg P \wedge \neg Q) \Rightarrow C$. From (2.6), we have

$$
\begin{align*}
& \neg P=\left\{\forall t, r_{1}(t) \neq 0 \vee r_{2}(t) \geq-s\right\},  \tag{A.5}\\
& \neg Q=\left\{\forall t, r_{1}(t) \neq-s \vee r_{2}(t) \leq 0\right\} .
\end{align*}
$$

If $(\neg P \wedge \neg Q)=$ true, then both $\neg P=$ true and $\neg Q=$ true. Let $t_{P}$ and $t_{Q}$ be the times such that $r_{1}\left(t_{P}\right)=0$ and $r_{1}\left(t_{Q}\right)=-s$, respectively. Based on (A.5), $r_{2}\left(t_{P}\right) \geq-s$ and $r_{2}\left(t_{Q}\right) \leq 0$ must hold. Then we have $\neg P \Longrightarrow P_{1} \vee P_{2}$, where $P_{1}$ and $P_{2}$ are the propositions

$$
\begin{align*}
P_{1} & :=\left\{\exists t_{P}, r_{1}\left(t_{P}\right)=0 \wedge r_{2}\left(t_{P}\right) \in[-s, 0]\right\}, \\
P_{2} & :=\left\{\exists t_{P}, r_{1}\left(t_{P}\right)=0 \wedge r_{2}\left(t_{P}\right) \in(0, \infty)\right\} . \tag{A.6}
\end{align*}
$$

Note that here we divided $r_{2}\left(t_{P}\right) \geq-s$ into two cases: $r_{2}\left(t_{P}\right) \in[-s, 0]$ and $r_{2}\left(t_{P}\right) \in(0, \infty)$. Similarly, we obtain $\neg Q \Longrightarrow Q_{1} \vee Q_{2}$, where $Q_{1}$ and $Q_{2}$ are

$$
\begin{align*}
& Q_{1}:=\left\{\exists t_{Q}, r_{1}\left(t_{Q}\right)=-s \wedge r_{2}\left(t_{Q}\right) \in[-s, 0]\right\},  \tag{A.7}\\
& Q_{2}:=\left\{\exists t_{Q}, r_{1}\left(t_{Q}\right)=-s \wedge r_{2}\left(t_{Q}\right) \in(-\infty,-s)\right\} .
\end{align*}
$$

Therefore, $(\neg P \wedge \neg Q) \Longrightarrow\left(P_{1} \vee P_{2}\right) \wedge\left(Q_{1} \vee Q_{2}\right)$. On the other hand,

$$
\begin{align*}
& \left(P_{1} \vee P_{2}\right) \wedge\left(Q_{1} \vee Q_{2}\right)  \tag{A.8}\\
& =\left(P_{1} \wedge Q_{1}\right) \vee\left(P_{1} \wedge Q_{2}\right) \vee\left(P_{2} \wedge Q_{1}\right) \vee\left(P_{2} \wedge Q_{2}\right)
\end{align*}
$$

One can confirm that $\left(P_{2} \wedge Q_{2}\right) \Longrightarrow C$. Also, $P_{1} \Longrightarrow C$ and $Q_{1} \Longrightarrow C$. Thus, it follows from (A.8) that $(\neg P \wedge \neg Q) \Longrightarrow C$. These complete the proof.

## APPENDIX B

## Conflict Chart Boundaries

Boundaries $p_{1}$ and $p_{2}$ in (2.15), (2.16), and (2.17) are given by

$$
\begin{align*}
& r_{2}=p_{1}\left(r_{1}, v_{1}, v_{2}\right)=p\left(t_{\mathrm{p} 1}, v_{2}\right),  \tag{B.1}\\
& r_{2}=p_{2}\left(r_{1}, v_{1}, v_{2}\right)=p\left(t_{\mathrm{p} 2}, v_{2}\right), \tag{B.2}
\end{align*}
$$

where

$$
p\left(t_{\mathrm{p} 1}, v_{2}\right)= \begin{cases}t_{\mathrm{p} 1} v_{2}+\frac{1}{2} t_{\mathrm{p} 1}^{2} a_{\max , 2}-s & \text { if } v_{2} \leq v_{\max , 2}-t_{\mathrm{p} 1} a_{\mathrm{max}, 2}  \tag{B.3}\\ -\frac{\left(v_{\max , 2}-v_{2}\right)^{2}}{2 a_{\max , 2}}+t_{\mathrm{p} 1} v_{\max , 2}-s & \text { if } v_{2}>v_{\max , 2}-t_{\mathrm{p} 1} a_{\mathrm{max}, 2}\end{cases}
$$

with $t_{\mathrm{p} 1}=t_{\mathrm{p}}\left(a_{\mathrm{max}, 1}\right)$ and $t_{\mathrm{p} 2}=t_{\mathrm{p}}\left(a_{\min , 1}\right)$, where the function $t_{\mathrm{p}}(a)$ is given by the following three cases depending on the sign of its argument.
(i) For $a>0$,

$$
t_{\mathrm{p}}(a)= \begin{cases}\frac{\sqrt{v_{1}^{2}+2 a r_{1}}-v_{1}}{a} & \text { if } r_{1} \leq \frac{v_{\max }^{2}-v_{1}^{2}}{2 a}  \tag{B.4}\\ \frac{v_{\text {max }, 1}-v_{1}}{a}+\frac{r_{1}-\frac{v_{\text {max }, 1}^{2}-v_{1}^{2}}{2 a}}{v_{\text {max }, 1}} & \text { if } r_{1}>\frac{v_{\text {max }, 1}^{2}-v_{1}^{2}}{2 a}\end{cases}
$$

(ii) For $a=0$,

$$
\begin{equation*}
t_{\mathrm{p}}(a)=\frac{r_{1}}{v_{1}} . \tag{B.5}
\end{equation*}
$$

(iii) For $a<0$,

$$
t_{\mathrm{p}}(a)= \begin{cases}-\frac{v_{1}-\sqrt{v_{1}^{2}+2 a r_{1}}}{a} & \text { if } r_{1} \leq-\frac{v_{1}^{2}-v_{\min , 1}^{2}}{2 a}  \tag{B.6}\\ -\frac{v_{1}-v_{\min , 1}}{a}+\frac{r_{1}+\frac{v_{1}^{2}-v_{\min , 1}^{2}}{2 a}}{v_{\min , 1}} & \text { if } r_{1}>-\frac{v_{1}^{2}-v_{\min , 1}^{2}}{2 a}\end{cases}
$$

Note that $t_{\mathrm{p} 1}$ and $t_{\mathrm{p} 2}$ are the time needed for the remote vehicle to reach conflict zone, with $u_{1}(t) \equiv a_{\max , 1}$ and $u_{1}(t) \equiv a_{\min , 1}$, respectively. Thus, the relation $t_{\mathrm{p} 2} \geq t_{\mathrm{p} 1}$ always holds, and therefore, we have $p_{2}\left(r_{1}, v_{1}, v_{2}\right) \geq p_{1}\left(r_{1}, v_{1}, v_{2}\right)$.

Boundaries $q_{1}$ and $q_{2}$ in (2.18), (2.19), and (2.20) are given by

$$
\begin{align*}
& r_{2}=q_{1}\left(r_{1}, v_{1}, v_{2}\right)=q\left(t_{\mathrm{q} 1}, v_{2}\right),  \tag{B.7}\\
& r_{2}=q_{2}\left(r_{1}, v_{1}, v_{2}\right)=q\left(t_{\mathrm{q} 2}, v_{2}\right), \tag{B.8}
\end{align*}
$$

where

$$
q\left(t_{\mathrm{q} 1}, v_{2}\right)= \begin{cases}t_{\mathrm{q} 1} v_{2}+\frac{1}{2} t_{\mathrm{q} 1}^{2} a_{\min , 2} & \text { if } v_{2} \geq-t_{\mathrm{q} 1} a_{\min , 2}  \tag{B.9}\\ -\frac{v_{2}^{2}}{2 a_{\min , 2}} & \text { if } v_{2}<-t_{\mathrm{q} 1} a_{\min , 2}\end{cases}
$$

with $t_{\mathrm{q} 1}=t_{\mathrm{q}}\left(a_{\min , 1}\right)$ and $t_{\mathrm{q} 2}=t_{\mathrm{q}}\left(a_{\max , 1}\right)$, where the function $t_{\mathrm{q}}(a)$ is defined below.
(i) For $a>0$,

$$
t_{\mathrm{q}}(a)= \begin{cases}\frac{\sqrt{v_{1}^{2}+2 a\left(r_{1}+s\right)}-v_{1}}{a} & \text { if } r_{1} \leq \frac{v_{\text {max }, 1}^{2}-v_{1}^{2}}{2 a}-s,  \tag{B.10}\\ \frac{v_{\text {max }, 1}-v_{1}}{a}+\frac{r_{1}+s-\frac{v_{\text {max }, 1}^{2}-v_{1}^{2}}{2 a}}{v_{\text {max }, 1}} & \text { if } r_{1}>\frac{v_{\text {max }, 1}^{2}-v_{1}^{2}}{2 a}-s\end{cases}
$$

(ii) For $a=0$,

$$
\begin{equation*}
t_{\mathrm{q}}(a)=\frac{r_{1}+s}{v_{1}} \tag{B.11}
\end{equation*}
$$

(iii) For $a<0$,

$$
t_{\mathrm{q}}(a)= \begin{cases}-\frac{v_{1}-\sqrt{v_{1}^{2}+2 a\left(r_{1}+s\right)}}{a} & \text { if } r_{1} \leq-\frac{v_{1}^{2}-v_{\min , 1}^{2}}{2 a}-s,  \tag{B.12}\\ -\frac{v_{1}-v_{\text {min }, 1}}{a}+\frac{r_{1}+s+\frac{v_{1}^{2}-v_{\text {min }, 1}^{2}}{v_{\text {min }, 1}}}{2 a} & \text { if } r_{1}>-\frac{v_{1}^{2}-v_{\text {min }, 1}^{2}}{2 a}-s\end{cases}
$$

We remark that in the above equations $a_{\text {max }, 2}>0, a_{\text {min }, 2}<0$, and $0<v_{\text {min }, 1}<v_{\text {max }, 1}$ hold by definition, and thus, the fractions are well-defined.

## APPENDIX C

## Proof of Theorem 1

In this appendix, we prove the communication requirement stated in Theorem 1.
Notice that boundary $q_{1}$ is upper bounded by $r_{2}=f\left(v_{2}\right)=-v_{2}^{2} /\left(2 a_{\min , 2}\right)$. Thus, to prove that $x(0) \in \mathcal{P}_{\mathrm{g}} \cup Q_{\mathrm{g}}$ holds for $r_{1} \geq r_{1}^{*}$, it is sufficient to show that $r_{1} \geq r_{1}^{*} \Rightarrow p_{1}\left(r_{1}, v_{1}, v_{2}\right)>f\left(v_{2}\right)$, $\forall v_{1} \in\left[v_{\min , 1}, v_{\max , 1}\right], \forall v_{2} \in\left[0, v_{\max , 2}\right]$.

Let us define

$$
\begin{equation*}
\delta\left(r_{1}, v_{1}, v_{2}\right):=p_{1}\left(r_{1}, v_{1}, v_{2}\right)-f\left(v_{2}\right) . \tag{C.1}
\end{equation*}
$$

By calculating $\frac{\partial \delta}{\partial v_{2}}\left(r_{1}, v_{1}, v_{2}\right)$, one may show that $\delta$ first increases and then decreases with respect to $v_{2}$ on $\left[0, v_{\max , 2}\right]$. That is, $\delta$ takes minimum value at $v_{2}=0$ or $v_{2}=v_{\max , 2}$.

Now consider the inequalities

$$
\begin{align*}
\delta\left(r_{1}, v_{1}, 0\right)>0 & \Longleftrightarrow r_{1}>g_{1}\left(v_{1}\right),  \tag{C.2}\\
\delta\left(r_{1}, v_{1}, v_{\max , 2}\right)>0 & \Longleftrightarrow r_{1}>g_{2}\left(v_{1}\right), \tag{C.3}
\end{align*}
$$

where $g_{1}$ and $g_{2}$ are functions of $v_{1}$. One can confirm that the $\underline{r}_{1}$ and $\bar{r}_{1}$ given in (2.22) correspond to the maximum values of $g_{1}$ and $g_{2}$ on $v_{1} \in\left[v_{\text {min, } 1,}, v_{\text {max, }}\right]$. Thus, if $r_{1} \geq r_{1}^{*}=\max \left\{\underline{r}_{1}, \bar{r}_{1}\right\}$, then both (C.2) and (C.3) hold independent of $v_{1}$. This yields that $\delta\left(r_{1}, v_{1}, v_{2}\right)>0$, i.e., $p_{1}\left(r_{1}, v_{1}, v_{2}\right)>f\left(v_{2}\right)$, $\forall v_{1} \in\left[v_{\min , 1}, v_{\max , 1}\right], \forall v_{2} \in\left[0, v_{\max , 2}\right]$.

## APPENDIX D

## Proof of Theorem 2

In this appendix, we prove Theorem 2, i.e., the relationships between the sets with and without intent information.

To prove (2.31) and (2.32), let us first prove the following two statements under vehicle 1's intent $v_{1} \in\left[\underline{v}_{1}, \bar{v}_{1}\right]$ and $u_{1} \in\left[\underline{a}_{1}, \bar{a}_{1}\right]:$

$$
\begin{align*}
& \bar{p}_{1}\left(r_{1}, v_{1}, v_{2}\right) \geq p_{1}\left(r_{1}, v_{1}, v_{2}\right) \\
& \bar{p}_{2}\left(r_{1}, v_{1}, v_{2}\right) \leq p_{2}\left(r_{1}, v_{1}, v_{2}\right)  \tag{D.1}\\
& \forall r_{1} \in(0, \infty), v_{1} \in\left[\underline{v}_{1}, \bar{v}_{1}\right], v_{2} \in\left[0, v_{\max , 2}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \bar{q}_{1}\left(r_{1}, v_{1}, v_{2}\right) \leq p_{1}\left(r_{1}, v_{1}, v_{2}\right), \\
& \bar{q}_{2}\left(r_{1}, v_{1}, v_{2}\right) \geq q_{2}\left(r_{1}, v_{1}, v_{2}\right),  \tag{D.2}\\
& \forall r_{1} \in[-s, \infty), v_{1} \in\left[\underline{v}_{1}, \bar{v}_{1}\right], v_{2} \in\left[0, v_{\max , 2}\right] .
\end{align*}
$$

Using (B.4)-(B.6) and (B.10)-(B.12), we calculate $\bar{t}_{p 1}, \bar{t}_{p 2}, \bar{t}_{q 1}$, and $\bar{t}_{q 2}$ with the remote vehicle's velocity and acceleration limits given by its intent. Since these limits never exceed the range [ $v_{\min , 1}, v_{\max , 1}$ ] and [ $\left.a_{\min , 1}, a_{\max , 1}\right]$ (cf. Definition 2), one can confirm that $\bar{t}_{p 1} \geq t_{p 1}, \bar{t}_{p 2} \leq t_{p 2}$, $\bar{t}_{q 1} \leq t_{q 1}$ and $\bar{t}_{q 2} \geq t_{q 2}$. Moreover, from (B.3) and (B.9), the function $p$ monotonically increases with respect to $t_{p 1}$ and $t_{p 2}$, and $q$ monotonically increases with respect to $t_{q 1}$ and $t_{q 2}$. Then, (D.1) and (D.2) follow from (B.1)-(B.2) and (B.7)-(B.8).

Finally, (2.31) is proved by combining (D.1) with (2.15)-(2.17) and (2.25)-(2.27), and (2.32) is proved by combining (D.2) with (2.18)-(2.20) and (2.28)-(2.30).

## APPENDIX E

## Prove the optimality of opportunistic control law

In this appendix, we prove the optimality of the solution (3.3).
From the dynamics (2.1), one can calculate

$$
T_{\text {exit }, 2}(t)=\left\{\begin{array}{l}
\frac{\sqrt{v_{2}^{2}(t)+2 a_{\max , 2}\left(r_{2}(t)+s\right)}-v_{2}(t)}{a_{\max }, 2}, \text { if } r_{2}(t) \leq \frac{v_{\max , 2}^{2}-v_{2}^{2}(t)}{2 a_{\max , 2}}-s,  \tag{E.1}\\
\frac{v_{\max , 2}-v_{2}(t)}{a_{\max , 2}}+\frac{r_{2}(t)+s}{v_{\max , 2}}-\frac{v_{\max , 2}^{2}-v_{2}^{2}(t)}{2 a_{\max , 2} v_{\max , 2}}, \quad \text { otherwise } .
\end{array}\right.
$$

which yields that

$$
J(t)=\frac{\mathrm{d}}{\mathrm{~d} t} T_{\text {exit }, 2}(t)= \begin{cases}-f_{1}(t) \operatorname{sat}\left(u_{2}(t)\right)-f_{2}(t), & \text { if } r_{2}(t) \leq \frac{v_{\max , 2}^{2}-v_{2}^{2}(t)}{2 a_{\max , 2}}-s,  \tag{E.2}\\ -g_{1}(t) \operatorname{sat}\left(u_{2}(t)\right)-g_{2}(t), & \text { otherwise },\end{cases}
$$

where

$$
\begin{align*}
& f_{1}(t)=\frac{1}{a_{\mathrm{max}, 2}}\left(1-\frac{v_{2}(t)}{\sqrt{v_{2}^{2}(t)+2 a_{\mathrm{max}, 2}\left(r_{2}(t)+s\right)}}\right), \\
& f_{2}(t)=\frac{v_{2}(t)}{\sqrt{v_{2}^{2}(t)+2 a_{\max , 2}\left(r_{2}(t)+s\right)}},  \tag{E.3}\\
& g_{1}(t)=\frac{1}{a_{\mathrm{max}, 2}}\left(1-\frac{v_{2}(t)}{v_{\max , 2}}\right), \quad g_{2}(t)=\frac{v_{2}(t)}{v_{\mathrm{max}, 2}} .
\end{align*}
$$

Thus, from (E.2), for all $t \in\left[t_{k}, t_{k+1}\right)$, independent of the value of $r_{2}(t)$ and $v_{2}(t)$, maximizing $\operatorname{sat}\left(u_{2}(t)\right)$ minimizes the cost function $J(t)$. This implies $u_{2}(t) \equiv a_{\text {max, } 2}$. Moreover, the constraint $x(t) \in \mathcal{A}_{Q}$ must hold. Since vehicle 1's status is unknown until $t_{k+1}$, we must assume the worst-case scenario $u_{1}(t) \equiv a_{\text {min,1 }}$ for $t>t_{k}$, and predict time $t_{k}^{*}$ such that $x\left(t_{k}^{*}\right)$ reaches the boundary of $\mathcal{A}_{Q}$. Based on the definition of $\mathcal{A}_{Q}, a_{\text {min, } 2}$ is the only input that can keep a state staying on the boundary of $\mathcal{A}_{Q}$ under the worst-case scenario. Therefore, (3.3) is the optimal solution to (3.2).

## APPENDIX F

## Proof of Lemma 1

$(\Rightarrow)$. The left hand side of (4.13) implies that for $\left(u_{1}, u_{2}\right) \equiv\left(a_{\text {min, } 1}, a_{\text {max, } 2}\right)$, one has $\exists u_{0}, \exists t \geq$ $0, h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$. Therefore, $h_{12}(t)=h_{10}(t)+h_{02}(t)+l \geq s_{\mathrm{F}}+s_{\mathrm{R}}+l$, implying that $t \in T$ is satisfied by such $t$.
$(\Leftarrow)$. The right hand side of (4.13) implies that for $\left(u_{1}, u_{2}\right) \equiv\left(a_{\min , 1}, a_{\text {max }, 2}\right)$, one has $\exists u_{0}, P$. Let $u_{0}^{*}$ and $t^{*}$ be an input $u_{0}$ and a time $t$ such that $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}}$ un$\operatorname{der}\left(u_{1}, u_{2}\right) \equiv\left(a_{\min , 1}, a_{\max , 2}\right)$. For $\left(u_{1}, u_{2}\right) \not \equiv\left(a_{\min , 1}, a_{\max , 2}\right)$, even larger $h_{10}$ and $h_{02}$ values are generated by the same input $u_{0}^{*}$ at $t^{*}$, that is, $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}}$ still holds. Therefore, $\forall u_{1}, \forall u_{2}, \exists u_{0}, P$.

## APPENDIX G

## Analytical forms of the boundaries that construct the opportunity set

In this appendix, we derive the analytical forms of the boundaries $\delta(t), h_{02}^{\min }(t)$, and $h_{02}^{\max }(t)$
With status information only, one has $\delta(t)=r_{1}^{*}(t)-r_{2}^{*}(t)-s_{\mathrm{F}}-2 l$, where

$$
\begin{align*}
& r_{1}^{*}(t)=g\left(r_{1}(0), v_{1}(0), a_{\min , 1}, v_{\min , 1}, v_{\max , 1}, t\right)  \tag{G.1}\\
& r_{2}^{*}(t)=g\left(r_{2}(0), v_{2}(0), a_{\max , 2}, v_{\min , 2}, v_{\max , 2}, t\right) \tag{G.2}
\end{align*}
$$

and the function $g\left(r(0), v(0), a, v_{\min }, v_{\text {max }}, t\right)$ is defined as
(i) For $a>0$,

$$
g\left(r(0), v(0), a, v_{\min }, v_{\max }, t\right)= \begin{cases}r(0)+v(0) t+\frac{1}{2} a t^{2} & \text { if } t \leq \frac{\left(v_{\max }-v(0)\right)}{a},  \tag{G.3}\\ r(0)-\frac{\left(v_{\max }-v(0)\right)^{2}}{2 a}+v_{\max } t & \text { otherwise }\end{cases}
$$

(ii) For $a=0$,

$$
\begin{equation*}
g\left(r(0), v(0), a, v_{\min }, v_{\max }, t\right)=r(0)+v(0) t \tag{G.4}
\end{equation*}
$$

(iii) For $a<0$,

$$
g\left(r(0), v(0), a, v_{\min }, v_{\max }, t\right)= \begin{cases}r(0)+v(0) t+\frac{1}{2} a t^{2} & \text { if } t \leq \frac{\left(v_{\min }-v(0)\right)}{a},  \tag{G.5}\\ r(0)-\frac{\left(v_{\min }-v(0)\right)^{2}}{2 a}+v_{\min } t & \text { otherwise }\end{cases}
$$

and $h_{02}^{\min }(t)=\underline{r}_{0}^{*}(t)-r_{2}^{*}(t)-l, h_{02}^{\max }(t)=\bar{r}_{0}^{*}(t)-r_{2}^{*}(t)-l$, where

$$
\begin{align*}
& \underline{r}_{0}^{*}(t)= \begin{cases}\tilde{g}\left(r_{0}(0), v_{0}(0), t\right) & \text { if } t \leq \sigma, \\
g\left(r_{0}(\sigma), v_{0}(\sigma), a_{\min , 0}, v_{\min , 0}, v_{\max , 0}, t-\sigma\right) & \text { otherwise, }\end{cases}  \tag{G.6}\\
& \bar{r}_{0}^{*}(t)= \begin{cases}\tilde{g}\left(r_{0}(0), v_{0}(0), t\right) & \text { if } t \leq \sigma, \\
g\left(r_{0}(\sigma), v_{0}(\sigma), a_{\max , 0}, v_{\min , 0}, v_{\max , 0}, t-\sigma\right) & \text { otherwise },\end{cases}  \tag{G.7}\\
& \tilde{g}\left(r_{0}(0), v_{0}(0), t\right)=r_{0}(0)+v_{0}(0) t+\int_{0}^{t} \int_{0}^{\bar{t}} \operatorname{sat}(u(\tilde{t}-\sigma)) \mathrm{d} \tilde{t} \mathrm{~d} \bar{t},  \tag{G.8}\\
& r_{0}(\sigma)=\tilde{g}\left(r_{0}(0), v_{0}(0), \sigma\right),  \tag{G.9}\\
& v_{0}(\sigma)=v_{0}(0)+\int_{0}^{\sigma} \operatorname{sat}(u(\tilde{t}-\sigma)) \mathrm{d} \tilde{t} . \tag{G.10}
\end{align*}
$$

Note that for $t \in[0, \sigma], u(t-\sigma)$ represents the control command history of the ego vehicle, and thus, is a given deterministic function.

Under remote vehicles' intent, one shall calculate $\delta(t), h_{02}^{\min }(t)$, and $h_{02}^{\max }(t)$ in a similar way utilizing the previously given formulae, where $r_{1}^{*}(t)$ and $r_{2}^{*}(t)$ need to be updated as

$$
\begin{align*}
& r_{1}^{*}(t)= \begin{cases}g\left(r_{1}(0), v_{1}(0), \underline{a}_{1}, \underline{v}_{1}, \bar{v}_{1}, t\right) & \text { if } t \leq \Delta t_{1}, \\
g\left(r_{1}^{*}\left(\Delta t_{1}\right), v_{1}^{*}\left(\Delta t_{1}\right), a_{\min , 1}, v_{\min , 1}, v_{\max , 1}, t-\Delta t_{1}\right) & \text { otherwise }\end{cases}  \tag{G.11}\\
& r_{2}^{*}(t)= \begin{cases}g\left(r_{2}(0), v_{2}(0), \bar{a}_{2}, \underline{v}_{2}, \bar{v}_{2}, t\right) & \text { if } t \leq \Delta t_{2} \\
g\left(r_{2}^{*}\left(\Delta t_{2}\right), v_{2}^{*}\left(\Delta t_{2}\right), a_{\max , 2}, v_{\min , 2}, v_{\max , 2}, t-\Delta t_{2}\right) & \text { otherwise }\end{cases} \tag{G.12}
\end{align*}
$$

where $v_{1}^{*}\left(\Delta t_{1}\right)=\hat{g}\left(v_{1}(0), \Delta t_{1}, \underline{a}_{1}, \underline{v}_{1}, \bar{v}_{1}\right)$ and $v_{2}^{*}\left(\Delta t_{2}\right)=\hat{g}\left(v_{2}(0), \Delta t_{2}, \bar{a}_{2}, \underline{v}_{2}, \bar{v}_{2}\right)$, with the function $\hat{g}(v(0), \Delta t, a, \underline{v}, \bar{v})$ given as

$$
\hat{g}(v(0), \Delta t, a, \underline{v}, \bar{v})= \begin{cases}\max \{v(0)+a \Delta t, \underline{v}\} & \text { if } a \leq 0  \tag{G.13}\\ \min \{v(0)+a \Delta t, \bar{v}\} & \text { otherwise }\end{cases}
$$

Notice that under communication delay, one needs to replace $r_{1}(0), v_{1}(0), r_{2}(0)$, and $v_{2}(0)$ in (G.1), (G.2), (G.11), and (G.12) with their estimated values based on Theorem 4. Also, $\Delta t_{1}$ and $\Delta t_{2}$ shall be substituted by $\max \left\{0, \Delta t_{1}-\tau_{1}\right\}$ and $\max \left\{0, \Delta t_{2}-\tau_{2}\right\}$, respectively.

## APPENDIX H

## Proof of Theorem 3

If $\Gamma \neq \emptyset$, then according to the definition of $\Gamma$ in (4.14), under $\left(u_{1}, u_{2}\right) \equiv\left(a_{\min , 1}, a_{\text {max }, 2}\right)$, one has $\exists u_{0}, \exists t \in T, s_{\mathrm{R}} \leq h_{02}(t) \leq \delta(t)$. Substituting $\delta(t)=h_{12}(t)-s_{\mathrm{F}}-l$ gives $h_{02}(t) \leq h_{12}(t)-s_{\mathrm{F}}-l$, i.e., $s_{\mathrm{F}} \leq h_{10}(t)$. These and Lemma 1 yield $\mathbf{x}(0) \in \mathcal{P}_{\mathrm{g}}$.

If $\Gamma=\emptyset$, then under $\left(u_{1}, u_{2}\right) \equiv\left(a_{\text {min, } 1}, a_{\text {max }, 2}\right)$, one has $\forall u_{0}(t), \forall t \in T, \neg\left\{s_{\mathrm{R}} \leq h_{02}(t) \leq \delta(t)\right\}$, i.e., $\neg\left\{h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right\}$. Also, $\forall t \notin T$ one still obtains $\neg\left\{h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right\}$. Therefore, for $\left(u_{1}, u_{2}\right) \equiv\left(a_{\text {min, } 1}, a_{\text {max }, 2}\right), \forall u_{0}, \neg P$. This yields $\mathbf{x}(0) \notin \mathcal{P}_{\mathrm{g}}$.

## APPENDIX I

## Proof of Theorem 4

By noting that $\mathbf{x}_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ is equivalent to $\left\{u_{1}(t) \equiv a_{\text {min }, 1}, t \in\left[-\tau_{1}, 0\right], u_{2}(t) \equiv a_{\text {max }, 2}, t \in\right.$ $\left.\left[-\tau_{2}, 0\right], \forall u_{1}(t), t>0, \forall u_{2}(t), t>0, \exists u_{0}(t), t>0, P\right\}, \tilde{P}_{\mathrm{g}} \Longrightarrow \mathbf{x}_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ is obvious based on the definition of $\tilde{P}_{\mathrm{g}}$ in (4.19).

If $\mathbf{x}_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$ holds, let $u_{0}^{*}$ and $t^{*}$ be an input $u_{0}$ and a time $t$ such that the proposition $P$ holds, i.e., $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}}$. Then, $\forall u_{1}(t) \not \equiv a_{\text {min, } 1,}, t \in\left[-\tau_{1}, 0\right], \forall u_{2}(t) \not \equiv a_{\text {max }, 2}, t \in\left[-\tau_{2}, 0\right]$, at time $t^{*}$ even larger $h_{10}$ and $h_{02}$ values are obtained by the same input $u_{0}^{*}$, that is, $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}}$ still holds. Thus, $\tilde{P}_{\mathrm{g}} \Longleftarrow \mathbf{x}_{\text {est }}(0) \in \mathcal{P}_{\mathrm{g}}$. These give (4.23).

On the other hand, (4.24) is obtained from (4.23) by noting that $\tilde{P}_{\mathrm{y}}=\neg \tilde{P}_{\mathrm{g}} \wedge \neg \tilde{P}_{\mathrm{r}}=\neg \tilde{P}_{\mathrm{g}} \wedge$ True $=$ $\neg \tilde{P}_{\mathrm{g}}$ and $\mathbf{x}_{\text {est }}(0) \in \mathcal{P}_{\mathrm{y}} \Longleftrightarrow \mathbf{x}_{\text {est }}(0) \notin \mathcal{P}_{\mathrm{g}}$.

These complete the proof of Theorem 4.

## APPENDIX J

## Analytical form of goal-oriented controller

Given a goal point $\left(t^{\mathrm{G}}, h_{02}^{\mathrm{G}}\right) \in \Gamma($ or $\bar{\Gamma})$, we have

$$
u_{0}^{\mathrm{G}}= \begin{cases}\frac{2\left(s^{\mathrm{G}}-\left(t^{\mathrm{G}}-\sigma\right) v_{0}\right)}{\left(t^{\mathrm{G}}-\sigma\right)^{2}}, & \text { if } s^{\mathrm{G}} \in\left[\frac{\left(t^{\mathrm{G}}-\sigma\right)\left(v_{0}+v_{\min , 0}\right)}{2}, \frac{\left(t^{\mathrm{G}}-\sigma\right)\left(v_{0}+v_{\max , 0)}\right.}{2}\right],  \tag{J.1}\\ f_{1}\left(v_{0}, t^{\mathrm{G}}, s^{\mathrm{G}}\right), & \text { if } s^{\mathrm{G}} \in\left[0, \frac{\left(t^{\mathrm{G}}-\sigma\right)\left(v_{0}+v_{\min , 0}\right)}{2}\right], \\ f_{2}\left(v_{0}, t^{\mathrm{G}}, s^{\mathrm{G}}\right), & \text { otherwise. }\end{cases}
$$

Here, $v_{0}$ represents $v_{0}(\sigma)$ given in (G.10), and $s^{G}$ represents the distance that the ego vehicle shall travel for $t>\sigma$ to form the rear gap $h_{02}^{\mathrm{G}}$ at $t^{\mathrm{G}}$ considering the remote vehicle 2's worst-case behavior. Thus, $s^{\mathrm{G}}=r_{2}^{*}\left(t^{\mathrm{G}}\right)-r_{0}(\sigma)+h_{02}^{\mathrm{G}}+l$ for the $r_{2}^{*}(\cdot)$ in (G.2) or (G.12) depending on whether intent of remote vehicle 2 is available, and $r_{0}(\sigma)$ in (G.9).

$$
\begin{align*}
& f_{1}\left(v_{0}, t^{\mathrm{G}}, s^{\mathrm{G}}\right)= \begin{cases}\frac{2\left(s^{\mathrm{G}}-\left(t^{\mathrm{G}}-\sigma\right) v_{0}\right)}{\left(t^{\mathrm{G}}-\sigma\right)^{2}}, & \text { if } a_{\text {min }, 0} \geq \frac{v_{\text {min }, 0}-v_{0}}{t^{\mathrm{G}}-\sigma}, \\
\frac{\left(v_{0}-v_{\text {min }, 0}\right)^{2}}{2\left(\left(t^{\mathrm{G}}-\sigma\right) v_{\text {min }}-s^{\mathrm{G}}\right)}, & \text { otherwise },\end{cases}  \tag{J.2}\\
& f_{2}\left(v_{0}, t^{\mathrm{G}}, s^{\mathrm{G}}\right)= \begin{cases}\frac{2\left(s^{\mathrm{G}}-\left(t^{\mathrm{G}}-\sigma\right) v_{0}\right)}{\left(t^{\mathrm{G}}-\sigma\right)^{2}}, & \text { if } a_{\text {max }, 0} \leq \frac{v_{\text {max }, 0-v_{0}}^{t^{\mathrm{G}}}, \sigma}{t^{2}}, \\
\frac{\left(v_{0}-v_{\text {max }, 0}\right)^{2}}{2\left(\left(t^{\mathrm{G}}-\sigma\right) v_{\text {max }, 0}-s^{\mathrm{G}}\right)}, & \text { otherwise. } .\end{cases} \tag{J.3}
\end{align*}
$$

Notice that in (J.1), we divide $u_{0}^{\mathrm{G}}$ into three cases to deal with the speed saturation of the ego vehicle as it travels distance $s^{\mathrm{G}}$ during the time interval $\left(\sigma, t^{\mathrm{G}}\right]$.

## APPENDIX K

## Proof of Lemma 2

Here we prove (5.9).
$(\Rightarrow)$ From the left hand side, we know that for $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$, $\exists u_{0}(t), \exists t \geq 0, h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]$. Such $t$ must satisfy $t \in\left[0, t_{\mathrm{max}, 0}\right]$, since $r_{0}(t) \in[\underline{s}, \bar{s}]$ implies $t \in\left[0, t_{\mathrm{max}, 0}\right]$. Thus, the right hand side holds.
$(\Leftarrow)$ The right hand side implies that for $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right), \exists u_{0}(t), M$. Let $u_{0}^{*}$ and $t^{*}$ denote an input $u_{0}$ and a time $t$ such that $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}} \wedge r_{0}\left(t^{*}\right) \in[\underline{s}, \bar{s}]$ holds under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$. Now consider any $\left(u_{1}(t), u_{2}(t)\right) \not \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$ and the same $u_{0}^{*} . r_{0}\left(t^{*}\right)$ remains unchanged, while both $h_{10}\left(t^{*}\right)=r_{1}\left(t^{*}\right)-r_{0}\left(t^{*}\right)$ and $h_{02}\left(t^{*}\right)=r_{0}\left(t^{*}\right)-r_{2}\left(t^{*}\right)$ become larger. Thus, $h_{10}\left(t^{*}\right) \geq s_{\mathrm{F}} \wedge h_{02}\left(t^{*}\right) \geq s_{\mathrm{R}} \wedge r_{0}\left(t^{*}\right) \in[\underline{s}, \bar{s}]$ still holds, i.e., the left hand side.

## APPENDIX L

## Proof of Lemma 3

Below we prove (5.12).
$(\Rightarrow)$ The left hand side implies that for $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$, we have $\forall u_{0}(t), \forall t \geq 0$, $\neg\left(h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right)$. This follows directly the right hand side for $t \in\left[0, t_{\mathrm{max}, 0}\right]$.
$(\Leftarrow)$ We first note that $t \notin\left[0, t_{\max , 0}\right]$ implies $r_{0}(t) \notin[\underline{s}, \bar{s}]$. Thus, given the right hand side, we have that $\forall u_{0}(t), \forall t \geq 0, \neg\left(h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right)$ under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$. Moreover, for any $\left(u_{1}(t), u_{2}(t)\right) \not \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$, both $h_{10}(t)$ and $h_{02}(t)$ become smaller under any given $u_{0}(t)$. Thus, $\neg\left(h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}} \wedge r_{0}(t) \in[\underline{s}, \bar{s}]\right)$ still holds. This proves the left hand side.

## APPENDIX M

## Proof of Theorem 5

Here we prove (5.16).
$(\Rightarrow) \quad \Theta \neq \emptyset \quad$ implies that for $\quad\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$, we have $\exists u_{0}(t), \exists t \in\left[0, t_{\mathrm{max}, 0}\right], r_{0}(t) \in[\underline{s}, \bar{s}] \wedge r_{0}(t) \in \Gamma^{*}(t)$, where $\Gamma^{*}(t)$ denotes the slice of the set $\Gamma^{*}$ at time $t$. From the definition of $\Gamma^{*}, r_{0}(t) \in \Gamma^{*}(t) \Longleftrightarrow \Gamma(t) \neq \emptyset$, where $\Gamma(t)$ is the slice of the set $\Gamma$ at a given time $t$. From this, one can derive that $h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$ holds. These and Lemma 2 imply that $\mathbf{x}(0) \in \mathcal{M}_{\mathrm{g}}$.
$(\Leftarrow)$ We prove this by contrapositive. If $\Theta=\emptyset$, then under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right)$, $\forall u_{0}(t), \forall t \in\left[0, t_{\mathrm{max}, 0}\right], \neg\left(r_{0}(t) \in[\underline{s}, \bar{s}] \wedge r_{0}(t) \in \Gamma^{*}\right)$. That is, similar to the argument above, $\neg\left(r_{0}(t) \in[\underline{s}, \bar{s}] \wedge h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right)$. Also, $\forall t \notin\left[0, t_{\mathrm{max}, 0}\right]$, we always have $r_{0}(t) \notin[\underline{s}, \bar{s}]$. Therefore, for $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\underline{u}_{1}(t), \bar{u}_{2}(t)\right), \forall u_{0}(t), \neg M$. This implies $\mathbf{x}(0) \notin \mathcal{M}_{\mathrm{g}}$.

## APPENDIX N

## Proof of Theorem 6

Below we prove (5.18).
$(\Rightarrow) \quad$ If $\quad \Theta=\emptyset \quad$ under $\quad\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right), \quad$ then $\quad \forall u_{0}(t), \quad \forall t \in\left[0, t_{\max , 0}\right]$, $\neg\left(r_{0}(t) \in[\underline{s}, \bar{s}] \wedge r_{0}(t) \in \Gamma^{*}(t)\right)$ holds. Since $r_{0}(t) \in \Gamma^{*}(t) \Longleftrightarrow h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$, we have $\neg\left(r_{0}(t) \in[\underline{s}, \bar{s}] \wedge h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}\right)$. These and Lemma 3 imply that $\mathbf{x}(0) \in \mathcal{M}_{\mathrm{r}}$. $(\Leftarrow)$ We prove this by contrapositive. If $\Theta \neq \emptyset$ under $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right)$, then we have $\exists u_{0}(t), \quad \exists t \in\left[0, t_{\max , 0}\right], \quad r_{0}(t) \in[\underline{s}, \bar{s}] \wedge r_{0}(t) \in \Gamma^{*}(t)$. That is, $r_{0}(t) \in[\underline{s}, \bar{s}] \wedge h_{10}(t) \geq s_{\mathrm{F}} \wedge h_{02}(t) \geq s_{\mathrm{R}}$. Thus, for $\left(u_{1}(t), u_{2}(t)\right) \equiv\left(\bar{u}_{1}(t), \underline{u}_{2}(t)\right), \exists u_{0}(t), M$. This implies $\mathbf{x}(0) \notin \mathcal{M}_{\mathrm{r}}$.

## APPENDIX 0

## Proof of the relationship in equation 5.19

For simplicity of notation, we define a proposition

$$
\begin{equation*}
Q:=\left\{r_{0}(t) \geq-s \wedge-s \leq r_{1}(t) \leq 0\right\}, \tag{0.1}
\end{equation*}
$$

then (6.19) becomes $P \Longleftrightarrow\{\forall t, \neg Q\}$.
We first prove $P \Longrightarrow\{\forall t, \neg Q\}$. If $P=$ true, then according to definition (6.18), one can find such a time $t=\bar{t}$ that $r_{0}(\bar{t})<-s \wedge r_{1}(\bar{t})=0$ holds. This yields immediately $\neg Q=$ true at such $\bar{t}$. Since the vehicles do not move backward, for any given $t>\bar{t}, r_{0}(t)<-s$ still holds, while for any given $t<\bar{t}$, one has $r_{1}(t)>0$. Therefore, $\neg Q=$ true also holds for any $t \neq \bar{t}$. These lead to $\{\forall t, \neg Q\}$.

To show $P \Longleftarrow\{\forall t, \neg Q\}$, we prove its contrapositive, i.e., $\neg P \Longrightarrow\{\exists t, Q\}$. From (6.18) we have $\neg P=\left\{\forall t, r_{0}(t) \geq-s \vee r_{1}(t) \neq 0\right\}$. Since $r_{1}(t)$ monotonically decreases along $t$ with $\dot{r}_{1} \leq-v_{\text {min, } 1}<0$, there must exist a time $\tilde{t}$, such that $r_{1}(\tilde{t})=0$. If $\neg P=$ true, then at such $\tilde{t}$ we have $r_{0}(\tilde{t}) \geq-s$. Hence, $\neg P \Longrightarrow\left\{\exists t=\tilde{t}, r_{0}(\tilde{t}) \geq-s \wedge r_{1}(\tilde{t})=0\right\} \Longrightarrow\{\exists t, Q\}$. These complete the proof of (6.19).

## APPENDIX P

## Proof of Theorem 7

The relationship (6.25) is shown below.
$(\Longrightarrow)$. We prove its contrapositive, i.e., $\mathbf{X}\left(t_{k}\right) \notin \mathcal{P}_{\mathrm{g}}^{\mathrm{A}} \Longleftarrow T_{0}^{\mathrm{A}} \geq T_{1}$. If $T_{0}^{\mathrm{A}} \geq T_{1}$, then for any admissible input $u_{0}$, we have $\bar{T}_{0}^{\mathrm{A}} \geq T_{0}^{\mathrm{A}} \geq T_{1}$, where $\bar{T}_{0}^{\mathrm{A}}$ represents the time such that $r_{0}(t)=-s$ under the given $u_{0}$. Thus, $\exists u_{1}$ in (6.27), $\forall u_{0}, r_{0}\left(T_{1}\right) \geq r_{0}\left(\bar{T}_{0}^{\mathrm{A}}\right) \geq-s \wedge r_{1}\left(T_{1}\right)=0$, implying $\left\{\exists t=T_{1}, Q\right\}$, where proposition $Q$ is defined by (O.1) in Appendix K. Based on (6.19), we have $\exists u_{1}, \forall u_{0}, \neg P$, that is, $\mathbf{X}\left(t_{k}\right) \notin \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$.
( $\Longleftarrow)$. If $T_{0}^{\mathrm{A}}<T_{1}$, then for any admissible input $u_{1}$, we have $T_{0}^{\mathrm{A}}<T_{1} \leq \bar{T}_{1}$, where $\bar{T}_{1}$ represents the time such that $r_{1}(t)=0$ under the given $u_{1}$. Thus, $\forall u_{1}, \exists u_{0}$ in (6.26), $r_{0}\left(\bar{T}_{1}\right)<r_{0}\left(T_{0}^{\mathrm{A}}\right)=$ $-s \wedge r_{1}\left(\bar{T}_{1}\right)=0$. That is, $\forall u_{1}, \exists u_{0}, P$, i.e., $\mathbf{X}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{A}}$.

## APPENDIX Q

## Proof of Theorem 8

Below we prove the relationship (6.28).
$(\Longrightarrow)$. If $\mathbf{x}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$, then for the inputs $u_{0}$ and $u_{1}$ in (6.29) and (6.27), we have $\exists t, r_{0}(t)<-s \wedge r_{1}(t)=0$. Such $t$ must be unique since $r_{1}(t)$ is monotonic along $t$, yielding $t=T_{1}$. Thus, $T_{0}^{\mathrm{H}}<T_{1}$ holds obviously.
$(\Longleftarrow)$. If $T_{0}^{\mathrm{H}}<T_{1}$, then for the inputs $u_{0}$ and $u_{1}$ in (6.29) and (6.27), we have $r_{0}\left(T_{1}\right)<-s \wedge r_{1}\left(T_{1}\right)=0$. For any admissible $u_{0}$ and $u_{1}$ other than (6.29) and (6.27), let $\bar{T}_{0}^{\mathrm{H}}$ and $\bar{T}_{1}$ be the times such that $r_{0}=-s$ and $r_{1}=0$. We have $\bar{T}_{0}^{\mathrm{H}}<T_{0}^{\mathrm{H}}<T_{1}<\bar{T}_{1}$. Thus, $r_{0}\left(\bar{T}_{1}\right)<-s \wedge r_{1}\left(\bar{T}_{1}\right)=0$. These imply $\mathbf{x}\left(t_{k}\right) \in \mathcal{P}_{\mathrm{g}}^{\mathrm{H}}$.
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