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ABSTRACT

Spatial information about the interaction of radiation and matter within a scintil-

lation detector, also known as event topology, can be obtained from various detector

designs. This work explores a new application of event topology for spectroscopy in

extreme pileup environments, and a novel technique for measuring event topology

through stochastic confinement of scintillation photons.

The determination of the spectral characteristics of a polyenergetic beam of ra-

diation traditionally depends upon resolving the interactions of individual particles,

and then correlating features of the resulting distribution of energy deposition to

the energy of the incident particles. In environments in which many particles arrive

at the detector simultaneously, it can be very difficult to discern the interactions

of individual particles. A study detailing a new technique to address this problem

is presented, wherein an incident beam of gamma rays is first Compton scattered,

and then a physically segmented scintillation detector system is used to measure the

topology of scattered gamma rays. The distribution of scattered gamma rays carries

information about the incident beam, from which the spectral characteristics can be

reconstructed. This technique could be applied to characterize laser-driven inverse-

Compton scattering sources, which produce a short but intense burst of collimated,

quasi-monoenergetic photons.

In a typical scintillation detector, the scintillation light may reflect many times

within the volume before being collected and converted to an electronic signal, usu-
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ally with a single photosensor. A consequence of this is that the detailed location

of interaction is often difficult to reconstruct. Measuring the event topology in scin-

tillation detectors can be accomplished by physically segmenting the volume into

voxels, or by recording the spatial and/or temporal distribution of light arriving

at multiple photosensors surrounding an un-voxelized scintillator volume. The first

method generally requires many channels and can be difficult to fabricate, while

the second method can be inefficient and suffer from poor spatial resolution. This

thesis investigates a new method for measuring event topology based on opaque scin-

tillators. In opaque scintillation detectors, virtual voxelization can be achieved by

repeatedly scattering the scintillation photons, such that they are effectively con-

fined to a small lightball around their origin. Then the photons can be collected by

a lattice of wavelength-shifting fibers. The theory and simulation of light transport

and collection in such a system are presented, and an experiment is described that

measured the absolute efficiency of light collection from an opaque liquid to validate

the simulation. Two prototypes are described and characterized, based on the wax-

based opaque scintillator and the opaque water-based liquid scintillator. The key

result is the demonstration of reconstruction of the position of point-like events with

a precision of 4.4 mm, corresponding to approximately 25% of the fiber spacing. The

resulting fine voxelization could benefit applications that require topological recon-

struction and scaling to large volumes, including antineutrino detection, gamma-ray,

neutron, and muon imaging, and positron-emission tomography.
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CHAPTER I

Introduction

This chapter lays the groundwork for the research questions explored in this the-

sis. Initially, it explains the operating principles of scintillation detectors, highlight-

ing how many traditional designs fail to capture the spatial distribution of energy

deposited by interacting particles. Subsequently, it delves into the potential appli-

cations of this topological data and examines existing technologies that effectively

measure or reconstruct it. Finally, it outlines the major themes of this study and

the structure of the subsequent chapters.

1.1 Fundamentals of radiation detection

The detection and measurement of ionizing radiation has many applications, from

healthcare [1] and the nuclear power industry [2] to astronomy [3]. The detection

of gamma rays and neutrons is of particular interest to defense nonproliferation, as

they comprise important signals from the special nuclear material (SNM) necessary

to construct nuclear weapons [4].

The detection of radiation requires an interaction between the incident particle

and the detector. The nature of this interaction can vary by the type and energy

of incident radiation and the composition of the detector, but in all cases – for the

interaction to be detectable – there must be an energy deposition, which then must

1
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be converted to a measurable signal. One such method is to construct a detector

from material that can convert the energy deposited by the incident radiation to

visible light. These detectors are referred to as scintillators.

It should be mentioned that a similar but distinct type of detector relies on the

generation of light by a different mechanism: the Cherenkov effect. Charged particles

emit Cherenkov light when they have speeds greater than the speed of light in the

medium in which they are traveling. This can occur, for instance, for a Compton

electron following a high-energy gamma-ray scatter in water. This is the origin of the

famous blue glow in the cores of nuclear reactors. Cherenkov detectors have several

useful properties but are not discussed further in this thesis.

1.2 Detectors based on scintillation

The idea of using scintillation for radiation detection dates back at least to Rönt-

gen’s discovery in 1895, in which he surmised the existence of X rays by observing

the scintillation light on a screen composed of barium platinocyanide [5].

In a scintillation detector, the energy deposited in the interaction causes material

excitation, which then de-excites via the emission of light, usually in the UV or vis-

ible range. The amount of light emitted for a given amount of energy deposited is

called the “light yield” of the detector and is usually quoted in units of photons/MeV

of energy deposited. The emission is generally isotropic. The scintillation light is

then collected by a photosensor, e.g., a photomultiplier tube (PMT) or silicon photo-

multiplier (SiPM). Radiation detectors based on scintillation are normally designed

to be as transparent as possible to maximize light collection at the photosensor. A

scintillation photon may be reflected inside the detector volume several times before

it is collected. In other words, the design of traditional scintillation detectors aims
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for all photons, regardless of their position of origin, to have an equal chance of being

read out by the photosensor. A downside of this technique is that the information

about the location of energy deposition of the incident radiation is often obscured or

lost entirely.

1.2.1 Applications of event topological information in scintillation detectors

Spatial information on how an incident particle deposits energy in a detector

volume is known as event topology. Once determined, this information is useful in a

variety of ways.

1.2.1.1 Imaging

Perhaps the most common application of topological information in radiation

detection is source localization and imaging. The physics applied depends on the

nature of the incident particle.

If a detector or detector array is sufficiently large (on the order of a mean free

path of the incident radiation), the self-shielding effect of the detector material will

cause more events to occur on the side of the detector facing the source. From this

self-shielding or occlusion effect, crude source localization can be achieved [6].

A related technique uses a passive, absorbing mask to project an image onto the

detector or array that depends on the angular position of the source. This technique

can range in complexity from a pinhole camera [7], to Anger cameras [8] and coded

apertures [9].

For gamma-ray detection, a more sophisticated technique is known as the Comp-

ton camera. When a high-energy photon undergoes a Compton scattering event,

the angle of scatter depends on the incident direction, the initial energy, and the

deposited energy. If the photon is detected again at another location, possible di-
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Figure 1.1: A sketch of a simple Compton camera for determining the incident direction of gamma
rays, from Phillips [11]. If the energy and location of the scattering event (here shown
as E1) and the energy and location of the capture event (E2) are known, the possible
incident direction of the gamma ray is constrained to a cone.

rections of the original photon are constrained to a cone [10]. Figure 1.1 shows a

simple illustration of this technique. Overlapping multiple Compton cones yields a

most probable source direction (assuming a point source). The ultimate resolution

of such a system, as well as the convergence speed, depends upon the energy and

spatial resolution of the measurement of each interaction. A neutron scatter cam-

era operates on a different but related principle. The energy of a fast neutron is a

function of its speed, so if a neutron interacts twice in a detector system, the time

difference along with the distance traveled between the two events can be related to

the energy of the scattered neutron. The brightness of the first event can be related

to the energy deposited in that interaction, with the sum of the two equal to the

energy of the incident neutron [12]. The energy deposited in the first scatter, along

with the incident energy of the neutron, can be used to calculate the scattering angle.

Similar to the Compton camera, the possible vectors that point back to the source

from the detector are once again constrained to a cone. The incident direction of a

neutron that interacts only once in the detector system cannot be reconstructed in
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this way, and likewise, the incident direction of neutrons that scatter many times

in the detector system may be difficult to reconstruct in practice. Detectors of this

type rely on fast timing to achieve good energy resolution.

1.2.1.2 Particle type identification

Particle-type identification in scintillation detectors can be achieved in a variety

of ways, depending on the specific particle or particles that must be identified or

discriminated between. For instance, a common method of discriminating between

neutrons and gamma rays in scintillation detectors uses the difference in pulse shape

arising from either the recoil proton in a neutron scatter or the Compton electron in

a gamma-ray scatter event [13]. A proton deposits energy over a shorter track than

an electron, but in either case molecules can be excited into singlet or triplet states.

These two states often have different decay times, generally with the triplet states

taking longer to decay. After the singlet states have decayed away, the molecules

excited into triplet states can interact with one another, sometimes resulting in a

molecule that occupies a singlet state. That molecule then decays to the ground

state, emitting a scintillation photon in a process known as delayed fluorescence [14].

The interaction of two molecules excited to the triplet state depends, among other

factors, on the volumetric density of such molecules. The density is higher along the

track of an energetic proton than that of an energetic electron because of the higher

density of energy deposition. The net effect is that the tail of a voltage pulse arising

from a neutron scatter is contains more signal than that of a gamma ray scatter.

This method does not depend on the event topology.

An alternative method is to use the event topology to differentiate between inter-

actions. Using the example above, if the position of origin of all scintillation photons

is known, the neutron event will appear approximately point-like, but the gamma-ray
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scatter event will look like a track. For gamma-ray energies !MeV in non-gaseous

detectors, the track of an electron is often shorter than the position resolution of

the detector, and neutron-gamma discrimination using this technique becomes diffi-

cult. However, discrimination between e− and e+ has been demonstrated using this

method in the JUNO experiment [15] to reject background events.

1.2.1.3 Charged particle tracking

Charged particles deposit energy in scintillation detectors along the path they

travel. In the case of very energetic charged particles, the tracks can be long and

can contain information about the particle type or direction of travel.

An example of the usefulness of this information is in muon scattering tomogra-

phy. Muons originating from cosmic rays travel at speeds close to the speed of light

and are ideal for some tomographic applications because they are naturally abun-

dant, highly penetrating, and unlike neutrinos, always deposit energy when passing

through matter. Muon scattering tomography relies on the measurement of the an-

gular deviation of a muon as it passes through an object. In order to determine

this deviation, the initial and final trajectories of the muon must be known, which

requires tracking. A typical solution is to use four planar scintillation detectors (two

above the object and two below), which together provide the necessary informa-

tion. Position resolution for detector arrays of this type is generally on the order of

several mm to several cm [16].

1.2.2 Reconstruction of interaction position in traditional scintillators

The previous section described various applications of knowledge of event topology

in scintillation detectors but did not detail methods for obtaining that information.

There are several methods to reconstruct the position of the interaction in a scin-
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tillation detector, but I will categorize them broadly into unsegmented, physically

segmented, and virtually segmented designs.

1.2.2.1 Unsegmented scintillator detector designs

Reconstruction of event topology in unsegmented detectors generally relies upon

placing multiple, sometimes many, photosensors around the boundary of the scintil-

lation volume, and then using differences between the time and intensity of resulting

signals to deduce the nature of the interaction.

Tang et al. demonstrated position reconstruction of muon interactions in a

760 mm × 760 mm × 30 mm EJ-200 plastic scintillation panel [17], a schematic

of which is shown in Fig. 1.2. The position reconstruction depends on the differ-

ence in travel time for the scintillation photons to reach each PMT. The resolution

achieved in the x-y plane was 45 mm. Other similar designs use the relative inten-

sity of signal between the photosensors to calculate something analogous to a signal

center-of-mass, which is correlated with the position of interaction.

The Single Volume Scatter Camera (SVSC) collaboration developed a mono-

lithic prototype at Oak Ridge, Sandia, and Lawrence Berkeley National Laboratories

(among other institutions). Their 50× 56× 60 mm3 plastic scintillator cube is read

out by two 64-channel silicon photomultiplier (SiPM) arrays at opposite ends of the

detector volume. The nonactive sides are painted black to reduce reflections. The

operating principle is that the spatial distribution of hits on the SiPM array as well

as the time of arrival of each scintillation photon can be used to deduce the position,

energy, and timing of a neutron scatter so that double-scatter events can be used to

image the source. So far, no experimental data on reconstructions are available, but

they hope to achieve an angular resolution of approximately 0.1 radians [18].
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Figure 1.2: A sketch of a monolithic plastic scintillator with a photomultiplier tube at each corner
from Tang et al. [17]. The position of interaction is reconstructed from the relative
trigger times of each PMT.

1.2.2.2 Segmented scintillator detector designs

Another method to reconstruct information about event topology is to optically

segment a detector volume. Sometimes this is accomplished by wrapping long rect-

angular bars of scintillating material with a reflector, stacking them together, and

reading out the bars with a photosensor at each end. One such design is the Seg-

mented AntiNeutrino Directional Detector (SANDD) [19, 20], shown in Fig. 1.3. The

location of the bars provides information about the position of interaction along two

dimensions (x-y), where the bar that produced the most light is taken to be the

location of interaction. The position of the interaction in the third dimension (z) is

calculated from the difference in magnitude of the signal generated at each photo-

sensor. The resolution of the position in the x-y plane depends on the cross-sectional

size of the bars and was between 10 [19] and 25 mm [20] in the z-direction.

The SVSC Collaboration also developed an optically segmented prototype detec-

tor. It uses wrapped scintillator bars, similar to SANDD. The position resolution

in the x and y directions is dictated by the size of the bars (50 mm on a side).
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Figure 1.3: A rendering of the SANDD prototype design from Ref. [20]. All of the component
scintillator bars are a 6Li-doped plastic but vary in size and shape.

The z-position reconstruction ranges from about 15 mm to 25 mm depending on

whether pulse amplitude, timing, or a combination of both is used to do the recon-

struction [21].

A third example of physical segmentation are filter stack spectrometers. Filter

stack spectrometers have layers of detectors separated by absorbers, usually lead or

another high-z material. This results in a one-dimensional detector array. A com-

mon application of this type of detector is a spectral measurement of bremsstrahlung

radiation. X-ray attenuation through dense materials has a strong energy depen-

dence, so a given spectrum of incident X rays results in a unique distribution of

energy deposition among the layers. Filter stack spectrometers are typically made

with non-scintillating detectors, such as imaging plates or thermoluminescent detec-

tors [22]. However, these have the disadvantage of slow readout. For high repetition
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rate experiments, filter stack spectrometers have been proposed [23]. Notably, this

type of detector does not provide event topology within a detector layer for individ-

ual interactions. Instead, the aggregate topology for many incident X rays is used

to discern the distribution of initial X-ray energies.

1.2.2.3 Virtual segmentation (opaque scintillators)

Opaque scintillators are a novel technology that promises many unique advantages

over existing designs, and the study of this nascent technology constitutes a major

fraction of this thesis.

The idea of opaque scintillators was first published in 2021 by the LiquidO consor-

tium [24]. LiquidO is a group dedicated to the investigation of opaque scintillators

generally, and has several derived projects which aim to design and implement solu-

tions to a variety of specific problems in radiation detection. These include CLOUD

(a large detector that will provide insight into neutrino oscillation and other phenom-

ena of interest to the particle physics community), AM-OTech (a reactor monitoring

project), LPET-OTech (LiquidO for positron emission tomography), and others [25].

The Applied Nuclear Science Group at the University of Michigan is a member

institution of LiquidO and CLOUD, and much of the following work was done in

partnership with those collaborations.

In opaque scintillators, light confinement is achieved not by optical or mechanical

segmentation but by the nature of the random walk taken by each photon in a highly

scattering medium [26]. Thus, there is no “dead” material, and scaling up the size of

such a detector is relatively simple. Because segmentation is achieved without intro-

ducing non-scintillating material, we refer to this effect as “virtual segmentation”.

Wavelength-shifting (WLS) fibers can be used to collect the trapped light for

readout. If the fiber array is sufficiently dense, then the topology of the energy
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deposition inside a scintillation volume during a detection event can be reconstructed

and potentially used for particle-type identification, or even, in the case of multiple

scatters, to reconstruct the incident direction of the radiation.

Furthermore, because of the relaxation of the transparency constraint usually

levied on scintillator material design, novel bright scintillator materials can be con-

sidered, and doping, (e.g., with high-Z nanoparticles to increase photoelectric ab-

sorption of gamma rays) at unprecedented concentrations can be investigated.

1.3 Research question and organization of following chapters

The overarching goal of this thesis is to investigate some problems in radiation

detection that can be addressed by resolving the spatial distribution of light following

an “event” in scintillation detectors.

Here “event” usually means a discrete interaction of an incident quantum of radia-

tion in a detector volume. However, in some cases there are many interactions within

a very short time, and individual interactions cannot be distinguished. Chapter II

presents a method to recover spectroscopic information for measurements subject to

extreme pileup, as in the case of inverse Compton-scattered beams, through the use

of a segmented scintillator array. This technique is analogous to filter stack spec-

trometers in that it seeks to use the spatial distribution of many events to reconstruct

the characteristics of a group of incident particles. Each detector segment in the ar-

ray is at a distinct angle from a target detector, such that the angular distribution

of scattered gamma rays can be inferred and information about the incident energy

spectrum can be reconstructed.

Chapter III provides background and theory for opaque scintillators. Topics ad-

dressed include scattering and absorption in bulk medium, reflection and refraction
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into the WLS fibers, absorption by the WLS dye, and transport of the internally

reflected photons to the photosensor. Chapter IV details the first quantitative study

of light collection and transport from an inert opaque liquid into wavelength-shifting

fibers. A Monte Carlo model was developed and validated using experimental data

from a light injection system and compared with a diffusion model. The effect on

the light collection of bulk medium scattering and absorption is examined.

Chapter V is a discussion of the design considerations for the LiquidO in Michigan

Experiment (LiME), a 32-channel, 1-liter opaque scintillation detector system. Initial

attempts at the production and implementation of a wax-based opaque scintillator

called NoWASH-20 [27] are included, as well as the preliminary results from a cube

detector made from welded aluminum.

Chapter VI describes the development of the second generation of LiME based on

a 3D-printed acrylic cube. Experimental results from several fill liquids are shown,

including several opaque formulations of water-based liquid scintillators (oWblS).

The energy resolution and topological reconstruction precision are quantified.

Chapters II and III are based on peer-reviewed journal articles, whereas the re-

mainder of the chapters feature previously unpublished work. Chapter VI is in the

process of being published as an journal article.

Chapter VII provides context for the scope of work, summarizes the main results,

and provides a roadmap for future studies.



CHAPTER II

Gamma-Ray Spectroscopy Using Angular Distribution of
Compton Scattering

This chapter is based on an article published in 2022 in Nuclear Instruments and

Methods in Physics Research Section A and co-authored by Prof. Igor Jovanovic

[28].

The concept explored in this chapter differs from the remainder of the work in

this thesis in several ways. First, the detector system is sparsely voxelized, meaning

that only a portion of the space around the center of the experiment is instrumented.

Secondly, voxelization is achieved by using an array of discrete detectors, instead of

virtually segmenting a single detector. And thirdly, the detector system is designed

not to reconstruct event topology, but rather the spectral characteristics of a beam

of incident gamma rays. However, the underlying principle of the detection scheme

is the same as for opaque scintillators: by designing a detector system to be able to

measure the topology of an event in addition to simply quantifying energy deposition,

much more information can be deduced about the exciting particle or particles. In

this case, the topology of many scattering events is used to reconstruct information

about the spectral characteristics of a polyenergetic beam of gamma rays.

13
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2.1 Introduction

Intense pulsed sources of energetic electrons, such as those based on laser wake-

field acceleration [29], hold promise for a number of applications in science, industry,

medicine, and security [30]. One of the distinguishing features of those new sources

is their short pulse duration, which produces a high peak radiation flux. These

sources can be further used in conjunction with bremsstrahlung converter targets

or inverse Compton scattering (ICS) [31] to produce high-energy X rays. In ICS,

the X rays can be quasi-monochromatic, continuously tunable, and produced in a

well-collimated beam [31]. Typical ICS pulses can contain O(108) or more photons

within the span of a few ps or shorter [32]. No available single- or few-segment

detector can resolve individual photons for pulse-height spectroscopy under those

conditions while operating efficiently, i.e., requiring a single or few pulses to deter-

mine the pulse spectrum. Instead, an efficient detector would record a single, large

sum-pulse corresponding to the total energy deposited from many nearly simultane-

ous photon interactions. As a result, directly resolving the spectrum is not possible

using a traditional method, where the energy deposited in each interaction event is

measured separately. To date, ICS spectra have been calculated from the measured

spectra of the electron beams used in ICS [33], by analyzing the beam transmis-

sion through a series of lead filters [32] and similarly a stacked calorimeter [34], by

Compton-scattering the beam and performing magnetic spectroscopy on the Comp-

ton electrons [35], and by using an on-axis array of CsI scintillators, and comparing

the resulting distribution of scintillation light to simulation [36, 37]. Additionally, a

method of directly measuring Compton-scattered photons at a single angle of scatter

has been demonstrated [38], but this approach relies on high detector segmentation
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to prevent pileup and has low efficiency since scattering is measured only at a single

angle. A new method that utilizes Compton scattering is demonstrated, which can

reconstruct the photon energy spectral characteristics through analysis of the aggre-

gate angular distribution of Compton-scattered photons measurable on a single shot

and relating it to the known Klein-Nishina differential cross-section (KNDCS).

2.2 Theory

2.2.1 Klein-Nishina differential cross-section

The KNDCS, σ(E, θ), describes the probability for a photon of energy E to scatter

into a differential solid angle and is dependent on the incident photon energy E and

its scattering angle θ [39]:

σ(E, θ) = Zr20

[
1

1 + α(1− cos θ)

]2 (1 + cos2 θ

2

)(
1 +

α2(1− cos θ)2

(1 + cos2 θ)[1 + α(1− cos θ)]

)
,

(2.1)

where Z is the atomic number of the scattering atom, r20 is the classical electron

radius, and α = E/m0c2 is the photon energy normalized to electron rest mass

equivalent energy. Representative shapes of the KNDCS for several incident photon

energies ranging from 1 keV to 10 MeV are shown in Fig. 2.1.

A Compton-scattered polychromatic beam yields an angular distribution that is a

superposition of the angular distributions from all spectral components that comprise

the incident beam. For a continuous energy spectrum of incident photons collimated

into a beam and described by f(E) = dN/dE, the number of photons scattered at

an angle θ, D(θ) = dN/dΩ is

(2.2) D(θ) =

∫
σ(E, θ)f(E)dE,

neglecting photons that undergo multiple scattering. A photon with incident energy
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Figure 2.1: The Klein-Nishina differential cross-section shapes for photons of various energies scat-
tered off a hydrogen atom. The photon is incident at θ = 0 and the cross-section is
measured in m2. For heavier atoms, the magnitude of the KNDCS changes, but the
shape is invariant for a given photon energy. Higher energy photons are much less likely
to undergo a high-angle scattering than lower energy photons.

E scattered at angle θ has an energy

E ′(E, θ) =
E

(1 + α)(1− cos θ)
,(2.3)

and thus the differential scattered photon energy flux ΦE(θ) = dW/dΩ incident on

a point detector placed at an angle θ is

ΦE(θ) =

∫
σ(E, θ)E ′(E, θ)f(E)dE.(2.4)

The energy flux incident onto a detector placed at an angle θ is determined by

an energy-integrated product of the angular distribution of scattered photons, the

energy of scattered photons (which is also a function of angle and initial photon

energy), and the incident beam energy spectrum f(E). As a result, the shape of the

angular distribution of Compton-scattered photons contains information about the

energy spectrum of the incident beam.
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2.2.2 Detector array response

The response of a detector depends not only on ΦE(θ), but also on its intrinsic

efficiency and characteristic response function. The response of a 14-detector scintil-

lation array exposed to a scattered polychromatic photon beam is considered. Once

discretized, the array response can be modeled as

A
⎡

⎢⎢⎢⎢⎢⎣

a1,1 · · · a1,n

... . . . ...

a14,1 · · · a14,n

⎤

⎥⎥⎥⎥⎥⎦

x
⎡

⎢⎢⎢⎢⎢⎣

x1

...

xn

⎤

⎥⎥⎥⎥⎥⎦
=

b
⎡

⎢⎢⎢⎢⎢⎣

b1

...

b14

⎤

⎥⎥⎥⎥⎥⎦

(2.5)

where A is the detector array response matrix, in which ai,j is the light output in

detector i per photon entering the system at energy j, xn is the number of photons

in energy bin n, and bk is the total light output of the kth scintillation detector,

which is assumed to be proportional to deposited energy. In this formulation, A

is determined from modeling and simulation, while the light output b is measured

experimentally. The objective is to reconstruct the binned energy distribution x.

The expected light output in detector i in terms of A and x is given by

bi = ai,1x1 + ai,2x2 + ...+ ai,nxn.(2.6)

Note that the number of energy bins n in A and x must match but is not constrained

by the number of detectors.

2.2.3 Solution algorithms

The response matrix, A, has a high condition number (∼104 for 14 energy bins),

rendering a direct and accurate solution through matrix inversion challenging [40].

Among the methods commonly applied to ill-conditioned inverse problems, least
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squares, regularized least squares [41], singular value decomposition [42], and Tikhonov

regularization [43] were considered. While several of the methods are effective in sim-

ulating a large (>60-detector) array, they all failed with an array of more practical

size such as was employed in the experimental component of this study. Another

method of solving inverse problems is the maximum likelihood expectation maxi-

mization (MLEM) algorithm [44, 45]:

xk+1
j =

xk
j∑m

i=1 Aij

m∑

i=1

Aijbi∑n
l=1 Ailxk

l

,(2.7)

where x0 is an initial guess, here chosen as a flat positive spectrum with 100 pho-

tons/bin. This method is desirable because it does not require a priori knowledge of

the solution, making it capable of solving general problems. The MLEM algorithm

achieved the most accurate spectral reconstruction of the linear solvers compared in

this work, but it was sensitive to noise in the measurement vector b. Another tool

that can be used to solve problems of this type is an artificial neural network (ANN).

While the ANN functions as a “black box”, its ability to recognize patterns in the

pairings of x and b vectors still relies on the same physics described in Section 2.2.

Furthermore, the ANN demonstrated more tolerance to noise in the measured light

output of the array detectors than the MLEM algorithm and was more successful in

correctly reconstructing spectral shapes. The performance of an ANN is compared

to that of the MLEM in Section 2.5.1.

2.3 Simulation

2.3.1 Response matrix

A model was developed and the response matrix was simulated in the Geant4

framework [46]. Response matrices were generated for 14, 50,100, 250, 500 and 1000

energy bins. Two examples of the calculated response matrices are shown in Fig. 2.2.
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The light measured in a scintillation detector was assumed to be proportional to

energy deposited, since the detectors used in the experiment were previously found

to exhibit a good linearity over the energy range considered [47]. Two sets of re-

sponse matrices were generated. The first was made to simulate the monoenergetic

experiment described in Section 2.4.2; 4× 1010 photons with a flat energy spectrum

in the range of 0–2000 keV were simulated. The incident photons were generated

isotropically within a solid angle of 0.224 sr, such that the entire scattering target

was illuminated. As described in Eq. (2.5), the response matrix was filled such that

bin ai,j was the sum of all energy deposited in detector i by photons in energy bin

xj. Lastly, each bin was normalized to the number of photons within that energy

range that were incident on the detector system. As expected from the shapes of

the KNDCS at various energies (see Fig. 2.1), higher-energy photons preferentially

deposit energy in detectors placed at shallower angles with respect to the incident

photon direction (see Fig. 2.2). The second set of response matrices was generated

under the same conditions described above, except the photons were emitted in a

pencil beam instead of quasi-isotropically, which more accurately reflects the char-

acteristics of an ICS beam. For the simulation to match the array response, it is

necessary to include smearing and trigger thresholds. An event has a probability of

triggering the detector that depends on the detector resolution and trigger threshold.

For very low energy incident photons, this is impossible, which explains the empty

bins in the low energy region of the 500-bin response matrix shown in Fig.2.2.

2.4 Experiment

2.4.1 Array design

An organic liquid scintillator (2”×2” cylindrical Eljen EJ-309) was chosen as the

scattering target to strike a balance between scattering efficiency and minimizing
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Figure 2.2: Simulated response matrices of (left) 14 and (right) 500 energy bins for a 14-detector
array with 4× 1010 incident photons in the range of 0–2000 keV. Detector 1 is located
at a scattering angle of 12° with respect to the incident direction, and detector 14 is at
a scattering angle of 168°, with detectors spaced at 12°.

the fraction of events that involve double scatters and photoelectric absorption [48].

The detector array comprises 14 positions for a 2”×4”×16” NaI(Tl) scintillator,

with lead shielding placed between them to prevent crosstalk. The detector posi-

tions were arranged at 12° spacing with an uncertainty of ±2°, from 12° to 168°

(see Fig. 2.3). The distance between the source and the target was 0.75±0.05 m,

and the distance between the target and array detector face was 1 ±0.05 m. The

fundamental tradeoff arising in an experimental design that employs a fixed number

of independent detectors (pixels) is that between efficiency and fineness of angular

sampling. A statistically significant number of photons must be detected at each

detector position. Thus, the expected intensity of the incident signal informs the

constraints of the experimental geometry [38]. At the cost of increasing complexity,

additional array detector positions could be used. A three-dimensional array could

be constructed, sampling much of the sphere surrounding the target. Increasing the

number of detectors will likely improve the accuracy of spectral reconstruction by re-

ducing the impact of noise in the signal of each individual detector, but this requires
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an additional systematic study.

Figure 2.3: (left) A schematic of the experimental setup with an EJ-309 scattering target and 14
detector positions for a NaI(Tl) array detector. A photon is scattered from the target
detector to detector 3. The source is inside a lead housing to shield the array detectors
from direct exposure, and the detectors are shielded to prevent crosstalk. A coincidence
is required between the target and a single array detector for the event to be counted.
The light output of the array detector was integrated across the entire measurement
time to simulate pileup. (right) A photograph of the experimental setup, with the array
detector in position 1.

2.4.2 Experimental setup

For a single-shot measurement using this technique, careful calibration of the re-

sponse of each array detector would be necessary. This proof-of-concept experiment

used a single detector, and separate measurements were taken at each position. The

primary difference between measuring a single detector position at a time and us-

ing the entire array simultaneously is the chance for a photon to scatter from one

array detector to another, or crosstalk. Each detector position had two inches of

lead shielding it from its neighbors to minimize crosstalk. In a full-array simulation
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of 108 661.7-keV photons, no photons deposited energy in multiple array detectors;

therefore, the effect of crosstalk is negligible for the energy range used in this exper-

iment. The trigger threshold was set to 12 keV for the target detector and 18 keV

for the array detector. These thresholds were chosen to minimize low-energy events

from the background while still counting the lowest-energy true events. A 661.7 keV

photon scattered from the target detector into the array detector at the shallowest

angle (12°) deposits only 18.2 keV of energy into the target detector; however, a lower

threshold was required to account for the low energy resolution of EJ-309. Similarly,

a 661.7 keV photon scattered into the array detector at the largest angle of scatter

(168°) deposits up to 185.8 keV of energy. The measurements were taken with the

target detector operating in coincidence mode with the array detector, with a 96-ns

coincidence window. Data acquisition was performed using a CAEN V1725 digitizer

with DPP-PSD firmware and the CAEN CoMPASS software. Six-hour measure-

ments were taken using a 137Cs source with an activity of 62 ± 5 µCi. The source

was collimated to minimize direct irradiation of the array detector (see Fig. 2.3).

During a 6-hour measurement, approximately 5× 107 gamma rays were incident on

the scattering detector. This integrated fluence was chosen to be representative of

an ICS shot, wherein estimates for photon yield in practical experiments range from

107 to 108 [49, 50].

2.4.3 Data

The total energy deposited in each detector was calculated by adding the contri-

butions from each pulse and subtracting background (including chance coincidence).

The background was estimated by averaging the number of counts in each energy bin

within the background region shown in Fig. 2.4, then multiplying that number by

the width, in ns, of the integration region for that energy bin. The integration region
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boundaries were established by visual inspection, except for the high-energy limit,

which is set to be 20% above the expected photopeak for each angle of scatter. The

Figure 2.4: The light output spectrum for the array detector at a scattering angle of 36° as a
function of the delay between the trigger in the scattering detector and the target
detector. The photopeak of scattered photons can be seen as the area of high density
within the integration region at 530 keV. The delay does not represent the time of flight
of the scattered photon between detectors, but instead a constant time offset between
the channels. The regions used to calculate the background and integrated light output
of the array detector are marked in red.

integrated light output for each detector position is plotted along with the results of

simulation in Fig. 2.5. The uncertainty of the angle of scatter is 2°. The uncertainty

for simulated integrated light output was determined as the standard deviation of

five repeated full-array simulations of 5×107 661.7-keV photons. The uncertainty for

experimental integrated light output, bi in detector i, is assumed to be determined

by statistics, i.e., proportional to the uncertainty in the number of counts N :

δbi = bi/
√
N(2.8)
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Figure 2.5: The experimental and simulated integrated light output for a 14-detector array exposed
to a scattered beam of monoenergetic 661.7-keV photons from a 62-µCi 137Cs source
for 6 hours.

2.5 Results

2.5.1 Monoenergetic experimental spectrum

In order to quantify the quality of reconstruction, the cosine similarity between the

discretized true and reconstructed energy spectra can be used. The cosine similarity

of two vectors A and B is given by

cosine similarity =
A ·B

∥A∥∥B∥ ,(2.9)

where a score of 0 indicates perfect orthogonality, and 1 parallel vectors. Cosine

similarity is a stringent metric of comparison for high-dimensionality vectors, as it

can assume a value of 0 for solutions that are off by a single energy bin. To add

context, the weighted average energy of each reconstruction vector is also provided.

Weighted average energy is calculated as

Ē =

∑n
i=1 Eixi∑n
i=1 xi

,(2.10)
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where n is the number of energy bins, xi is the number of counts in the ith energy

bin, and Ei is the center of the bin in keV.

2.5.1.1 MLEM Reconstruction

The MLEM algorithm does not prioritize any particular spectral shape but rather

seeks to minimize the error between experimental light output and the response

matrix prediction. As such, the MLEM algorithm sometimes finds solutions with a

large number of low-energy photons, such that the reconstruction is unrealistic. In

order to prevent the MLEM algorithm from finding these solutions, the bottom 5%

of energy bins were constrained to the value of 100.

Table 2.1: The performance of MLEM and ANN reconstruction of the spectrum of a monoenergetic
137Cs source.

Energy bins Cosine similarity Weighted average (keV)
MLEM ANN MLEM ANN

14 0.8008 1.0000 667.3 642.0
50 0.0000 1.0000 667.0 659.0
100 0.0000 1.0000 673.6 668.6
250 0.0000 0.8728 676.7 658.2
500 0.0000 0.0519 720.2 672.2
1000 0.0000 0.0000 711.4 644.4

The results of the MLEM reconstruction are shown in Fig. 2.6 and summarized

in Table 2.1. In general, the MLEM algorithm fails to reconstruct a monoenergetic

spectrum, with more finely-binned response matrices resulting in noisier reconstruc-

tion. However, all reconstructions with under 500 energy bins produced a weighted

average energy within 3% of the true value after 2.5×105 iterations, and for 500 and

1000 energy bins, within 9%. Thus, this analysis technique is suitable for determining

the energy centroid of a monoenergetic or quasi-monoenergetic spectrum.



26

Figure 2.6: The results of spectral reconstruction using MLEM after 2.5 × 105 iterations with a
variety of sizes of response matrices. The true incident spectrum consists of monoen-
ergetic 661.7-keV gamma rays from 137Cs. While the reconstruction of spectral shape
is poor, the average energy was within 3% of the true value for 14-250 energy bins and
9% for 500 and 1000 energy bins.

2.5.1.2 ANN Reconstruction

Simulating a sufficient quantity of training data in Geant4 to train a neural net-

work is computationally prohibitive. Instead, synthetic light output data for the

detector array were created from random monoenergetic spectra, as described in

Eq. (2.5), by multiplying the response matrix and spectra. To make the data real-

istic and to avoid repetition in the training data set, Gaussian noise was added to

the measurement vector b, with a signal-to-noise ratio (SNR) of 40. The SNR is

calculated as

SNR = bi/σn,(2.11)

where bi is the expected value of the light output for array detector i, and σn is

the standard deviation of the noise. The network was built using the Keras library

[51] according to the specifications listed in Table 2.2. The results of the ANN
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reconstruction of the 137Cs spectrum are summarized in Table 2.1 and shown in

Fig. 2.7. The network was successful in reconstructing the spectrum with coarse

energy bins, but the performance degraded as the number of bins increased. It

should be noted that the larger response matrices had lower numbers of counts

in each energy bin and were therefore noisier (see Fig. 2.2). It is possible that if

additional computation time is spent to generate smooth, finely binned response

matrices, reconstruction with larger numbers of energy bins can be achieved.

Table 2.2: The ANN settings used to reconstruct the monoenergetic experimental spectrum.
Setting Value Note

Size of training dataset 5 ×106∗ Constructed with an SNR of 40
Epochs 20

Batch size 64
Dense hidden layer 1 28 nodes Sigmoid activation
Dense hidden layer 2 40 nodes Sigmoid activation

Output layer 1 node/energy bin Sigmoid activation
Loss function Mean squared error

Optimizer Adam Learning rate: 0.001
∗ training dataset size was 107 for 1000 energy bins.

2.5.2 ICS spectral reconstruction from synthetic data

The spectral shape of ICS X rays is a function of, among other parameters, elec-

tron beam energy, electron beam divergence, and laser bandwidth. The electron

beam energy primarily affects the energy centroid, while both the electron energy

spread and laser bandwidth affect the width of the X-ray energy distribution. For

training the neural network, ICS data were simulated by a random distribution of

two parameters: a monoenergetic electron beam in the range of 175–275 MeV and a

transform-limited 0.1–10 ps laser pulse. The corresponding ICS spectrum was then

calculated according to the method described in Ref. [52]. The spectra are quasi-

monoenergetic and characteristically asymmetrical, with a low-energy tail. Unlike

the monoenergetic spectra used to train the network in Section 2.5.1.2, the training
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Figure 2.7: The results of spectral reconstruction using ANNs trained with data constructed using
responses matrices of (a) 14, (b) 50, (c) 100, (d) 250, (e) 500, and (f) 1000 energy bins.
The true incident spectrum was monoenergetic 661.7 keV photons from 137Cs. The
cosine similarities and energy weighted averages are tabulated in Table 2.1.
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data varied not just by centroid, but also by their width. The training data were

constructed in a manner similar to the training data for the monoenergetic recon-

struction. The randomized spectra were multiplied by response matrices of various

sizes to obtain the light output for each detector in the array. The settings used

to train the network are shown in Table 2.3. The test data – which the network

did not see during training – were constructed through direct simulation. This was

computationally feasible because the testing dataset can be much smaller than the

training dataset since it is only used to evaluate the quality of the neural network.

First, a random ICS spectrum was generated as described above and then used to

create a probability density function. Primary particles in the simulation were cre-

ated with energy sampled from this distribution. The number of photons simulated

was varied and smearing was applied to the detector response to create light output

spectra with different amounts of noise.

Table 2.3: The ANN settings used to reconstruct the ICS pulse spectra.
Setting Value Note

Size of training dataset 106 No artificial noise added
Epochs 50

Batch size 64
Hidden layer 1 28 nodes Sigmoid activation
Hidden layer 2 200 nodes Sigmoid activation
Output layer 1 node/energy bin Sigmoid activation
Loss function Mean squared error

Optimizer Adam Learning rate: 0.001

Figure 2.8 shows a reconstruction of ICS pulses using an ANN trained with a

response matrix of 1000 energy bins. For each case, five pulses were simulated, each

with the number of photons indicated. Reconstruction was performed on each, and

the results were averaged. The error bars are the standard deviation of the five

reconstructions. In each case, the cosine similarity was above 0.9.

It is important to note that due to the highly collimated nature of an ICS beam,
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Figure 2.8: The results of spectral reconstruction using ANNs trained with simulated ICS pulses.
A 1000 energy bin response matrix was used to train the network. ICS pulses were
simulated with (a) 108 photons (cosine similarity: 0.9749), (b) 5× 107 photons (cosine
similarity: 0.9197) and (c) 107 photons (cosine similarity: 0.9537). The error bars are
the standard deviation from the reconstruction of five pulses.
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the 1000 energy-bin ICS response matrix was much more efficient to simulate than

for the isotropic source, and thus had more consistency between bins. This likely

contributed to the better performance of the finely-binned reconstruction when com-

pared to the experimental reconstruction of an isotropic monoenergetic 137Cs source.

2.6 Conclusion

A novel technique that could be used to resolve gamma-ray spectra in high pileup

environments was demonstrated. The spectrum of a monochromatic beam of 662-keV

gamma rays was reconstructed using two methods. The MLEM method was more

consistent in reconstructing the average energy of the spectrum with coarsely-binned

response matrices but failed to reconstruct the monoenergetic shape. The ANN

method was better at reconstructing the spectral shape for response matrices of 250

bins and fewer, but was still unsuccessful when more finely binned response matrices

were used. The method was used along with an ANN to reconstruct simulated ICS

pulses consisting of 107-108 photons with a cosine similarity above 0.9.

2.7 Future Work

This technique may be well-suited for short-duration, high-intensity measure-

ments, like an ICS pulse. However, to use Compton array spectroscopy in this

application, additional studies are required. The array must tolerate the electro-

magnetic pulse associated with ICS shots. The scintillator and light sensor (e.g.,

photomultiplier) response to large sum pulses needs to be well understood. Among

the possible sources of nonlinearity are photocathode bleaching and dynode space

charge effects [53]. In some situations, filters between the scintillating crystal and

photocathode [54], PMTs that operate with low gain [55], or low light-producing

detectors [56] may be needed to avoid saturation, all of which could be accounted



32

for in response matrix generation.

The scattering target was chosen to be a detector so that coincidence can be used

between the target and array to filter out the background for the long measurements.

However, in a short-pulse measurement, the target need not be a detector but could

be an inert object optimized for the efficiency of Compton scattering. For instance,

a hydrocarbon target would have favorable Compton scattering properties while

minimizing pair production.

Additionally, experimental work with larger arrays should be performed to confirm

that more precise and accurate results are achievable.

Lastly, the parameter space for an ICS beam is large, and only a small fraction was

investigated here. For instance, the photon energy in an ICS beam can be broader

than considered here and can have an angular dependence [57] that was not modeled.

This technique should be investigated for stability under these conditions.



CHAPTER III

Light Transport and Collection in Highly Scattering Media

This chapter will discuss the theory and modeling for light transport in opaque

scintillators, as well as the physics underlying light collection and transport in WLS

fibers. Additionally, an estimation is made for the detection efficiency of an ideal

opaque scintillation detector.

3.1 Light transport in turbid media

The transport of light can be modeled in several ways, including wave mechanics,

“ballistic” kinematics, and diffusion [58]. This analysis forgoes the wave treatment,

except when considering the reflection and refraction of light into and through the

WLS fibers. For some applications, this simplification would be inappropriate. For

instance, if the mean free path of light is on the order of the wavelength, the photons

can be fully contained due to Anderson localization [59, 60]. In contrast, in opaque

scintillators, the absorption length is multiple meters, and the scattering length is

generally chosen to be on the order of a millimeter. Scintillation light has a spectrum

that usually peaks around 400 nm, or 1/2500 of the mean free path, which puts

opaque scintillators well outside of the Anderson regime. Furthermore, because the

photon density is low in such a system, the interference is negligible. Lastly, because

the polarization of scintillation light is random, the effects that could arise with

33
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polarized light are neglected.

The transport of scintillation light in the detection system is modeled primarily

as ballistic. Ballistic photons only change direction when they occasionally interact,

and such a model is compared with diffusion theory in Chapter IV. The primary

advantage of this modeling approach is that powerful, standard Monte Carlo particle

transport frameworks can be used, such as Geant4 [46].

The remainder of this chapter describes various processes that a photon can un-

dergo in an opaque scintillation detector, how light is collected by the wavelength-

shifting fibers, and the readout process.

3.1.1 Scattering

There are two regimes of optical photon scattering germane to this application:

Mie scattering and Rayleigh scattering. Both are elastic scattering, which means that

the energy of the photon is the same before and after the scatter. Mie scattering

describes the general case of a plane electromagnetic wave scattering off of a sphere.

Rayleigh scattering is the special case of Mie scattering, in which the scatterer is much

smaller than the wavelength of the scattering photon [61]. An important difference

is that Rayleigh scattering is isotropic, whereas the distribution of Mie scattering is

a function of the size of the scattering sphere [62].

For isotropic scattering, the effect of scattering on light transport can be described

through a scattering coefficient, usually denoted as µs. The scattering coefficient µs

has units of inverse length and is equal to the expected number of scattering events

per unit length in a material. The average anisotropy of a scattering event due to

Mie scattering can be accounted for by converting the scattering coefficient to the
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reduced scattering coefficient:

µ′
s = µs(1− g),(3.1)

where g is the average cosine of the scattering angle, known as the anisotropy factor.

For isotropic scattering, the average cosine of the scattering angle is 0, and the

reduced scattering coefficient is equal to the scattering coefficient. For scattering

that tends to be forward-directed, g will be a positive number in the range of 0− 1,

and the reduced scattering coefficient is lower than the scattering coefficient.

Consider the average distance from an origin that a photon reaches, given fixed

absorption and scattering coefficients, and a variable anisotropy factor. For a large

anisotropy factor of g → 1, the scattering is forward-directed and does not signifi-

cantly perturb the path of the photon, allowing it to travel a long distance before

being absorbed. This is equivalent to infrequent isotropic scattering. Conversely,

if g → 0, the photon takes a folded path, and its net distance traveled is shorter.

In this way, the reduced scattering coefficient accounts for scattering anisotropy in

models using only isotropic scattering.

After many scatters, the reduced scattering coefficient correctly models the diffu-

sion of photons in a material. However, this approximation may result in large errors

in photon density after only a small number of scatters. In this application, that

could manifest as an incorrect estimation of photon collection into a WLS fiber for

photons that originate less than a few mean free paths from the fiber. To investigate

the impact of this approximation, a Geant4 model was developed to create photons

near a fiber with an isotropic distribution of initial directions. Light propagation

in bulk materials that have identical reduced scattering coefficients, but variable

scattering coefficients and anisotropy factors, is then compared.

For the remainder of this thesis, materials are often described by their scattering
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Figure 3.1: Example photon paths through a bulk medium with a reduced scattering length of
5 mm and an absorption length of 16 cm. The left panel shows the propagation of five
photons for the case in which the anisotropy parameter g = 0.9, and the right panel
shows the case in which g = 0.1. The lower anisotropy results in less frequent, but
higher-angle scatters. The vertical red lines in each panel are WLS fibers at a 2 cm
pitch.

lengths instead of their scattering coefficients. The scattering length is the inverse of

the scattering coefficient and denotes the average distance a photon travels between

scattering events.

Figure 3.1 shows example simulated photon paths through an opaque liquid with

the same reduced scattering lengths, but different anisotropy factors.

Figure 3.2 shows the distribution of photoelectrons generated at the photocathode

after photons are captured in the fiber nearest to the origin of the photons in the

simulation. In this case, 1000 photons were generated 1 mm from the fiber for

each event. The means and standard deviations of the distributions are 21.8 ± 4.6

photoelectrons for g = 0.9, 21.6 ± 4.6 photoelectrons for g = 0.5, and 22.3 ± 4.4

photoelectrons for g = 0.1.

Figure 3.3 shows the distribution of total photoelectrons generated after photons
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Figure 3.2: The distributions of photoelectrons generated by photon captures in the WLS fiber
nearest to the origin of the photons for three different anisotropy factors. The reduced
scattering length in each case is the same. For each event, 1000 photons were generated
isotropically 1 mm from the fiber.
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Figure 3.3: The total signal across all channels for photons transported through a highly scattering
liquid with the same reduced scattering length, but different anisotropy factors. As
expected, the distributions are very similar, demonstrating that the reduced scatter-
ing coefficient is an adequate approximation in modeling photon propagation for this
context.
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were captured in any fiber in a 1 L, 32-channel detector. The detector is described in

Chapter VI. The means and standard deviations of the distributions are 50.9± 8.1

photoelectrons for g = 0.9, 50.4 ± 8.0 photoelectrons for g = 0.5, and 50.6 ± 7.5

photoelectrons for g = 0.1.

This demonstrates that even for photons born very close to fibers, the reduced

scattering coefficient does an adequate job of modeling the photon diffusion in an

opaque liquid. The Rayleigh approximation will therefore be used throughout the

remainder of this thesis. A primary benefit of this approximation is that the particle-

size distributions of the opaque liquids do not need to be known, as they would for

correct modeling of Mie scattering. Additionally, due to the decreased number of

scatters in the simulation, a model using Rayleigh scattering is significantly more

computationally efficient than a comparable Mie model.

3.1.2 Wavelength-shifters in the bulk media

A second process experienced by photons in a highly scattering scintillation de-

tector is wavelength-shifting. Many scintillating compounds do not create light that

is well-matched to photosensors. For example, the emission spectrum of linear alkyl

benzene with 2,5 diphenyl-oxazole (PPO) fluor peaks around 350 nm [63]. Although

a variety of photocathode treatments are available, a typical photomultiplier tube

(PMT) is most sensitive to light above 400 nm. To red-shift the spectrum of scin-

tillation light from a material like LAB, a wavelength-shifting fluor is often added.

Fluors absorb the scintillation light and reemit it at a longer wavelength with high

efficiency. A typical wavelength-shifting fluor is 1,4-Bis(2-methylstyryl)benzene (bis-

MSB), which has an emission spectrum that peaks at 423 nm and a quantum yield

(efficiency of re-emission) of 92.6% at 350 nm [64].
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3.1.3 Bulk absorption

In addition to scattering and undergoing wavelength shifts, optical photons can

be absorbed by the bulk media in which they are moving. This represents a loss of

signal and is generally undesirable in scintillation detectors.

Bulk absorption in scintillation detectors follows the Beer-Lambert law [65],

I(x) = I0e
−µax(3.2)

where I0 is the initial intensity of the light, µa is the absorption coefficient in units

of inverse length, x is the distance traveled through the absorber by the light, and

I(x) is the remaining intensity after distance x.

The distance x is not the displacement, but rather the length of the path the

photon takes. In opaque scintillators, this distance is often much larger than the

displacement because of the repeated scattering described above.

The probability for a photon to be absorbed in a slice of its path dx after traveling

a path length x is given by the product of probabilities that it will not be absorbed

before it has traveled x and the probability it is absorbed in dx (simply µadx):

P (x) = µae
−µaxdx.(3.3)

The mean distance traveled by a photon before being absorbed is given by the nor-

malized first moment of P (x):

x̄ =

∫∞
0 xµae−µaxdx∫∞
0 µae−µaxdx

(3.4)

x̄ = 1/µa(3.5)

x̄ = λa,(3.6)

which is the absorption length of the liquid.
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Similarly to scattering, we often describe materials by their absorption lengths

rather than coefficients. Opaque scintillators are designed to have absorption lengths

much longer than their scattering lengths, so that an absorption event is rare com-

pared to a scattering event.

3.1.4 Reflection

Reflection occurs within an opaque scintillation detector volume at two sets of

boundaries: the wavelength-shifting fiber interfaces and the detector walls. The

reflection at the surface of the fibers is discussed below. The nature of reflection at

the walls depends on the materials used to construct the detector body. For example,

the aluminum body used for the prototype detector described in Chap. V results in

primarily specular reflection, while the acrylic body used in Chap. VI causes diffuse

or Lambertian reflection. However, because of the nature of highly scattering bulk

media, the net difference in photon transport caused by the two regimes of reflection

is negligible. What is more important is the efficiency of reflection, also known as the

reflectivity. Similarly to bulk absorption, a photon that is absorbed at the walls of

the detector instead of reflected is lost and cannot contribute to the signal generated

by the rest of the event. Reflection at the walls in an opaque scintillator is only a

concern for events that take place within a few mean-free paths of the wall. The

larger the detector, the smaller the fraction of the detector that meets this criterion.

For the small prototypes discussed in Chs. V–VI, a large fraction of the volume of

the detector meets this criterion, and the reflectivity of the walls is important in the

modeling process.
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3.2 Light collection into WLS fibers from a liquid scintillator

3.2.1 Reflection at the fiber-scintillator boundary

There is a large body of literature on the use of WLS fibers in scintillators in

the field of high-energy physics. Commonly, these applications are solid detectors

wherein grooves have been carved to allow for the passage of the WLS fibers. Artikov

et al. found in 2019 that adding optically matched glue to the grooves increased light

collection efficiency by up to 50% compared to fibers laid in bare grooves [66]. The

underlying cause of collection inefficiency when no glue is present is the small air gap

between the scintillator and the fiber cladding. Due to the relatively high index of

refraction of the scintillator, the photons face an additional probability of reflection

at this boundary. Instead, when the groove is filled with an optically matched liquid,

more of the scintillation light makes it into the fiber. A natural advantage of using a

fiber in a liquid scintillator is that there will be no air gap between the fiber and the

scintillator. However, the fiber and scintillator must be chemically compatible with

each other, so that neither is degraded by contact.

The Fresnel equations (Eq. 3.7) give the fraction of S and P polarized light, Rs

and Rp, incident at an angle of θi from a material of index of refraction n1 that

reflects off a surface of an index of refraction n2.

Rs =

⎡

⎣
n1 cos θi − n2

√
1− (n1

n2
sin θi)2

n1 cos θi + n2

√
1− (n1

n2
sin θi)2

⎤

⎦

2

(3.7)

Rp =

⎡

⎣
n1

√
1− (n1

n2
sin θi)2 − n2 cos θi

n1

√
1− (n1

n2
sin θi)2 + n2 cos θi

⎤

⎦

2

If n1 and n2 are close to equal, the fraction of reflected light is small.

As an example liquid scintillator, Eljen EJ-309 has an index of refraction of

1.57 [67], and the outer cladding of a double-clad Kuraray WLS fiber has an index
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of refraction of 1.42 [68]. In the best-case scenario, in which a photon is normally

incident on a fiber from a liquid scintillator, there is a probability of reflection at this

interface of about 0.3%. However, this probability increases to 100% if the angle of

incidence is above the critical angle (discussed below). The average probability of

reflectance for angles in the range of 0−90° is about 30%. Photons that are reflected

from the surface of a fiber may scatter in the opaque scintillator and return to the

fiber surface, may reach another fiber, or may be absorbed and not detected.

3.2.2 Absorption and re-emission

If a photon reaches the core of a WLS fiber, it has a chance of being absorbed

and wavelength-shifted. The core of the fiber is doped with a dye that operates in

the same way as the wavelength-shifting compounds in bulk scintillators described

above. The fibers are generally designed such that light within a specified band of

wavelengths is efficiently absorbed. Fibers with various dye species and concentra-

tions are available, but the fibers used in the experimental portion of this thesis were

Kuraray Y-11(200) (non S-type) [69]. The Y-11 fibers use K27 dye, and the (200)

refers to the dye concentration in ppm. K27 is a blue-to-green shifting dye with

an absorption that peaks at about 430 nm. K27(200) has an absorption length of

approximately 0.34 mm for the light of wavelength 430 nm [70]. For photons that

are incident normally and travel through the central axis of the fiber (thus having a

path length of 1 mm through the dye), only about 5% are not absorbed.

3.2.3 Light trapping and transport

Once a photon is absorbed and re-emitted in the core of a WLS fiber, there are

two possible outcomes. First, the photon may escape the fiber and re-enter the

scintillation liquid, in which case it is very unlikely to be detected. More preferably,
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Figure 3.4: A sketch of reflection and refraction of a ray of light according to Snell’s Law. The left
panel shows a ray of light partially refracting from a medium with a higher index of
refraction to a medium with a lower index of refraction. The right panel shows light
incident on medium 2 at an angle greater than the critical angle; the light is reflected
and not refracted.

the red-shifted photon may be emitted in the core of the fiber in a direction that

results in reflection at a cladding boundary.

Snell’s Law describes the angle of refraction for a photon moving from a medium

with an index of refraction n1 into a medium with an index of refraction n2.

n1 sin(θ1) = n2 sin(θ2),(3.8)

where θ1 is the angle of incidence, measured from the normal, and θ2 is the angle of

refraction, as shown in Fig. 3.4.

In the case in which n1 > n2, there is an angle of incidence θc, known as the

critical angle, for which the angle of refraction is 90°:

n1 sin θc = n2(3.9)

θc = sin−1 n2

n1
.(3.10)

All light incident on the surface at an angle less than the critical angle is reflected,

a condition known as total internal reflection.

The probability that a photon emitted in the core of a WLS fiber meets the
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Figure 3.5: A sketch of the geometry of the path of a photon that originates on the optical axis
of a fiber. The green region represents the fractional solid angle that results in total
internal reflection.

condition of total internal reflection dictates the trapping efficiency of the fiber. A

sketch of the geometry of this situation is shown in Fig. 3.5.

Following the analysis in Ref. [70], the solid angle that results in total internal

reflection for rays that originate at the center of the fiber core can be expressed as

Ωc =

∫ 2π

0

dψ

∫ π
2−θc

0

sin (φ)dφ(3.11)

Ωc = 2π(1− sin θc)(3.12)

Ωc = 2π(1− n2

n1
),(3.13)

where ψ is the azimuthal angle. Generally, in opaque scintillators light is collected

at both ends of the fiber, so the above result is multiplied by 2 and divided by the

total solid angle 4π to calculate the fraction of the solid angle that results in total

internal reflection:

Ωf = 1− n2

n1
.(3.14)

To maximize this quantity, the ratio of the index of refraction of the core to the

cladding should be as large as possible. A typical single-clad Kuraray fiber has a

polystyrene core with an index of refraction of 1.59 and a polymethylmethacrylate
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(PMMA) cladding with an index of refraction of 1.49. This gives a fractional solid

angle of approximately 6.3%.

Most commercial wavelength-shifting fibers have two or three layers. A two-

layer model consists of the fiber core sheathed by a cladding material, whereas a

three-layer fiber has an additional outer cladding. While a three-layer fiber reflects

more scintillation light into the scintillating fluid, it also retains up to 70% more

light (compared to a similar two-layer fiber) in the core due to additional internal

reflection [71]. The combined effect is that a three-layer fiber delivers up to 43%

more scintillation light than a similar two-layer fiber [72].

Assuming the second layer of cladding has an index of refraction n3, the angle

of incidence from the core to the first layer of cladding θ1 that would result in the

critical angle of the second cladding θ2,c is given by

n1 sin θ1 = n2 sin θ2,c(3.15)

θ2,c = sin−1 n3

n2
(3.16)

n1 sin θ1 = n2 sin (sin
−1 n3

n2
)(3.17)

n1 sin θ1 = n2
n3

n2
(3.18)

θ1 = sin−1 n3

n1
.(3.19)

Therefore, the effective critical angle of the double-clad system is sin−1 n3
n1

and does

not depend on the index of refraction of the inner cladding. A typical outer cladding

for a double-clad Kuraray fiber is made of a fluorinated polymer with an index of

refraction of 1.42, which gives a fractional solid angle for a total internal reflection

of about 10.7%. If the fiber were in the air, there would be additional angles of

incidence that result in total internal reflection at the boundary between the air and

the second cladding. However, most liquid scintillators have an index of refraction



47

greater than 1.42, so a WLS fiber immersed in a liquid scintillator does not exhibit

additional trapping from reflection at this boundary.

In addition to meridional rays, skew rays – or rays that do not pass through the

optical axis of the fiber – can result in total internal reflection. These rays have

a helical path through the fiber and can have extremely long path lengths before

reaching the terminus. The trapping efficiency for all emitted photons (including non-

meridional photons) in a fiber was determined by Weiss in Ref. [73] to be 1−(n3/n1)2,

which for the fiber described above would be about 20%. However, the contribution

of the skew rays to the detected signal depends on the fraction of skew rays that arrive

at the photon sensor before being absorbed and the efficiency of the photocathode in

converting these highly oblique photons to photoelectrons. In WLS fibers, the bulk

absorption length for re-emitted photons is on the order of several meters [69]. The

interplay between these variables is sufficiently complex that the effective trapping

efficiency for a given detector geometry is best found through Monte Carlo analysis.

3.3 Readout

For a photon to be detected, it must interact with a light sensor. In the ex-

perimental component of the work in this thesis, the type of photon sensor used

is a multi-anode photomultiplier tube (MAPMT). The quantum efficiency of the

MAPMT describes the probability that an incident photon undergoes photoelectric

absorption at the photocathode and produces a free electron that is emitted in a

direction that allows it to be multiplied and eventually read out as a voltage pulse.

The typical quantum efficiency for the type of MAPMT used in this thesis is about

20% at 480 nm.

A silicon photomultiplier (SiPM) is a photon sensor consisting of many small
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avalanche photodiode cells that each operate in Geiger mode. SiPMs can achieve a

photon detection efficiency (PDE) as high as 50%.

3.4 Theoretical maximum efficiency

The probability that a photon created in an opaque scintillator is eventually be

converted into an electrical signal at a photon sensor depends upon many factors.

Speaking broadly, for a photon to be “detected” by a photomultiplier, the following

must occur:

1. The photon must arrive at a fiber before being absorbed in the bulk liquid or

at a partially reflecting boundary. In some cases, the photon may arrive at a

fiber multiple times before being absorbed.

2. The photon must be transmitted through both layers of cladding into the fiber

core, instead of being reflected or absorbed

3. The photon must be absorbed in the fiber core and not simply transported

through it.

4. A new (wavelength-shifted) photon must be emitted in a direction relative to

the fiber that results in total internal reflection at the core/cladding boundary.

Because the WLS fibers are designed with a large Stokes shift, it is very im-

probable that a wavelength-shifted photon that escapes the WLS fiber in which

it was emitted is reabsorbed again by the same or another fiber.

5. The photon must be transported through the fiber to the photon sensor without

being absorbed or scattered out of the core. The path length of a photon is often

multiple times the nominal length of the fiber.

6. The photon must be transmitted through the end of the fiber into the coupling

grease and onto the photon sensor.
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7. The photon must be converted to an electrical signal by the photon sensor and

read out.

By estimating the maximum probabilities of each step above, one can approximate

the highest possible detection efficiency of this type of detector.

In the case of a scintillation liquid with a very long absorption length, the frac-

tion of photons that would eventually be absorbed in the core of WLS fiber would

approach unity. Similarly, an optimally designed WLS fiber with an extremely long

absorption length would deliver all trapped photons to the light sensor. As discussed

in Sec. 3.2.3, the trapping efficiency of a typical double-clad fiber is approximately

20%, including skew rays. Lastly, the PDE of a SiPM of 50% yields an ideal total

detection efficiency of 10%. While this estimate is likely at least an order of magni-

tude too high for a real-world detector, it gives an idea of the maximum theoretical

efficiency that could be achieved with optimal materials.

More realistic determinations of these parameters and probabilities and the re-

sulting total detection efficiency are provided in the chapters that follow.



CHAPTER IV

Evaluation of Light Collection From Highly Scattering
Media Using Wavelength-Shifting Fibers

This chapter is based on an article published in 2023 in Nuclear Instruments and

Methods in Physics Research Section A and co-authored by Prof. Igor Jovanovic,

Garrett Wendell, Brandon Collins, and Prof. Doug Cowen [74].

The work presented in this chapter serves to quantify the parameters and prob-

abilities discussed in Ch. III for a specific set of WLS fibers and MAPMT. Further,

the Monte Carlo simulation of opaque scintillators is experimentally validated and is

used to understand the performance of the prototypes described in Chs. V and VI.

4.1 Introduction

All radiation detectors rely on the interaction of incident particles with matter,

where the kinetic energy of primary or secondary particles is deposited in the instru-

mented detector volume. In scintillation detectors, a fraction of the energy deposited

by the interacting particle is emitted as light, which is then converted into an elec-

trical signal via a photosensor such as a photomultiplier. The photosensor is usually

placed outside the active volume, near its boundary. In this case, the scintillation

medium should be as transparent as possible so that the maximum fraction of gener-

ated light reaches the boundary and is detected by the photosensor. A scintillation

50
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photon often scatters or reflects multiple times at non-sensing detector boundaries

before reaching the photosensor and, thus, the information available for position

reconstruction in the detector’s active volume may be severely degraded or even

entirely lost. The locations of energy deposition within a detector volume arising

from a single quantum of incident radiation are referred to collectively as the “event

topology.”

The measured event topology in a radiation detector can be leveraged to infer the

direction of origin of a radiation source [75] and to identify the type of interacting

particle [76]. There are several ways to obtain event topology in a scintillation detec-

tor. One method is to optically isolate segments of the detector, each of which then

functions as a pixel [20, 77]; another is to use relative time-of-arrival of the optical

photons at multiple photosensors, which is often employed in large detectors [78] and

in applications that require excellent timing resolution, such as Positron Emission

Tomography (PET) [79].

LiquidO [24] has been proposed as a method to localize scintillation photons by

designing the detection medium to have a short scattering length, thus achieving

virtual pixelization without the need to highly segment the detector volume. A

scintillation photon travels only a short distance between scatters such that it is

stochastically confined [24]. A challenge in using an opaque scintillator is that the

light must be eventually extracted from the detection volume so that it can be sent

to a photosensor and converted into an electrical signal. This can be achieved using

a lattice of wavelength-shifting (WLS) fibers. Scintillation photons are absorbed in

the core of a WLS fiber and are isotropically reemitted with a longer wavelength,

such that some of them meet the criterion for total internal reflection. A photon

captured in this manner can be transported through the fiber to the photosensor.
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Event topology can then be reconstructed from the relative amount of light collected

in multiple fibers that traverse the region near the origin of scintillation.

An ideal opaque scintillator has a high light yield, a short scattering length,

and a long absorption length. Liquids with the latter two characteristics in the

visible range appear white and milky or waxy. Currently, at least two materials

are under consideration for LiquidO applications: (1) NoWaSH, which is a mixture

of linear alkyl benzene (LAB) and paraffin that reduces the scattering length [27]

and (2) water-based liquid scintillator (WbLS), which can be tuned to have the

desired optical properties [80, 81]. Additionally, a scintillator with desired LiquidO

properties may be created by adding nanoparticles (e.g., TiO2) to a traditional liquid

scintillator, though the stability of such a compound remains to be demonstrated.

To design a LiquidO detector, an accurate model of light transport in the medium

and collection into the fibers is required. In this work, the efficiency is measured with

which the light emitted by a highly scattering medium is collected by WLS fibers.

This data is used to validate a Geant4 [46] model for the experiment, which offers

the prospect of predicting the performance of future LiquidO detectors.

4.2 Experiment

To measure light collection efficiency from an opaque liquid into WLS fibers as a

function of the distance between the light source and fiber, the precise origin of the

light must be known. To achieve this, an inert (i.e., non-scintillating) liquid is used,

and the light is injected at a known position using a fiber-coupled pulsed laser. This

allows the control of both the location of emission and the intensity of light in the

opaque medium. Additionally, since the time of arrival of laser pulses is known with

great accuracy, the effect of spurious pulses arising from various backgrounds in this
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measurement can be greatly reduced.

For this study, we chose to use dilutions of commercial cow milk as the opaque,

non-scintillating liquid. Milk has several salutary properties, one of which is that

it has a longer absorption length than scattering length for the wavelengths of light

under consideration [82]. Another is that milk is water soluble, which means that its

optical properties can be easily tuned by mixing it with distilled water. Additionally,

milk is readily available and inexpensive. Another candidate liquid was a TiO2-water

nanofluid. However, in addition to agglomeration, TiO2-water nanofluids suffer from

sedimentation over time, at rates up to 5% in an hour [83]. Another attractive option

is Intralipid, which has consistent optical properties batch-to-batch, stability on the

timescale of years, and high scattering and low absorption [84]. However, it is much

more expensive than milk.

4.2.1 Apparatus

A schematic of the experimental setup is shown in Fig. 4.1. The experiment was

conducted in a light-tight box (shown in Fig. 4.2). The container for the liquid was

a 2-gallon, high-density polyethylene (HDPE) bucket.

The light source was a pulsed diode laser from NKT Photonics, operating at

407 nm. The pulse duration is approximately 35 ps, and the output power is tunable.

The laser was coupled to a single-mode fiber after passing through neutral-density

filters to attenuate it. In this experiment, the laser operated at 10 kHz, such that each

pulse contained approximately 18,000 photons after attenuation using the neutral

density filters. The laser power was measured before each experimental run using a

Thorlabs PM101 power meter.

The WLS fibers used were 1 m sections of Kuraray Y-11(200) (non-S type). One

end of each fiber terminated at the bottom of the vessel, with a gap of 10±3 mm
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Figure 4.1: A sketch of the experimental apparatus. The dashed interfaces are electrical, and the
solid ones are optical. The data acquisition system is triggered by the pulse generator
during calibration and by the laser controller during experiments with laser pulses.

Figure 4.2: The experimental apparatus inside a dark box. The yellow-jacketed fiber carries the
light from the pulsed laser to the center of the fiber array, which is submerged in 7500 ml
of opaque liquid. The fibers emerge from the liquid and terminate at individual pixels
of the MAPMT.
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to reduce reflections back into the fiber. The other end was coupled to a pixel of a

Hamamatsu H12700A multianode photomultiplier tube (MAPMT). Each fiber end

was cleaved using a Comptyco KPT-130 High Precision Cleaver and then polished us-

ing a series of sandpapers with 1000–4000 grits. Consistent contact between the fiber

and photocathode was achieved using optical grease. The H12700A has 64 pixels,

but only 32 pixels were used in a checkerboard pattern to reduce cross-talk between

neighboring channels. The MAPMT was biased at −1100 V, and the waveforms were

digitized with two CAEN V1730 boards. Pulse integration was done onboard the

V1730s using DPP-PSD firmware with an integration window of 256 ns. This was

longer than necessary, as the decay time of the WLS fibers is 7.4 ns [85]. The digitizer

was triggered with a signal from the laser controller, regardless of whether a voltage

threshold in that channel was met. As a result, there were often no photoelectrons

measured in a given integration window. This approach enabled the determination

of the average number of photoelectrons per pulse for each MAPMT pixel.

The fibers were held in place by a 3D-printed fixture; four fibers at 90° angular

intervals were placed at each set distance from the center to provide redundant

sampling. The apparatus had a 0.2 mm diameter nylon monofilament suspended

vertically in the center of the volume. The single-mode fiber that carried the laser

light was affixed to this central monofilament such that the light was injected into the

center of the array. The first set of WLS fibers was placed 2±1 mm from the center

(the location of light injection), after which each additional set of fibers increased in

distance from the center by 4±1 mm. Each arm of the fiber array held 8 WLS fibers,

at distances of 2, 6, 10, 14, 18, 22, 26, and 30 mm from the center of the volume.

The fiber holder array is shown in Fig. 4.3.
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Figure 4.3: Views of the fiber holder with WLS fibers from (a) bottom and (c) side. The end of the
laser-coupled single-mode fiber is shown in (b). A 0.2 mm diameter nylon monofilament
is suspended vertically in the center of the array. The single-mode fiber (ThorLabs
SM300) is secured to the nylon monofilament by a small knot, made of more nylon
monofilament, to maintain the central positioning of the light source.
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4.2.1.1 Calibration

To determine the number of photoelectrons produced at the photocathode per

integration window, the MAPMT by-pixel single photoelectron response was mea-

sured. Before each experimental run, four calibration measurements were made with

varying intensities of light from a pulsed LED. The first measurement was a back-

ground measurement, in which the signal from a pulser only served to trigger the

digitizer. The pulser signal was also used to drive a 400-nm LED with a pulse width

of 3 ns at voltages of 3.5, 3.7, and 3.9 V. The LED was positioned in a corner of the

dark box so it was as far away from the WLS fibers as possible but within direct view

of the portion of the WLS fibers that span between the opaque liquid vessel and the

MAPMT. In all cases, the light was incident upon the WLS fibers, which were each

coupled to their assigned MAPMT pixel. The resulting four pulse integral spectra

were simultaneously fitted according to the method described in Ref. [86]. The fitting

algorithm determines parameters that describe the response of each MAPMT pixel to

zero photoelectrons (pedestal charge) and single photoelectrons. These parameters

were then applied to the pulse integral spectra. Four other parameters, including

scaling, two noise parameters, and the average number of photoelectrons per pulse,

were allowed to vary. The fitting algorithm was then applied to the experimental run

data, and the average number of photoelectrons per pulse was recorded. Example

calibration spectra and fits are shown in Fig. 4.4, and the final fit to data from an

experimental run is shown in Fig. 4.5.

4.2.2 Results

A predicted feature of LiquidO is that light collection can increase with increased

scattering for photons that originate close to the WLS fibers. To demonstrate this
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Figure 4.4: The pulse integral spectra from an example channel of the MAPMT during calibration
are shown on a semi-log scale. A constant pedestal charge of 1024 ADC channels was
added to aid the fitting process. (a) is the background, while (b)–(d) shows the response
to increasing light intensity from a pulsed LED. In each plot, the red line is the overall
fit, while the other colors show the contributions from a single photoelectron (green),
two photoelectrons (blue), etc (see text for details). The value µ shown in each plot is
the average photoelectrons per pulse, which was a fitted parameter.

Figure 4.5: Experimental data from the same channel as in Fig. 4.4, fit with the parameters found
during calibration. The red line is the overall fit, while the other colors show the con-
tributions from events in which an increasing number of photoelectrons was produced.
While the events of up to 12 photoelectrons are included in the fitting function, only 8
are shown for clarity. The parameter µ represents the average number of photoelectrons
per pulse.
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experimentally, photons were injected roughly 0.1 mm from the outer cladding of a

WLS fiber. The photons were emitted from a single-mode fiber that was coupled to

the pulsed laser described in Sec. 4.2.1. The laser was tuned to provide 17,600±900

photons/pulse. The single-mode fiber was parallel to the WLS fiber, such that few

photons were incident on the WLS fiber without first being scattered. This was

a different arrangement than that shown in Fig. 4.3. Instead of being mounted in

the center of the array, the fiber carrying the laser light was affixed directly to the

side of a WLS fiber. The experimental data are presented in Fig. 4.6 for various

dilutions of 0% fat content (skim) milk, which is used as the scattering medium.

To avoid perturbing the fiber arrangement, the fiber array was not removed from

the vessel between iterations of the experiment with different dilutions. Instead, the

liquid was siphoned from the volume and replaced with distilled water to increase

the dilution. The new mixture was then stirred for 60 seconds with a stirring rod

spun by an electric drill. As expected, the light collected in the fiber increases with

milk concentration. The Spearman correlation coefficient for the data presented in

Figure 4.6 is 0.70 ± 0.26, which indicates a strong relationship [87]. As the concen-

tration increases, the scattering length of the medium decreases, and more photons

are confined to the region near the WLS fiber and collected. As the scattering length

decreases, the absorption length also decreases; however, light collection efficiency

still increases. Although the average path length of the photons decreases with a

higher milk concentration, a greater fraction of that path is in the vicinity of the

fiber, which increases the probability of collection.

To measure the light collection efficiency into WLS fibers as a function of distance

from the light source and bulk liquid opacity, the apparatus described in Sec. 4.2.1

was used. The opaque liquid used was a dilution of homogenized, commercial, 2%
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Figure 4.6: Photoelectrons detected per pulse from photons collected in a WLS fiber closest to the
location of light injection. The first iteration of the experiment was done with 100% cow
skim milk, and then the liquid was replaced with distilled water to dilute the milk. The
uncertainty in the reconstructed number of photoelectrons per pulse is derived from the
uncertainty of the fitting algorithm described in Sec. 4.2.1.1.

fat cow milk. The dilutions given are volumetric mixtures with distilled water, (e.g.,

a 15% dilution means the mixture was 85% distilled water by volume). The laser

power for this experiment was 17,900±900 photons/pulse. As discussed in Sec. 4.2.1,

there were four fibers at each distance from the center of the fiber array. The number

of photoelectrons per pulse was averaged at each position, and the uncertainty was

taken to be the standard deviation of these four measurements. The results are

shown in Fig. 4.7. Similarly to what was shown in Fig. 4.6, the collection efficiency

increased with higher concentrations of milk, (i.e., more scattering) for the fiber

closest to the light source. Additionally, light collection at distances far from the light

source was systematically suppressed by the increased light scattering in higher milk

concentrations. This highlights the localization of optical photons and, therefore,

the potential for determining the location of origin of the emitted light.
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Figure 4.7: Photoelectrons per pulse from photons collected in WLS fibers at various distances from
the light source for a variety of dilutions of commercial, 2% fat cow milk. Each pulse
of light contained 17,900±900 photons.

4.3 Modeling

4.3.1 Monte Carlo

The Geant4 model includes the HDPE vessel, the opaque liquid, and the multi-

clad WLS fibers in their appropriate locations. Geant4 has a built-in wavelength-

shifting process, which requires user-defined absorption and emission spectra. The

relevant parameters used in the Geant4 model are summarized in Table 4.1. The

fibers were modeled to have perfectly smooth surfaces, such that reflection and re-

fraction probabilities depended only on solutions to the Fresnel equations given the

relative indices of the refraction of the materials in contact. Cow milk is a complex

Table 4.1: The material properties used to construct the Geant4 model.
Parameter Value Reference
Index of refraction (Y-11 outer cladding) 1.42 [69]
Index of refraction (Y-11 inner cladding) 1.49 [69]
Index of refraction (Y-11 core) 1.59 [69]
WLS absorption length See Fig. 4.8 [70]
WLS emission spectrum See Fig. 4.8 [88]
Y-11 bulk absorption length See Fig. 4.9 [89]
MAPMT quantum efficiency See Fig. 4.9 [90]
Reflectivity of HDPE (vessel) 0.9 [91]

liquid, with a variable particulate size that depends on fat content, homogenization
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Figure 4.8: Kuraray Y-11 WLS absorption (purple squares) and emission (green circles) spectra
used in the Geant4 model. WLS absorption results in a new optical photon with a
wavelength sampled from the emission distribution and a randomized direction.

Figure 4.9: Quantum efficiency (black circles) of the Hamamatsu H12700A and the bulk absorp-
tion length of the Kuraray Y-11 fiber (red squares) used in the Geant4 model. Bulk
absorption is a separate process from WLS absorption in Geant4 and cannot result in
the emission of a new optical photon. The dip in the absorption length around 610 nm
is due to a resonance in the absorption cross-section characteristic to WLS fibers with
a polystyrene core [89]
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process, and many other factors. Typical commercial cow milk has a sufficiently large

average particle size for Mie scattering at visible wavelengths [82]. Mie scattering is

generally more forward-directed than Rayleigh scattering, which is the approximation

for the scattering of photons off of spherical particles that are small in comparison

to wavelength. Another way to account for this anisotropy is to use the reduced

scattering coefficient µ′
s:

µ′
s = µs(1− g).(4.1)

Here, µs is the scattering coefficient with units of inverse length, and g is the average

cosine of the scattering angle; g = 1 indicates total forward scattering, while g = 0

represents isotropic scattering. Similarly, the reduced scattering length is

λ′ = 1/µ′
s(4.2)

and has units of length.

The Geant4 framework incorporates the Mie and Rayleigh scattering physics, but

only Rayleigh scattering was used because an accurate accounting for Mie scattering

requires the knowledge of the particle size distribution, which is unknown for the used

milk samples. Geant4 does not allow the specification of an anisotropy parameter,

so the reduced scattering length was used in place of the scattering length. The

reduced scattering length and absorption length were treated as free parameters

obtained from the fit of the model to the experimental data (see Sec. 4.3.1.)

Since the number of photoelectrons per pulse is measured in the experiment,

the objective is for the model to output results in the same units. To this end, the

probability of a photon creating a photoelectron at the photocathode of the MAPMT

was included. The primary particle in our simulation is a 407-nm optical photon. To

result in a photoelectron count for a given channel, the optical photon has to enter
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a WLS fiber, be refracted through the cladding, absorbed in the core, and reemitted

in a direction conducive to total internal reflection. The photon then has to be

transported through the 1-m long fiber, during which it could be absorbed by the

fiber core. At the end of the fiber, the photon undergoes conversion to photoelectron

at the photocathode with a quantum efficiency that depends upon its wavelength.

The values for the wavelength-dependent quantum efficiency were taken from the

manufacturer’s datasheet and are shown in Fig. 4.9.

The optical parameters of an actual candidate LiquidO media should be well-

characterized before prototyping. However, as the determination of the optical pa-

rameters of the milk samples was not the purpose of this study, no direct measure-

ment was made. Instead, to find the best-fit parameters for the reduced scattering

length and absorption length of the milk sample, measurements were made at a series

of dilutions. The absorption coefficient µa,c of a compound can be calculated from

µa,c

ρc
=

∑

i

wi
µa,i

ρi
,(4.3)

where ρ is the density of the material, and wi is the fraction of the ith material

by mass. The reduced scattering length can be calculated analogously under the

assumption that the particle size distribution is unaffected by concentration. The

validity of this assumption is discussed below.

In the parameter search, a combination of reduced scattering and absorption

lengths for pure milk was chosen, the resulting parameters were calculated, and a

simulation was run for each dilution. The total weighted sum of squared errors

(WSEE) was then calculated:

WSSE =
8∑

i=1

1

σ2
i

(yi,sim − yi,exp)
2,(4.4)
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Figure 4.10: A flowchart of the parameter search process to determine the optical parameters of
pure milk.

where σi is the uncertainty of the measurement at the ith distance from the light

source, and yi,sim and yi,exp are the average numbers of photoelectrons from the

four fibers at that distance from the light source in the simulation and experiment,

respectively. The values of parameters were pre-selected at regular intervals such

that the search comprised a grid. This process is shown as a flowchart in Fig. 4.10.

The dataset from 15% dilution was withheld from the fitting for validation. The

results of the parameter search are shown in Fig. 4.11. The parameter combination

with the lowest total error (31.7) is a reduced scattering length of 0.75 mm and an

absorption length of 8 mm.

The comparison between experimental and simulated data for these parameters

is shown in Fig. 4.12. The χ2 values are 26.3, 2.4, 11.3, and 13.6 for concentrations

of 25%, 20%, 10%, and 5%. The fits are best for concentrations of 20% and 10%,

and worst for concentrations of 25% and 5%. The particle size distributions for

dilutions of milk above 10% are inconstant, which introduces nonlinearity into the

rate at which the reduced scattering length changes with concentration [92]. One

study found a measurable departure from reduced scattering length linearity in milk

concentrations above approximately 0.6% [93]. The best overall fit found by our

parameter search approximates an average for the particle size distribution, which
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Figure 4.11: The total WSSE values for combinations of scattering and absorption parameters for
simulation and experimental data. The total WSSE is the individual WSSEs from the
25%, 20%, 10%, and 5% dilutions of 2% milkfat commercial milk datasets, added in
quadrature. The minimum error was 31.7, at a reduced scattering length of 0.75 mm
and an absorption length of 8 mm.
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Figure 4.12: Comparison of simulated and experimental results for (a) 25% milk, (b) 20% milk,
(c) 10% milk, and (d) 5% milk. All simulated values agree with the experiment within
uncertainty. The optical parameters used for pure milk were optimized as shown in
Fig. 4.11. Note that the vertical scale for (a) and (b) differs from the scale for (c) and
(d).

likely explains why the fits degrade in quality away from the average concentration.

As a validation of the selected optical parameters, the dataset for 15% milk dilu-

tion (which was omitted from the parameter search) was compared to the simulation;

the results are in Fig. 4.13. The data shows good agreement (χ2 = 9.0) with simu-

lation at all distances from the origin. Summing the χ2 values from all five datasets

gives a χ2 value of 62.5, which corresponds to a reduced χ2 of 1.60, and a p-value of

0.013. The origin of the low p-value is likely the effect described above; a departure

from linearity in the reduced scattering length of milk as a function of concentration

is expected for the range of dilutions used in this experiment.

Ref. [94] measured the absorption and reduced scattering lengths for 2.44% fat

cow milk in the wavelength range of 530–900 nm. Extrapolating their data to 407 nm
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Figure 4.13: The comparison of simulated and experimental results for 15% milk dilution. The
optical parameters for milk used were the same as shown in Fig. 4.12.

gives an absorption length of approximately 7 mm and a reduced scattering length of

0.8 mm, very close to the values obtained from the fit to experimental data. Ref. [82]

found that the reduced scattering length of whole cow milk at 400 nm can vary in the

range of 0.3–1.0 mm depending on homogenization time, and the absorption length

at 400 nm is as high as 40 mm for 1.5% milkfat.

4.3.2 Diffusion Approximation

LiquidO-type detectors are characterized by a bulk medium with a short scatter-

ing length and long attenuation length. Within this medium, there is an array of

wavelength-shifting fibers acting as photon sinks. These detector requirements pro-

vide conditions for diffusion calculations to approximately describe photon dynamics

in the system and provide verification of the Monte Carlo model.

The diffusion equation can be derived by simplifying the Boltzmann transport

equation; this is common in modeling neutron transport [95]. One can assume pho-

ton flux to be linearly anisotropic, photon current varies slowly compared to mean

collision time, and the sources are isotropic. This can be physically realized in a

LiquidO detector by spacing fibers and sources many scattering lengths apart on a
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uniform grid.

Here, the aim is to predict the probability of photon capture in the WLS fiber

given an initial photon distribution. Three processes the photon may undergo are

of concern: scattering in the bulk medium, absorption in the bulk medium, and

absorption in the fibers. Two equations describe two groups of photons; the first

tracks a photon density in the bulk medium, while the second tracks the absorbed

photon density in the wavelength-shifting material:

∂ρm
∂t

=∇ [D∇φm]−
φm

αm
− φm

αf
,(4.5)

∂ρf
∂t

=
φm

αf
,(4.6)

D =
1

3(α−1
m + α−1

f + σ−1
m )

.(4.7)

Here, ρm and ρf are photon densities in the bulk material and WLS fiber, respectively,

and φm is the photon flux in the medium. The material properties pertinent to the

model are αm, the mean free path to absorption in bulk material, αf , the mean free

path to absorption in WLS fiber, and σm, the mean free path to scattering in bulk

material. Finally, t is time, and D is the diffusion coefficient.

Using the speed of light in the medium, one can replace φ = ρc/n and rewrite the

coupled diffusion equations entirely in terms of photon density. Assuming nfiber ≈

nmedium, we have:

∂ρm
∂t

=
c

n

(
∇ [D∇ρm]−

ρm
αm

− ρm
αf

)
(4.8)

∂ρf
∂t

=
c

n

ρm
αf

;(4.9)

where c is the speed of light in vacuum, and n is the medium’s index of refraction.

To verify the Monte Carlo simulation, a uniform square grid of WLS fibers is

generated with a pitch of 15 mm, a scattering length of 1 mm, and an absorption
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length of 50 mm for the bulk medium. An isotropic source is placed at the center

of this square array of fibers. The Eq. (4.8) is solved for this geometry using py-

pde, a library implementing the finite difference method [96]. The mesh size of the

simulation was set to 0.05 mm, an order of magnitude smaller than the absorption

length of the fibers. Von Neumann stability analysis [97] is used to determine an

upper bound on ∆t for the numerical stability of the solution:

(4.10) ∆t ≤ n

2Dc

(
1

(∆x)2
+

1

(∆y)2

)−1

≈ 6 fs,

where ∆x and ∆y are the mesh sizes in the x and y directions. To increase computa-

tional efficiency, two types of symmetry are leveraged in the detector model. First,

the detector is homogeneous in the axial direction, and the medium boundaries are

many absorption lengths away from the source, allowing one to treat the detector as

infinite. Since the photon distribution along the axis of the fiber is of less interest,

one can incorporate this symmetry by solving the diffusion equation in two dimen-

sions. Second, the detector and source contain symmetries of the dihedral group

D4. Of the eight symmetries available, four are used by modeling one quadrant in

the x-y plane with Neumann boundaries at the quadrant boundaries. The last set

of symmetries could be implemented by slicing each quadrant diagonally through

the origin, but this symmetry is not considered due to the increased complexity of

implementation.

For the square grid geometry, the probability of each WLS fiber absorbing a

photon is simulated using both the diffusion and Monte Carlo models. The results

for each are shown in Fig. 4.14; they agree within 11% for the diffusion and Monte

Carlo simulation for each fiber.
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Figure 4.14: Photon absorption probabilities for a square grid array of WLS fibers with a fiber
pitch of 15 mm simulated using the diffusion approximation and Monte Carlo. The
inset shows a visualization of the geometry in Geant4. The two simulation methods
perform within 15% of each other at each fiber.

4.4 Extension of model to low-absorption medium

The results described in this study pertain to dilutions of cow milk, which was

chosen because it is readily available, water-soluble, and highly scattering. However,

the relatively short absorption length of <10 mm means that the overall efficiency of

photon collection is poor. In contrast, NoWASH can be created with an absorption

length of above 2 m, while still maintaining a scattering length of below 1 mm [27].

WbLS has an even longer absorption length of tens of meters [98], but measurements

of the scattering length for opaque WbLS have not yet been carried out.

As an illustration of the efficiencies possible in a real detector with desirable optical

properties, the simulation from Sec. 4.3.1 was repeated with a reduced scattering

length of 0.5 mm and an absorption length of 5 m, with a single WLS fiber at

each distance from the origin. The light collection was also modeled at both ends

of the WLS fibers instead of only one end as in the experiment; the results are

shown in Fig. 4.15. In this instance, the fiber 2 mm from the light source produces

approximately 0.0077 photoelectrons for each incident photon. WbLS with a 10%
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Figure 4.15: Simulated efficiency of light collection possible in an opaque liquid with a 5 m ab-
sorption length and a 0.5 mm reduced scattering length. The plot shows the number
of photoelectrons detected per photon injected into the system and includes losses
in transport in the bulk medium, collection in the WLS fiber, and conversion at the
photocathode.

loading of LAB-PPO has a light yield of 1357±125 photons/MeV [81]; therefore, an

event that deposits 1 MeV of energy 2 mm from a WLS fiber in 10% loaded WbLS

with the optical parameters discussed above could be expected to produce about

10 photoelectrons, which is readily detectable in this experiment. The efficiency

would be further increased by instituting a lattice of WLS fibers, such that light was

collected from a single event in multiple fibers. Additionally, the MAPMT could be

substituted for a silicon photomultiplier (SiPM) which can have a higher quantum

efficiency, though at a cost of increased dark noise at room temperature. However,

this is an extension of the model to conditions that were not directly experimentally

validated. While the basic physics is unchanged for shorter scattering lengths and

longer absorption lengths, these conditions will need to be confirmed as part of future

detector validation.
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4.5 Conclusion

In this work, the light coupling efficiency from an opaque liquid (dilutions of

commercial cow milk) into a WLS fiber was quantified as a function of the optical

parameters of the liquid and the distance from the origin of the light to the fiber. The

Geant4 model was validated against experimental data, and an agreement between

the Geant4 model and a simplified diffusion approximation to within 11% error was

demonstrated. The validated model was used to show the efficiencies that may be

possible in LiquidO-style detectors of optimal optical properties.



CHAPTER V

Design and Fabrication of an Opaque Scintillator Prototype
Based on NoWASH-20

This chapter describes the design, fabrication, and preliminary characterization of

a prototype opaque detector using a wax-based scintillation liquid. First, it discusses

the design considerations including constraints and material factors. The design was

intended to allow for compatibility with a variety of opaque scintillator liquids, rather

than optimizing for a specific type or set of optical parameters. Following this, the

chapter outlines the formulation of the scintillation liquid and the construction of

the prototype. Lastly, it presents the detector’s response to gamma rays of various

energies and demonstrates coarse reconstruction of source direction using the average

event topology resulting from light confinement.

5.1 Design considerations

5.1.1 Constraints

The main design constraint was a limitation in the number of channels that could

be instrumented. A large quantity (500 m) of wavelength-shifting fiber was procured

and the multi-anode photomultiplier tube (MAPMT) used had 64 pixels. However,

only two identical digitizers (of 16 channels each) were available for use. Using several

different types of digitizers could introduce additional uncertainty into the relative

74
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responses of various channels, and was avoided. This limited the available number

of readout channels to 32.

A different readout scheme that would not rely on digitized waveforms was ex-

amined. For instance, a PETSYS TOFPET2 ASIC connected to a 64-channel SIPM

array was investigated for suitability. However, single-photoelectron signals were in-

distinguishable due to electronic noise. A commercial system for reading out a large

number of SIPM channels was also considered. For example, the CAEN DT5202

readout system can connect to 64 individual SIPMs, which could each be coupled

directly to fiber ends. However, this device is designed to count individual photons

(with a long dead time following each count) or to combine the signal from multiple

photons that arrive in a very short time. It is unable to integrate over the long time

window in which photons are expected to arrive in an opaque scintillation system

(∼100 ns). After discussing with CAEN engineers, it was clear that the DT5202 or

a similar system could not be used for this application, and traditional waveform

digitization became the most attractive choice.

The goal of the design was to enable topological reconstruction in three dimen-

sions. A hit on a fiber gives information in two axes, but not three. For example,

if a fiber is aligned along the x-axis, a detected photon within it provides positional

information about the origin of that photon in the y-direction and z-direction. In-

formation about the depth (in this example, the x-direction) at which the photon

originated within the fiber is lost because of the relatively long decay time of the

WLS dye and because both ends of the fiber are connected to a single MAPMT

pixel. Furthermore, due to the small size of the prototype detector (10 cm in width),

the relative delay in arrival time for a photon on one side of the detector compared

with the other would be less than 1 ns. Therefore, a further constraint was that
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the fibers had to be aligned in at least two orthogonal directions, so as to provide

three-dimensional position information.

5.1.2 Geometry

The 32-channel constraint, along with the need to have fibers running in two

planes, naturally suggested a cubical design with 16 fibers per vertical plane. In

this design, the fibers interspersed throughout the xz-plane (where z is the vertical

direction) could be offset vertically by 1/2 the fiber pitch, such that they did not

collide with the fibers in the yz-plane. The last remaining parameter to select was

the fiber-pitch, which would determine the overall size of the detector body. A

suitable fiber pitch was determined through the use of a Geant4 model, in which the

parameters of NoWASH-20 were estimated from Ref. [27]. The optical parameters

key to choosing the fiber pitch were the absorption and scattering length, which

were taken as 1 m and 1 mm, respectively. The model indicated that a photon

collection efficiency (fraction of photons delivered to the MAPMT) as high as 9.8%,

was possible with a 10 × 10 × 10 cm3 cube size, corresponding to a total efficiency

(in p.e./photon) of 1.2%.

A CAD rendering of the final cube prototype design is shown in Fig. 5.1. The

fiber pitch is 2 cm, and the fibers are in the planes offset vertically from one another

to avoid collisions.

5.1.3 Materials

5.1.3.1 Fiber

To maintain consistency with the previously validated model (see Ch. IV) the

prototype was designed to use Kuraray Y-11(200) WLS fibers. Y-11 fiber is not

unique in its applicability to opaque scintillators; there are many other sizes, types,
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Figure 5.1: A CAD rendering of the final cube design. The capacity is 1 L, and the fiber pitch is
2 cm. The fibers are shown as green lines.

and manufacturers of WLS fibers. For example, the Kuraray B-3 fiber is a UV-to-

blue shifter that has a longer attenuation length than the Y-11 [69], and the YS-2 has

a similar attenuation length to Y-11 but has a decay time of around half the value

of the Y-11 [85]. However, Y-11 fiber is commonly used in scintillation applications,

represented by a wide body of literature, and its properties are well understood. This

made it a good choice for the prototype presented here.

5.1.3.2 Body

The body of the detector volume is made from 1/4′′ thick 6061 aluminum and

was fabricated with 4043 welding rods by the University of Michigan Physics In-

strumentation Shop. Aluminum was chosen for its relatively low atomic number (to

minimize gamma ray shielding), ease of machining, and good compatibility with a

variety of solvents. The holes for the fibers were drilled out with a 3/64′′ bit. The
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lid is made of the same material as the body.

An advantage of aluminum over a 3D printed material was that it allowed for the

hot-pouring of wax-based opaque scintillators (described below). Many 3D printed

materials have a very low melting point and are thus unsuitable for this application.

5.1.3.3 Glue

The glue chosen was a UV-cured epoxy called Bondic. This epoxy was recom-

mended by Thiago Sogo Bezerra from the University of Sussex, who investigated

compatible glues for the LiquidO collaboration. The epoxy was easy to apply as it

was very viscous, and remained in place well until cured with UV light. In the first

trial, several fiber holes leaked scintillation liquid during the cooling and solidifica-

tion process. Upon inspection, it appeared that some of the Bondic did not adhere

strongly to the aluminum body of the detector. Adherence may not be a problem

with other detector body materials, but for aluminum-bodied detectors, other glues

should be investigated.

An additional shortcoming of this glue was the need to be UV cured. Previous

studies of scintillating fibers have shown that the attenuation length of the core

can worsen by up to 50% with a long duration (multi-day) exposure to fluorescent

lights [99]. While the effect of exposure to a short-duration, high-intensity UV light

source on a WLS fiber is unknown, it is likely deleterious. For this reason, a non-

UV cured epoxy was used for subsequent prototypes.

5.1.3.4 Scintillation liquids

There are two major types of opaque scintillation liquids currently under inves-

tigation by the LiqudO collaboration: wax-based and emulsion-based. NoWASH-20

(New opaque Wax Scintillator, Heidelberg) is an example of a wax-based liquid scin-



79

tillator, in that the opacity is a result of the addition of paraffin. Conversely, the

opaque water-based liquid scintillator (oWbLS) accomplishes opacity via the stable

emulsion of water into a base solvent. There are many other ideas to achieve opacity

in scintillation compounds, but these two technologies are the most mature. For-

mulations of oWbLS and NoWASH-20 were simultaneously pursued to de-risk the

design. In both cases, receiving the liquids took longer than originally anticipated,

so the optical parameters of the scintillators were unknown when designing the de-

tector prototype. However, the NoWASH-20 parameters could be estimated from

the groundbreaking work done by Buck et al. [27].

The remainder of this chapter will focus on NoWASH-20, with the characterization

of an oWbLS-based design discussed in the following chapter.

NoWASH-20 was prepared according to the steps outlined in Ref. [27]. NoWASH

is comprised of a minimum of three component chemicals. The first is linear alkylben-

zene (CAS 67774-74-7), known as LAB, sourced from BOC Chemicals. The second is

2,5-diphenyloxazole (CAS 92-71-7), known as PPO and sourced from Sigma Aldrich.

The third is paraffin wax (CAS 8002-74-2) obtained from Sigma Aldrich. The wax

has a nominal melting point of 53− 58° C, which is associated with the ASTM D 87

standard. The scintillation light from LAB peaks around 330 − 350 nm [63], which

is well below the absorption spectrum for the Kuraray Y-11 fibers. The PPO works

as a primary fluor, the addition of which increases the light yield of the base LAB.

One study identified that increasing the concentration of PPO in LAB from 1 to

4 g/L corresponded with a 30% rise in light yield [100]. PPO also serves as a wave-

length shifter, peaking in emission at around 350−380 nm [101], although this range

is not optimal for Y-11 fibers, which have maximum absorption around 420 nm.

The initial goal was to replicate the original NoWASH formulation as described in
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Figure 5.2: An image taken through a jeweler’s glass of the end of a WLS fiber before (left) and
after (right) polishing with a series of fine grit sandpaper. All fibers were similarly
prepared and inspected before loading into the prototype detector body.

Ref. [27]. However, the absorption spectrum of the fibers indicated the potential

need for a secondary wavelength shifter, such as 1,4-bis(5-phenyloxazol-2-yl)benzene

(POPOP).

5.2 Assembly

5.2.1 Detector body and fibers

The holes in the detector body needed to be hand-filed before they could receive

the fibers without scratching the cladding. The file used was a 1.0 mm diamond

round jeweler’s file. Fibers were cut to a length of 1 m, and polished using the same

procedure described in Ch. IV.

As described in Ch. IV, the fibers were cut with a fiber cleaver and polished with

fine-grit sandpaper. Fig. 5.2 shows a magnified image of a fiber end before and after

polishing. The fibers were connected to the MAPMT via a 3D-printed interface.

The holes in the interface are 3 mm in diameter, allowing for silicon o-rings to fit

inside the holes to hold the fibers in place by friction. An image of the interface
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Figure 5.3: An image of the fiber-MAPMT interface. The fibers are held in place within the inter-
face with silicon o-rings and are coupled to the face of the MAPMT with optical grease.
Both ends of each fiber are routed to the same MAPMT pixel.

with polished fibers loaded and ready for mounting to the MAPMT is shown in

Fig. 5.3. Differently from the arrangement described in Ch. IV, both ends of each

fiber were routed to a single MAPMT pixel to maximize the light collection in each

channel. The fibers were installed and aligned in the holes such that the bending

radius for each was minimized when coupled to the MAPMT interface. The dark

box, MAPMT, and interface were the same as described in Ch. IV. The installation

process is shown in Fig. 5.4. A schematic of the assembled apparatus is shown in

Fig. 5.5.

5.2.2 NoWASH-20

The most opaque NoWASH formulation discussed in the cited reference is known

as NoWASH-20 for its 20% (by weight) wax inclusion. The cocktail includes a 0.3%

weight fraction of PPO, with the balance consisting of LAB. The wax was added

to the LAB as a room-temperature solid and then heated to 60° C on a hotplate

until the wax fully melted. Temperature measurements were taken with a Fluke 61
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Figure 5.4: The detector body prototype (a) and installation of fibers (b-d). The fibers were 1 m
long and arranged such that the bending radius was minimized when coupled to the
MAPMT interface (d).

Dark box

Multi-anode PMT
To readout 
electronics

32 Kuraray Y-11 WLS fibers
(16 in each plane)

1 L cubic detector

Pulse generator

Calibration 
LED

Figure 5.5: A schematic of the experimental apparatus, including the 1 L aluminum cube prototype.
The dark box, calibration LED, MAPMT, and readout electronics are the same as were
described in Ch. IV.
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Figure 5.6: An image of the NoWASH-20 melting process. A 20% weight fraction of paraffin wax
was added to a mixture of LAB and 3 g/L PPO, then slowly heated to 60° C on a
hotplate. The melting process took about 15 minutes, after which the liquid appeared
completely clear.

infrared thermometer, which is rated to an accuracy of ±3° C. Heating and melting

took about 15 minutes, and is shown in Fig. 5.6. Once the wax was completely

dissolved, the PPO was added and stirred for 1 minute. The PPO dissolved in a

matter of seconds, and the resulting liquid appeared completely transparent. The

cocktail was poured while still warm into the detector body and allowed to cool.

The liquid continued to appear clear until it cooled to about 34° C, after which

crystallization became apparent as a skein on the top. As the liquid continued to

cool, the opacity increased rapidly. By about 30° C, the immersed sections of fibers

could no longer be seen. See Fig. 5.7 for a visualization of the cooling process.

5.2.3 Volume collapse

The density of paraffin can increase by up to 19% when cooled from 70° C to

25° C [102]. An analysis of a mixture of linear-alkylbenzene compounds meant to be

used as a lubricant showed a lesser, but still appreciable increase in density of about

3% from 68.6° C to 23.4° C [103]. Taken together, a density increase of about 5%

is expected when NoWASH-20 cools from 60° C to 20° C. The prototype detector

is not equipped with active cooling but cools from the outside-in from exposure to
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Figure 5.7: The change in appearance of the NoWASH-20 scintillating liquid as it cools. The
temperatures were (a) 49° C, (b) 34° C, (c) 32° C, (d) 31° C, (e) 30° C, and (f) 19° C,
after cooling to room temperature overnight. As can be seen in panel (f), the reduction
in density as the liquid-cooled resulted in a small depression in the center of the surface.
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Figure 5.8: An image of the volume collapse on top of the detector. The left panel shows the
volume collapse of the first iteration of the prototype, in which the liquid was poured
at approximately 60° C. The center panel shows a close-up of the volume collapse in
this iteration. The top layer of fibers can be seen, indicating that the light collection
efficiency of these fibers is impacted by the depression. The right panel shows the
reduced volume collapse from allowing the liquid to cool to approximately 41° C before
pouring.

its environment. This means that the outside, and especially the top of the liquid,

cools and solidifies first. Then when the inside cools and subsequently decreases

in volume, the result can be volume collapse. An illustration of volume collapse is

shown in Fig. 5.8. As a result of the depression, the top layer of fibers is partially

exposed, which may impact the light collection efficiency in this part of the detector.

Due to the opacity of the material, it is difficult to assess whether voids are present

in the interior of the detector. However, due to the relatively low viscosity of the

cooled liquid (it is more gel-like than wax-like), such structures are improbable. In

later iterations, the liquid was allowed to cool to 41° C before pouring into the cube,

which mitigated the severity of the volume collapse phenomenon considerably, as can

be seen in the right panel of Fig. 5.8.
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5.3 Gamma-ray response

5.3.1 Event building

Pulses were calibrated from ADC channels to units of photoelectrons (p.e.) using

the method described in Ch. IV. Pulses were required to have an integral value of

0.5 p.e. to be included in the datasets.

In order to correlate pulses into events both CAEN V1730 digitizers were syn-

chronized to share a clock. Each channel was allowed to trigger independently, and

the timestamps from individual pulses were used to bundle pulses into events. To

reduce the effect of stray room light, a minimum of three channels were required to

trigger within a coincidence window of 100 ns to qualify as an event.

Further discussion of event building is included in Ch. VI.

5.3.2 Response with PPO as the sole wavelength-shifter

After cooling overnight, the detector was exposed to gamma-ray radiation from
137Cs and 60Co. Gamma rays from 137Cs beta-decay have an energy of 661.7 keV,

whereas 60Co beta-decay produces gamma rays of 1173.2 keV and 1332.5 keV. For

gamma rays in this energy range, the dominant interaction with low effective atomic

number material like NoWASH-20 is Compton scattering. There was a visible differ-

ence in the spectra from each radioisotope, with the gamma rays from 60Co creating

more light, as expected. However, neither the Compton continuum nor Compton

edge was visible in either spectrum (see Fig. 5.9), and overall the collected signal

was lower than expected from the simulation. The high opacity of the liquid is ex-

pected to smear Compton features, because the collected signal depends not only on

the amount of light created in the volume, but also on the position of interaction in

relation to the fibers.
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Figure 5.9: The measured integral gamma-ray spectra from the decays of 137Cs and 60Co. As
expected, the higher energy gamma rays from 60Co have a higher spectral endpoint,
indicating that they created more light in the volume. However, no Compton features
are readily identifiable.

There were two possible explanations for the low light level. The first is that

the scattering length of the liquid was too short to be well-matched to the selected

fiber pitch. This would manifest as isolated, very bright events for gamma rays

that deposited energy in the immediate vicinity of a fiber, and the signal from most

events would be isolated to a single fiber. This was not the case, so an extremely

low scattering length was dismissed as the possible cause of the low light collection.

The second possible explanation was that the emission spectrum of the PPO and the

absorption spectrum of the WLS fibers were poorly matched. This was anticipated

from the published values for each, which are shown in Fig. 5.10. Buck et al. directly

measured the emission spectrum of NoWASH-20 with PPO loading and found a

similar spectrum to the PPO emission spectrum shown in Fig. 5.10, except for slight

red-shifting which caused the peak around 335 nm to be absent [27]. They expect
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Figure 5.10: The emission and absorption spectrum for several components in the NoWASH-
20 blend. The PPO and POPOP emission and absorption spectra are taken from
Ref [101], and the WLS absorption spectrum is for Kuraray Y-11(200) fiber and is
taken from Ref. [69].

that “the light below 400 nm is mainly absorbed by the fluorescent PPO or LAB

and re-emitted with high probability”, but our measurement suggests that UV light

may not be repeatedly shifted until it is sufficiently well matched to the Y-11(200)

WLS fibers.

5.3.3 Addition of POPOP

Following the experiment detailed above, the detector body was warmed directly

on the hotplate, which allowed the re-liquefied contents to be emptied into a beaker.

10 mg of POPOP was then added. This concentration is typical for similar scintil-

lators based on LAB/PPO mixtures [104].

The POPOP was, unlike the PPO, very difficult to dissolve into the NoWASH-20,

requiring about 90 minutes of vigorous stirring at 60° C Similar issues with POPOP

solubility were previously reported in Ref. [105]. The process of the addition is
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Figure 5.11: The process of adding POPOP to NoWASH-20. (a) The POPOP can be seen as
undissolved flakes in the heated (60° C) NoWASH-20. (b) After 90 minutes of vigorous
stirring, the POPOP was fully dissolved. (c) The appearance of the NoWASH-20 under
UV illumination before and (d) after the addition of POPOP. The color has changed
from violet to blue. (e) The NoWASH-20 with POPOP under UV illumination after
being cooling in the cube to 33° C and (f) 18° C. The change in opacity is apparent.

shown in Fig. 5.11. Another candidate for use as a secondary wavelength shifter is

1,4-Bis(2-methylstyryl)benzene (bis-MSB), which has similar properties but may be

more readily dissolved.

5.3.4 Response with PPO and POPOP

The emission spectrum of NoWASH-20 after the addition of POPOP was directly

measured with a PTI Quanta Master Fluorimeter, using an excitation wavelength of

350 nm. The excitation wavelength was chosen to be close to the peak emission of

PPO. The measured emission spectrum is shown in Fig. 5.12 and closely matches the

literature values of the emission spectrum of POPOP (shown in Fig. 5.10), except

that the shortest-wavelength peak (around 390 nm) is suppressed, probably due to
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Figure 5.12: The measured emission spectrum of NoWASH-20 after the addition of 10 mg/L of
the wavelength shifter POPOP. The peak absorption wavelength of the Y-11 fibers is
shown as a vertical red line.

repeated wavelength-shifting. Following the addition of POPOP, the NoWASH-20

was reloaded into the aluminum cube and again cooled, as shown in Fig. 5.11. The

changes in opacity were qualitatively the same as before the addition of POPOP.

During this iteration, the liquid was allowed to cool in the beaker to 41° C prior to

pouring, which seemed to mitigate the volume collapse and resulting dimpling of the

surface as discussed and shown in Fig. 5.8.

A comparison of the NoWASH-20 response to gamma rays from two radioisotopes

before and after the addition of POPOP is shown in Fig. 5.13.

5.3.4.1 Source localization via event topology

To demonstrate source localization using event topology from light confinement,

a 1 µCi 60Co gamma-ray source was placed on the top of the cube in two positions.

The first position was approximately (−45, 45, 55) mm, and the second position
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Figure 5.13: The measured integral gamma-ray spectra from the decays of 137Cs and 60Co before
and after the addition of POPOP to the NoWASH-20. The first 1.5 × 105 events are
shown for each dataset. As expected, the addition of POPOP resulted in a larger
integral signal for both radioisotopes. However, Compton features are still difficult to
discern, probably due to the high opacity of the NoWASH-20.

was approximately (45,−45, 55) mm, where (0,0,0) is the center of the detector

volume. 100 seconds of data was taken in each position, and events were built as

described above. A 2D histogram was then created, in which bins corresponded to

the normalized number of photoelectrons detected in each fiber. The results, along

with 2D Gaussian fits to guide the eye, are shown in Fig. 5.14.

While not meant to be quantitative, the plots clearly show a difference in response

that corresponds to the source location. This effect is primarily due to the 1/r2 de-

pendence of intensity from an isotropic source. This means that more events occur

near the source, and because the resulting scintillation photons are stochastically

confined, the channels corresponding to fibers near the source receive more signal.

In principle, by comparing the relative signal across all channels, this detector should

be able to reconstruct the direction of a source even if the source is far away. The
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Figure 5.14: A demonstration of source localization from average event topology. The top row
of histograms corresponds to a 100 sec. measurement of a 1 µCi 60Co gamma-ray
position 1 (as annotated on the sketch to the right), and the bottom row of histograms
corresponds to the measurement with the source at position 2. The cells indicate the
normalized number of photoelectrons generated in that channel, and 2D Gaussian fits
are included as eye guides. The approximate location of the source in the xy plane is
readily discernible in each case.

dominant cause of the relative difference in signal across different channels in this

case would not be a 1/r2 intensity mapping, but rather a result of self-shielding. This

effect would be clearest for incident radiation with a mean free path of less than the

dimensions of the cube.

This measurement gave confidence that the prototype achieved light confinement

and reasonable light collection, and was capable of leveraging the resulting event

topology to address source localization, a real-world problem in radiation detection.
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5.4 Conclusion

This chapter described the design, construction, and initial characterization of

the first prototype gamma-ray detector based on opaque scintillation. The following

chapter will provide a more quantitative characterization of the second iteration of

the prototype, using an acrylic cube and several different formulations of oWbLS.



CHAPTER VI

Characterization of an Opaque Scintillator Prototype
Detector Based on oWbLS

6.1 Introduction

Most scintillation-based radiation detectors collect the light generated by an in-

teracting particle at the scintillator boundary and direct it to a photosensor such

as a photomultiplier tube (PMT) or a silicon photomultiplier (SIPM). To maximize

the light collection, scintillation materials are chosen to be as transparent as possi-

ble to their fluorescence. Scintillation light is emitted isotropically, so much of the

light collected at the photosensor may arrive after reflection or scatter at non-sensing

boundaries, such as detector walls. The photosensors used are generally not position-

sensitive, and even for position-sensitive photosensors, the distribution of detected

light has only limited correlation to the location of its emission. For these reasons,

detectors of this type generally do not provide high-fidelity information on where in

the detector volume an event occurred.

The two main categories of methods for obtaining event topological information

in a traditional scintillation detector are imaging the interior of the detector, usually

by using multiple photosensors distributed along the detector surface [106, 107, 108,

109, 110, 111], and physically segmenting the detector into voxels [19, 20, 77, 111].

By contrast, opaque scintillators, which are designed to have a short scattering

94
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length, seek to constrain the scintillation photons by repeated scattering. The light

produced by an event is stochastically confined about its origin, and information

about the event topology is thus retained [24, 112]. The scintillation photons are

collected via a lattice of wavelength-shifting (WLS) fibers and read out by channel,

such that the signal amplitude in multiple fibers provides information about where in

the volume the light was collected. This information can then be used to reconstruct

the event topology.

This pioneering technology, known as LiquidO, is currently being developed by

the international LiquidO Consortium [25]. The LiquidO concept was originally

conceived to enhance particle-type identification and increase the signal-to-noise ratio

in large antineutrino detectors through analysis of event topology. LiquidO is also

being considered for positron emission tomography (PET) [113], improving energy

resolution for photons in calorimeters for use with high-energy e+e− colliders [114],

and the detection of geoneutrinos [115].

This chapter describes the characterization of a prototype radiation detector ca-

pable of providing spectroscopic and event topological information. Such a detector

could potentially be used for certain applications currently served by traditional op-

tically segmented detectors, such as gamma-ray and neutron-scatter cameras, or for

muon scatter tomography. Specifically, the detector gamma-ray response is shown,

and the reconstruction quality for point-like events is quantified.

6.2 Apparatus and material

The efficiency of light collection, transport, and conversion to signal for the exper-

imental apparatus that shares most components with the one in this work was char-

acterized in Ref. [74]. The type of fiber, multianode photomultiplier tube (MAPMT),
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and digitizers were the same for this experiment as in that previous work. An opaque

formulation of water-based liquid scintillator (discussed in Sec. 6.2.3) was chosen due

to its promising optical characteristics and material compatibility and is referred to

as opaque Water-based Liquid Scintillator (oWbLS).

6.2.1 Detector design and construction

Figure 6.1 shows the experimental apparatus. The body of the detector was made

from an additively manufactured material (VeroWhite), which is similar to acrylic.

The detector volume was a 1 L cube, 10 cm on a side. There were 16 WLS fibers

arranged in a grid in each vertical plane. The fibers in the xz plane were offset 1 cm

higher than the yz plane to avoid collision and provide additional information for

the z direction. The fibers were glued in place with a fast-curing epoxy (5-minute

Z-POXY), which was found to be compatible with WLS fibers and to cause less light

loss than other glues tested [116].

The fiber pitch in the x- and y-directions was 2 cm, and 1 cm in the z-direction.

Each fiber was approximately 1 m long. The detector was designed and constructed

before receiving any oWbLS samples, so the fiber pitch was not optimized for the

optical properties of a particular formulation of oWbLS. The length of the fibers

was chosen to ensure that the minimum bending radius met the manufacturer’s

recommendations for minimizing light loss. The detector, fibers, and MAPMT were

housed in a dark box to minimize background light during experiments and to protect

light-sensitive components.

6.2.2 WLS fibers and MAPMT

The WLS fibers were Kuraray Y-11(200) (non S-type) blue-to-green shifters, 1 mm

in diameter [69]. The fibers were cut with a precision cleaver and then polished with
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Figure 6.1: (a) Detector body made of VeroWhite with 32 WLS fibers glued in place. The fibers
terminate at the MAPMT interface, shown from the front in (b). (c) Exterior of the
dark box, with a pulsed LED mounted on top for calibration. The readout electronics
are on the left. (d) Interior of the dark box with the detector mounted to the MAPMT.
The top of the detector body is closed with a lid, also made of VeroWhite.
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fine-grit sandpaper. Both ends of each fiber terminated at a single pixel of the

Hamamatsu H12700A MAPMT and were held in place by a printed interface and

silicone optical grease. The pixel size of the MAPMT is 36 mm2, so the two fiber ends

fit comfortably in the center of the pixel. The channels were chosen in a checkerboard

pattern on the MAPMT to minimize crosstalk, as shown in Fig. 6.1(b).

6.2.3 Opaque water-based liquid scintillator

Water-based liquid scintillators have been under development at Brookhaven Na-

tional Laboratory since 2011 [80]. They were originally conceived as a method to tune

the relative levels of scintillation and Cherenkov light so that both could be readily

detected in large antineutrino detectors. A stable emulsion is produced by the intro-

duction of a surfactant that encapsulates the water into micelles. Transparent WbLS

is manufactured in such a way as to minimize scattering. For this application, in

which measuring the directional Cherenkov light separately from scintillation light

is not an immediate objective, the loading of water was minimized to maximize total

light yield.

In traditional WbLS, the function of water is to reduce the light yield, whereas

in oWbLS the water introduces opacity. The micelles constitute scattering centers,

and the appearance of the liquid becomes like soapy water. The base solvent was

di-isopropylnaphthalene (DIN), chosen for its high light yield. To further maximize

light yield, 2,5-diphenyloxazole (PPO) was added. Lastly, the wavelength shifter 1,4-

Bis(2-methylstyryl)benzene (bis-MSB) was included to match the emission spectrum

with the absorption spectrum of the WLS fibers.

As a basis for comparison, a batch of NoWASH-20 was also prepared [27]. NoWASH-

20 is comprised of 80% linear alkylbenzene (LAB), 20% paraffin wax, and 3 g/L

PPO. The wax is melted into the LAB such that when the mixture cools it becomes
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Figure 6.2: From left to right: oWbLS1, oWbLS2, oWbLS3, and NoWASH-20. oWbLS1 has the
longest scattering length of the three oWbLS samples and appears relatively transpar-
ent, and oWbLS2 has the shortest scattering length. The waxy consistency of NoWASH-
20 at room temperature (∼18° C) can be observed.

highly scattering for the scintillation light. In this formulation, a 0.0025% weight

fraction of the wavelength shifter 1,4-bis(5-phenyloxazol-2-yl)benzene (POPOP) was

also added so that the emission spectrum better matched the absorption spectrum

of the WLS fibers. NoWASH-20 can be poured while still warm but becomes viscous

when at room temperature. Images of three formulations of oWbLS (oWbLS 1–3)

and NoWASH-20 are shown in Fig. 6.2.

The initial batch of oWbLS2 showed some separation after shipment but was re-

stabilized by bubbling nitrogen through the sample for 1 hour. This separation may

have been caused by exposure to heat during transport. A lab-retained sample of the

same batch did not show separation. The sample of oWbLS3 became gradually less

opaque over a period of a month, potentially due to the agglomeration of micelles.

A second batch of oWbLS2, used for the event reconstruction portion of this work,

has shown good stability over approximately two months of data taking.
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6.2.4 Data acquisition and analysis

Each channel of the MAPMT was read out into a channel of one of two CAEN

V1730 digitizers. Before an experimental run, the response of each channel of the

MAPMT was calibrated using a pulsed light-emitting diode (LED) mounted on the

top of the dark box. The single photoelectron (s.p.e) response of each channel was

found using the procedure outlined in Ref. [74]. During an experimental run, the

clocks of the two digitizers were synchronized to facilitate the compilation of events

using event timestamps. A voltage pulse that met the trigger threshold in a sin-

gle channel was propagated to all channels on that board, but only pulses that

met a pulse-integral threshold of approximately 0.5 photoelectrons were kept. The

pulse-integral window was 100 ns, and integration was carried out onboard by the

CAEN DPP-PSD firmware. In post-processing, events were constructed by identi-

fying pulses that fell within a 100 ns coincidence window. This was necessary to

correlate events between boards. The output of the data analysis pipeline was a

list of events, for which the number of photoelectrons generated in each channel per

event was known. This method of triggering and filtering was likely superfluous for

this detector system because the background rate was very low. However, in future

detector designs that use silicon photomultipliers, this style of event selection will

be required to reduce the dark count rate, so it was implemented here. Figure 6.3

shows the data acquisition and event-building process as a flowchart.

6.3 Results

6.3.1 oWbLS light yield

The light yield of oWbLS was measured using the method described in Ref. [117],

in which a large photomultiplier tube views a cuvette of liquid scintillator exposed
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Figure 6.3: A flowchart of the data acquisition and analysis process. The primary input for a data
run is the s.p.e response for each channel, and the output is a list of events, each of which
contains pulses from multiple channels that have been correlated by their timestamps
and calibrated to be in units of p.e.

to gamma rays from 137Cs. The light yield of an unknown scintillator is determined

by comparison to a characterized reference. The reference scintillator was linear

alkylbenzene (LAB) with 3 g/L of PPO, which has a light yield between 8700 [118]

and 11100 [81] photons/MeV. The NoWASH-20 sample was found to have a light

yield of ∼ 90% of LAB+PPO, which is consistent with prior findings in a different

experimental setup [27, 119]. Using the average of the two LAB+PPO light yields

above as a reference, the light yield of oWbLS was determined to be 12150±1470

photons/MeV. This value is consistent with other scintillators based on DIN, such

as EJ-309, which has a light yield of 12300 photons/MeV [120]. The uncertainty is

dominated by the range of light yields reported in the literature for the reference

scintillator. These results are summarized in Table 6.1.
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Material Measured light yield % LAB+PPO
LAB+PPO 9890±1200 100
NoWASH-20 8850±1070 89

oWbLS1 10900±1320 110
oWbLS2 12150±1470 123
oWbLS3 12150±1470 123

Table 6.1: Measured light yields of opaque scintillation liquids used in experiments

6.3.2 oWbLS absorption and scattering length

The degree of light confinement in an opaque scintillator depends on its scattering

and absorption lengths. An increase in either the scattering or absorption length

increases the mean distance a photon travels from its origin before being absorbed,

and thus increases the size of the light ball [24]. One way to compare the relative size

of the light ball among different oWbLS formulations is to observe the number of

channels triggered as a function of the total signal collected in an event. For a highly

confining formulation, the number of channels increases slowly as the total signal

increases, whereas, for a transparent scintillator, the number of channels triggered

increases more quickly. This relationship is apparent in Fig. 6.4. To determine the

absorption and scattering length of oWbLS3, a pulsed fiber-coupled laser was used

to inject a known number of photons into the detector volume, as shown in Fig. 6.5.

The measured distribution of signal over WLS fiber channels was compared to a

Geant4 simulation in which six parameters were allowed to vary: the x, y, and z

position of the fiber tip, the absorption and scattering length of the oWbLS, and

the reflectivity of the detector walls. The estimated position of the fiber tip before

fitting the data was (0± 5, 0± 5, 0± 5) mm.

The reflectivity of the walls was estimated from Ref. [121], which quantified the

optical parameters of several colors of printed plastics. The wavelength of the laser

(407 nm) lies in the transition region for the spectral reflectance of VeroWhite plas-
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Figure 6.4: Relationship between the number of triggered channels and total event signal for the
three formulations of oWbLS. The data shown is from the 60Co datasets. Linear fits
are shown to guide the eye and highlight the difference in confinement for scintillation
photons in each liquid.

Figure 6.5: An image of the measurement described in Sec. 6.3.2. A fiber-coupled laser is used
to inject photons into the center of the detector, and the response for each channel is
measured. The laser fiber is held by an apparatus mounted on a linear translation stage
so that the measurement can be repeated at various distances from the center of the
detector.
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tics. The indices of refraction of liquid scintillation cocktails based on DIN were

found to be between 1.55 and 1.6 at 404.7 nm, with most around 1.56 [122]. The

index of refraction of oWbLS is likely to be slightly smaller as a result of the addition

of water. The index of refraction of VeroClear, a transparent but similar material to

VeroWhite, was reported to be about 1.48 at 400 nm [123], so the specular reflection

at the oWbLS-VeroWhite boundary is expected to be less than in the measurement

of Ref. [121], which was done in air.

The optimal parameter combination was found with a genetic algorithm [124]. For

each individual in a generation, a Geant4 simulation was run with the corresponding

parameter values. The fitness of an individual was calculated as the value of χ2

between the simulated and experimental data. A comparison of the experimental and

simulated signal distributions is shown in Fig. 6.6. To investigate the compatibility

of the experimental and simulated distributions with the optimized parameters, a χ2

test was applied to each laser pulse measurement, with the simulated distribution

as a reference. The mean χ2/NDF value was 0.6 ± 0.2, where uncertainty is the

standard deviation of the distribution. The absorption length of DIN is known to

Parameter Estimated Value Optimized Value
x 0± 5 mm -0.09 mm
y 0± 5 mm 2.62 mm
z 0± 5 mm 4.42 mm
Scattering length 5± 3 mm 5.7 mm
Absorption length 1± 1 m 0.169 m
Reflectivity 0.3± 0.1 0.48

Table 6.2: The parameters found by genetic algorithm and comparison to simulation for oWbLS3.
The experimental dataset was generated by pulsed light from a 407 nm fiber-coupled
laser near the center of the detector.

be shorter than LAB but could nevertheless be desirable for its higher light yield.

The measured absorption lengths of pure DIN at 430 nm range from 1 m [104] to

4.2 m [125] and are expected to be lower at shorter wavelengths. The value of 0.169 m
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Figure 6.6: A comparison of the average signal in each channel for laser pulses with 20000 ± 2000
photons at a location near the center of the detector. A genetic algorithm was used to
find optimal values for six unknown parameters.

found here is therefore lower than expected. There are several possible explanations

for this discrepancy. First, the light attenuation during transport in WLS fibers may

be greater than modeled. While the model of light transport in the fibers used here

was previously validated [74], there are several differences in this iteration from prior

experiments. One is that the fibers were occasionally exposed to ambient fluorescent

room lighting for a period of about a year, and may have degraded. Secondly, while

the fiber bending radius is within the manufacturer’s recommendation, the bending

necessary to route the fibers to the MAPMT may nevertheless introduce unaccounted

losses. Additionally, the oWbLS is not pure DIN and may have a shorter absorption

length due to the addition of the surfactant. Additional experiments are planned to

directly measure the optical properties of oWbLS.
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6.3.3 Gamma-ray response

To a good approximation, the energy deposited in the detector by electrons is

linearly proportional to the amount of emitted light. In a traditional scintillator, it

is generally desirable for the signal measured to be proportional to the amount of

light created. In an opaque scintillator, the amount of light collected in a channel

also strongly depends on the proximity of the event to the fiber corresponding to

that channel. The summed signal from all channels carries the information on the

total energy deposited; however, that information is convolved with the position-

dependent light collection efficiency. Figure 6.7 shows the integral detector response

for gamma rays from three radioisotopes, for each of the formulations of oWbLS.

The general trend is that increased scattering in the liquid increases light collection

because fewer photons are absorbed at the walls of the detector.

6.3.4 Comparison to simulation

The experimental and simulated gamma-ray response for the detector filled with

oWbLS2 is shown in Fig. 6.8. The parameters used in the simulation were based

on those found in Sec. 6.3.2. The absorption length was extrapolated from the

measurement at 407 nm to the range of wavelengths 345–455 nm using the shape

of the DIN absorption spectrum in Ref. [125]. The value of the scattering length

measured at 407 nm was extrapolated to the 342–457 nm range using the 1/λ4

dependence of the Rayleigh scattering cross-section [126]. The χ2/NDF values are

1.45 for 60Co, 1.13 for 137Cs, and 1.23 for 22Na.
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Figure 6.7: Response to gamma rays from three radioisotopes for (a) oWbLS1, (b) oWbLS2, and
(c) oWbLS3. Among these, oWbLS1 had the longest scattering length, leading to
the sharpest Compton features, while oWbLS2, with the shortest scattering length,
provided optimal light collection. (d) Response of the three formulations of oWbLS to
gamma rays from 60Co for ease of comparison. It is evident that the light collection
efficiency increases as the scattering length decreases. The response of NoWASH-20 is
shown for reference; however, a different detector body and set of fibers were used to
make this measurement, making it a point of interest rather than a direct comparison.
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Figure 6.8: The comparison of experimental and simulated detector response for gamma rays from
three radioisotopes. The simulation results are shown as a shaded region. The simu-
lation parameters are those described in Table 6.2. More details about the simulation
methodology are available in Ref. [74].

6.3.5 Topological reconstruction

6.3.5.1 Center of mass

We investigated the use of channel-by-channel signals for an event to reconstruct

event topology. The simplest method to reconstruct the position of the event is to

calculate a quantity analogous to the center of mass (CoM) for all channels. For

instance, in the z direction:

CoMz =

∑32
i=0 sipi,z∑32
j=0 sj

,(6.1)

where sj is the signal in the jth fiber, and pj,z is the position of the jth fiber in

the z direction. The center of the detector is taken as the origin. As noted in

Sec. 6.2.1, while all 32 channels give information about the position of the event in

the z direction, only 16 provide information in the x and y directions.

This method has several shortcomings. First, it implicitly assumes that light

is created isotropically, which is not the case with this laser injection calibration

experiment. Secondly, it does not inherently allow for multiple light centers (though
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in principle it could be extended to account for e.g. two Compton scatters if the light

balls from the two events did not overlap in any dimension and CoM calculations

could be done for each region of interest).

The first shortcoming can be partially addressed by systematic correction, i.e.,

mapping the true source positions in each dimension as a function of the solved

CoM positions. This relationship was calculated by simulating 3 × 106 events and

creating 2D histograms of the true and apparent positions for each dimension. Then,

for each slice of vertical bins (representing a small range of true positions along

an axis), a Gaussian distribution was fit to the resulting CoM positions. Lastly, a

polynomial (9th order for x and y, and 3rd order for z) function was fit to the Gaussian

centroids, and this function was used to transform experimental CoM values to true

values. The histograms and fits are shown in Fig. 6.9, illuminating an additional

shortcoming of the CoM reconstruction approach: events that take place near the

edges of the detector do not result in unique CoM values. This reduces the fraction

of the detector volume for which this technique is applicable. The ranges of suitable

values (shown as the range of the red fit lines in the plot) are approximately −27

to 27 mm in x and y, and −30 to 40 mm in z. This fiducial region corresponds

to a volume of 0.20 L, or about 20% of the overall detector volume. Figure 6.10

shows the results of the CoM reconstruction approach for the 10000 laser pulses

obtained from the experiment shown in Fig. 6.5. The number of photons injected

corresponds to an event depositing approximately 1.7 MeV in the detector. The bias

values are x = −0.48 mm, y = 0.48 mm, and z = 4.43 mm. These shifts arise

from a combination of the offset of the true initial position of photon injection and

variations in the responses of each channel.

The standard deviations for the three distributions are x: 2.82 mm, y: 2.96 mm,
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Figure 6.9: Mapping of CoM and true positions of events for the (left) x and y dimensions and
(right) the z dimension. The histogram shows true and reconstructed positions for
3 × 106 simulated events that varied in the range of 5000–30000 photons/pulse. The
black dots show the centroids of Gaussian distributions fit to slices of the histogram.
The red line shows the polynomial fit (9th order for x and y, and 3rd order for z) to the
Gaussian centroids.

and z: 2.22 mm. The superior performance in the z direction is due to the increased

fiber density and indicates the potential precision of a detector with a fiber pitch

of 1 cm. While the distributions of the CoM errors have a Gaussian shape, the

transformation from CoM to true positions using the mapping function shown in

Fig. 6.9 skews the distributions. The distribution of total position reconstruction

error is found by shifting the individual dimensional distributions such that their

mean value vanishes (to remove bias originating from uncertainty in the true po-

sition of the laser) and calculating the Euclidean distance for each event from the

origin. The distribution of total errors for the dataset shown in Fig. 6.12 is shown in

Fig. 6.11. The distribution has a mean value of 4.35 mm and a standard deviation of

2.15 mm. This experiment was repeated for four positions in the detector with two

pulse intensities. The large pulses had an intensity of 20000 ± 2000 photons/pulse,

which correlates to approximately 1.65 MeV of energy deposition in oWbLS. The

small pulses had an intensity of 10000± 1000 photons/pulse, which is equivalent to

0.82 MeV of energy deposited in the detector. The four positions, along with their

nominal offsets from the center of the detector, are listed in Table 6.3. The results
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Figure 6.10: Distribution of position reconstruction errors from the CoM method in each dimension
for pulses of approximately 20000 photons/pulse at a nominal position of (0, 0, 0). As
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Figure 6.11: Distribution of position reconstruction errors using the CoM method for a point-like
event comprising approximately 20000 initial photons near the center of the detector,
with a mean of 4.35 mm and a standard deviation of 2.15 mm.
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Figure 6.12: Position reconstruction errors for the detector positions listed in Table 6.3. The large
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of CoM analysis are shown in Fig. 6.12.

Position x (mm) y (mm) z (mm) Nominal offset (mm)
1 0± 5 0± 5 0± 5 0± 9
2 0± 5 −8± 5 0± 5 8± 9
3 0± 5 −20± 5 0± 5 20± 9
4 20± 5 −20± 5 0± 5 28± 9

Table 6.3: Positions used for light injection experiments to assess variations in reconstruction pre-
cision.

6.3.5.2 Machine learning

In an attempt to improve upon the precision of event position reconstruction

achieved using the CoM method, extend the fiducial region of the detector, and

allow for the reconstruction of event intensity, a machine learning algorithm, called

HITMAN, was investigated. The method chosen is based on Ref. [127], in which a

neural network is trained by simulated data to recognize event characteristics given
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a series of observables (in this case, the number of photoelectrons in each channel).

This method differs from traditional neural networks in that the algorithm generates

not simply reconstructed parameter values, but a probability density estimation of

the likelihood function for each desired output.

The Geant4 model described in Sec. 6.3.4 was used to generate a dataset com-

prising 4× 106 events. The events had photon intensities between 5000–30000 pho-

tons/pulse and had randomized positions throughout the interior of the detector. To

be compatible with our fiber-coupled laser experimental dataset, all photons were

given an initial momentum in the −z direction.

Two methods of reconstruction were considered. The first is a maximum likelihood

approach, in which the reconstructed value is the maximum value of the likelihood

function produced by HITMAN. This method is referred to as the MLE (maximum

likelihood estimation) method. The second method relied on Bayesian inference. The

posterior mean of each parameter value was calculated by assuming a uniform prior.

This implies the use of the mean squared error as the loss function, and the set of

reconstructed values constitutes a minimum mean squared error value. The expected

value of the position of the event in the x dimension given a set of observables θ is

calculated as

E[x|θ] =
∫

x

[∫
p(x, y, z, I)L(x, y, z, I|θ) dy dz dI

]
dx,(6.2)

where p(x, y, z, I) is the uniform prior distribution for x, y, and z dimensions, as well

as the event intensity I, and L(x, y, z, E|θ) is the likelihood function generated by

HITMAN given observables θ.

The process is repeated for each reconstructed parameter. This method, hence-

forth referred to as MMSE, was intended to address the presence of artifacts in the

reconstruction space, which will be further discussed below.
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To assess the behavior of the HITMAN, 105 events with an intensity of 20000

photons were simulated with randomized positions in the detector volume. Recon-

structions of x, y, and z positions were then calculated, along with a reconstruction

of the event intensity. The results for the MLE approach are shown in Fig. 6.13 and

the results for the MMSE approach are shown in Fig. 6.14.

The reconstructions from the MLE method show a good correlation with the true

values of the spatial dimensions within the boundaries of the fibers (−30 to 30 mm

in x and y, and −35 to 35 mm in z), but beyond that region the distribution of

reconstructed values for a given true value become complex. Artifacts in the re-

construction space are visible as streaking, especially near the fiber locations. The

mean and standard deviation for the intensity reconstructions were 18900 ± 7000

photons. The large number of intensity reconstructions with 5000 or 30000 photons

is an artifact of the cutoff intensities in the training dataset.

The distribution of reconstructions from the MMSE estimator calculated with

Eq. (6.2) resembles the results for the CoM analysis shown in Fig. 6.9. Similarly to

the maximum likelihood and CoM method, reconstructions outside of the boundaries

of the fiber lattice are not feasible. While the spatial reconstructions are qualitatively

poorer, the intensity reconstructions are much better than those achieved with the

maximum likelihood method: the mean and standard deviation for the intensity

reconstructions were 19300± 4000 photons.

Again using the spatially uniform simulated dataset, a comparison of performance

between the corrected CoM and HITMAN (MLE method) reconstructions can be

made in the fiducial region (−27 to 27 mm in x and y, and −30 to 40 mm in

z). The results are shown in Fig. 6.15. HITMAN MLE provided more accurate

reconstructions, with a mean reconstruction error of 4.9 ± 3.3 mm, whereas the
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Figure 6.13: The reconstruction results from HITMAN. The reconstructions are of 105 spatially
homogenous simulated events with 20000 photons using the MLE method. The top
left panel shows the reconstructions in the x dimension, the top right shows the y
dimension, and the bottom left shows the z dimension. A perfect set of reconstructions
would show a horizontal line, corresponding to a perfect correlation between the true
and reconstructed values. The bottom right panel shows reconstructions of intensity.
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Figure 6.14: Additional reconstruction results from HITMAN. The reconstructions are of 105 spa-
tially homogenous simulated events with 20000 photons using the MMSE. Similarly
to Fig. 6.13, the top left panel shows the reconstructions in the x dimension, the top
right shows the y dimension, and the bottom left shows the z dimension. The bottom
right panel shows reconstructions of intensity.



117

corrected CoM method mean error was 5.5± 2.9 mm.

While HITMAN (MLE) performs better on average in the fiducial region than

corrected CoM on simulated data, the comparison is more complicated for the ex-

perimental datasets. For some locations, HITMAN (MLE) outperforms the corrected

CoM analysis, as expected from the simulated data. However, for other positions,

artifacts distort the reconstruction distributions sufficiently that the corrected CoM

method provides superior results. Figures 6.16 and 6.17 provide illustrations of the

machine learning algorithm over-performing and under-performing corrected CoM

for experimental data, respectively.

The origin of the bimodality of the y dimension reconstructions in Fig. 6.17 is

unclear. The events in each group are not obviously different from one another.

There are several possible explanations. First, the reconstruction algorithm may be

sensitive to differences in channel response, which are not included in the training

data, but are likely present in the experimental apparatus as a result of variations

in fiber condition, coupling quality, and local inhomogeneities in oWbLS optical

properties. Secondly, the source of the bimodality may be artifacts in the likelihood

functions generated by HITMAN. These could be indicative of an insufficiently large

training dataset, among other potential factors. The effects of these artifacts on

reconstructions are visible as streaks in Fig. 6.13. While the MMSE method shown

in Fig. 6.14 removes the artifacts, it also results in a larger average reconstruction

error.

While HITMAN failed to improve the precision of the corrected CoM method

for events from experimental data in some of the fiducial volume, it has several

advantages that make it attractive to continue to pursue. First, it has the ability to

incorporate time-of-arrival information for each detected photon. That information
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Figure 6.15: A comparison of the reconstruction quality within the fiducial region of the detector
using simulated events comprising 20000 photons. The top left panel shows the x
direction, the top right panel shows y, and the bottom left shows z. The bottom
right panel shows the total reconstruction error. The mean reconstruction error of the
corrected CoM method was 5.5± 2.9 mm whereas the HITMAN MLE method had a
mean error of 4.9± 3.3 mm.
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Figure 6.16: Machine learning (HITMAN) and CoM reconstructions on experimental data from
pulses of 20000 ± 2000 photons. The nominal true event positions were (0, 0, 0) mm,
with a 5 mm uncertainty in each direction. The top left panel shows the x direction,
the top right panel shows y, and the bottom left shows z. The bottom right panel
shows the total reconstruction error. The mean error for HITMAN was 4.1± 2.3 mm
and 4.3 ± 2.1 mm for the corrected CoM method. The machine learning algorithm
outperformed the CoM analysis.
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Figure 6.17: Machine learning (HITMAN) and CoM reconstructions on experimental data from
pulses of 20000±2000 photons. The nominal true event positions were (0,−20, 0) mm,
with a 5 mm uncertainty in each direction. The top left panel shows the x direction, the
top right panel shows y, and the bottom left shows z. The bottom right panel shows
the total reconstruction error. The mean error for HITMAN was 5.0 ± 4.1 mm and
3.9 ± 1.9 mm for the corrected CoM method. The machine learning algorithm failed
to outperform the CoM analysis, primarily due to the bimodality of reconstructions
in the y direction.
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was not used here, because it was not accessible from the data acquisition system.

However, future designs using SiPMs may allow for the recovery and usage of this

granular timing information. Secondly, HITMAN allows for the direct inference

of other characteristics of an event, such as particle type and incident direction,

if such information is coded into the event topology. Lastly, it can natively discern

between single and multi-interaction events, which would confound the CoM method.

Additionally, given the superior performance of HITMAN on simulated data, it is

possible that by improving the modeling of the detector, for instance by including

channel response variations, reconstructions could be generally improved beyond

what is possible with CoM analysis. Further improvements to the algorithm are

ongoing.

6.3.6 Energy Resolution

The position-dependent energy resolution was calculated from the same datasets

that were used for the CoM analysis. In addition, two positions outside the fiducial re-

gion were also included. These positions were (20,−40, 0) mm and (−40,−40, 0) mm.

To determine the energy resolution, the total signal spectra for pulses of two differ-

ent heights at each position were fit to a Gaussian shape, with mean µ and standard

deviation σ. The energy resolution is then

∆E

E
=

FWHM
µ

,(6.3)

where

FWHM = 2.35σ(6.4)

is the full width at half maximum of the Gaussian fit. An example of the total

signal spectra for one position and energy resolutions for all six positions are shown
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Figure 6.18: (Left) Distribution of p.e. per pulse for light injected into the center of the detector.
Each distribution is fit with a Gaussian, shown as a dotted line. (Right) Energy reso-
lution as a function of distance from the center of the detector. The energy resolution
values are calculated from the Gaussian fitting of the individual total signal distribu-
tions. The mean energy resolution values for large (20000± 2000 photons/pulse) and
small (10000± 1000 photons/pulse) pulses are shown as a dotted line.

in Fig. 6.18. The energy resolution for large pulses (corresponding to 1.6 MeV)

was 30 ± 2 %, whereas for the small pulses (corresponding to 0.8 MeV) was 49 ±

3 %. The uncertainties are the standard deviations of the set of energy resolutions

reconstructed from all positions.

This measurement does not account for the intrinsic energy resolution of the

scintillation liquid, which arises from the statistical fluctuation in the number of

scintillation photons produced at a given energy deposition. The intrinsic energy

resolutions for various scintillation liquids based on LAB and pseudocumene were

found to vary in the range of 1.3–3.3% [128]. While a similar measurement has not

been done for oWbLS, the contribution of oWbLS to the obtained energy resolution

is likely in the same range. Using laser pulses to determine energy resolution also

introduces broadening as a result in the variance in intensity of the laser pulses The

laser used in this experiment has a pulse-to-pulse stability of < 5 % [129], which

partially offsets the error related to the intrinsic energy resolution of oWbLS.
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6.4 Conclusion

A 32-channel, 1 L organic gamma-ray detector capable of spectroscopy and topo-

logical reconstruction for point-like events was demonstrated. The position recon-

struction precision was 4.4 mm for events of an intensity corresponding to 1.7 MeV

and 7.4 mm for events of 0.8 MeV.

6.4.1 Discussion

A useful comparison with this performance is to a hypothetical detector volume

with cubical, physically segmented voxels. If the events are homogeneously dis-

tributed and all reconstructed to the center of the voxel in which they took place,

the mean reconstruction error is

ē =
1

L3

∫ L/2

L/2

∫ L/2

L/2

∫ L/2

L/2

√
x2 + y2 + z2 dx dy dz,(6.5)

which evaluates to approximately 0.48L, where L is the side length of the cubical

voxel. The number of voxels required to achieve a mean position reconstruction error

of 4.4 mm can therefore be calculated by

L = 4.4 mm/0.48 = 9.17 mm.(6.6)

Segmenting the fiducial region of the cube with voxels of this size would require

approximately 265 voxels. The 7.4 mm position reconstruction error obtained with

events corresponding to 0.8 MeV could be achieved with approximately 56 voxels,

or about double the number of channels used in this prototype. Moreover, this

technique allows an enormous advantage when scaling up the detector volume. For

example, adding another ring of fibers, (i.e., a 6 × 6 grid as opposed to the current

4 × 4 per side) to create a fiducial volume of approximately 1 L would require an
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additional 40 channels, but approximately another 1000 physically segmented voxels

of side length 9.17 mm.

3D reconstruction can also be achieved with a detector that employs 2D voxels

(rods). The position reconstruction in the third dimension may be accomplished

by comparing the time of flight for the scintillation photons [20] at each end of the

rods. Since the readout array is laid out in two planes, the number of channels

scales similarly with volume to the detector described in this study. Furthermore,

the energy resolution of such a system can reach 18-22% at the 137Cs Compton edge,

which is superior to the results shown in Sec. 6.3.6. However, there are two disad-

vantages of the rod technique compared to an opaque scintillator. Firstly, sub-voxel

position resolution is generally not achievable in the dimensions orthogonal to the

rods, whereas sub-fiber pitch resolution has been demonstrated here for opaque scin-

tillators. Secondly, fast-timing electronics are necessary to reconstruct the position

along the rods. While timing information may be useful in other opaque scintillator

designs, it was not used here beyond the correlation of pulses into events.

6.4.2 Future work

Several improvements can be made to the design presented here. The locations

of the fibers could be optimized to maximize the fiducial region while minimizing

reconstruction error. An analysis of the variations in individual channel response

could help identify the source of bimodality in HITMAN reconstructions and could

inform improved simulations for better training datasets. The optical properties of

oWbLS could be improved to have a longer absorption length and shorter scattering

length, as well as greater long-term stability. Lastly, better spectral matching for

the scintillation cocktail, fibers, and photosensors would increase the detected signal,

and increase the detector performance both in energy resolution and the quality of
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event topological reconstruction.



CHAPTER VII

Conclusion

This chapter provides an overview and context for the major results discussed

in this thesis. Following that summary, several opportunities for extensions and

applications of virtually segmented detectors are examined.

7.1 Review of objectives

Segmented scintillation radiation detector systems can solve problems that are

difficult to address with traditional single-volume scintillators. The key piece of

information available in segmented detector systems is event topology, or the spatial

distribution of energy deposition in the active volume.

Reconstruction of event topology is seldom an end in and of itself, but is rather a

means to determining information about the measured event, potentially including

source direction, particle type, and whether multiple interactions took place, which

could be an indication of pileup. One method to achieve segmentation is to separate

a scintillation volume into physical voxels, usually through the insertion of reflec-

tive boundaries at voxel edges. This approach is effective but can be difficult to

instrument, especially as the detector volume grows in size. Another approach is

to virtually segment the detector by introducing scattering into the bulk medium.

In this paradigm, the number of channels required may be reduced by achieving

126
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sub-voxel topological reconstruction precision.

This thesis investigated several novel approaches and applications of both physi-

cally and virtually segmented detector systems. The results provide new avenues to

the radiation detection community in solving problems that require event topological

reconstruction.

7.2 Major results

Chapter II presented a new method for measuring the spectral characteristics of

an extremely short pulses of high-energy gamma rays. The method was modeled and

prototyped in an experiment. By requiring the gamma rays to first Compton scatter,

the Klein-Nishina differential cross section could be sampled by an array of detectors,

which together function as a single, physically segmented detector system. The total

energy deposited in each detector was used to surmise the energy characteristics of a

gamma-ray pulse. The following chapters all focused on opaque scintillators, a type

of virtually segmented detector. Chapter III explored the theory of light transport

of collection germane to opaque scintillator detectors. In addition to informing the

modeling process used in later chapters, the main sources of signal loss in a detector

of this type were quantified, with the trapping efficiency of the fibers chief among

them. Chapter IV describes an experimental study of light collection efficiency from

opaque liquids using WLS fibers. In addition to providing the first experimental

evidence that a measurable quantity of scintillation light could be extracted from

such a system, a Monte Carlo particle transport model was constructed and experi-

mentally validated, which proved critical to the experimental work in the following

chapters. Chapter V detailed the design, fabrication, and characterization of the first

aluminum 1 L cube prototype, using NoWASH-20 as a fill liquid. The prototype had
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32 WLS fibers in two orthogonal directions for three-dimensional event topological

reconstructions. It was capable of distinguishing between gamma-ray spectra from

two radioisotopes and demonstrated source localization via event topology. The fi-

nal chapter described the production and characterization of the second prototype

detector, which had the same geometry as the first prototype but was constructed

using additive manufacturing techniques from an acrylic-like material. The detector

exhibited superior light production and collection compared to the first prototype

and was capable of reconstruction of the event topology for point-like events with a

precision of less than 5 mm.

7.3 Future work

A hallmark of the unexplored research landscape is that for every problem solved,

new ideas and opportunities rapidly present themselves. Virtually segmented detec-

tors based on scattering, a technology currently in its infancy, are a perfect example

of this phenomenon. This thesis presents work that validates the feasibility of opaque

scintillators and demonstrates their power in event topological reconstruction, but

there are many more possibilities to improve their performance and deploy them in

applications.

First, an apparatus to optically characterize opaque liquid scintillators should be

developed, potentially by imaging the diffuse reflectance pattern on the surface of the

liquid in response to an incident pencil beam of light, as is done in Refs. [130, 131].

The detectors presented in Chs. V and VI were not optimized for a particular

application. The quality of the topological reconstruction could almost certainly be

improved by tuning the positioning and pitch of the WLS fibers. A detector of a

larger size would naturally have less fractional volume close to the walls, and thus
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a larger fiducial region. Detectors with mixed fiber types should be investigated

to optimize the light trapping in the fibers. For example, the presence of both

UV-blue shifting fibers and blue-green shifting fibers would allow photons that had

been shifted once and escaped a fiber another chance at being detected. This could

greatly increase the efficiency of a detector based on opaque scintillation if the bulk

absorption length of the fill liquid is long enough such that most photons are absorbed

in a fiber before being absorbed by the bulk medium.

Using silicon photomultipliers (SiPMs) instead of a single MAPMT could have at

least two benefits, including a higher quantum efficiency and the ability to place the

photosensors right on the outside of the detector volume, which would reduce the

length and bending of the WLS fibers. This would, in turn, reduce light loss, and

lead to greater efficiency. Between this upgrade and the more complex fiber types

discussed above, an approximately threefold increase in efficiency may be achievable

using today’s technology.

Many materials can be investigated for opaque scintillation applications. For ex-

ample, plastics and pressed organic polycrystals can be made highly scattering [132].

Additionally, the reduction in the transparency requirements for detectors that use

this technology raises exciting possibilities for detector doping at unprecedented lev-

els with, for example, nanoparticles that include material with a high atomic num-

ber to increase both light scattering and the photoelectric absorption of gamma

rays [133, 134].

Lastly, the base solvent used in oWbLS (DIN) has been shown to have the ability

to discriminate between neutron and gamma-ray scatters based on the difference

in the resulting pulse shape. The feasibility of this approach in the opaque regime

should be investigated.
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7.4 Summary

In summary, segmented detector systems provide a rich tapestry of information

about the way in which incident radiation interacts with matter. This information,

along with calorimetry, can provide insights germane to many problems in radiation

detection. The work presented here helps to advance the understanding of some

of the fundamental processes that govern such systems, as well as sheds light on

potential next steps and promising applications.
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