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ABSTRACT

The development and deployment of hardware and software have traditionally been quite distinct.
Software benefits from an agile development cycle, aided by a wide array of debugging tools—
such as step-wise debuggers, logging frameworks, and both static and dynamic analyses—and is
further simplified by its integration with multiple layers of systems—such as hypervisors, operating
systems, and libraries. Unfortunately, such debugging and systems supports are less explored and
usually not available in the hardware domain.

This dissertation envisions that by integrating software-like systems and debugging supports
into the hardware domain, the development and deployment of hardware can be markedly im-
proved, thereby aligning them more closely with software practices. Accordingly, this dissertation
conducts preliminary explorations in designing and developing such supports tailored for differ-
ent hardware designs including those based on Field-Programmable Gate Arrays (FPGAs) and
Application-Specific Integrated Circuits (ASICs). Specifically, it presents three studies and sys-
tems that demonstrate the feasibility and benefits of these supports.

First, this dissertation introduces OPTIMUS, the first hypervisor designed for shared-memory
FPGA platforms. OPTIMUS incorporates both spatial and temporal multiplexing, enabling a cloud
FPGA to be shared among different virtual machines in various manners. This sharing can be
achieved either by partitioning the FPGA’s area or by allocating specific time slots for its use, thus
facilitating versatile and efficient resource utilization in a cloud environment. Moreover, OPTIMUS

scales linearly and can enhance the aggregated performance of applications running in different
virtual machines until the memory bandwidth of the FPGA platform reaches its limit.

Second, this dissertation conducts initial investigations into the debugging supports for FPGA-
based hardware designs. It includes a comprehensive study of bugs commonly encountered in such
platforms, and offers a testbed of 20 hardware bugs that can be easily reproduced in a push-bottom
manner. Based on this study and the testbed, the dissertation also proposes a suite of specialized
debugging tools designed to assist in the localization of these bugs.

The final part of this dissertation addresses the challenge of aging-related silent data corruptions
(SDCs) that are increasingly observed in data centers. It introduces Vega, a bottom-up approach
that constructs concise and effective tests for the detection of aging-related SDCs by examining
the hardware’s implementation details. To construct such tests, Vega identifies aging-prone signal

x



propagation paths using a model for transistor aging, and then lifts these paths into software-
executable test cases using a combination of formal methods and heuristics. Finally, Vega inte-
grates the generated tests into applications, therefore allowing aging-related SDCs to be efficiently
and effectively identified at application runtime.

xi



CHAPTER 1

Introduction

The development cycles and deployment approaches of hardware and software have traditionally
been quite distinct, reflecting the inherent differences between these two domains. Software
benefits from its ability to receive post-deployment patches, resulting in an agile development
cycle [59, 87, 124]. Initially, an application is developed and deployed. If any bugs emerge after the
deployment, developers fix these bugs by applying patches to the deployed application. To address
these bugs, developers may employ a wide variety of tools, including step-wise debuggers [255, 1],
logging frameworks [2, 3, 210], and static and dynamic analyses [107, 125, 82, 242, 243, 245,
238]. In addition, software applications are usually deployed on top of layers of systems, such as
hypervisors [181, 86], operating systems [4, 5, 6], language runtimes [7, 8, 9], and libraries [215,
189, 10, 141]. These systems encapsulate the intricate lower-level implementation details, thereby
simplifying the development, testing, debugging, and deployment of software applications.

In contrast with the rich set of systems and debugging supports available for software applications,
such supports have been relatively less explored in the hardware domain. This phenomenon can be
attributed to the inherent nature of hardware designs. Traditionally, a hardware design is synthesized
into gates and wires, ultimately being fabricated in a chip factory. As chip fabrication costs are
typically determined by the silicon area occupied by the hardware design, hardware designs often
omit systems supports in order to minimize the area usage. Moreover, because bugs that are found
after fabrication are extremely costly to fix, traditional hardware development embraces extensive
simulation [57, 237, 252, 277, 226, 108] and formal verification [278, 298, 163, 199, 147, 236, 235],
striving to reduce the number of bugs prior to fabrication.

However, over the past few years, a noticeable trend has emerged where hardware development
and deployment are increasingly aligning with their software counterparts. This shift can be
attributed to various factors, including the widespread adoption of reconfigurable hardware and the
growing concerns regarding transistor reliability issues. These changes underscore a growing need
to enhance the current methodologies for the development and deployment of hardware designs.

The vision of this dissertation is that by adopting and integrating software-like systems and

debugging supports in the hardware domain, the development and deployment of hardware can
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be significantly improved and become more aligned to their software counterparts. To pursue this
vision, this dissertation conducts preliminary explorations into the design space of such supports
for different hardware designs. It details three projects, each targeting a different aspect of this
emerging field, collectively demonstrating the feasibility and benefits of introducing software-like
systems and debugging supports to the hardware domain.

In the remainder of this chapter, we first discuss the reasons that cause the new trend (§1.1),
and then introduce each of the three projects (§1.2). Finally, we give a roadmap that outlines the
structure and content of the rest of this dissertation (§1.3).

1.1 Software-like Hardware Development and Deployment

The trend of software-like hardware development and deployment can be traced to various factors,
including the emerging of reconfigurable hardware, the significant involvement of software compa-
nies in hardware development, the increasing adoption of abstractions, and the growing impact of
transistor reliability issues that lead to post-deployment bugs with modern technology nodes.

The Emerging of Reconfigurable Hardware Reconfigurable hardware, such as a Field Pro-
grammable Gate Array (FPGA), is becoming increasingly prominent in modern heterogeneous
computer systems. FPGAs allow users to deploy (and redeploy) customized hardware designs, thus
significantly accelerating their workloads. As the set of workloads changes over time, users can re-
configure their FPGAs into different designs, making FPGAs a cost-effective and flexible alternative
to fabricating customized chips (i.e., ASICs). Consequently, cloud providers are integrating FPGAs
into their data centers [66, 64] and implementing specialized hardware designs for a wide variety of
workloads, such as machine learning [247, 248, 300, 293, 202, 299, 178], compression [232, 297],
database operations [222, 240, 250], and networking [128, 269, 94].

With the emerging of FPGAs, hardware can now be deployed like software, as the reconfigurable
nature of FPGAs empowers developers to patch hardware bugs. Thus, FPGA developers are moving
towards a faster, software-like development cycle and adopting more agile development approaches
that accelerate time-to-market by relaxing the traditional, extensive simulation in favor of lightweight
simulation and on-FPGA testing. For example, Microsoft has adopted a software-like methodology
for FPGA development, in which they perform relatively small amounts of simulation-based testing
compared to traditional hardware [128].

The Increasing Involvement of Software and Cloud Companies In recent years, we have
observed companies traditionally known for their software or cloud services actively engaging in
hardware development. For example, Google designed TPU (tensor processing unit) [165, 166] and
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VPU (video coding unit) [234] to improve the performance of specific workloads. Similarly, Alibaba
designed its own processors, tailored for both data center and edge computing applications [103, 11].
These companies are adopting more aggressive and agile methodologies in terms of hardware
development, debugging, and testing, drawing inspiration from their roots in software development.

The Adoption of Abstractions In order to further improve time-to-market efficiency, developers
are increasingly adopting multiple levels of abstraction—including the use of high-level synthesis
(HLS) and abstractions for various on-FPGA resources—to ease the development process. Typically
provided by FPGA vendors, these abstractions offer simplified interfaces. For example, both Intel
(Altera) and AMD (Xilinx) provide well-abstracted interfaces to their complex DMA (direct memory
access) [12, 284] stacks on their FPGAs, as well as HLS supports that allow hardware development
in software programming languages [152, 286]. This trend even extends to ASICs. For example,
Google employs HLS to speed up the design process of their video transcoding ASICs [234].

These abstractions not only simplify hardware development but also blur the boundary be-
tween software and hardware, thereby aligning hardware development more closely with software
development methodologies.

The Growing Impact of Transistor Reliability Issues While FPGA developers purposefully
embrace an agile development cycle that leads to more bugs in production, ASIC developers are
encountering a new challenge posed by post-fabrication errors. As semiconductor fabrication scales
to smaller nodes, reliability issues such as transistor aging effects are becoming more widespread
due to the reduced gate size and the increased transistor density [203, 36], eventually causing
post-fabrication bugs that are difficult to detect.

Recently, data center operators have begun to observe such bugs in a small fraction of their
deployed CPUs. These issues manifest as silent data corruptions (SDCs) [145, 121, 271, 122,
244, 84, 120], which are particularly problematic because they often go unnoticed until causing
significant damage. Consequently, there is an increasing demand for debugging supports that can
effectively detect and prevent these bugs after the hardware is deployed.

1.2 Systems and Debugging Supports for Hardware Designs

In this section, we introduce the three projects undertaken in the dissertation study. In these projects,
we conduct comprehensive studies—that help us understand the nature of hardware designs, the
taxonomy of hardware bugs, and the challenges encountered by hardware developers—and build a
set of software-like systems and debugging tools for hardware designs.
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Below, we elaborate on the aforementioned projects, organizing them into two categories: (1)
how we build and improve the systems support for FPGAs (§1.2.1), and (2) how we understand
hardware bugs and build tools to detect and localize these bugs (§1.2.2).

1.2.1 Building and Improving Systems for FPGAs

In the first part of this dissertation, we present our attempt to build better systems supports for
hardware. Specifically, we showcase a hypervisor that we build for an emerging type of FPGA
platform —namely shared-memory FPGAs—that is getting increasingly popular in the cloud.

OPTIMUS—Virtualizing a Shared-Memory FPGA Platforms Cloud providers widely deploy
FPGAs as application-specific accelerators for customer use. These providers seek to multiplex
their FPGAs among customers via virtualization, thereby reducing running costs. Unfortunately,
most virtualization support is confined to FPGAs that expose a restrictive, host-centric programming
model in which accelerators cannot issue direct memory accesses (DMAs). The host-centric model
incurs high runtime overhead for workloads that exhibit pointer chasing. Thus, FPGAs are beginning
to support a shared-memory programming model in which accelerators can issue DMAs. However,
virtualization support for shared-memory FPGAs is limited.

This project presents OPTIMUS, the first hypervisor that supports scalable shared-memory FPGA
virtualization. OPTIMUS offers both spatial multiplexing and temporal multiplexing to provide
efficient and flexible sharing of each accelerator on an FPGA. To share the FPGA-CPU interconnect
at a high clock frequency, OPTIMUS implements a multiplexer tree. To isolate each guest’s address
space, OPTIMUS introduces the technique of page table slicing as a hardware-software co-design. To
support preemptive temporal multiplexing, OPTIMUS provides an accelerator preemption interface.
We show that OPTIMUS supports 8 physical accelerators on a single FPGA and improves the
aggregate throughput of twelve real-world benchmarks by 1.98x-7x.

1.2.2 Understanding and Finding Hardware Bugs

In the second part of this dissertation, we dive into the bugs in various hardware designs. Addi-
tionally, we develop novel debugging tools crafted to detect and localize these issues. Specifically,
we study two sets of bugs. First, we focus on functional bugs on FPGA platforms that originate
from errors made by hardware developers in hardware description languages (HDLs). Second, we
explore silent data corruptions (SDCs) that manifest as a result of transistor aging, even within
hardware that is correctly designed.

4



Understanding and Localizing Functional Bugs on FPGAs Hardware development and deploy-
ment are increasingly aligning with their software counterparts, thanks to the emerging of FPGAs.
FPGAs allow post-deployment patches like software, enabling hardware developers to fix bugs that
occur during on-chip testing and even in production. Unfortunately, FPGA programmers lack bug
localization tools amenable to this rapid development cycle, since past tools mainly find bugs via
simulation and verification. To develop hardware bug localization tools for a rapid development
cycle, a thorough understanding of the symptoms, root causes, and fixes of hardware bugs is needed.

In this project, we first study bugs in existing FPGA designs and produce a testbed of reliably
reproducible bugs. We classify the bugs according to their intrinsic properties, symptoms, and root
causes. We demonstrate that many hardware bugs are comparable to software bug counterparts, and
would benefit from similar techniques for bug diagnosis and repair. Based on our findings, we build
a novel collection of hybrid static/dynamic program analysis and monitoring tools for debugging
FPGA designs, showing that our tools enable a software-like development cycle by effectively
reducing developers’ manual efforts for bug localization.

Vega—Detecting Aging-Related SDCs at Application Runtime Recent advancements in semi-
conductor process technologies have unveiled the susceptibility of hardware circuits to reliability
issues, especially those related to transistor aging. Transistor aging gradually degrades gate per-
formance, eventually causing the hardware to behave incorrectly. Such misbehaving hardware can
result in SDCs in software—a type of failure that comes without logs or exceptions, but causes
miscomputing instructions, bitflips, and broken cache coherency. Alas, while design efforts can
be made to mitigate transistor aging, complete elimination of this problem during design and
fabrication cannot be guaranteed. This emerging challenge calls for a mechanism that not only
detects potentially aged hardware in the field, but also triggers software mitigations at application
runtime.

In this project, we propose Vega, a novel workflow that allows efficient detection of aging-related
failures at software runtime. Vega leverages the well-studied gate-level modeling of aging effects
to identify susceptible signal propagation paths that could fail due to transistor aging. It then
utilizes formal verification techniques to generate short test cases that activate these paths and
detect any failure within them. Vega integrates the test cases into a user application by directly
fusing them together, or by packaging the test cases into a library that the application can invoke.
We demonstrate our proposed techniques on the arithmetic logic unit and floating-point unit of a
RISC-V CPU. We show that Vega generates effective test cases and integrates them into applications
with an average of 0.8% performance overhead.
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1.3 Road-map

In the subsequent chapters of this thesis, we provide details on the three projects regarding the
systems and debugging supports for hardware designs. Chapter 2 is dedicated to detailing OPTIMUS,
our proposed hypervisor designed for shared-memory FPGA platforms. Following this, Chapter 3
conducts a study of functional bugs in FPGAs and introduces the debugging tools developed to
address these issues. In Chapter 4, we introduce Vega, a novel workflow that we have developed,
aimed at detecting aging-related silent data corruptions in software runtime. Finally, we conclude
and present possible future research directions in Chapter 5.
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CHAPTER 2

A Hypervisor for Shared-Memory FPGA Platforms

2.1 Introduction

Field Programmable Gate Arrays (FPGAs) allow users to significantly accelerate custom workloads,
including those of machine learning [247, 246, 300, 293, 250], compression [231], scientific
computing [139], database operations [250, 222], and graph analytics [78, 302]. As the set of data
center workloads changes over time, cloud providers can reconfigure their FPGAs into different
accelerators, making FPGAs a cost-effective and flexible alternative to ASICs [251, 101].

Considering the high non-recurring engineering cost [177] of hardware design and the fact that
most cloud application developers are software programmers, cloud providers such as Amazon and
Microsoft configure their FPGAs into popular accelerators, which the providers then make available
for customer use [66, 214].

As with other hardware devices, cloud providers desire the ability to multiplex their FPGAs
among different customers via virtualization, thereby increasing resource utilization and return
on investment (ROI) [176, 264]. Although multi-tenant FPGA hypervisors and operating systems
exist [183, 272, 96, 273, 104, 176, 296, 126, 267, 223, 225], these solutions are restricted to FPGA
platforms that expose a host-centric programming model, as opposed to a shared-memory model.

The key difference between host-centric and shared-memory FPGA programming models is
whether or not accelerators can issue direct memory accesses (DMAs, via which an I/O device
obtains data from system memory). In host-centric models, the host issues all DMAs via a
CPU-configured DMA engine, which passes the accessed data to the necessary accelerator; the
accelerators themselves cannot issue DMAs. Most FPGA manufacturers [283, 67, 260] adopt this
programming model. Unfortunately, the host-centric model cannot efficiently support applications
that exhibit pointer chasing (e.g., graph processing [275] and database acceleration [250]), as such
applications require repeated communication between the CPU and FPGA to coordinate each
DMA. In particular, the software programmer must either 1) initiate multiple data transmissions
separately and sequentially, or 2) marshal the data every time before transmission, both of which
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hurt performance.
To overcome the performance penalties of the host-centric programming model, emerging

FPGAs are alternatively exposing a lighter, more flexible shared-memory programming model [256,
153, 150, 77]. Under this new model, each accelerator can issue its own DMAs and shares an address
space with a process on the CPU. The CPU is merely responsible for providing the accelerator with
a pointer to its initial input data. Upon receiving the pointer, the accelerator can issue the initial and
subsequent DMAs without CPU intervention. As we demonstrate in §2.2.1, the shared-memory
model can outperform the host-centric model by 37%–85% in a virtualized environment.

Unfortunately, virtualizing system memory on shared-memory FPGA platforms is challenging.
In particular, because both the CPU and FPGA can directly access system memory, virtualization so-
lutions must provide consistent views to applications on the CPU and accelerators on the FPGA. For
instance, if a software process updates a page’s data/metadata, these changes must be immediately
visible to its corresponding accelerator, and vice-versa.

Furthermore, while SR-IOV [191] (i.e., hardware-assisted IO virtualization) provides a method
of isolating virtual DMAs on PCIe links, shared-memory platforms can expose an interface that
encapsulates both a PCIe link and a UPI link (e.g., Intel HARP [150]). Thus, on such platforms,
SR-IOV does not provide a comprehensive solution to virtual DMA isolation. Additionally, for
the past five years, shared-memory platforms have been unable to support more than one VF per
FPGA [153, 150], limiting SR-IOV’s scalability on these platforms.

In this chapter, we introduce OPTIMUS, the first scalable hypervisor that virtualizes shared-
memory FPGAs. Deployed by cloud providers, OPTIMUS can configure a single FPGA into
well-isolated accelerators, simultaneously accelerating a variety of jobs and improving resource
utilization.

OPTIMUS targets a use case in which cloud providers configure FPGAs as a set of popular
accelerators for their customers (e.g., the accelerator libraries/registries of Amazon F1 [66] and
others [176, 104]). Notably, OPTIMUS does not aim to virtualize an FPGA’s reconfiguration capa-
bilities, opting instead to schedule VMs on FPGAs pre-configured with the necessary accelerator(s).
Such a model is desirable in a cloud setting, as it 1) avoids the high performance overheads—and
therefore, revenue losses—of reconfiguration during accelerator context switches, and 2) still allows
cloud providers to reconfigure their physical FPGAs as customer needs change over time.

OPTIMUS virtualizes shared-memory FPGAs via a composition of spatial multiplexing and
temporal multiplexing. Spatial multiplexing partitions the physical FPGA into multiple accelerators
that can be individually controlled by different VMs [104, 96, 126, 273, 184, 176, 267]. Temporal

multiplexing then oversubscribes these accelerators—multiple VMs take turns running atop a
fixed-configuration accelerator [272, 101]. To support temporal multiplexing, OPTIMUS offers a
preemption interface for accelerator design, such that it can instruct virtual accelerators to swap
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their state to/from system memory on a context switch.
OPTIMUS is implemented atop Intel Skylake HARP [150], but its design can be generalized to

different shared-memory FPGA platforms. OPTIMUS efficiently overcomes the DMA isolation
limitations of existing shared-memory FPGAs with a virtualization technique called page table

slicing. Page table slicing is inspired by prior software-only techniques on isolating DMAs [262,
280], but is instead implemented as a generic hardware-software co-design to provide virtualization
independent of specific accelerator configurations. Using page table slicing, OPTIMUS configures
the FPGA to include a hardware monitor, which assists in partitioning a single IO page table among
all guests without incurring IO page table context switching overhead.

OPTIMUS spatially multiplexes up to eight unique physical accelerators and improves the aggre-
gate throughput of twelve real-world benchmark workloads by 1.98x-7x. Additionally, OPTIMUS’s
hardware monitor occupies less than 7% of FPGA resources. Finally, OPTIMUS stringently enforces
real-time bandwidth sharing policies for both spatially- and temporally-multiplexed accelerators.

In summary, this chapter makes the following contributions:

• We design OPTIMUS, the first scalable hypervisor to offer virtualization support for shared-
memory FPGAs, using both spatial multiplexing and temporal multiplexing to provide
efficient, fair, and flexible sharing of individual accelerators on an FPGA.

• We introduce a hardware-software co-design for IO virtualization—page table slicing—that
isolates each virtual accelerator’s DMAs via a combination of hypervisor and on-FPGA
support.

• We provide an interface to support the inclusion of preemption capabilities in accelerator
design.

A version of this work was previously published in the proceedings of the 25th International
Conference on Architectural Support for Programming Languages and Operating Systems (ASP-
LOS’20) [207].

2.2 Background

Field Programmable Gate Arrays (FPGAs) are chips that can be configured (and reconfigured) into
custom circuits (e.g., accelerators). FPGA developers often use hardware description languages
such as Verilog [261] and VHDL [90] to describe their circuit designs. A synthesizer program
translates these designs into native FPGA bitstreams (i.e., binaries).

In the rest of this section, we give detailed background on FPGA programming models as well
as FPGA virtualization. We focus on FPGAs designed to be used as accelerators.
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2.2.1 FPGA Programming Models

The software interface (i.e., programming model) for an FPGA is determined via a reserved portion
of the FPGA called a shell, often provided by the manufacturer. The shell is responsible for sending,
receiving, and processing I/O packets (such as those from the CPU, network, system memory,
etc.), and generally presents one of two programming models to system software: host-centric or
shared-memory. In both of these models, the shell exposes a memory-mapped IO (MMIO) control
plane for software to manage the accelerator. The key difference between these models is whether
accelerators can issue their own direct memory accesses (DMAs).

In the more widespread host-centric model, the accelerators are unaware of the system memory
map and thus cannot issue DMAs. Instead, the CPU configures a DMA engine to transfer data from
system memory to the accelerators. The host-centric model yields simpler hardware, as accelerator
architects need not add DMA logic to their designs, instead relying on software programmers to
manage DMAs.

However, the host-centric model incurs the latency of repeated communication between the CPU
and accelerators for applications that exhibit pointer chasing. Specifically, the CPU must repeatedly
configure the DMA engine to fetch new data for each accelerator. While scatter-gather DMA
engines [283] can alleviate the penalty of certain non-contiguous access patterns (e.g., those where
the sequence of DMA addresses is known prior to accelerator execution), they cannot alleviate the
penalty of pointer chasing, as the sequence of DMA addresses is determined during accelerator
execution.

In the emerging shared-memory model (e.g., that of Intel HARP [150]), each accelerator is
cognizant of the system memory map and can issue its own DMAs. Therefore, shared-memory
accelerators can engage in pointer chasing without interrupting the host to issue subsequent DMAs,
avoiding the latency of host-centric platforms for such applications.

We use a graph processing application that uses the single source shortest path (SSSP) algo-
rithm [302] to demonstrate the benefits of the shared-memory programming model. The algorithm
needs to iteratively access a non-contiguous set of vertices and edges, thereby emulating the behavior
of pointer chasing in the absence of scatter-gather DMA support (i.e., on our evaluation platform).

We implement this algorithm on Intel HARP, under the original shared-memory interface and
a host-centric interface. Figure 2.1 shows the processing time of the algorithm on a set of graphs
with 800K vertices and an increasing number of edges. “Host-Centric+Config” indicates that the
host-centric FPGA’s DMA engine has been configured to fetch each individual data segment, while
“Host-Centric+Copy” indicates that the host copies all data segments to a contiguous buffer before
invoking the DMA engine. As shown, the shared-memory implementation is 17%–60% faster
than that of the host-centric. The benefit of the shared-memory model is even more striking in a
virtualized environment (37%–85% faster execution), where control plane operations become more
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Figure 2.1: Graph processing time using the SSSP algorithm.

expensive due to hypervisor trap-and-emulate. In sum, the DMA capabilities of shared-memory
accelerators allow workloads to engage in pointer chasing without CPU involvement, reducing
communication costs and improving performance.

2.2.2 FPGA Virtualization

The accelerators on an FPGA can be multiplexed spatially [176, 104, 273, 223, 225, 96, 267] and
temporally [176, 272, 290, 104, 223, 225]. Spatial multiplexing allows different accelerator config-
urations to simultaneously occupy the same FPGA. Temporal multiplexing allows each individual
accelerator configuration on an FPGA to be shared by multiple VMs. Temporal multiplexing can ei-
ther be non-preemptive (i.e., run-to-completion) [272] or preemptive (i.e., pause-and-resume) [176].

To virtualize an FPGA, each virtual accelerator’s on-FPGA resources as well as IO channels must
be isolated [176]. The FPGA synthesizer handles most on-FPGA resource isolation. Specifically,
the synthesizer ensures that each accelerator on a spatially-multiplexed FPGA is provisioned a
distinct portion of device resources. If a physical accelerator is additionally overprovisioned via
preemptive temporal multiplexing, accelerator designs must include support for saving and restoring
their execution states upon preemption.

As for IO channels, FPGAs utilize both an MMIO control plane and a DMA data plane. Since
software initiates all MMIO accesses in both the host-centric and shared-memory programming
models, a hypervisor can easily virtualize guest access to MMIO registers via trap-and-emulate. In
the host-centric model, software also initiates all DMAs, meaning host-centric DMAs can also be
virtualized via trap-and-emulate [104] or paravirtualization [272].

However, in the shared-memory model, accelerators issue their own DMAs without software
intervention, posing a problem for DMA virtualization. The traditional virtualization solution for
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DMA-capable IO devices has been a combination of SR-IOV [191] and PASID [154]. With SR-IOV,
the IO memory management unit (IOMMU) provides a unique IO page table for each virtual device,
thereby allowing the hypervisor to install unique address mappings that are enforced by the IOMMU
at the time of DMA for each guest. With PASID, the IOMMU uses a CPU page table to translate
DMAs, thereby allowing IO devices to directly access a process’s address space. Each DMA is
tagged with a process identifier, which the CPU uses to select the correct page table.

Unfortunately, the applicability of these techniques to shared-memory platforms is currently
limited for two reasons. First, SR-IOV and PASID only virtualize PCIe links. Thus, on shared-
memory platforms that expose both a UPI link and a PCIe link (e.g., Intel HARP [150]), SR-IOV
and PASID cannot provide complete virtualization.

Second, the scalability of SR-IOV implementations in shared-memory FPGAs is severely limited.
Although the SR-IOV standard supports thousands of VFs [191], shared-memory FPGAs have
only supported one VF for the past five years [153, 150]. Because SR-IOV implementations are
proprietary, our knowledge of the factors restricting scalability in shared-memory FPGAs is limited.
However, certain shared-memory platforms such as Intel HARP [150] currently implement both the
SR-IOV and the (related) IOMMU as soft IP in the FPGA shell, restricting scalability as compared
to that of more resource-efficient hard IP implementations.

2.3 Goals and Challenges

OPTIMUS targets a use case in which cloud providers configure FPGAs as a set of popular ac-
celerators for their customers, avoiding the penalty of virtual accelerator reconfiguration in favor
of increased uptime [66, 176, 104]. To enable efficient and flexible sharing of accelerators on
FPGAs, OPTIMUS utilizes spatial multiplexing [176, 104, 273, 223, 225, 96, 267] to partition an
FPGA into a fixed set of accelerators, and temporal multiplexing [176, 272, 290, 104, 223, 225] to
overprovision each of these accelerators. Because OPTIMUS novelly virtualizes shared-memory
FPGAs, OPTIMUS tailors the goals of FPGA virtualization to shared-memory platforms as follows:

Programmability Unlike virtualization solutions for host-centric platforms [104, 273, 223, 96,
272, 176, 267, 225], OPTIMUS aims to share a unified virtual memory address space between
software and hardware, similar to the original HARP interface [150]. However, programmability
implies that cloud application developers should not have to deal with low-level platform details
such as memory isolation, and should instead rely on straightforward memory abstractions of unified
address spaces [200, 38, 239, 301]. Therefore, OPTIMUS must provide user-friendly abstractions
for its unified CPU and FPGA address spaces to achieve programmability.
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Isolation While host-centric FPGA virtualization solutions focus on the isolation of on-FPGA
DRAM [104, 273, 223, 96, 272, 176, 267], OPTIMUS must consider the isolation of system memory
in the presence of accelerator DMAs. Given limited support for hardware-assisted virtualization,
OPTIMUS must provide strong DMA isolation within a single IOMMU address space.

We note that OPTIMUS assumes the synthesizer places each physical accelerator on isolated
pieces of the FPGA fabric. Additionally, OPTIMUS does not consider side channels, which are an
interesting direction for future work.

Scalability As the number of accelerators on an FPGA increases, the FPGA’s multiplexers (i.e., the
hardware components that propagate signals between the set of accelerators and the singular system
interconnect) must process data from a greater number of sources within timing constraints (e.g., a
given number of cycles). At some point, a flat multiplexer arrangement physically cannot process all
the signals under timing constraints; a multiplexer tree hierarchy must instead be used [176]. Given
that OPTIMUS targets hardware operating at higher frequencies than state-of-the-art solutions—
thereby placing tighter constraints on timing—OPTIMUS must provide a multiplexer tree by default
to achieve scalability.

Efficiency OPTIMUS must have low virtualization overhead to provide sufficient performance
to each VM. Specifically, the sum of each virtual accelerator’s bandwidth must be as close as
possible to the FPGA’s total bandwidth. Furthermore, the latency added by hypervisor and hardware
monitor execution must be minimized. Given the frequent occurrence of DMAs as compared to
MMIOs, the primary challenge is ensuring that DMAs occur with minimal overhead. Unfortunately,
traditionally-efficient DMA isolation methods such as SR-IOV and PASID do not currently provide
a comprehensive and scalable DMA virtualization solution. Therefore, OPTIMUS must synthesize
virtualization support into the FPGA to achieve the efficiency of hardware-assisted virtualization.

Fairness In line with prior work [176], OPTIMUS aims to ensure that each accelerator receives a
fair share of the FPGA’s total bandwidth. Given N spatially multiplexed physical accelerators, each
accelerator must receive at least 1/N of the total real-time bandwidth when transmitting data. In
temporal multiplexing, the physical accelerator must be assigned to each virtual accelerator for the
same amount of time.

2.4 Design

OPTIMUS follows a mediated pass-through [262] architecture in which control plane operations
are trapped by the hypervisor, while data plane operations bypass the hypervisor. Figure 2.2 shows
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Figure 2.2: OPTIMUS design overview, shown with two physical accelerators for brevity. OPTIMUS

spatially multiplexes a shared-memory FPGA as physical accelerators (A and B), and temporally
multiplexes physical accelerators as virtual accelerators (A0, A1, and B0).

the high-level architecture of OPTIMUS, limited to two accelerators for brevity. OPTIMUS uses
the FPGA’s shell to configure a shared-memory FPGA as a fixed set of physical accelerators (A
and B), thereby offering spatial multiplexing. OPTIMUS can additionally expand its virtualization
scalability by temporally sharing a physical accelerator among several virtual accelerators (A0

and A1). For example, in Figure 2.2, virtual accelerator A0 is scheduled on physical accelerator A

(meaning A holds A0’s execution state), while OPTIMUS stores virtual accelerator A1’s execution
state in DRAM until re-scheduling A1 on physical accelerator A.

MMIO Control Plane OPTIMUS traps all virtual accelerator control plane operations (MMIOs)
to redirect the operations to the correct physical location. For scheduled virtual accelerators (A0 and
B0), OPTIMUS adds an offset to the trapped MMIOs in order to address the appropriate physical
accelerator, forwarding the adjusted MMIOs to the FPGA. The hardware monitor then routes each
MMIO to the appropriate physical accelerator (A or B) based on the offset MMIO address. For a
queued virtual accelerator (A1), OPTIMUS postpones the MMIO access until the virtual accelerator
is re-scheduled on a physical accelerator. The details of MMIO operations in temporal multiplexing
will be discussed in §2.4.2.

DMA Data Plane Guest applications and their accelerators interact with DRAM using virtual
addresses, which are translated to host physical addresses by the MMU and IOMMU respectively.
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shaded in gray. A two-level binary multiplexer tree is shown for brevity, but the multiplexer tree
arrangement is configurable.

However, the IO virtual addresses (IOVAs) used for virtual DMAs are offset versions of guest virtual
addresses (GVAs). Although the CPU can provision a separate hardware page table in the MMU
(i.e., an extended page table) for each application, only a single hardware page table is available to
the FPGA in the IOMMU. Thus, OPTIMUS must partition the single IO virtual address space among
virtual accelerators using a technique called page table slicing, where each virtual accelerator’s
DMA region begins at a unique offset within the IO virtual address space. OPTIMUS stores an offset
table within the hardware monitor to translate from guest virtual addresses to IO virtual addresses
during DMAs.

2.4.1 Hardware Monitor

Figure 2.3 shows the FPGA configuration to support OPTIMUS. The manufacturer provides the
shell, which serves as the IO interface for the FPGA. OPTIMUS uses the shell to load the cloud
provider’s desired accelerator configurations onto the FPGA. OPTIMUS also includes a hardware
monitor (shown in gray) on the FPGA.

Virtualization Control Unit OPTIMUS uses the virtualization control unit (VCU) to configure the
runtime behavior of the hardware monitor. Specifically, VCU presents an accelerator management
interface to allow OPTIMUS to configure the offset and reset tables. The offset table stores offsets
between guest virtual addresses and IO virtual addresses for each accelerator (necessary to support
page table slicing). The reset table is used to specify the reset signal for each accelerator, thus
enabling OPTIMUS to reset individual accelerators to clear state for isolation purposes on a VM
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context switch.
OPTIMUS reserves a special region of MMIO for communication with VCU. If the incoming

packets fall in this range, the virtual control unit intercepts the packets to configure the hardware
monitor. Otherwise, VCU forwards the packets to the multiplexer tree.

Multiplexer Tree The multiplexer tree is responsible for propagating input packets from the
shell to each accelerator, and transmitting output packets from each accelerator to the shell. Each
multiplexer in the multiplexer tree operates on a round robin scheduling policy, thereby ensuring
equal bandwidth for each accelerator on the same path through the multiplexer tree (and thus, fair
real-time bandwidth sharing as mentioned in §2.3). However, if cloud providers seek to provide
greater bandwidth to some accelerator A, the multiplexer tree can be configured to place fewer
accelerators under the multiplexers on A’s path.

Auditors Unlike AXI or Avalon interconnects [281, 157], the multiplexer tree does not make
routing decisions based on the accessed address. Instead, the multiplexer tree propagates packets to
a set of auditors (one per physical accelerator), where each auditor determines whether incoming
packets are intended for its associated accelerator. This lazy packet routing (i.e., waiting until the
packets arrive at the auditor to make routing decisions) results in simpler circuitry than eager packet
routing (i.e., including routing logic within the multiplexer tree).

If the incoming packet is an MMIO, the auditor checks that the MMIO offset falls within the
accelerator’s MMIO range. If so, the auditor forwards the packet to its associated accelerator. If not,
the packet is discarded.

If the incoming packet contains DMA data, the auditor must determine if the packet is a response
to a DMA that the accelerator initiated. When an accelerator wishes to perform a DMA, the auditor
tags the outgoing packet with an accelerator ID, which is preserved in the response packet. Thus,
an auditor can verify if a DMA packet is intended for its accelerator by checking the packet’s
accelerator ID field. If so, the packet is forwarded to the accelerator. If not, the packet is discarded.

Page Table Slicing For simplicity, guest applications and their virtual accelerators would both
access memory using guest virtual addresses, which would ultimately be translated to host physical
addresses by the MMU and IOMMU respectively. However, given the limitation of a single IO
virtual address space, the guest virtual addresses of different applications would conflict if used
as keys in the IO page table. To isolate guest memory, OPTIMUS introduces a hardware-software
co-design called page table slicing, which adapts prior software-only techniques for virtualizing
GPUs [262] and wireless NICs [280].

Page table slicing configures the auditors with a linear address mapping policy, where guest
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virtual addresses (GVAs) map to IO virtual addresses (IOVAs). OPTIMUS allows each accelerator to
access a contiguous DMA memory range [g,g+ p) in the application’s address space. It also divides
IOVAs into several p-sized partitions, and assigns each partition to a unique (virtual) accelerator.
For a given IOVA partition [i, i+ p), OPTIMUS stores the offset value (i−g) in the corresponding
accelerator’s entry in the offset table. Afterward, the accelerator’s auditor can convert between
IOVAs and GVAs during DMAs within a single cycle, ensuring efficient memory isolation. In the
presence of temporal multiplexing (i.e., oversubscription of individual accelerators), OPTIMUS

updates the physical accelerator’s offset table entry with the newly-scheduled virtual accelerator’s
offset entry.

We consider page table slicing as a lightweight isolation method which is complementary to
SR-IOV. Specifically, even if SR-IOV scalability increases for future shared-memory FPGAs, page
table slicing would allow for nested virtualization on SR-IOV enabled devices; a cloud provider
could use SR-IOV to provide a “vFPGA” to a VM acting as a nested hypervisor. The nested
hypervisor could then use page table slicing to share this vFPGA among its own guests.

Shadow Paging An important goal of OPTIMUS is to share a contiguous range of virtual memory
between software and hardware, which requires the IOMMU (together with page table slicing)
to directly map GVAs to HPAs. Since the IOMMU does not support nested paging, OPTIMUS

maintains a shadow page table for each accelerator.

2.4.2 Preemption Interface

While spatial multiplexing allows different accelerators to run on the same FPGA, OPTIMUS uses
temporal multiplexing to share a fixed accelerator configuration among different VMs, with each
VM’s virtual accelerator occupying the physical accelerator for a short time-slice. OPTIMUS must
be able to preempt acceleration jobs to provide fair temporal multiplexing, and therefore exposes a
preemption interface similar to that of AmorphOS [176].

A preemption-capable accelerator should implement a set of control registers which serves
two purposes: 1) saving and restoring internal execution states, and 2) starting, preempting, and
resuming acceleration jobs. Control registers are privileged resources, thus should not be accessible
by virtual machines directly. The hypervisor traps and emulates accesses to control registers,
and hides the hardware status of the physical accelerator. Registers besides the control registers
are called application registers. Accesses to application registers are postponed until the virtual
accelerator is scheduled. Specifically, if the register does not have side effects (i.e., read/write to the
register is idempotent), the hypervisor can cache the register’s value in software and synchronize
the cache and the physical register while scheduling.
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During virtual accelerator initialization, the accelerator informs OPTIMUS how much memory is
needed to store internal execution states. OPTIMUS then allocates a memory buffer for the states
and informs the physical accelerator of the buffer’s base address via the control registers.

When OPTIMUS wishes to schedule a virtual accelerator on a physical accelerator, OPTIMUS

reads the current job status from the physical accelerator. If the physical accelerator is occupied, OP-
TIMUS sends a preempt command, causing the physical accelerator to write the virtual accelerator’s
execution state to the system memory buffer. Once all in-flight transactions have been processed,
the accelerator notifies OPTIMUS that context has been successfully saved and a new job may be
scheduled, as in prior work [176]. If an accelerator fails to cede control, OPTIMUS can forcibly
reset the accelerator after a configurable timeout period.

Later, when OPTIMUS re-schedules the original virtual accelerator job on the physical accelerator,
it issues a resume command that instructs the physical accelerator to load execution state from its
memory buffer and continue execution.

OPTIMUS’s decision to leave the implementation of preemption to accelerator designers is a
complexity-performance trade-off. On one hand, designers using OPTIMUS must reason about the
state to save upon preemption, in contrast to automatic mechanisms such as Cascade [241]. On
the other hand, designers using OPTIMUS can identify the minimal amount of state to save. For
example, when preempting a linked-list walker, saving the address of the next node can be sufficient.
In contrast, Cascade conservatively requires all latches to be saved. This results in a more complex
circuit, consuming more resources, inhibiting a circuit’s ability to scale to higher frequencies,
and ultimately hurting performance. Thus, given OPTIMUS’s performance and scalability goals,
OPTIMUS relies on accelerator designers to implement the preemption interface.

2.4.3 Userspace API

Because native platform APIs can be complex [155], OPTIMUS offers a simplified API for software
application developers. OPTIMUS provides a separate implementation of the same simplified API to
accelerator developers for use in Verilog simulations.

From the guest’s perspective, each accelerator is a PCIe device. OPTIMUS offers a customized
driver and a userspace library that work in tandem to allow for application-level programming of
accelerators. The driver is responsible for initializing the virtual accelerator, including mapping
MMIO regions to userspace and registering DMA memory with the hypervisor. The userspace
library allows the programmer to easily connect to and disconnect from a virtual accelerator, reset the
accelerator, program the virtual accelerator through its MMIO region, and manage DMA memory.
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2.5 Implementation

OPTIMUS is implemented atop the Intel HARP shared-memory FPGA platform [150] using Intel’s
Core Cache Interface (CCI-P) [149]; however, OPTIMUS’s design can be applied to any shared-
memory FPGA platform with IOMMU support (which is necessary to implement page table
slicing). OPTIMUS is implemented as a kernel module in 3,199 lines of C code, using the vfio-

mdev [164] framework for device mediation and KVM [182] for CPU and memory virtualization.
The guest FPGA driver and user API library are an additional 2,033 lines of C code, not including a
ported memory allocation library [198] used to help manage DMA regions for accelerators. The
Verilog implementation of the hardware monitor relies on Intel’s open-source multiplexer (MUX)
module [159], which adds 1,237 lines of code. Altogether, the hardware monitor occupies less than
7% of on-FPGA configurable resources.

FPGA Interface HARP’s shell provides a request/response interface called CCI-P for memory
access [149], which encapsulates PCIe and UPI transactions. In order to access CPU memory,
an accelerator sends a request packet and then waits for a corresponding response packet. While
waiting, the accelerator may send out other requests to saturate the bandwidth.

MMIO Slicing The MMIO address space of OPTIMUS consists of three portions. The first portion
of the MMIO space is reserved for the HARP shell. The next 4 KB is reserved for the virtualization
control unit’s accelerator management interface, via which the hypervisor can configure the hardware
monitor (e.g., the offset and reset tables) and obtain the FPGA configuration information (e.g., the
number of physical accelerators on the device and whether or not the configuration is compatible
with OPTIMUS). Finally, each physical accelerator receives a 4 KB page for its individual MMIO
state, with isolation enforced by the accelerator’s auditor.

Guest-MMIO Layout From a guest’s perspective, a virtual accelerator is a PCIe device. PCIe
BAR0 points to the accelerator MMIO space, and PCIe BAR2 points to the hypervisor MMIO space
(used to communicate with the hypervisor).

Page Table Slicing By default, OPTIMUS uses a 64 GB slice of the 48-bit IO virtual address
space for each virtual accelerator. However, this can be increased on systems where more than 64
GB of RAM is needed per virtual accelerator.

OPTIMUS’s guest library uses the mmap() system call with the MAP NORESERVE flag to reserve a
64 GB slice without allocating physical memory or swap. OPTIMUS writes the base address of each
slice to a register in BAR2 (the hypervisor MMIO space). The slicing offset is calculated based on
the value stored in this register.
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Shadow Paging For prototype simplicity, OPTIMUS currently features a hypercall-style shadow
paging mechanism, reserving a register in the hypervisor MMIO space. During the initialization of
each accelerator, OPTIMUS allocates a 2 MB page, and initializes the IOPT entries of the accelerator
to map to the physical address of the page. When a guest wants to make a page FPGA-accessible,
it uses this register to notify the hypervisor of the GVA and GPA for the page. The hypervisor
then checks page permissions, calculates the correct IOVA and HPA, pins the HPA in memory, and
inserts the IOVA→HPA mapping into the IO page table.

Multiplexer Tree Hierarchy OPTIMUS uses a three-level binary tree which supports up to 8
physical accelerators. We experimented with different hierarchies for the multiplexer tree (e.g.,
more layers and more nodes per layer); however, for some benchmarks, the synthesizer was unable
to synthesize greater than eight accelerator instances on the FPGA without lowering the multiplexer
tree frequency below 400 MHz, which is necessary to fully utilize the memory bandwidth. Hence,
we limited the tree’s support to eight physical accelerators.

AMORPHOS [176]—a prior FPGA virtualization solution—uses a flat multiplexer to avoid the
complexity and latency of a multiplexer-tree when there are eight or fewer accelerators, and uses a
layered multiplexer-tree when there are greater than eight accelerators. However, in OPTIMUS, a
flat multiplexer is not feasible even with a smaller number of accelerators, as it prevents OPTIMUS

from multiplexing the accelerators at a high frequency (400 MHz).

Huge Pages In line with prior work [81, 45, 44, 39, 193, 194, 212], OPTIMUS uses huge pages to
avoid IOTLB (IO translation lookaside buffer) thrashing and improve DMA performance. To the
best of our knowledge, on the Intel HARP platform, the IOTLB for both 4 KB pages and 2 MB
pages can only store 512 IOVA to HPA mappings. Only using 4 KB pages may cause frequent
IOTLB misses, which hurts performance on HARP. OPTIMUS uses 2 MB huge pages for DMA
memory, thereby allowing the IOTLB to cache 2 MB ∗ 512 = 1 GB worth of mappings.

We do not see 2 MB pages as a significant drawback for three reasons. First, hypervisors are
already unable to oversubscribe memory in the presence of pass-through or SR-IOV-enabled devices;
the device-accessible memory pages must be pinned due to the IOMMU’s inability to handle page
faults. Second, as opposed to pass-through or SR-IOV, OPTIMUS only pins FPGA-accessible pages
once they are allocated by the guest. Third, data center servers are often equipped with hundreds of
gigabytes of memory; therefore, 2 MB pages are relatively small.

IOTLB Conflict Mitigation When using our original page table slicing technique (in which each
64 GB slice is laid out contiguously in the IO virtual address space), we discovered that IOTLB
mappings for different virtual accelerators were frequently evicting each other, hurting system
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performance.
While the exact eviction policy for the IOTLB is unknown, we believe the problem stems from a

conflict in the set indices of IOVAs for different virtual accelerators. To the best of our knowledge,
when the page size is 2 MB, the IOTLB uses 9 bits after the 21-bit huge page offset as the set index
(bits 21-29). We believe each set consists of a single entry. Thus, if a virtual accelerator accesses a
virtual page with the same set index as another virtual accelerator’s page, an IOTLB conflict will
occur. More precisely, a given page p1 will conflict with any page p2 where p1 ≡ p2 mod 29.

To work around this problem in software (given the IOTLB could not be altered), we added an
extra 128 MB of address space between each 64 GB IOVA slice to offset the set indices of different
virtual accelerator pages. Because OPTIMUS supports eight physical accelerators and the IOTLB
can address 1 GB of memory without conflicts, OPTIMUS divides this 1 GB of memory evenly
among the accelerators, yielding 128 MB per accelerator. Thus, each virtual accelerator’s working
set must exceed 128 MB before IOTLB conflicts potentially occur among accelerators. If sequential
accesses are performed, IOTLB misses are rare, regardless of the working set size.

Tiling and Partial Reconfiguration Like other FPGAs [229, 101, 66], HARP FPGAs can be
reconfigured at tile granularity (i.e., a manufacturer-defined portion of the fabric). The reconfigura-
tion of an individual tile is known as partial reconfiguration. However, HARP only provides a single
tile, and therefore would require re-flashing all spatially-multiplexed accelerators to reconfigure an
individual accelerator. As such, OPTIMUS does not support partial reconfiguration.

Temporal Multiplexing Interface For flexible memory management, each guest application
allocates a buffer in host DRAM for storing accelerator state upon preemption.

Time Slice in Temporal Multiplexing The time slice used for temporal multiplexing is config-
urable; however the default value is 10 ms. A 10 ms time slice is possible because OPTIMUS does
not reconfigure the FPGA upon preemption, since the temporally-multiplexed accelerators on a
given physical accelerator share the same configuration. If partial reconfiguration support is added
in the future, the time slice would need to be increased to allow for sufficient time to reconfigure
individual tiles.

Temporal Multiplexing Scheduling OPTIMUS uses unweighted round-robin (i.e., equal time
slices) as the default scheduling algorithm. However, OPTIMUS also implements a scheduler with
weighted time slices and a priority-based scheduler.
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2.6 Evaluation

In this section, we evaluate our prototype implementation of OPTIMUS and answer the following
questions:

Efficiency What is the overhead of the hardware monitor in terms of FPGA resource utilization?
To what extent does spatial multiplexing improve FPGA resource utilization (§2.6.2)? How much
virtualization overhead does OPTIMUS incur compared to pass-through (i.e., direct assignment)
(§2.6.3)? How does the use of huge pages influence memory throughput and latency? (§2.6.5)

Scalability How does OPTIMUS scale with respect to the number of acceleration jobs concurrently
executing on the FPGA (§2.6.4)? How does OPTIMUS scale with respect to the oversubscription
factor of each accelerator (i.e., the number of virtual accelerators per physical accelerator) (§2.6.6)?

Fairness How similar is the DMA bandwidth for each physical accelerator (§2.6.7)? Does
OPTIMUS enforce different scheduling policies among its virtual accelerators (§2.6.8)?

2.6.1 Experimental Setup

Hardware We evaluate OPTIMUS on Intel Skylake HARP [150]. The platform features a 2.8
GHz Xeon CPU and a 400 MHz Arria 10 FPGA [158] located in the same package. The CPU and
FPGA are connected via a single UPI [217] link as well as two PCIe 3.0 links. The server has 188
GB of DRAM.

Software OPTIMUS runs CentOS 7.5 with Linux kernel version 5.1.0-rc6 as the host OS, using
QEMU version 3.0.1. Each guest also runs CentOS 7.5 and is allocated 10 GB of the server’s 188
GB of DRAM.

Baseline We compare OPTIMUS’s performance with virtualization via pass-through (i.e., direct
assignment). To allow the FPGA to directly access the application’s virtual address space, we
enable vIOMMU [289] (virtual IOMMU) support in QEMU. To our knowledge, there are no
shared-memory FPGA hypervisors to which we can compare OPTIMUS.

Configuration Unless mentioned specifically, OPTIMUS uses 2MB huge pages with IOTLB
Conflict Mitigation enabled.
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Accelerators Description LoC Frequency (MHz)
AES AES128 Encryption Algorithm 1,965 200
MD5 MD5 Hashing Algorithm 1,266 100
SHA SHA512 Hashing Algorithm 2,218 200
FIR Finite Impulse Response Filter 1,090 200

GRN Gaussian Random Number Generator 1,238 200
RSD Reed Solomon Decoder 5,324 200
SW Smith Waterman Algorithm 1,265 100

GAU Gaussian Image Filter 2,406 200
GRS Grayscale Image Filter 2,266 200
SBL Sobel Image Filter 2,451 200
SSSP Single Source Shortest Path 3,140 200
BTC Bitcoin Miner 1,009 100
MB Random Memory Accesses 1,020 400
LL Linked List Walker 695 400

Table 2.1: The benchmarks used to evaluate OPTIMUS, the number of lines of Verilog code used to
implement benchmarks, and the frequencies at which benchmarks are executed.

Benchmarks Table 2.1 shows the fourteen benchmarks with which we evaluate OPTIMUS. Ten
of these benchmarks are ported from HardCloud [102], an open-source framework that offloads
OpenMP [113] computation tasks to the FPGA. Our HardCloud benchmarks are all compute-
intensive; they include signal processing, cryptography, scientific computing, and image processing
applications. We port these benchmarks to our virtualization platform, and use their default
configuration during synthesis. Besides, we also port an FPGA based graph processing application
(single source shortest path or SSSP) [302], and a bitcoin miner [42] to our virtualization platform.
Unlike in §2.2.1, we only evaluate the shared-memory implementation of SSSP in this section,
while configuring the benchmark to use a graph with 800K vertices and 12.8M edges. HardCloud
benchmarks, SSSP, and Bitcoin are chosen to represent real-world applications.

Since no open-source benchmarks for HARP place sufficient strain on OPTIMUS’s bandwidth and
latency for a single acceleration job, and because no existing benchmarks conform to OPTIMUS’s
preemption interface, we provide two benchmarks ourselves. Both of these benchmarks implement
OPTIMUS’s preemption interface in order to evaluate OPTIMUS’s temporal multiplexing capabilities.

MemBench (MB) concurrently issues random DMA read and write requests in order to saturate
HARP’s bandwidth. The random reads and writes result in the worst-case effects of IOTLB misses,
and thus minimize throughput benefits from memory locality.

LinkedList (LL) sequentially fetches cache line sized nodes from a linked list distributed
randomly in DRAM, connecting the performance of LinkedList to worst-case DMA patterns and
thus creating a latency bottleneck. Because shared-memory FPGAs are an emerging technology,
there are currently few open-source benchmarks that leverage this model. However, LinkedList
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represents the fundamental limitations for irregular parallel applications (i.e., with a lot of pointer
chasing), and prior work [276] has demonstrated that linked lists are sufficient to study the overhead
of latency-bound workloads on shared-memory FPGA platforms.

The latency sensitivity of LinkedList requires special treatment due to the intricacies of the
HARP platform. All HardCloud benchmarks allow the HARP shell to automatically select the
interconnect channel (PCIe or UPI) used for each IO packet; for throughput-bound workloads, this
configuration generally yields optimal performance [149]. However, for a highly latency-sensitive
benchmark such as LinkedList, automatic channel selection yields unstable performance. HARP’s
channel selector is optimized for throughput rather than latency. Thus, although UPI has lower
latency for reads [149], the channel selector places some reads on PCIe, leading to wide performance
variation for latency-sensitive benchmarks. As such, we measure the performance of LinkedList
under two configurations: PCIe-only and UPI-only.

Table 2.1 shows the frequency at which each benchmark is run. Ideally, each benchmark would
be run at the highest frequency that the FPGA board supports (400 MHz). However, a number
of the benchmarks are too complex for HARP’s current synthesizer to be able to ensure that
their circuits can correctly operate at this maximum frequency; the synthesizer cannot place the
FPGA logic elements sufficiently close in order to propagate signals quickly enough. We therefore
synthesize each benchmark at the highest frequency achievable with OPTIMUS’s maximum number
of physical accelerators (eight). As synthesis algorithms improve, we anticipate being able to run
the benchmarks at higher frequencies.

2.6.2 FPGA Resource Utilization

In this section, we evaluate the impact of OPTIMUS on FPGA resource utilization as reported by
Intel’s FPGA toolchain. We measure the percent of on-FPGA resources consumed by the hardware
monitor (indicating virtualization overhead), and we explore the extent to which spatial multiplexing
can improve FPGA resource utilization.

Table 2.2 displays the percentage of Adaptive Logic Modules (ALMs) and Block RAM (BRAM)
that each major FPGA component utilizes on (1) a single accelerator pass-through baseline versus
(2) eight accelerators under OPTIMUS. The FPGA shell is an inherent component in both OPTIMUS

and the pass-through baseline, and consumes 23.44% of ALMs and 6.57% of BRAM. The hardware
monitor is only present in OPTIMUS, but utilizes just 6.16% of the ALMs and 0.48% of the BRAM,
indicating low virtualization overhead in terms of resource utilization.

Without the spatial multiplexing of OPTIMUS, benchmarks in the pass-through accelerator
configuration utilize no more than 5% of available FPGA resources. OPTIMUS’s spatial multiplexing
increases aggregate accelerator resource utilization roughly linearly. With eight accelerators,
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FPGA Component ALM Usage (%) BRAM Usage (%)
OPTIMUS PT OPTIMUS PT

Shell 23.44 23.44 6.57 6.57
Hardware Monitor 6.16 0.00 0.48 0.00

Accelerators

AES 27.80 3.62 23.01 2.82
MD5 34.27 4.35 23.01 2.82
SHA 18.16 2.16 22.46 2.82
FIR 15.77 1.92 22.46 2.82

GRN 12.53 1.76 7.98 1.02
RSD 17.93 2.21 22.87 2.87
SW 10.34 1.42 11.67 1.47
GRS 9.92 1.32 18.15 2.28
GAU 25.28 3.41 21.24 2.60
SBL 18.49 2.39 20.30 2.55
SSSP 15.73 1.96 22.47 2.82
BTC 8.99 1.32 4.16 0.48
MB 4.84 0.83 0.00 0.00
LL -0.24 0.15 0.00 0.00

Table 2.2: Breakdown of FPGA resource utilization by component (ALM and BRAM). Each
component’s utilization is reported as a percentage of the total amount of each resource type
available on the FPGA. The pass-through (PT) baseline features a single instance of the accelerator
benchmark, while OPTIMUS features eight instances in order to compare resource utilization in the
presence of spatial multiplexing.

OPTIMUS’s slight overhead beyond 8x stems from increased circuit complexity as the number of
accelerators increases. Specifically, the synthesizer must consume extra resources in order to route
signals to different locations on the FPGA chip under timing requirements.

MemBench and LinkedList are sufficiently simple that the synthesizer is able to optimize the
FPGA configuration, yielding a sublinear relationship. MemBench only uses 6x the number of
ALMs as the pass-through baseline. As for LinkedList, overall resource usage actually decreases,
and is thus listed as using a negative portion of resources in Table 2.2.

2.6.3 Performance Overhead

To measure the virtualization overhead introduced by OPTIMUS, we compare the performance of an
accelerator virtualized via pass-through (i.e., direct assignment) with an accelerator virtualized via
OPTIMUS, as shown in Figure 2.4.

Latency Figure 2.4a shows the latency overhead for LinkedList—a microbenchmark which
represents the worst-case for latency-bound applications—when running in PCIe-only mode and
UPI-only mode. The 24% latency overhead of LinkedList stems from a decision to favor scalability
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Figure 2.4: Performance overhead of different benchmarks compared to pass-through.

over latency in the arrangement of our hardware multiplexers. In order to pass timing requirements
when scaling to eight accelerators, we require a three-level binary tree (as opposed to a single multi-
plexer with eight child accelerators). Unfortunately, each added layer of the tree adds approximately
33 ns of latency; therefore, our design induces approximately 100 ns of latency on the path through
the multiplexer tree in order to provide scalability.

Throughput Figure 2.4b displays the throughput overhead for the remaining benchmarks. For
MemBench (a microbenchmark which represents the worst-case for bandwidth-intensive appli-
cations), the relative throughput overhead is 9.9%. MemBench is specifically designed to stress
the interconnection as much as possible, and therefore issues memory requests at every possible
FPGA cycle. However, given the routing complexity of the multiplexer tree, the accelerator can
only transmit a memory request packet every two cycles. Thus, the multiplexer tree is again the
primary source of overhead. Despite this worst-case scenario, our HardCloud benchmark results
indicate that the throughput overhead of OPTIMUS is less than 5% for realistic applications.

2.6.4 Scalability of Spatial Multiplexing

In this section, we assess OPTIMUS’s ability to scale with respect to the number of acceleration
jobs executing concurrently on the FPGA. For each benchmark, we place eight instances of the
accelerator on the FPGA (i.e., the maximum number of physical accelerators that can be synthesized
on our platform). We measure the performance of each benchmark as the number of concurrent
acceleration jobs increases.

Latency Because LinkedList is highly sensitive to memory access latency, we measure the
benchmark’s execution time as the number of acceleration jobs increases to determine the effects
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Figure 2.5: Average memory access latency of LinkedList with different working set sizes and
number of virtual machines.

of scaling on latency. As shown in Figure 2.5a, increasing the number of acceleration jobs has
negligible effect on aggregate latency if the working set does not exceed IOTLB capacity. The slight
(< 6%) increase from 1 job to 8 jobs is due to IO queuing delays.

When the working set barely exceeds IOTLB capacity (2G), latency only suffers a slight increase,
since address translation is not overwhelmed. However, once the working set reaches 4G, the
queuing delay is exacerbated by frequent address translation, resulting in a rapid increase in average
latency as the number of jobs grows.

Throughput Since a single instance of MemBench saturates the platform’s bandwidth, Mem-
Bench indicates the worst-case measurement of throughput scalability. Figure 2.6a shows the
aggregate throughput of MemBench as the number of acceleration jobs and aggregate working set
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Figure 2.6: Aggregate throughput of MemBench with different working set sizes and number of
virtual machines.

size are increased. As demonstrated, increasing the number of acceleration jobs does not diminish
the aggregate throughput. Thus, OPTIMUS scales well in terms of memory access throughput.

The drop-off in throughput beyond 1 GB is not due to OPTIMUS, but rather due to the limitations
of the current HARP IOMMU. Since we believe that the IOTLB only contains 512 entries when
the page size is 2 MB, the IOTLB is limited to only caching the mappings of 1 GB virtual address
space. Thus, when the aggregate working set size exceeds 1 GB, throughput degrades as a result of
IOTLB misses.

In HARP, the IOMMU is not integrated into the CPU in order to minimize CPU modifications
needed to support the experimental platform. As a result, upon each IOTLB miss, the IOMMU must
go through the system interconnection to fetch the required IO page table from the CPU. We argue
that in future generations of shared-memory FPGA platforms, the manufacturer should increase
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the number of IOTLB entries and integrate the IOMMU into the CPU in order to mitigate the
frequency and severity of IOTLB misses. Additionally, supplementing a CPU-integrated IOMMU
with hard-wired support for SR-IOV could potentially allow SR-IOV to scale on shared-memory
platforms. Further modifying the IOMMU to support SR-IOV on UPI links could even allow
SR-IOV to virtualize encapsulated PCIe and UPI transactions.

Figure 2.7 shows the aggregate throughput (normalized to a single acceleration job) of our
real-world applications as the number of acceleration jobs is increased. Unlike MemBench, none of
these applications fully utilize the bandwidth for a single acceleration job. As a result, the aggregate
throughput increases as the number of acceleration jobs increases. Except for Gaussian, Grayscale,
Sobel, and Bitcoin, whose working set sizes are relatively small, the total working set sizes of other
applications vary from 2GB to 32GB, which means the capacity of IOTLB is exceeded. However,
since all these applications are well-designed to have good memory locality, performance is not
impacted due to IOTLB thrashing.

2.6.5 Benefit of Using Huge Pages

To measure the performance benefit of “huge” (2M) pages, we compare the throughput and latency
when using 2M versus 4K pages. Figure 2.5 and Figure 2.6 compare the results of 2M versus 4K
paging in terms of latency and throughput, respectively.

OPTIMUS suffers from a performance drop when the aggregate working set exceeds the IOTLB
capacity (512 pages); a 2M TLB entry can serve 512 times more memory than a 4K entry. Using
2M pages can thus postpone the performance drop from a 4M aggregate working set to 2G, which
is beneficial for applications with a large working set.

As shown in Figure 2.6b, we discovered an unusually-high read throughput when (a) there is only
one accelerator, and (b) the working set does not exceed 2M. We noticed a similar phenomenon with
2M pages, which is not pictured due to spacing constraints. While we cannot definitively determine
the source of this behavior, we believe the phenomena arise due to a speculative optimization in
the IOTLB pipeline, which assumes that subsequent memory accesses will access the same 2 MB
region as previous accesses.

2.6.6 Scalability of Temporal Multiplexing

In this section, we evaluate how OPTIMUS scales with respect to the oversubscription factor (i.e.,
the number of virtual accelerators per physical accelerator). Since only MemBench and LinkedList
conform to OPTIMUS’s preemption interface, we are limited to directly evaluate these benchmarks.
However, preemption overhead is correlated to the amount of execution state that must be saved.
Therefore, because we know the total set of resources consumed by each accelerator configuration,
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Figure 2.7: The aggregate throughput of different real-world applications, normalized to the
throughput of a single VM. GAU, GRS, SBL, and SSSP fail to scale because the interconnection
bandwidth becomes saturated, creating a performance bottleneck beyond four accelerators.

Accelerators AES MD5 SHA FIR GRN RSD SW
Normalized Throughput Range (10−4) 21.9 11.9 4.40 30.1 108 1.77 3.79

Accelerators (Cont.) GAU GRS SBL SSSP BTC MB LL
Normalized Throughput Range (Cont.) (10−4) 63.1 1.60 147 595 0.468 1.83 3.25

Table 2.3: Normalized throughput range among eight homogeneous physical accelerators.

we can use this percentage as an upper bound on the amount of state that must be saved, thus
establishing an upper bound on context-switching overhead.

Figure 2.8 presents the aggregate throughput of running a varying number of virtual accelerators
on a physical accelerator, normalized against a single job on an accelerator. Theoretically, OPTIMUS

does not have a hard limitation on the scalability of temporal multiplexing. Our evaluation stops at
16 because we are able to show that the context-switching overhead does not increase as the number
of jobs increases.

As indicated by the drop-in throughput between 1 and 2 jobs, the overhead of preemption for
LinkedList is approximately 0.5%. For MemBench, this number is 0.7%. The overhead remains
constant beyond 2 jobs because preemption occurs at a fixed interval in the presence of temporal
multiplexing, regardless of the number of jobs being multiplexed.

We estimate the worst-case overhead of temporal multiplexing for real-world applications by

Co-located Accelerator AES MD5 SHA FIR GRN RSD SW
Normalized Throughput 0.86x 0.50x 0.77x 0.75x 1.00x 0.78x 0.78x

Co-located Accelerator (Cont.) GAU GRS SBL SSSP BTC MB LL
Normalized Throughput (Cont.) 0.80x 0.80x 0.79x 0.75x 1.00x 0.5x 1.00x

Table 2.4: MemBench’s throughput when co-located with a second active accelerator, normalized
against a standalone instance.
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Figure 2.8: Normalized aggregate throughput in the presence of preemptive temporal multiplexing.
All virtual accelerators are scheduled on a single physical accelerator.

simulation. Since MD5 occupies the most on-FPGA resources of any real-world application, we
use this benchmark to establish an upper bound. Our estimation yields 9% temporal multiplexing
overhead in the worst case (i.e., assuming all resources occupied by MD5 must be saved on a context
switch).

We stress that the amount of state that must be saved is application-dependent. If the amount
of state is large, the length of each time slice can be increased to reduce the number of context
switches, thereby mitigating the penalty.

2.6.7 Fairness of Spatial Multiplexing

In this section, we measure the fairness of the hardware scheduler in terms of its ability to guarantee
at least 1/N of the total real-time bandwidth to each of N physical accelerators, assuming those
accelerators are actively transmitting data. We assess the bandwidth fairness in both homogeneous
configurations (where the FPGA is configured with multiple instances of the same accelerator) and
heterogeneous configurations (where the FPGA is configured with various accelerators).

Homogeneous Configurations For each benchmark, we configure the FPGA with eight homoge-
neous accelerators and measure the per-accelerator throughput. Table 2.3 presents the normalized

throughput range (i.e., the difference between the maximum and minimum accelerator throughput
divided by the average throughput) for each benchmark. The maximum normalized throughput
range is approximately 1%, demonstrating that the difference in throughput between any two
accelerators is at most 1%. In other words, given eight homogeneous accelerators, each accelerator
achieves roughly 1/8 of the aggregate throughput. Thus, the hardware monitor fairly multiplexes
the FPGA among physical accelerators in homogeneous FPGA configurations.
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Heterogeneous Configurations MemBench is designed to saturate HARP’s bandwidth for a
single job. Therefore, we use it as a baseline for full throughput, and measure the relative decrease
in MemBench’s throughput in the presence of a second active accelerator benchmark.

Table 2.4 shows the normalized throughput reported by the MemBench accelerator for each
configuration. In the presence of a second active accelerator, MemBench is guaranteed to receive at
least half of the original bandwidth.

Upon first glance, MemBench receiving more than half of the total bandwidth may appear to be
unfair. However, most accelerators do not transmit data as often as MemBench. For instance, in the
cases where data is rarely transmitted by the other accelerator (e.g., LinkedList), MemBench receives
a near-complete share of the bandwidth. When the second accelerator is also bandwidth-hungry
(e.g., MD5 and a second instance of MemBench), the bandwidth is evenly split.

2.6.8 Fairness of Temporal Multiplexing

Enforcing fairness in the context of a software scheduler means being able to enforce the cloud
provider’s custom time-sharing policy. OPTIMUS implements an unweighted round-robin scheduler
(i.e., equal time slices), a weighted scheduling policy (i.e., weighted time slices), and a priority
scheduler (i.e., the job with the greatest priority runs at each time slice). We verify that the software
scheduler successfully enforces each policy by measuring the execution time of each virtual
accelerator across varying oversubscription factors, time slice lengths, and job weights/priorities.
On average, the actual execution times are within 0.32% of the expected times, with the greatest
difference being 1.42%. Thus, OPTIMUS successfully enforces each of its software scheduling
policies.

2.7 Discussion

2.7.1 OPTIMUS vs. AMORPHOS

AMORPHOS [176] targets OS management of FPGAs. Like OPTIMUS, AMORPHOS enables both
spatial and temporal multiplexing of FPGAs. AMORPHOS overcomes the static limitations of partial
reconfiguration (i.e., forcing accelerator designs to fit into a fixed-size FPGA partition) through an
abstraction called morphlets. Specifically, AMORPHOS virtualizes an FPGA as a set of morphable
tasks, which can alter their resource requirements at runtime to dynamically accommodate a greater
or lesser number of accelerators on the same FPGA. OPTIMUS does not support dynamic scalability
on a single FPGA. However, since OPTIMUS supports acceleration preemption, OPTIMUS’s virtual
accelerators can theoretically be migrated in the event that a cloud provider wishes to alter an FPGA
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configuration.
The fundamental difference between AMORPHOS and OPTIMUS is that they target different

FPGA platforms (host-centric vs shared-memory, respectively). The differences between these
platforms are substantial (e.g., different software/hardware programming interfaces, memory laten-
cies/capacities, hardware topologies, and so forth).

Most importantly, these platforms necessitate significantly different forms of memory man-
agement. Because AMORPHOS targets host-centric platforms—where accelerators cannot issue
their own DMAs—it focuses on virtualizing each accelerator’s view of on-FPGA DRAM. Thus,
AMORPHOS’s memory protection logic only needs to manage on-FPGA DRAM, and can do so
with segment-based translations.

On the other hand, OPTIMUS targets platforms in which the FPGA uses the system DRAM.
Thus, OPTIMUS must integrate accelerator memory protection with the host’s page-level memory
management, while maintaining consistent views of each address space for the CPU and FPGA.
Nonetheless, given that platforms such as Intel PAC [153] give FPGAs access to both system
and on-FPGA DRAM, our approaches to memory virtualization are complementary to those of
AMORPHOS.

2.7.2 Key Takeaways

We believe our work highlights two key areas for improvement in systems and architectural support
for heterogeneous computing. First, there is a need for new OS abstractions. Currently, each
FPGA vendor uses a different programming interface. Thus, standard OS abstractions (e.g., to send
messages to the CPU and access different memories) would immensely increase program portability.
FPGA manufacturers can hasten the arrival of such OS abstractions by providing a standardized
hardware interface.

Second, a hard-wired multiplexer tree is needed to provide more efficient and scalable packet
routing. Like AMORPHOS, OPTIMUS also confirms that a flat multiplexer becomes a bottleneck
for scalability. Furthermore, OPTIMUS shows that even a programmer-synthesized multiplexer tree
can be a bottleneck at higher frequencies. These bottlenecks arise due to the difficulty of placing
multiplexer resources sufficiently close to pass timing constraints, but could be mitigated via a
hard-wired multiplexer tree.

2.8 Related Work

Accelerator Libraries Amazon F1 [66] and Microsoft Brainwave [95, 214] offer accelerator
libraries to their customers. The customer chooses from among these accelerators, ultimately
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running their acceleration job on an FPGA that has been configured accordingly. OPTIMUS is
targeted for this use case, and allows the cloud provider to spatially and temporally multiplex their
FPGAs among customers.

Sharing On-FPGA Memory Asiatici et al. propose a hypervisor featuring a high-level framework
to facilitate FPGA application development [76]. The hypervisor provides a framework to share
on-FPGA memory among multiple accelerators. CoRAM [109] and CoRAM++ [274] similarly
allow software to read and write on-FPGA BRAMs. Unlike OPTIMUS, none of these designs grant
the CPU and FPGA a unified view of memory.

Sharing System Memory FPGAs can share system memory with the CPU on platforms such as
Intel PAC [153] (PCIe-only), Intel HARP [150] (PCIe and UPI), and Enzian [77] (forthcoming).
GPUs from Intel [156, 262] and NVIDIA [200, 38, 239, 301] can transparently share memory
regions with the CPU, using both software-only and hardware-assisted techniques. OPTIMUS’s
page table slicing is inspired by such GPU page table partitioning techniques (as well as those of
Virtual WiFi [280]) in a hardware-software co-design that is independent of accelerator design and
behavior.

Overlays FPGA overlays [92, 186, 161, 162] provide an abstraction of FPGA hardware such
that configurations can be made architecture-agnostic. Unfortunately, the abstractions of overlays
sacrifice throughput and resource utilization compared to configurations built for specific FPGA
architectures. Given that the burden of developing accelerators is not placed on the customer in
OPTIMUS, we believe that cloud providers and customers would prefer the efficiency of native
builds over the ease of cross-platform porting.

Virtualizing FPGA Pools Xilinx SDAccel [285], Tarafdar et al. [259], and Microsoft Cata-
pult [229, 101] target the virtualization of FPGA pools, allowing jobs to be scheduled on available
accelerators within the pool. Unlike these systems, OPTIMUS targets the virtualization of individual
FPGAs.

Virtualizing Individual FPGAs Prior work explores spatial multiplexing [104, 273, 223, 225,
96, 267] and temporal multiplexing [272, 290, 104, 223, 225] of FPGAs. While most of these
works focus on host-centric FPGAs, OPTIMUS focuses on shared-memory FPGAs. An exception is
AvA [290], which uses API remoting to virtualize accelerators. Unlike OPTIMUS, AvA targets a
higher level of abstraction (e.g., OpenCL), and virtualizes the userspace library instead of low-level
hardware.
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FPGA OSes BORPH [253, 254] supplements software processes with hardware processes,
which communicate with other processes via standard UNIX interfaces. ReconOS [205] and
Hthreads [224] extend the domain of multi-threaded programming to an FPGA, and provide support
for inter-thread communication and synchronization. LEAP [130] offers reliable and latency-
insensitive communication channels between different hardware modules. AMORPHOS [176]
provides support for sharing different on-FPGA resources. Unlike these works, OPTIMUS is a
hypervisor that focuses on virtualizing shared-memory FPGAs as a set of accelerators.

SR-IOV for FPGAs Intel [151] and Xilinx [282] both offer IP to support hardware-assisted FPGA
virtualization of PCIe transactions via SR-IOV [191]. However, state-of-the-art shared-memory
FPGA platforms that use SR-IOV do not support more than one VF [150, 153]. OPTIMUS supports
up to eight physical accelerators, which can each support both UPI and PCIe transactions as well as
an arbitrary number of virtual accelerators.

Partial Reconfiguration A number of FPGA virtualization solutions [176, 104, 96, 273] target
partial reconfiguration capabilities of FPGAs, where an individual accelerator can be reconfigured
without needing to reconfigure the entire FPGA. Because Intel HARP currently only provides a
single reconfigurable region on the FPGA, OPTIMUS does not support partial reconfiguration; doing
so would overwrite the hardware monitor.

2.9 Conclusion

In this project, we presented OPTIMUS, the first scalable hypervisor for shared-memory FPGA
platforms. OPTIMUS provides both spatial and preemptive temporal multiplexing of FPGAs, such
that individual accelerators on an FPGA can be fairly overprovisioned to guests. OPTIMUS offers
efficient virtual DMA isolation via page table slicing. Our experiments show that OPTIMUS can
support eight physical accelerators on a single FPGA, and improves the aggregate throughput of
twelve realistic benchmark workloads by 1.98x-7x.
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CHAPTER 3

Debugging in the Brave New World of Reconfigurable
Hardware

3.1 Introduction

Field Programmable Gate Arrays (FPGAs) are increasingly prominent in modern heterogeneous
computer systems. Specialized hardware designs provide unprecedented efficiency in domains
such as machine learning [247, 248, 300, 293, 202, 299, 178], compression [232, 297], database
operations [222, 240, 250], graph processing [78, 303, 106, 270], networking [128, 269, 94], and
storage virtualization [192]. To realize the benefits of FPGAs, systems researchers have built
operating systems [131, 254, 176, 187], virtualization support [207, 96, 104, 272, 295, 196, 294,
291], just-in-time compilers [241], and high-level synthesis tools [100, 99, 285, 152, 286]. The
proliferation and benefits of FPGAs have even prompted major cloud vendors to provide FPGA
instances on their platforms [66, 64].

Compared to traditional hardware development, FPGA development has many similarities to
software development. Since post-fabrication bugs are extremely costly to fix, traditional hardware
development invests massive resources into simulation-based testing and formal verification to
eradicate bugs before silicon fabrication. In contrast, reconfigurability allows a developer to patch
hardware bugs in an FPGA, even those caught during on-FPGA testing or in production. As a
result, FPGA developers are moving towards an agile development approach that accelerates time to
market by relaxing cumbersome verification in favor of lightweight simulation and on-FPGA testing.
For example, Microsoft has adopted a software-like methodology for FPGA development, in which
they perform relatively small amounts of verification compared to traditional hardware [128].

Unfortunately, relaxed verification leads to more bugs in FPGA designs, with most FPGA projects
experiencing bugs that escape testing and end up in production [132]. Alas, while there are many
hardware tools that help developers find bugs using simulation-based testing and verification [252,
277, 57, 278, 195, 263, 298, 163, 199], very few hardware debugging tools help a developer localize

the root cause of a bug. Existing fault localization tools only apply to specific protocols and
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algorithms [55, 211]. Other tools, such as checkpointing [249, 80, 37, 79, 180] and tracing [160,
288, 138, 137, 146, 241, 196], can be used to localize the cause of a hardware failure, but require
substantial manual effort to do so. Finally, existing software fault localization techniques, such
as data-race detectors [243] and undefined memory use detectors [242], cannot be immediately
applied to hardware programming models. Consequently, debugging an FPGA design today is a
highly manual process that either involves inspecting a massive waveform (i.e., a trace of the state
of the circuit over time) or iterative rounds of synthesis in which a developer selects and analyzes
key data signals. Unsurprisingly, a majority of FPGA developers in a recent study indicate a need
for better debugging tools [50].

Reaping the full benefits of rapid FPGA development will require constructing FPGA debugging
tools that help localize the root cause of a hardware fault—similar to the rich set of tools available
to software developers. Towards this goal, we first study bugs in open-source FPGA designs. We
then introduce a novel root-cause-based classification of the bugs we study inspired by a prior bug
taxonomy [201] and document the intrinsic properties and symptoms of these bugs. We augment
our study with a testbed in which each hardware bug is reliably reproducible. We demonstrate that
each class of hardware bugs mirrors a counterpart class of software bugs and would benefit from
similar techniques for bug diagnosis and repair.

Guided by the intrinsic properties and symptoms of bugs in FPGA designs, we build a collection
of hybrid static/dynamic program analysis and monitoring tools to help developers of reconfigurable
hardware systems follow a software-like development and debugging process. Because hardware
bugs may be detected during simulation or when executing on an FPGA, our tools are designed
to operate in either scenario. Thus, we consider the effects of our debugging logic on real circuit
synthesis and behavior, as opposed to only accounting for a simulator environment where resource
and timing constraints are far less stringent. At a high level, our tools allow selectively recording
and analyzing targeted execution information using limited on-FPGA storage, and consist of the
following:

1- SignalCat unifies hardware debugging during simulation and when deployed on an FPGA
by providing a single interface for tracing state in a hardware design. The tool converts “printf”-
like statements embedded in a hardware description into logic that records the arguments of
these statements in a hardware deployment or during simulation. After an execution, SignalCat
reconstructs a log containing the output of the printf statements.

2- FSM Monitor helps a developer identify and track finite state machines (FSMs), which are
a widespread component in a hardware design. It uses SignalCat to support both simulation and
on-FPGA scenarios.

3- Dependency Monitor enables a developer to trace the provenance of the value of a variable in
their hardware design. The tool identifies the dependency chain of each developer-specified variable
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(i.e., the registers upon which the variable depends), and tracks all updates made to these variables
during a simulation or on-FPGA execution using SignalCat.

4- Statistics Monitor helps a developer identify anomalous behavior by recording statistics about
various execution events, such as the number of times that an interrupt is triggered or the number of
packets that arrive in a communication channel. Developers specify an event of interest; Statistics
Monitor instruments the hardware design with new logic that uses SignalCat to track statistics
during simulation or on-FPGA scenarios.

5- LossCheck helps a developer localize the root cause of data loss (e.g., an unintended packet
drop). A developer who suspects data loss in their design uses LossCheck to check for—and
potentially identify the source of—data loss between a specified source (e.g., an input to a hardware
module) and sink (e.g., an output). The tool instruments the hardware design with new logic that
monitors all data propagation paths between the source and sink by using SignalCat.

We show how a developer can use the aforementioned tools—either individually or in various
combinations—to debug the bugs in our study. In particular, we show that our tools help diagnose
the cause of each bug in our study by automatically generating and executing dozens to thousands
of lines of analysis code, which the developer would otherwise need to write. Additionally, we
evaluate the resource overhead of our debugging tools and demonstrate that they are feasible for
production use. Among the 20 bugs we evaluated, 18 cases maintain the design’s original target
frequency after debugging instrumentation; all cases incur at most linear resource overheads with
increased recording buffer sizes.

Overall, we make the following contributions:

• We provide the first study of bugs in open-source FPGA designs, a root-caused-based bug clas-
sification, and a description of typical bug symptoms to guide developers in their debugging
efforts.

• We design a collection of hybrid static/dynamic analyses that developers can use in simulation
and real hardware deployments to debug FPGA designs.

• We develop an open-source testbed [13] that includes reproducible hardware bugs and our
tools to facilitate future FPGA debugging research.

A version of this work was previously published in the proceedings of the 27th International
Conference on Architectural Support for Programming Languages and Operating Systems (ASP-
LOS’22) [208].
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3.2 Background

In this section, we discuss the FPGA development concepts that are necessary for understanding the
bugs and debugging tools presented in this paper.

3.2.1 Languages for Hardware Programming

Developers program FPGAs by implementing a digital circuit in a hardware description language
(HDL), such as Verilog [261], SystemVerilog [56], or VHDL [90]. HDLs enable developers to
describe the behavior of a circuit in a cycle-by-cycle manner. For instance, the simple statement
c <= a+ b subscribes to a broad programming paradigm: right hand expressions (a+ b) are
computed and propagate to left hand operands (c) via an appropriate assignment operator (<=) at
each clock cycle.

Emerging high level synthesis (HLS) tools enable hardware development using software pro-
gramming languages, but impose significant performance and resource penalties compared to HDLs.
For example, state-of-the-art HLS-implemented image processing is 6.6× slower and uses 5× more
resources than an HDL-implementation [216]. As such, HDLs continue to dominate hardware
development.

3.2.2 FPGA Debugging Stages

FPGA debugging contains two stages: simulation and on-FPGA testing. Simulation avoids lengthy
hardware synthesis and is thus faster to iterate, but executes orders of magnitudes slower than
on-FPGA testing [241]. In practice, developers simulate FPGA designs and iteratively fix any bugs
they find before employing on-FPGA methods to test their design against more complex workloads
(e.g., via stress testing).

3.2.3 FPGA Programming Techniques and Constructs

Hardware developers leverage a number of common techniques and constructs to implement FPGA
designs.

Buffers and Queues Hardware developers use buffers and queues to temporarily store values.
Hardware buffers and queues are similar to their software equivalents, except they must be constant-
sized, since all hardware components occupy a fixed area in a circuit.
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IDLE
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request_valid
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Figure 3.1: An example FSM with states represented by nodes, and transition conditions represented
by edges. This FSM has three states: IDLE, WORK, and FINISH. A state transforms to another state
when a certain condition is satisfied.

1 reg [1:0] state;

2 always @(posedge clk) begin

3 case(state)

4 IDLE: if (request_valid) state <= WORK;

5 WORK: if (work_done) state <= FINISH;

6 FINISH: state <= IDLE;

7 endcase

8 end

Listing 1: Verilog code implementing of the state transition of the FSM in Figure 3.1.

Communication Control: Valid Interface Logically, hardware circuits continually process data,
with one or more input signals consumed every clock cycle. However, an input signal may not
always be meaningful. For instance, a module may only receive a “packet” every 5 cycles. Thus,
developers use valid interfaces that indicate whether a particular input is valid (i.e., a “valid bit”
variable associated with one or more inputs).

Communication Control: Backpressure In a communication channel where a source repeatedly
sends data to a destination, the destination may use a backpressure or “ready” signal to inform the
source that it needs time to process inputs. These signals indicate to the source that the destination
can only receive x new packets, where x is defined by the communication protocol (e.g., x = 1 for a
binary ready signal). In the event of backpressure, the source should stop sending packets or reduce
the sending rate to avoid bugs at the destination.

Finite State Machines Hardware developers frequently incorporate finite state machines (FSMs)
in their designs [287, 65]. Figure 3.1 demonstrates an example FSM; Listing 1 shows the Verilog
code that implements the FSM. In Verilog, an FSM is implemented using conditional assignments
(e.g., an assignment inside a switch case); once a condition is satisfied, the “state” transfers along
the arrows in the next clock cycle.
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Bug Class Bug Subclass # Common Symptoms
App Stuck Data Loss Incorrect Output Ext.

Data Mis-Access

Buffer Overflow 5 ✓
Bit Truncation 12 ✓ ✓
Misindexing 5 ✓ ✓
Endianness Mismatch 1 ✓
Failure-to-Update 5 ✓ ✓ ✓

Communication

Deadlock 3 ✓
Producer-Consumer Mismatch 3 ✓ ✓ ✓
Signal Asynchrony 10 ✓
Use-Without-Valid 1 ✓

Sementic

Protocol Violation 3 ✓ ✓ ✓
API Misuse 3 ✓
Incomplete Implementation 7 ✓
Erroneous Expression 10 ✓

Table 3.1: The result of our bug classification, including 3 main classes, 13 different subclasses, the
number of bug instances observed in each subclass, and the common symptoms of each subclass.
“#” stands for the number of bugs, and “Ext.” indicates that the error is reported by an external
component.

Module A module is a sub-component of a Verilog circuit with a group of input and output
signals, akin to a software function.

Intellectual Property (IP) A hardware intellectual property (IP) block is a “blackbox” module
that implement commonly-used or platform-specific functionality, akin to a static software library.
Like a software function, an IP block accepts user-controlled inputs and produces a set of outputs.

3.3 Study of Bugs in FPGA Designs

To identify useful FPGA debugging tools, we study 68 hardware bugs across 19 FPGA designs and
build a testbed [13] that reliably reproduces 20 of these bugs1 in a push-button manner to enable
their detailed study (§3.6.1). The study explores functional bugs, i.e., bugs in the HDL code that
lead to functional issues rather than timing-related issues, since most production FPGA bugs are
functional bugs [132]. Our methodology for gathering bugs is as follows:

Target Systems First, we study bugs in four applications that we used in prior work. In particular,
these applications use the Intel HARP platform [150], which uses the FPGA as a reconfigurable
accelerator and provides an end-to-end acceleration stack. Specifically, we identify bugs in a
SHA512 accelerator [51], Reed-Solomon decoder [52], and grayscale image accelerator [53]

1We select these 20 bugs because they occur in an application/platform with which we have familiarity. The rest of
the bugs could be reproduced with additional effort.
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applications from HardCloud [102] (a framework with applications using HARP-based FPGA
acceleration). Additionally, we find bugs in Optimus [207] (a HARP-based FPGA hypervisor).

Second, we examine bugs in hardware designs described in the ZipCPU website, a popular
hardware design blog [14]. We identify bugs in SDSPI [15] (a library that drives an SD card through
a Serial Peripheral Interface), Xilinx’s two example AXI endpoint implementations [16, 17], and an
FFT implementation [54].

Third, we study bugs found in hardware components from the most popular FPGA projects on
GitHub, including a WiFi controller [18], a GPGPU processor [19], two RISC-V CPUs [20, 21], a
Bitcoin Miner [22], a NIC [23, 24], and two hardware libraries [25, 26].

Finally, we examine a floating-point adder [27] that was provided to us by a hardware developer
upon consultation about their experiences debugging hardware.

Bug Collection Bugs in FPGA designs are difficult to collect, reproduce, and study due to the
relative dearth of open-source hardware. Exacerbating this problem, among the 50 most popular
FPGA projects on GitHub, 56% do not have a publicly-accessible bug tracker and 88% do not
include test cases to reproduce bugs.

Therefore, rather than analyzing hardware bugs from bug trackers, we resorted to searching
commit histories/issues of FPGA projects on GitHub to identify hardware bugs. In some cases, we
found bugs through direct communication with developers (Optimus and FADD) and the ZipCPU
website.

For each identified bug, we manually inspect related commit messages and discussions in GitHub
Issues to understand the bug’s root cause and symptoms. Sometimes, the commit messages and
issues do not provide sufficient information for a thorough understanding; in these cases, we inspect
the hardware design’s codebase as well as bug-related patches to understand the bug.

3.3.1 Bug Classification

We cluster bugs with similar root causes and symptoms into 3 main classes and 13 subclasses.
Table 3.1 shows the classification results, identifying each bug subclass, the bug class to which
each subclasses belongs, the number of bugs in the study that belong to each subclass, and the most
common symptoms of each bug subclass.

The three bug classes roughly correspond to the three classes of software bugs from Li et al.’s
software bug study [201] and are as follows: data mis-access bugs (§3.3.2), which arise when data
is accessed without proper consideration for properties of the data format and are similar to software
memory bugs; communication bugs (§3.3.3), which arise when a circuit violates inter-component
communication standards and are similar to software concurrency bugs; and semantic bugs (§3.3.4),
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which arise from other remaining violations of a circuit’s intended functionality and correspond
to software semantic bugs. Some bugs could be classified into multiple classes/subclasses (e.g., a
buffer overflow may arise because of an erroneous expression); we assign such multi-class bugs to
the most related and specific subclass to which they could be assigned.

In the rest of this section, we provide a detailed description of each subclass of bug including
their intrinsic properties, root causes, and common symptoms. We identify similarities between
the hardware bugs and well-studied software bugs, which provide inspiration for the hardware
debugging tools that we propose.

3.3.2 Data Mis-Access Bugs

Data mis-access bugs occur when the developer accesses data without proper considerations for size,
endianness, and other properties of data. These bugs are similar to software memory bugs [201]
(e.g., buffer overflows, our first example).

3.3.2.1 Buffer Overflow

A buffer overflow in an FPGA design occurs when a buffer is accessed with an offset that is greater
than the size of the buffer. We identify 5 real-world examples of buffer overflow bugs in our bug
study. We present a basic code snippet for simplicity.

1 reg mybuf [N-1:0]; // a buffer with N 1-bit elements

2 always @(posedge clk)

3 mybuf[offset] <= value; // offset >= N

Line 1 defines a buffer named mybuf consisting of N single-bit elements; mybuf [N-1:0] can
be legally indexed from 0 to N −1 (inclusive). On Line 3, the snippet uses offset to assign a bit of
mybuf to a value; however, the value of offset is greater than N and therefore overflows mybuf.

Accordingly, a buffer overflow in an FPGA design is similar to a software buffer overflow.
However, unlike software buffer overflow bugs, which can corrupt memory by overwriting adjacent
addresses, there is no notion of address adjacency beyond a buffer in hardware logic. Instead,
hardware buffer overflows yield two possible outcomes: (1) the highest bits of offset are truncated,
so an incorrect position in buffer is assigned (when the buffer size is a power of two), or (2) the
assignment is ignored (when the buffer size is not a power of two). In select cases, hardware
developers rely on truncation of the high bits of offset in their circuits for correctness, but this
approach does not work for common data structures such as heaps and queues.

Symptoms Data loss from truncation or ignored assignment.
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Fixes Hardware buffer overflows are fixed similarly to software buffer overflows: Developers
enlarge the buffer or change the behavior of the FPGA design to avoid the overflow.

3.3.2.2 Bit Truncation

Bit truncation bugs in FPGA designs occur when assigning a variable to another variable with fewer
bits. We identify 12 bit truncation bugs in 7 different FPGA designs.

The software equivalent of a bit truncation bug occurs when casting a variable to another variable
that is represented with fewer bits. As in software, bit truncation in hardware may be used to
intentionally discard part of a variable, which makes precise bug detection challenging.

In the following code snippet, left is a 42-bit variable and right is a 64-bit variable whose
42 bits from [47:6] contain meaningful data. On Line 4, right is cast into a 42-bit variable
via 42’(right) and then right-shifted by 6 bits before being assigned to left. As a result, bits
[47 : 42] are truncated unintentionally.

1 reg [41:0] left; // left is a 42-bit register

2 reg [63:0] right; // bits [47:6] are meaningful

3 always@(posedge clk)

4 left <= 42'(right) >> 6;

Symptoms An incorrect value or an error (e.g., a page fault) reported by an external monitor
(such as an FPGA shell).

Fixes Depending on the developer’s intentions, one technique for fixing truncation bugs is to per-
form shifts before bit-width casts. In our example, this means the developer would change Line 4 to:
left <= 42'(right >> 6);. Another potential fix is to grow the variables that can cause trunca-
tion. For instance, a developer can change the width of left to 48 bits, which prevents trucation of
meaningful bits in right. In this case, Line 4 would be updated to: left <= 48'(right) >> 6;.

3.3.2.3 Misindexing

A misindexing bug occurs when a developer uses an incorrect index to extract information from a
variable. We identify 5 misindexing bugs in our study. For example, the IEEE-754 [49] standard
defines the binary layout of 32-bit floating point, where the bits [22:0] are the fraction and the bits
[30:23] are the exponent. However, in an implementation of floating point adder, the developer
incorrectly extracted bits [23:0] as the fraction in a floating point adder, which lead to the wrong
output value.
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Symptoms Incorrect output or data loss, if the misindexed data used for a control signal.

Fixes Misindexing bugs are fixed by correcting the index.

3.3.2.4 Endianness Mismatch

Endianness mismatches occur when an FPGA design assumes the wrong endianness for a particular
piece of data (e.g., register arrays, off-chip DRAM, and disks), similar to how kernel code may
assume the wrong endianness for device driver data. One instance of endianness mismatch bug is
identified in our study.

In the simplified code snippet below, the circuit stores the least significant bits of an input in
data[7:0] (on Line 2) and the most significant bits in data[15:8] (on Line 3). As a consequence,
the input is stored in data in the little endian format. On Line 5, data is passed to a function
expecting a big endian input, causing out to have the wrong result.

1 // Store data as little endian

2 data[7:0] <= least_significant_byte;

3 data[15:8] <= most_significant_byte;

4 // Pass data to function expecting big endian input

5 out <= big_endian_function(data);

Symptoms A wrong value following assignment.

Fixes Developers fix endianness mismatch bugs by manipulating bytes to account for the endian-
ness difference. For example, the bug in the above code snippet is fixed by replacing Lines 2-3 with
the following code:

1 data[7:0] <= most_significant_byte;

2 data[15:8] <= least_significant_byte;

3.3.2.5 Failure-to-Update

A failure-to-update bug occurs when a developer forgets to put (including reset and initialization) a
signal; we identify 5 failure-to-update bugs in our study.

Below, we provide a simple example code snippet of a failure-to-update bug. In this example,
input counter is incremented when the input valid signal is set, while output counter is
incremented when output ready is set. However, upon reset, only input counter is set to 0,
so output counter may contain incorrect data after reset.
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1 if (input_valid) input_counter <= input_counter + 1;

2 if (output_ready) output_counter <= output_counter + 1;

3 if (reset) input_counter <= 0;

Symptoms Invalid output, data loss, or violation of communication interfaces if the failure-to-reset
occurs on ready/valid signals (§3.2.3).

Fixes The developer will reset each relevant signal in the system.

Takeaway #1. Data mis-access bugs can often be localized to a specific assignment, so stepping
through dependency chains/FSM transitions can help localize the bug.
Takeaway #2. Data mis-access often results in data loss, so data loss detection (e.g., counting
inputs received versus outputs sent) is crucial for finding bugs.

3.3.3 Communication Bugs

Communication bugs occur when the developer violates inter-component communication standards
(e.g., inter-module interfaces, different clock domains, pipeline stages, etc.). They are similar to
concurrency bugs in the software [201].

3.3.3.1 Deadlock

A deadlock in an FPGA design occurs when two (or more) variables have a circular control
dependency on each other. Hardware deadlocks are similar to software deadlocks, where a circular
dependency among resources (e.g., locks) causes the program to stall. In hardware, deadlocks are
triggered due to conditional assignments (e.g., assignments inside if-statements) that execute in
parallel. We identify 3 deadlock bugs in our study.

In the following code snippet, if a and b are both initialized to 0, the assignment to out on Line
3 will never execute.

1 if (a) b <= 1;

2 if (b) a <= 1;

3 if (a) out <= result;

Symptoms Infinite stall.

Fixes To fix the bug in the above code snippet, a developer could initialize either a or b to 1.
Fixing a deadlock bug in a complex circuit is often difficult because it is challenging to identify
circular dependencies.
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3.3.3.2 Producer-Consumer Mismatch

When a collection of consumer registers cannot process the data values produced by a collection
of producer registers, a producer-consumer bug occurs. For example, if the producers yield more
valid data in a cycle than the consumers can process and store, data will be lost. Hence, a producer-
consumer mismatch bug is similar to the classic “bounded-buffer” [118] producer-consumer problem
in software, in which consumer threads can only process/store a limited quantity of output from
producer threads. We identify 3 real-world examples of producer-consumer mismatch bugs in our
study.

For a simple example, consider the following code snippet that uses a valid interface (§3.2.3),
where producers generate and overwrite x and y at every cycle. If both x valid and y valid are
true in the same cycle, then the value of y may be lost, since only the code on line 1 will execute.

1 if (x_valid) out <= x;

2 else if (y_valid) out <= y;

Symptoms Data loss, invalid output, or an infinite stall (if the consumer FSM logic waits for a
lost producer value).

Fixes In software, locks and condition variables are used to force producer threads to wait until
the consumer threads are ready to receive new values. In hardware, an analogous solution is to
pause a producer by adding a back-pressure signal throughout the circuit. However, pausing a
producer is invasive, since nearly all components of the circuit must be altered to accommodate the
pause. Instead, an easier solution is creating a larger buffer for produced values that have not been
consumed, assuming the maximum needed queue size is bounded.

3.3.3.3 Signal Asynchrony

A signal asynchrony bug occurs when two variables that are supposed to be used together—such
as a data variable and its valid/backpressure interface signals (§3.2.3) or the two operands of a
mathematical operation—are not updated synchronously. We identify 10 signal asynchrony bugs in
our study.

The following code snippet shows a simplified example of a signal asynchrony bug. The
code responds to requests from a module that requires a minimum 2 cycle difference between
requests and responses. Accordingly, upon receiving a request, the code buffers the response
(calculated in a single cycle) in buffered response for an extra cycle (Line 1), before outputting
final response (Line 2). Unfortunately, the final response valid signal (indicating the
validity of the response data) is set immediately following receipt of request (Line 3), meaning
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final response and final response valid are out of sync. For simplicity, we omit the code
resetting final response valid to 0.

1 if (request) buffered_response <= input_data + 1;

2 final_response <= buffered_response;

3 if (request) final_response_valid <= 1;

Symptoms An incorrect output value.

Fixes The signal asynchrony bug in the snippet can be fixed by properly delaying the
final response valid signal to be synchronous with the final response signal. For instance,
the developer may replace Line 3 with the following lines to fix the bug.

1 if (request) delayed_response_valid <= 1;

2 final_response_valid <= delayed_response_valid;

3.3.3.4 Use-Without-Valid

A use-without-valid bug occurs when a data variable guarded by a valid signal (§3.2.3) is used when
the valid signal is in an invalid state. Use-without-valid bugs are similar to signal asynchrony bugs,
but occur when data is used erroneously, as opposed to signal asynchrony bugs which occur when
data is updated erroneously. We identify one instance of use-without-valid bug in our study.

In the following code snippet, if data is a variable using a valid interface (e.g., with data valid

as its valid signal), sum may not be calculated correctly because it can use an invalid data as input.

1 // data is associated with a valid variable (data_valid)

2 sum <= sum + data;

Symptoms An incorrect output value.

Fixes Developers fix use-without-valid bugs by updating their code to use the correct valid
interface. For example, the bug in the above code snippet is fixed by replacing Line 2 with the
following two lines:

1 if (data_valid) sum <= sum + data;

2 else sum <= sum;
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Takeaway #3. Given the proliferation of FSMs, circular dependencies, and infinite stalls in
communication bugs, localizing the bugs would be easier with ability to record key states and
statistics at arbitrary points in the circuit.
Takeaway #4. Like data mis-access bugs, debugging communications bugs would benefit from
localized data loss detection.

3.3.4 Semantic Bugs

Semantic bugs occur due to remaining violations that cause the circuit to incorrectly perform its
intended functionality. Semantic bugs include bugs where a developer does not correctly implement
the entire high-level circuit specification (e.g., the protocol or FSM logic), misuses the API of a
pre-implemented module, or does not implement special cases in complex logic. They are similar
to semantic software bugs [201].

3.3.4.1 Protocol Violation

Components of an FPGA design (e.g., modules) communicate through industry-standard commu-
nication protocols such as AXI4 [74]. However, such protocols are complex and contain corner
cases that are difficult to cover in testing. If a developer fails to handle all cases correctly, a protocol
violation occurs and escapes from simulation-based testing. We identify 3 instances of protocol
violations.

Symptoms Invalid outputs, infinite stall, or a protocol violation error reported by an external
monitor (e.g., an FPGA shell).

Fixes Fixing protocol violations requires correcting a mismatch between the high-level specifica-
tion and implementation or adding logic for an unhandled corner case.

3.3.4.2 API Misuse

FPGA designers use a hierarchy of modules to organize code and simplify the FPGA design process.
An API misuse bug occurs when developers fail to use a pre-implemented module or IP block
correctly. A hardware design may have an API misuse bug even if it implements all the involved
communication protocols correctly, as it may pass wrong parameters to the module or configure it
improperly. We identify 3 API misuse bugs in our study.

The following code snippet shows an example of an API misuse bug. Suppose that a developer
wants to determine whether signal a is greater than signal b using a module, greater than, which
takes two parameters, x and y, and returns x>y. However, when instantiating the module, the
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developer erroneously connects signal a to the module’s input port y and signal b to the module’s
input port x. Consequently, the module instance (i.e., a greater than b) computes b>a instead of
a>b, resulting in an incorrect output value.

1 // The greater_than module calculates whether x>y

2 greater_than a_greater_than_b(.x(b), .y(a), .result(out));

Symptoms An incorrect output value.

Fixes Fixing API misuse bugs involves correcting the mismatch between a module’s API definition
and how the module is used, usually by changing signal connections and the module’s configuration.

3.3.4.3 Incomplete Implementation

Hardware designs can be exceedingly complex, so hardware developers omit logic to handle corner
cases, either intentionally or unintentionally. Such omissions are incomplete implementation bugs
and often occur in corner cases that are difficult to trigger during testing. We identify 7 instances of
incomplete implementation bugs in our study.

Symptoms Incorrect and invalid output.

Fixes Developers fix incomplete implementation bugs by implementing the missing functionality,
which may involve a redesign of certain components of the hardware design. Developers may also
add additional test cases to cover the newly-added code.

3.3.4.4 Erroneous Expression

An erroneous expression bug occurs when hardware developers use a wrong expression in a control-
flow statement (e.g., an if-statement) or data-flow statement (e.g., an assign-statement). Erroneous
expression bugs are different from incomplete implementation bugs in that they involve an incorrect

expression rather than omitted expressions. A wrong expression in a control-flow statement steers
the hardware’s control-flow to a wrong direction; a wrong expression in a data-flow statement
generates an incorrect data value, which is used in other statements. In our study, we include 5
erroneous expression bugs in control-flow and 5 such bugs in data-flow.

Symptoms Incorrect and invalid output.

50



Fixes Developers fix erroneous expression bugs by correcting the erroneous expression in the
control-flow or the data-flow.

Takeaway #5. Corner cases that trigger semantic bugs are difficult to detect, especially in
simulation; runtime data recording enables debugging these scenarios.

3.4 Design of FPGA Debugging Tools

Our bug study in §3.3 demonstrates that FPGA debugging can benefit from debugging tools similar
to those used in software (e.g., flexible logging capabilities and program analysis). In contrast, past
hardware debugging tools have emphasized airtight verification, and do little to help a developer
diagnose the cause of a bug after its symptoms have been observed.

Therefore, we propose a set of hybrid static/dynamic analysis tools that simplify root cause
diagnosis in FPGA designs. In this section, we describe the tools; the evaluation demonstrates their
applicability to the bugs in our study (§3.6).

First, we unify simulation and on-FPGA debugging with SignalCat (§3.4.1). While “printf”-
like statements have traditionally only been available in HDL simulators or required platform-
specific IP to implement on FPGAs, SignalCat synthesizes these statements for actual FPGA
deployments across multiple platforms. The infrastructure provided by SignalCat serves as a
cornerstone upon which developers can build symptom-specific tools without needing to consider
the execution context of the circuit and applies directly to all 5 of the takeaways from our bug study.

Using SignalCat, we build three monitoring tools that gather targeted information based upon
insights from our bug study. First, FSM Monitor (§3.4.2) statically detects FSM variables and
records them at runtime, automatically reconstructing FSM state-transition traces to aid developers
in debugging. Second, Dependency Monitor (§3.4.3) statically analyzes the dependencies of user-
specified variables and dynamically records the updates to each dependency, allowing developers
to backtrace and localize the source of an incorrect output-of-interest. Third, Statistics Monitor
(§3.4.4) provides counters for user-specified events, helping users identify bugs reflected in statistical
metadata (e.g., data loss is often indicated by fewer outputs generated than inputs received).

Finally, given the commonality of data loss in our bug symptoms, we develop an additional
tool for the event that a developer suspects or detects data loss. In particular, LossCheck (§3.4.5)
pinpoints the location of data loss within a hardware design. LossCheck statically analyzes an FPGA
design and instruments it with logic that dynamically checks for data loss in suspected locations.
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3.4.1 SignalCat for Unified Logging

Our bug study shows that hardware debugging would benefit from the ability to log arbitrary
runtime information, just as software debugging does [292]. Today, while developers can use debug
statements (e.g., $display) to log values during HDL simulation, similar tools are not pervasively
available on deployed FPGAs without specific FPGA virtualization or IO support [241, 196]. In lieu
of generic “printf”-like statements, developers typically use vendor-provided data recording IPs
(e.g., Intel SignalTap [160] and Xilinx ILA [288]) to record a subset of variables when debugging
a deployed FPGA design. Thus, developers must maintain two different versions of their FPGA
design when debugging, one that uses simulation-based deubgging primitives, and one that uses
on-FPGA primatives.

SignalCat bridges this gap by unifying simulation-based and on-FPGA debugging through
automatic generation of on-FPGA recording logic (e.g., using FPGA vendors’ IPs) from debugging
statements (e.g., $display). SignalCat incorporates a static and a dynamic component. The static
component analyzes the path constraints of debugging statements and generates an IP instance for
on-FPGA data collection, while the dynamic component records the trace via the IP instance in an
on-FPGA scenario.

SignalCat searches the abstract syntax tree (AST) of an FPGA design for debugging statements.
For each such statement, SignalCat determines the arguments (i.e., the variables that the developers
want to print) and the path constraint (i.e., the conditions under which the statement is reached) of
the statement. Then, SignalCat generates an instance of a vendor-provided data recording IP to
record the collected arguments and path constraints, encoding path constraints as a 1-bit bool per
debugging statement. At each cycle, The system stores all arguments and encoded path constraints
in the recording IP buffer if at least one path constraint is true. SignalCat reconstructs and prints
debugging logs after execution allowing the same format for on-FPGA debugging and simulation.

SignalCat requires that developers specify the size (i.e., the number of data entries) of the IP’s
recording buffer and events that start and stop data recording (e.g., when the first packet arrives or
an assertion is triggered). Developers can also configure the buffer to capture a fixed interval before
and/or after the user-provided event.

Since SignalCat provides a single interface for simulation and on-FPGA logging, developers
of debugging tools can instrument an HDL design with a “printf”-like statement and support
simulation and on-FPGA debugging with a single code-base. In fact, all of our subsequent debugging
tools (§3.4.2–§3.4.5) leverage SignalCat for runtime data recording.
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3.4.2 FSM Monitor for State Machine Traces

Hardware circuits often use finite state machines (FSMs) in their design (§3.2.3). When this design
paradigm is used, an FSM (state-transition) trace provides a user-friendly abstraction for circuit
execution and debugging, especially in comparison to a low-level waveform (i.e., a graph of all
signals at every cycle). Therefore, we propose FSM Monitor to help developers automatically
generate FSM traces. FSM Monitor detects FSMs in a circuit and generates logic that monitors
state changes for each detected FSM.

Hardware FSMs employ fixed code patterns that are detectable with static analysis [65, 287],
unlike software FSMs, which are difficult to detect without complex online tracing tools [88]. In an
FSM, a state transforms to another state when certain condition(s) are satisfied. State transitions
usually conditionally assign (e.g., an assignment inside a switch case) to FSM variables and include
FSM variables as a part of the condition. Additionally, circuits rarely perform mathematical
operations (e.g., addition or subtraction) on FSM variables and rarely select individual bits of FSM
variables.

Accordingly, FSM Monitor traverses the abstract syntax tree (AST) of a circuit and searches
for FSM variables by using the aforementioned heuristics. For each identified FSM variable, FSM
Monitor generates Verilog code that displays a log message when the variable is updated.

FSM Monitor’s heuristics can incur both false positives and false negatives, but we find a high
degree of accuracy in our evaluation (of the 32 manually-identified FSMs in our benchmark suite,
FSM Monitor has 0 false positives and 5 false negatives). Furthermore, more sophisticated FSM
detection approaches, like those used by the Intel and Xilinx synthesizers, could further increase
accuracy. Finally, FSM Monitor allows developers to patch mistakes by adding undetected FSMs
and filtering out FSMs that are inaccurate or irrelevant for their current bug.

3.4.3 Dependency Monitor for Provenance Tracking

Our bug study indicates that the only symptom of many hardware bugs is one or more incorrect
output values (Table 3.2). Since the root cause of a bug can occur many cycles prior to output
generation, it is useful to build the dependency chains for a specific variable and trace updates to
variables in the dependency chain during execution.

We therefore build Dependency Monitor to statically analyze the dependencies of a variable and
generate the necessary logic to monitor their updates. Dependency Monitor first statically finds all
registers that may propagate to a variable v within the previous k cycles (where v and k are specified
by the developer). Dependency Monitor then generates logic that logs each update to variables in
the dependency chain at runtime.

Dependency Monitor handles partial assignments (i.e., assignment to a strict subset of a variable’s
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bits) by logically splitting a partially assigned variable to multiple variables. Similarly, Dependency
Monitor splits constant-indexed arrays into individual variables. If an array is accessed with at least
one variable index, Dependency Monitor considers the whole array as an individual register and an
assignment to/from the array as a special assignment that only occurs when the index matches. To
track dependencies through a blackbox IP, Dependency Monitor requires the developer to provide
a model of data and control dependencies within the IP. An IP model describes the relationship
between the input signals and the output signals of the IP, which is included in the IP specification
and typically well-understood by developers before using an IP. Developers can reuse IP models
across projects that share the same IPs.

By default, Dependency Monitor analyzes both control and data dependencies; however, it can
be configured to only analyze one type of dependency.

3.4.4 Statistics Monitor for Counting Events-of-Interest

Collecting hardware statistics (i.e., event counters) provides insight into program execution without
requiring cycle-by-cycle recording of numerous variables. Furthermore, per-component (e.g., per
pipeline stage) counters help a developer localize a statistical anomaly (indicative of a bug) to a
small region of a complex circuit.

Accordingly, we propose Statistics Monitor, a tool to help developers collect statistics for events
of interest when debugging an FPGA design. Statistics Monitor generates Verilog code that counts
occurrences of single-bit signals specified by a developer and adds logging code that emits messages
when counts change.

Statistics Monitor is particularly useful when developers suspect that 1) it is too expensive (i.e.,
with regard to resource consumption) or unnecessary to record all variables of interest on an FPGA
deployment (especially cycle-by-cycle), and 2) the bug’s symptoms can be inferred via statistical
anomalies (e.g., unexpected differences between valid input and valid output counts, indicating
potential data loss).

3.4.5 LossCheck for Precise Data Loss Localization

While Statistics Monitor may indicate the presence of data loss (among other bug symptoms) and
may localize it to a portion of the circuit, the pervasiveness of bugs manifesting as data loss in our
bug study indicates that precise data loss localization would be helpful for hardware debugging.

We therefore design LossCheck, a tool that localizes the root cause of data loss symptoms. A
developer specifies a SOURCE register, a SINK register, and a valid signal for SOURCE (§3.2.3).
Then, LossCheck instruments the HDL code to monitor the propagation of valid data between
SOURCE and SINK. If a valid register is overwritten before its value is propagated from SOURCE to
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SINK (i.e., overwritten before being used as a right-hand variable), LossCheck indicates potential
data loss.

We note that the tracking of data propagation logic in LossCheck shares similarities with that
of Dependency Monitor. However, unlike Dependency Monitor, LossCheck does not yield a trace
of updates to variables of interest in a dependency chain. Rather, LossCheck indicates the precise
location of a potential data loss. Ultimately, LossCheck’s dynamic analysis conveniently enables
automatic localization of data loss bugs without recording a large number of data propagation
events.

We now describe how LossCheck statically analyzes HDL code (§3.4.5.1), instruments the code
(§3.4.5.2), and dynamically detects data loss while mitigating false alerts (§3.4.5.3). We then discuss
the limitations of LossCheck (§3.4.5.4).

3.4.5.1 Static Analysis of Data Propagation

LossCheck statically analyzes data propagation in an FPGA design and builds a table of propagation

relations. It uses these relations to calculate metadata variables that indicate potential data loss
(§3.4.5.2).

A propagation relation X ⇝σ Y implies that the data value stored in register X will propagate to
register Y when the condition σ is satisfied. In other words, the value stored in Y at cycle k+1 (i.e.,
Yk+1) will be influenced by the value stored in X at cycle k (i.e., Xk), if σ is true at cycle k (i.e, σk).

At a high level, LossCheck uses logic similar to Dependency Monitor to detect propagation
relations and thereby build the propagation relation table. More specifically, LossCheck first
identifies a set of data propagation sequences through which a value stored in SOURCE can propagate
to SINK. LossCheck then analyzes the control and data dependencies for each register R in the
propagation sequences, and adds each identified propagation relation into the table.

We use the following code snippet as a running example of how LossCheck works, where in is
the SOURCE register, out is the SINK register, and in valid is the valid bit for in:

1 always @(posedge clk) begin

2 // buggy code (b's value can be lost)

3 if (cond_a) out <= a;

4 else if (cond_b) out <= b;

5 if (in_valid) b <= in;

6 end

To analyze the dependencies of b in this example, LossCheck first detects the propagation
sequence: in→ b→ out. LossCheck then analyzes the dependencies for b and out, building the
following table with 3 propagation relations.
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Line Propagation Relations
3 a⇝cond a out

4 b⇝¬cond a∧cond b out

5 in⇝in valid b

Similar to Dependency Monitor, if the source code for an IP is unavailable, LossCheck inserts
propagation relations into the table based upon developer-provided IP models.

3.4.5.2 Instrumentation of HDL Code

LossCheck uses the propagation relations to guide circuit instrumentation that enables data loss
detection at runtime. The instrumentation process of LossCheck contains two phases: 1) inferring
various loss-related metadata for each register in each propagation sequence, and 2) inserting
corresponding logic to check for potential data loss via this metadata.

Assignment, Validity, and Propagation Statuses Intuitively, potential data loss occurs when
the assignment of a valid register occurs before its value is propagated to another register, thereby
overwriting (unused) valid data. So, to detect potential data loss for a register R, LossCheck
generates assignment A(R), valid-assignment V (R), and propagation P(R) shadow variables for the
register.

For some cycle k, a register’s assignment status A(R)k indicates whether R is assigned a value
during cycle k. The value of A(R)k is inferred at runtime from the propagation relation table.
Specifically, A(R)k evaluates to true if at least one register R′ propagates its value to R at cycle k.
More formally, the condition σ for some propagation relation R′⇝σ R must be satisfied at cycle k.

Similarly, V (R)k indicates whether R is specifically assigned a valid value during cycle k. V (R)k

is therefore determined by combining the logic for calculating A(R)k with runtime information about
data validity. In simple cases (such as our code example), data validity status is trivially available for
the variable of interest (e.g., via a corresponding valid signal); in more complex cases, LossCheck
calculates validity status for each variable of interest according to the initial input validity value and
propagation relations.

Finally, a register’s propagation status P(R)k indicates whether R is used to compute another
register’s value during cycle k. Similar to how A(R)k represents assignment to register R, P(R)k

represents assignment from register R. Thus, P(R)k evaluates to true if R can propagate its value to
at least one register R′ at cycle k (i.e., if the condition σ for some propagation relation R⇝σ R′ is
satisfied at cycle k).

After LossCheck determines the values of A(R), V (R), and P(R), it instruments the circuit with
the logic to compute the values of these variables at each cycle. Below, we apply these rules to
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variable b from the original code snippet:

1 always @(posedge clk) begin

2 // update shadow vars for next cycle

3 A_b <= in_valid;

4 V_b <= in_valid;

5 P_b <= ~cond_a & cond_b;

6 end

Lines 3–5 calculate the values of A(b), V (b), and P(b) for the next cycle based on the propagation
relations. We note that, in this example, A(b) =V (b) because assignment to b is guarded by the
valid signal in valid.

Inserting Checking Logic Given a register’s shadow variables, data loss for register R at cycle k

occurs if the following 3 conditions hold: (1) R is assigned at cycle k—i.e., A(R)k = true, (2) R is
not simultaneously propagated at cycle k—i.e., P(R)k = false, and (3) R was assigned a valid value
in some previous cycle, which has not yet propagated.

The first two conditions are trivially calculated for R at the current cycle via aforementioned
logic. For the third condition, LossCheck keeps track of an additional “Needs-Propagation” variable
N(R), which is set to true when a valid value is assigned to R and reset to false when the value
propagates. In mathematical terms, N(R)0 = false (since no valid value has been assigned at cycle
0), and for k > 0,

N(R)k =V (R)k−1 ∨ [N(R)k−1 ∧¬P(R)k−1] . (3.1)

Potential data loss at cycle k is then calculated as:

Loss= A(R)k ∧¬P(R)k ∧N(R)k . (3.2)

Notably, while the shadow variables (i.e., A(R), P(R), and N(R)) have a unique value at each
cycle, k, LossCheck can detect loss in R at cycle k using only the most recent value of each shadow
variable, (i.e.,A(R)k, P(R)k, and N(R)k). Consequently, the amount of state that LossCheck tracks
is bounded, so LossCheck can be realized on hardware.

LossCheck generates code that calculates N(R) and checks Equation 3.2. The instrumented
circuit that checks for data loss on b is:

1 always @(posedge clk) begin

2 // calculate N_b for next cycle from shadow vars

3 if (reset) N_b <= 0;

4 else N_b <= V_b | (N_b & ~P_b);
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5 // check for data loss at current cycle

6 if (A_b & ~P_b & N_b)

7 $display("LossCheck: potential data loss at b");

8 end

Lines 3–4 calculate N(b) for the next cycle according to Equation 1, and Lines 6–7 perform the
check for potential data loss at cycle k based on Equation 2.

3.4.5.3 Filtering False Positives and Final Analysis

Notably, LossCheck’s design can generate false positives due to an intentional data drop (as opposed
to an unintentional data loss). For example, an FPGA may intentionally drop a network packet input
that fails a checksum; LossCheck would flag the packet as data loss. Accordingly, LossCheck uses
an FPGA design’s test cases—presumably passed during simulation testing— as “ground-truth” test
programs; LossCheck suppresses warnings triggered by these test cases. We note that pre-existing
test programs for the open-source designs in our study filter 23/24 false positive registers (i.e., those
with intentional data drops).

Like the monitors, LossCheck leverages SignalCat to transform the filtered debugging statements
(indicating unintentional data loss) into log messages for either simulation or on-FPGA scenarios.
Thus, if potential data loss is detected for some register R, a log message indicates R as the source
of the loss, and the bug can be precisely localized.

3.4.5.4 Limitations of LossCheck

While LossCheck can accurately localize data losses to a specific register, it cannot distinguish
intentional data drops from unintentional data losses. As a consequence, if an unintentional data
loss and an intentional data drop occur at the same place, the data loss may be filtered by LossCheck,
resulting in a false negative. We identify a single such false negative (out of 7 data loss bugs) in our
testbed (§3.6.3).

3.5 Implementation

We build our static analyses using Pyverilog [258], a toolbox for Verilog analysis and instrumenta-
tion. We use Pyverilog’s dataflow analysis framework to analyze data dependencies and its Verilog
code generator to output the instrumented circuit. Furthermore, to analyze circuits developed in
SystemVerilog (i.e., an extension of Verilog with more language features), we augment Pyverilog to
use the more modern SystemVerilog parser of Verilator [252], a SystemVerilog simulator. Verilator
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parses SystemVerilog files and performs optimizations such as inline expansion and module instan-
tiation, resulting in an analysis-friendly abstract syntax tree (AST) that Pyverilog can analyze. We
modify and add 269 lines of C++ code and 1,750 lines of Python code to integrate Verilator and
Pyverilog.

We implement the debugging tools (i.e., SignalCat, FSM Monitor, Dependency Monitor, Statis-
tics Monitor, and LossCheck) as a collection of analysis and instrumentation passes on Pyverilog
ASTs. These passes are implemented with 3,797 lines of Python code.

Dependency Monitor and LossCheck require developers to implement a model that describes the
relation between the inputs and outputs for each closed-source IP. In our testbed, three IPs are used:
altsyncram, a block RAM implementation; scfifo, a single clock queue implementation; and
dcfifo, a double clock queue implementation. We implement the models for these IPs in Python
and Verilog, resulting in 394 lines of code in total.

3.6 Evaluation

In this section, we first present our testbed (§3.6.1) and experimental setup (§3.6.2). Then, we
evaluate the effectiveness of our debugging tools at helping developers debug the bugs in our
study (§3.6.3). Finally, we present the resource usage and performance overhead when using the
debugging tools to diagnose the study bugs (§3.6.4).

3.6.1 Testbed of Reproducible FPGA Bugs

We built and released a testbed consisting of 20 bugs that we reproduced to facilitate further study
of FPGA bugs and FPGA debugging tools [13]. The bugs span the 3 major classes of bugs we
identified—data mis-access, communication, and semantic—and multiple development platforms
(e.g., Intel HARP and Xilinx). For each bug, we identify the subclass, application, symptom,
and the tools that are helpful when debugging each bug, as shown in Table 3.2. The artifact also
includes a simplified code snippet for each bug for explanation purposes and provides instructions
for reproducing the bug in a push-button manner with the open-source Verilator simulator [252] .
Using a simulator eliminates the need for testbed users to spend substantial time and effort acquiring
design-specific knowledge that would otherwise be necessary to reproduce each bug.

Although each bug in the testbed is reproducible on real hardware, but, we opt to reproduce the
bugs in Verilator for 3 reasons. First, a Verilator-compatible testbed demonstrates that both the fun-
damental properties of the bugs and the logic of our debugging tools are broadly-applicable in FPGA
development. Second, other developers can reason about these bugs and a range of development
platforms without purchasing expensive hardware. Third, Verilator simplifies the environmental
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ID Subclass Application Platform Symptom
Stuck Loss Incor. Ext.

D1

Buffer Overflow

RSD HARP ✓ ✓
D2 Grayscale HARP ✓ ✓
D3 Optimus HARP ✓ ✓
D4 Frame FIFO Generic ✓ ✓
D5 Bit Truncation SHA512 HARP ✓ ✓
D6 FFT Generic ✓
D7 Misindexing FADD Generic ✓
D8 AXI-Stream Switch Generic ✓
D9 Endianness Mismatch SDSPI Generic ✓
D10

Failure-to-Update

SHA512 HARP ✓
D11 Frame FIFO Generic ✓
D12 Frame FIFO Generic ✓
D13 Frame Length Measurer Generic ✓
C1 Deadlock SDSPI Generic ✓ ✓
C2 Producer-Consumer Mismatch Optimus HARP ✓ ✓
C3 Signal Asynchrony SDSPI Generic ✓
C4 AXI-Stream FIFO Generic ✓
S1 Protocol Violation AXI-Lite Demo Xilinx ✓
S2 AXI-Stream Demo Xilinx ✓
S3 Incomplete Implementation AXI-Stream Adapter Generic ✓

Table 3.2: The testbed of reproducible bugs, including their classes, subclasses, application, plat-
forms, and symptoms. Bug D1–D13 are data mis-access bugs, Bug C1–C4 are communication
bugs, and Bug S1–S3 are semantic bugs. A “Generic” platform means that the application does
not target on a specific platform and can be synthesized to different FPGAs. For bug symptoms,
“Stuck” indicates a symptom of infinite waiting; “Loss’ indicates a data loss; “Incor.” means the
FPGA design gives an incorrect output; and “Ext.” means an external monitor (such as an FPGA
shell) reports an error.

conditions required to reproduce each bug—crucially, without changing the buggy programs them-
selves. For the key platform-specific recording IP primitives used by SignalCat (SignalTap [160]
and ILA [288]), we provide support for simulating their behavior. Unless specifically mentioned,
the buffer size for these data recording IPs is fixed at 8,192 entries.

3.6.2 Experimental Setup

Platform for Overhead Measurement We evaluate the resource and performance overhead
of our debugging tools using Quartus 17.0 [40] and Vivado 2020.2 [46], the official synthesizers
for Intel’s and Xilinx’s FPGAs, respectively. We synthesize all Intel HARP-specific designs to
the HARP platform [150] (using Quartus), with the remaining designs synthesized to the Xilinx
KC705 [48] platform (using Vivado).
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ID Helpful Tools
SignalCat FSM Monitor Stats. Monitor Dep. Monitor LossCheck

D1 ✓ ✓ ✓ ✓
D2 ✓ ✓ ✓ ✓
D3 ✓ ✓ ✓ ✓ ✓
D4 ✓ ✓ ✓
D5 ✓ ✓ ✓
D6 ✓ ✓
D7 ✓
D8 ✓
D9 ✓
D10 ✓ ✓ ✓
D11 ✓ ✓
D12 ✓ ✓
D13 ✓ ✓ ✓
C1 ✓ ✓
C2 ✓ ✓ ✓ ✓ ✓
C3 ✓
C4 ✓ ✓
S1 ✓
S2 ✓
S3 ✓

Table 3.3: The tools used during the debugging process of each bug.

Use Cases We evaluate our tools in two use cases. In the first case, we use SignalCat and the
three monitors (FSM Monitor, Dependency Monitor, and Statistics Monitor) to debug all bugs in
our study; in the second one, we use LossCheck to localize the source of data loss symptoms for the
7 relevant bugs. Table 3.3 shows the tools used during the debugging process of each bug.

3.6.3 Effectiveness of Debugging Tools

We evaluate the effectiveness of our debugging tools by assessing how much they simplify root
cause diagnosis for the bugs in our study (§3.3). An experienced developer could diagnose, localize,
and fix the bugs in our study without extra tooling; this is what occurred when these bugs were first
reported. But, we find that the localization process is simpler when using our tools. We specifically
answer two questions (1) How often is each tool useful when debugging the bugs in our study?
and (2) How much work do the debugging tools automate? Additionally, we provide a case study
that demonstrates how a developer would use the tools to localize a data loss bug in an Intel HARP
application.

SignalCat and Monitors SignalCat is useful for debugging every bug in our study, serving as the
fundamental cross-platform logging infrastructure. Each of the 3 monitors assists with debugging at
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Figure 3.2: The resource overhead of manual debugging using SignalCat, FSM Monitor, Statistics
Monitor, and Dependency Monitor on Intel HARP (top) and Xilinx KC705 (bottom) platforms.
Resource overheads (y-axes) are shown in terms of block RAM, registers, and logic (i.e., the three
types of resources on an FPGA) with an increasing recording buffer size (x-axes). The buffer size
and block RAM overhead are shown in log-scale.

least four bugs from the testbed. During debugging (with SignalCat and the 3 monitors), we often
find FSM Monitor to be the most helpful in an initial debugging iteration when one or more FSMs
were present in the design. Statistics Monitor is generally most usefully deployed in subsequent
iterations, where developers try to narrow down the search space of a bug’s root cause. Finally,
upon encountering a variable with an unexpected value, SignalCat is useful for directly recording
updates to the specific variable, while Dependency Monitor supplements this with an analysis of the
variable’s dependencies. On average, SignalCat and the monitors generate and insert 72 lines of
Verilog code to help with root cause localization.

LossCheck LossCheck precisely locates the root cause of data loss (i.e., a specific register) for
6 out of 7 bugs exhibiting data loss (i.e., Bugs D1, D2, D3, D4, C2, and C4) in our study. For
2 of these bugs (D4 and C4), LossCheck uniquely identifies the root cause of the bug without
using the false positive filtering technique in §3.4.5.3. For 3 of these bugs (D2, D3, and C2),
LossCheck uses the false positive filtering technique to localize the bug without reporting false
positives. For the Reed-Solomon decoder buffer overflow (D1), LossCheck reports 1 false positive
(i.e., it mistakenly identifies an intentionally dropped register as unintentional data loss), because
the developer-provided test case does not perform an intentional data drop at the mis-reported
register, so LossCheck does not silence the warning. LossCheck cannot localize the data loss in Bug
D11 because the unintentional data loss occurs in a register where the data value may be dropped
intentionally under certain conditions; as a result, the data loss is mis-filtered by the LossCheck’s
false positive filtering. LossCheck generates and inserts 522–19,462 lines of Verilog code to analyze
data propagation and detect data loss at runtime, which helps developers avoid the time-consuming
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manual implementation of data loss checking logic.

Case Study: Debugging Grayscale’s Buffer Overflow We describe a case study in which a
developer uses the new tools to debug a buffer overflow in the Grayscale application [53]. Grayscale
is an end-to-end application written for Intel HARP [150] that includes an FPGA accelerator and a
software component. The CPU-side software component reads an image from the file system and
programs the FPGA accelerator to read the image from CPU-side memory, perform the grayscale
transformation, and write the result back to CPU-side memory. The software component identifies
that the acceleration task hangs when the bug occurs.

Grayscale consists of multiple FSMs, so the developer first uses FSM Monitor to identify the
state of each FSM when the hang occurs. The developer re-executes the application to trigger the
bug. FSM Monitor’s output identifies that the accelerator finished reading data from the CPU, since
the read FSM—which controls how the accelerator reads CPU memory—is in the RD FINISH

state. However, the circuit has not finished writing data to the CPU, since the write FSM—which
controls how the accelerator writes CPU memory—is in the WR DATA state. The developer concludes
that the hang occurs in write-related logic.

Next, the developer inspects the state transition logic of the write FSM. They find that the state
of the write FSM only transfers from WR DATA to WR FINISH after the accelerator writes the whole
transformed image to the CPU-side memory. Since the accelerator has already read all data from the
CPU (i.e., the read FSM is in the RD FINISH state), the hang indicates data loss in the accelerator
during the propagation between a memory read and its corresponding memory write.

Finally, the developer uses LossCheck to identify the source of the data loss. They re-execute the
application with LossCheck enabled. LossCheck identifies the source of the data loss as a specific
register in the accelerator.

3.6.4 Efficiency of Debugging Tools

In this section, we assess the efficiency of the debugging tools by measuring (1) the additional
resources consumed when circuits are instrumented using our tools—i.e., the resource overhead,
and (2) the necessary clock frequency slowdown stemming from the augmented logic that must
execute each cycle—i.e., the runtime performance overhead.

SignalCat and Monitors Figure 3.2 shows the resource overhead (in terms of block RAM,
registers, and logic) of SignalCat and the monitors, applied to each buggy design. The most
significant resource overhead lies in block RAM usage, which increases linearly as the developer-
specified recording buffer size increases. The register and logic overheads tend to be stable for each
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Figure 3.3: LossCheck’s overhead in terms of registers and logic, normalized to the total resources
available on Intel HARP (left) and Xilinx KC705 (right) platforms.

bug, regardless of the recording buffer size. Among our benchmarks, the two bugs on the Optimus
hypervisor and the Bit Truncation bug on the FFT accelerator incur the largest register and logic
overheads consuming approximately 0.23% and 0.3% of register and logic resources on the Intel
platform (3.08% and 1.99% on Xilinx).

Runtime performance overhead is only incurred for 1 design; namely, Optimus fails to achieve
its targeted clock frequency (400 MHz) after the debugging instrumentation. As a result, we reduce
its frequency to 200 MHz for debugging. While SHA512 also targets a 400 MHz frequency, it
still achieves this frequency after instrumentation. Other designs target a 200 MHz frequency and
likewise do not incur performance overhead to account for debugging logic.

LossCheck Figure 3.3 shows LossCheck’s resource overhead in terms of registers and logic for
the data loss bugs in our study. LossCheck’s instrumentation uses less than 1.7% of the total register
and logic resources for the four data loss bugs on the Intel platform, and uses less than 0.7% of total
resources for the two data loss bugs on Xilinx.

As with SignalCat and the monitors, LossCheck reduces the frequency of Optimus from 400
MHz to 200 MHz. The 200 MHz target frequency of other FPGA designs remain unchanged.

3.7 Related Work

Hardware Bug Studies HardFails [117] performs a bug study of security bugs in CPUs that
include real-world and synthetic bugs and creates a testbed by injecting bugs into an open-source
CPU design. HardFails only includes security bugs, which are representative of few bugs that
make it to production [132]. In contrast, our study examines real-world functionality bugs in FPGA
designs.
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Simulation-Based FPGA Debugging Developers usually simulate an FPGA design before
deploying on-FPGA. Most simulators [252, 257, 277, 47, 43] can generate a waveform—a visual-
ization of signal values—during simulation to aid with debugging. Previous research accelerates
simulation-based debugging using language features [226, 108] and by offloading simulation to an
FPGA [241, 167, 168] or a GPU [230]. Our debugging tools are designed for both on-FPGA and
simulation-based debugging.

Trace-Based FPGA Debugging Trace-based FPGA debugging tools allow developers to collect
the value of a selected set of signals in an FPGA deployment. FPGA vendors provide IPs (e.g., Intel
SignalTap [160] and Xilinx ILA [288]) that export manual interfaces (e.g., GUIs). To use these tools,
developers manually specify the signals that they wish to trace and triggering conditions that should
enable tracing output. In contrast, SignalCat automates the selection of signals and corresponding
trigger conditions (by statically analyzing “printf”-like statements and their path constraints) and
provides a natural, vendor-agnostic debugging interface. Prior work reduces the runtime recording
overhead of platform-specific IPs by reducing buffer usage [204, 185, 148, 138, 137, 146, 249, 229];
SignalCat can benefit from these optimizations when applicable.

Checkpointing-Based FPGA Debugging Checkpointing-based FPGA tools [80, 79, 180, 241,
196] allow a developer to capture the state of an FPGA deployment for later analysis or debugging,
but do not help with localizing the root cause of bugs. Our debugging infrastructure could benefit
from similar checkpoint-based functionality.

Synthesizing Traditionally-Unsynthesizable HDL Cascade [241] and Synergy [196] enable
traditionally “unsynthesizable” Verilog, including “printf”-like statements, to execute on an
FPGA. Cascade and Synergy can store arbitrarily-long logs in off-FPGA storage (e.g., in CPU-side
memory or disk), but may slow down the circuit since they pause circuit execution when executing
“printf”-like statements. In contrast, SignalCat offers a different tradeoff: SignalCat imposes
lower overhead since it does not pause circuit execution, but can only store limited information
since it uses on-FPGA storage (e.g., block RAM).

Interactive FPGA Debugging Interactive FPGA debugging tools allow a developer to interac-
tively manipulate packets in their FPGA’s communication channels [211] and provide GDB-like
interfaces for FPGA debugging [72]. These tools are useful during simulation but are not applicable
for on-FPGA debugging and do not directly help a developer localize the root-cause of a hardware
bug.
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Traditional Hardware Testing Traditionally, hardware developers implement test suites with
industry standard frameworks [57] to extensively test hardware designs in simulation. Hardware
fuzzing techniques [195, 263] and formal verification [278, 298, 163, 199, 147, 236, 235] help
developers find and eliminate bugs before fabrication, but do not help a developer identify the
root-cause of a bug and are resource-intensive. In contrast, our work explores bug localization tools
designed for both simulation and on-FPGA scenarios.

Hardware-Assisted Testing and Debugging A plethora of tools [305, 112, 169, 171, 172, 170]
have used efficient hardware tracing techniques (typically used in profiling and optimization of
hardware/software designs [175, 174, 173]) for testing and debugging. In this paper, we show
how reconfigurable hardware can be leveraged to instead design more targeted debugging support
by designing and implementing foundational debugging tools. We expect future work to use the
reconfigurable nature of FPGAs to design advanced debugging support.

Software Bug Detection at Runtime Our work on FPGA bug localization is inspired by software
debugging tools and techniques such as AddressSanitizer [242], ThreadSanitizer [243], Memcheck
[245], and dynamic slicing [238]. Particularly, LossCheck’s key building block–tracking data
propagation dynamically—is closely inspired by such work. Since our own work shows that
software techniques are useful for hardware debugging, we believe that the core data propagation
logic of LossCheck could be generalized and adapted to other sophisticated FPGA debugging tools.

3.8 Conclusion

The proliferation of reconfigurable hardware has enabled a software-like rapid development cycle
in which teams relax verification efforts. While the community has expended effort into bug finding
tools (e.g., simulation-based testing tools), very little work has focused on localizing the root cause
of hardware bugs. In this work, we performed a study of bugs in open-source FPGA designs and
showed that hardware bugs follow a similar taxonomy to software bugs. We argue that hardware
bugs are amenable to software-style hybrid static/dynamic program analysis and monitor tools
and provide a toolset that aids FPGA debugging and facilitates greater confidence in emerging
test-deploy-patch FPGA development cycles.
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CHAPTER 4

Proactive Runtime Detection of Aging-Related Silent
Data Corruptions: A Bottom-Up Approach

4.1 Introduction

In recent decades, the semiconductor industry has made remarkable technological progress. Continu-
ous advancements in process nodes have ensured a consistent downsizing of transistors to nanoscale
dimensions, yielding improvements in performance and reductions in energy consumption. How-
ever, these advances have also bared circuits to reliability challenges [203, 36], notably evidenced
by the emergence of silent data corruptions in data centers [145, 121, 271, 122, 244, 84, 120].

Silent data corruptions, or SDCs, are a form of undetected failures that occur without generating
logs, exceptions, or causing immediate program crashes. Instead, they silently introduce incorrect
data into applications. As a result, the error can spread far from its point of origin, potentially
leading to failures that are difficult to predict, prevent, and troubleshoot. Recently, cloud providers
have identified CPUs with such SDCs in their data centers [145, 121, 271].

SDCs are risky, as they challenge the fundamental “fail-stop” assumption of hardware failures
that software developers have been accustomed to for decades. Most software applications in data
centers and personal computers assume that a circuit, having undergone correct design, fabrication,
and testing, will either function correctly or not work at all. Unfortunately, SDCs usually involve
hardware malfunctions like miscomputing instructions and broken cache coherency, which are
typically not considered by applications. Worse, these faults may be transient or persistent, which
increases the difficulty of monitoring and mitigating SDCs.

Transistor aging is believed to be one of the causes of SDCs [60, 73, 69, 71]. This gradual
performance degradation of transistors over time steadily increases signal propagation delays.
Eventually, this aging results in timing violations inside a circuit, thus causing certain components
to malfunction. Alibaba observed that a significant portion of SDCs in their CPUs appear only after
a period of usage [271], suggesting that these SDCs may be attributed to transistor aging.
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A straightforward strategy for mitigating the risks associated with SDCs is to conduct frequent
and proactive testing using well-designed test cases, therefore enabling quick identification and
removal of malfunctioning hardware. Following this strategy, previous research has explored the
formulation of test cases specifically for the detection of SDCs, as well as the development of
frameworks for test management and scheduling. However, in order to stress individual components
inside the circuit, these works tend to create complex tests with a long execution time, preventing
them from being frequently scheduled. For example, in Alibaba, such tests are only scheduled once
every three months [271].

The detection of SDCs—especially these attributed to aging—would be markedly improved by
increasing testing frequency. Transistor aging occurs progressively and a circuit may exhibit SDCs
at any stage of its lifecycle, so more frequent testing helps ensure more timely detection. Ideally,
test cases should be selectively integrated within applications, guaranteeing routine execution and
enabling immediate error-handling for detected SDCs. However, such an integration is traditionally
impractical because of the long execution times associated with SDC tests developed by previous
work. For example, Google’s SiliFuzz [244] generates around 500,000 test cases, and a full
execution of DCDiag [41]—Intel’s official CPU diagnosis tool—takes 45 minutes.

Previous research tends to yield tests with a long execution time because of their adoption of
a “top-down” approach. These works treat the hardware as a black box and generate test cases
atop an abstract model of it. For example, Google’s SiliFuzz [244] generates test cases by fuzzing
the instruction set architecture (ISA) of a CPU, while Intel designed OpenDCDiag [28]—an open-
source variation of DCDiag [41]—on top of popular libraries such as zlib [29] and eigen [140]. Due
to the lack of implementation details in the abstract hardware model, these methods must generate a
set of complex tests to ensure that all components inside the hardware are stressed.

However, hardware is not a black box. Circuit design is detailed in hardware description lan-
guages (HDLs) and subsequently synthesized into a netlist, which comprises a complex placement
of gates and wires. This netlist serves as a blueprint during chip fabrication. Unsurprisingly, as a
dominant factor in circuit reliability, transistor aging has been extensively studied at the level of
gates and netlists [60, 219, 220, 83, 143]. Particularly, prior research has identified key electrical
effects that contribute to transistor aging and developed comprehensive models to estimate these
effects [63, 133].

In this paper, we present Vega, a novel “bottom-up” workflow designed to bridge the gap between
the gate-level understanding of transistor aging and the proactive detection of aging-related SDCs in
software. Vega empowers frequent and routine detection at application runtime, thereby improving
the effectiveness of transistor aging failure detection. Specifically, Vega is comprised of three
phases:

1– Aging Analysis identifies susceptible signal propagation paths that can potentially fail due
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to transistor aging. This is achieved through the use of aging-aware static timing analysis, supple-
mented by the well-studied gate-level models for transistor aging [63, 133].

2– Error Lifting transforms aging-prone paths into short test cases that are executable in a
software environment and integrable into an application. This conversion leverages a combination
of formal methods, logical modeling for timing errors, and heuristics based on the hardware’s
microarchitecture to ensure precise test case generation. As a byproduct, this phase additionally
yields a number of failure models for the analyzed hardware, which can be valuable for future
research in circuit and software reliability.

3– Test Integration combines test cases with an application. We showcase two approaches for
such integration: a profile-guided method for automated test instrumentation, and a manual method
for a more controlled integration.

We demonstrate Vega on the arithmetic logic unit (ALU) and the floating-point unit (FPU)
of a RISC-V CPU, synthesized into a 28nm cell library. We show that Vega can identify aging-
susceptible signal paths and generate effective test cases to target faults arising from them: these
test cases incur negligible runtime performance overhead while ensuring routine aging detection.

Overall, we make the following contributions:

• We design Vega, a novel workflow that bridges the gap between the physical understanding of
transistor aging and the proactive detection of aging-related SDCs in software.

• We evaluate Vega with a circuit synthesized into a real-world cell library, demonstrating the
capability of frequent aging-related failure detection with negligible runtime overhead.

• We provide a set of circuit-level failure models for the analyzed hardware to facilitate future
research into silent data corruptions.

4.2 Background and Motivation

This section begins with context about recent observations of silent data corruptions (SDCs) on data
center-deployed hardware circuits (§4.2.1). Next, we summarize the development process of such
circuits (§4.2.2), and explore how transistor aging—a common cause of SDCs—can impact the
performance and reliability of hardware circuits (§4.2.3). After each subsection, we present key
takeaways that motivate Vega.

4.2.1 Silent Data Corruptions

Silent data corruptions (SDCs) are a form of undetected failure that silently introduces incorrect data
into applications. These occur without generating logs, triggering exceptions, or causing immediate
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program crashes. Consequently, SDCs can propagate beyond their point of origin, leading to issues
that are challenging to prevent, predict, or troubleshoot.

Recently, major data center operators, including Meta, Google, and Alibaba, have reported
incidents of SDCs within their clusters [145, 121, 271]. Investigations into these SDCs uncovered
that they stem from faults within computational circuits (i.e., CPUs), rather than the more typical
suspect, memory devices. Occasionally, a CPU, despite having been correctly designed, fabricated,
and tested, may still consistently produce incorrect results during certain operations, leading to
various misbehaviors including miscomputing instructions and disruptions in cache coherency.

SDCs may manifest at any point during the lifecycle of a circuit, but only a limited subset of them
can be detected during factory testing. Alibaba’s data indicates that a significant 73.5% of the SDCs
they identified occur in CPUs that have already been in use, either during system re-installations
(63.9%) or while in production (9.6%) [271].

Currently, data center operators detect SDCs through extensive, long-running test cases that
proactively stress the underlying hardware. However, given the low probability of SDC occurrence,
it is impractical to run these tests frequently. For instance, in Alibaba’s data centers, these tests are
conducted only once every three months [271]. Consequently, there is a growing need for a more
efficient and practical mechanism to identify SDCs.

Takeaway #1. Increasing the frequency of SDC testing can lead to more timely detection of SDCs.
Shrinking the size of the test cases can make frequent testing more practical.

4.2.2 Hardware Development

Digital circuits such as CPUs and GPUs are initially developed in hardware description languages
(HDLs) like Verilog, SystemVerilog, and VHDL. HDLs empower developers to precisely describe
the functionality of each component in a hardware design. Functionalities can then be tested through
circuit simulations, allowing developers to verify and debug a design before it progresses to the
physical fabrication stage.

Subsequently, in a process akin to software compilation, a hardware synthesizer transforms the
circuit’s functional description from an HDL into a netlist. The netlist is structured as a directed
graph comprised of a large number of cells from a standard cell library, with wires that describe the
electrical connections between the cells. These libraries, provided by chip manufacturers, describe
the functionality and timing behavior of predefined circuit components such as logical gates and
flip-flops, allowing the synthesized design to be practically implemented in hardware.

Following circuit synthesis, the hardware design progresses to a stage known as place-and-route.
This stage involves strategically positioning cells into designated locations on a silicon die, and
creating the wires that interconnect these cells. Moreover, it also ensures the clock signal reaches all
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parts of the chip in a timely and synchronized manner, which is crucial for the proper functioning
of synchronous logic. Additionally, static timing analysis (STA) is employed to evaluate the
compliance of digital signals with timing constraints, thereby determining the circuit’s maximum
operating frequency and ensuring its reliable operation.

Takeaway #2. Hardware is not a black box: its implementation details can provide insights that
guide SDC detection.

4.2.3 Transistor Aging

Transistor aging, which is believed to be a significant cause of SDCs [60, 73, 69, 71], refers to the
gradual degradation of the performance and reliability of transistors over time. This process leads
to an increase of a transistor’s threshold voltage, which in turn causes a higher switching delay. As
a result, signal propagation through an aged circuit may take longer than anticipated, potentially
violating the circuit’s timing constraints and resulting in malfunctions.

In modern circuits, this aging process predominantly stems from a physical phenomena called
bias temperature instability (BTI), occurring when a static voltage is applied to a transistor for a
long period of time [63, 190]. In other words, when a transistor remains in a constant state without
regular switching, it is more likely to experience aging.

4.2.3.1 The Nonuniform Nature of Transistor Aging

Transistor aging in a circuit is a nonuniform process [133], and several factors vary degradation rates.
A key factor is the different BTI stress each transistor experiences during operation. Rarely-used
circuit components tend to have more transistors idling in a fixed state, increasing their vulnerability
to BTI effects. This variation is heightened in CMOS-based technologies due to their inherent
design and operational characteristics. Specifically, as p-type transistors are more susceptible to
BTI effects than n-type transistors, logical gates that consistently idle in a “0” state tend to age
faster than those that idle in a “1” state or that switch regularly.

There are several additional causes of non-uniform transistor aging [134]. For example, clock
gating, a standard power-saving technique, has been identified as a primary cause of uneven
transistor aging. Clock gating inadvertently introduces varying levels of BTI stress across different
areas of the clock network. Therefore, it leads to different aging rates in different regions of the
network.

4.2.3.2 Timing Violations Caused by Transistor Aging

For a circuit to operate correctly, it is crucial that signals comply with their timing constraints, reach
their intended destinations, and remain stable within a critical time interval, as shown in Figure 4.1.
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1 2

Figure 4.1: The setup and hold windows of a clock edge. Signals should arrive at its destination
flip-flop before 1 and hold stable until 2 .

Unfortunately, an aged circuit may potentially breach these requirements, leading to two types of
timing violations: setup violations and hold violations.

A setup violation happens when a signal arrives at a flip-flop too late (i.e., after 1 ), failing to
meet the required setup time before the clock edge. In contrast, a hold violation happens when a
signal changes too soon (i.e., before 2 ), failing to hold stable for the required window after the
clock edge. Both setup violations and hold violations can result in incorrect data being captured
by the flip-flop, thereby causing circuit malfunctions. When this arises due to transistor aging in a
previously-working circuit, this can result in SDCs or other application-level misbehavior. While
setup violations can be addressed by lowering the clock frequency, this approach is ineffective for
hold violations, as the clock frequency does not affect the required hold time. Consequently, hold
violations are considered more severe than setup violations, as they necessitate chip repair.

4.2.3.3 The Physical Model for Transistor Aging

The reaction-diffusion model, widely accepted for transistor aging, effectively describes the increase
in a transistor’s threshold voltage under BTI stress [62, 61, 89, 97]. With this model, the threshold
voltage increase of a transistor, denoted as ∆Vth, can be determined via the following equation:

∆Vth ∝ e
Ea
kT (t − t0)1/6, (4.1)

where Ea is a constant related to process technology, T is the operating temperature, k is Boltzmann’s
constant, and t − t0 represents the duration for which the transistor undergoes stress due to BTI
effects.

Using this equation, we can calculate the changes in a transistor’s threshold voltage based on the
duration of its exposure to BTI stress. Once the stress is removed, some of the degradation can be
reversed, and a similar equation can be employed to quantify the recovery process.

4.2.3.4 Profiling BTI Stresses with Signal Probability

A common method for profiling the BTI stress of a logical element is to use signal probability (SP).
SP calculates the probability of a signal being in the logical “1” state, determined by the ratio of
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Figure 4.2: Overview of Vega’s workflow, comprising three key phases: Aging Analysis, Error
Lifting, and Test Integration. Each step in the workflow is outlined with a black box, with the inputs
enclosed in gray boxes and the outputs in red boxes.

the time spent in the “1” state to the total time. For example, an SP of 0.25 means the signal is
in the logical “1” state for 25% of the time (while in “0” state for the remaining portion of time).
Usually, an SP profile is gathered by conducting functional simulations for the circuit, using a set of
representative workloads that the circuit is expected to process.

With a given SP profile, we can calculate the ∆Vth for each transistor within a given cell (e.g.,
a NOT gate) using the reaction-diffusion model. Subsequently, analog simulation techniques, e.g.,
SPICE [218], can be employed to determine the change in the cell’s switching delay. This change
can then be considered in static timing analysis to identify timing violations that may occur after
the impact of transistor aging.

Takeaway #3. Signal probability profiles, along with aging-aware static timing analysis, can
help identify logical elements prone to timing violations and potential SDCs, thereby producing
effective targets for test cases.

4.3 Design of the Vega Workflow

Vega leverages the takeaways from the previous section to enable frequent and proactive detection of

aging-related SDCs at application runtime. It targets a CPU’s critical functional units, such as ALU
and FPU, and generates software-executable instructions to test them. Specifically, Vega adopts a
bottom-up approach, where precise test cases for likely aging-related faults are crafted by analyzing
the detailed implementation of the CPU. As a result, Vega yields a sufficiently compact set of test
cases that can be seamlessly integrated into an application’s runtime. This targeted approach makes
it practical to conduct frequent and timely detection of aging-related SDCs.

Figure 4.2 illustrates the workflow of Vega, which is composed of three distinct phases. In the
first phase, Aging Analysis, Vega identifies locations within a circuit that are most vulnerable to
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transistor aging. These locations are potential origins of SDCs that Vega aims to detect. To precisely
identify the locations, Vega simulates the circuit with a set of representative workloads, and utilizes
the gate-level modeling of transistor aging to determine each components’ timing degradation.

In the second phase, Error Lifting, Vega transforms the potential timing violations identified
by the first phase into tiny test cases, consisting of several instructions that are executable in a
software environment. This transformation is achieved in two steps. First, Vega employs formal
verification techniques to create a cycle-accurate trace of module-level input that is capable of
triggering a specific timing violation inside the CPU. Then, it leverages heuristics based on the
CPU’s microarchitecture to transform this trace into a sequence of instructions, which is carefully
crafted to activate the same signals as outlined in the trace. As a byproduct, this phase also yields a
set of circuit-level failure models. These models, formatted as gate-level netlists, simulate failures
and describe the possible misbehavior of the CPU as it ages.

In the third and final phase, Test Integration, Vega performs application-level integration of the
previously-generated test cases. We implement two approaches for such integration, enabling differ-
ent degrees of control over test invocation and allowing test integration without code modification.
The first approach produces a software library supporting different strategies of transistor aging
detection and response, along with wrappers compatible with various programming languages. The
second method minimizes a developer’s integration effort by employing profile-guided techniques to
embed these test cases directly into an application, while incurring minimal performance overhead.

In the rest of this section, we explain the design details of these three phases using an example
circuit.

4.3.1 Preparation for the Workflow

Consider the hardware module presented in Listing 2, written in System Verilog, as a representative
example. This module implements a pipelined 2-bit adder that calculates the sum of two 2-bit
integers, denoted as a and b. The computation is segmented into two cycles. In the first cycle, a
and b are sampled in aq and bq, respectively (Line 5). In the second cycle, the sum of aq and bq is
calculated, with the result stored in o (Line 6).

As we described in Section 4.2.2, this module will proceed through a sequence of processes
during development, including circuit synthesis and place-and-route, which eventually transform
the circuit into the netlist illustrated in Figure 4.3. For simplicity, we exclude components used
solely for timing correction, such as clock buffers, and employ a minimal standard cell library. This
library consists of three cell types: AND and XOR cells, which respectively perform the “and” and
“xor” operations on their inputs, and the DFF cell, a D-type flip-flop that registers its input D for one
clock cycle. For our example, we also assume the maximum propagation delay of the AND, XOR and
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1 module adder (clk, a, b, o);

2 input wire clk; input wire [1:0] a, b;

3 output reg [1:0] o; reg [1:0] aq, bq;

4 always @(posedge clk) begin

5 aq <= a; bq <= b;

6 o <= aq + bq;

7 end

8 endmodule

Listing 2: An example hardware module.

$1
DFF QD

C

$2
DFF QD

C

$3
DFF QD

C

$4
DFF QD

C

$5
XORYB

A

$6
ANDYB

A

$7
XORYB

A

$8
XORYB

A

$9
DFF QD

C

$10
DFF QD

C

clk

a[0]

b[0]

a[1]

b[1]

o[0]

o[1]

Figure 4.3: The netlist associated with Listing 2. Components used for timing correction (e.g., clock
buffers) are excluded.

DFF cells is 0.3ns, and the minimum delay is 0.1ns. The DFF cell requires a setup time of 0.06ns and
a hold time of 0.03ns. Additionally, the module targets an operation frequency of 1GHz; therefore,
each cycle spans 1ns.

Our example netlist satisfies the cells’ timing constraints: The longest path ($4→ $7→ $8→
$10) accumulates a maximum delay of 0.9ns, indicating signal arrival at $10 more than 0.06ns
(setup time) before the next clock edge. Conversely, the shortest path ($1→ $5→ $9) has a total
minimum delay of 0.2ns, ensuring $9’s input is stable for greater than 0.03ns (hold time) after the
clock edge. However, transistor aging may disrupt these constraints. To evaluate aging’s impact on
the circuit, the netlist is forwarded to the Aging Analysis phase for further examination.

4.3.2 Aging Analysis

In the Aging Analysis phase, Vega focuses on identifying where transistor aging is likely to impact
a hardware circuit, by identifying signal propagation paths that will potentially violate timing
constraints after experiencing realistic transistor aging. First, Vega instruments the circuit’s netlist
and simulates a set of representative workloads on it ( 1 ). For each cell in the design, we record
the signal probability, representing the likelihood of a signal being in a given logical state, which
may correlate with its susceptibility to BTI. This profile is then consumed by an Aging-Aware Static
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Signal SP Signal SP Signal SP
DFF$1.Q 0.85 DFF$2.Q 0.54 DFF$3.Q 0.38
DFF$4.Q 0.27 XOR$5.Y 0.46 AND$6.Y 0.48
XOR$7.Y 0.13 XOR$8.Y 0.52 DFF$9.Q 0.44
DFF$10.Y 0.54

Table 4.1: An SP profile associated with the netlist in Figure 4.3.

Timing Analysis to determine the most likely locations of future timing violations ( 2 ).

4.3.2.1 Signal Probability Simulation

To determine which of a circuit’s cells will experience the largest effect from transistor aging, Vega
needs to estimate the likelihood that a cell will rest at different signals during its lifetime. Vega does
this through simulation of an instrumented circuit. It attaches a counter to the output port of each
cell in the circuit’s netlist, recording the incidence of logical “0” and “1” states from that cell. For
our example circuit, these counters attach to the Q port for DFF cells and the Y port for AND cells and
XOR cells. Notably, these counters are driven by a separate free running clock generated by Vega.
Vega assures this clock continues toggling even if the clock within the circuit is paused.

Vega then simulates the instrumented circuit, post-place and route, with an HDL simulator and a
set of representative workloads. After the simulation is completed, Vega aggregates the values of
each cell’s counters to determine what fraction of the time the cell remained at logical “1”: together,
this forms a signal probability (SP) profile for the circuit. Table 4.1 shows an example SP profile
corresponding to a simulation of the netlist in Figure 4.3. Notably, the XOR cell $7 has a particularly
extreme SP value; therefore, it is under the highest BTI pressure and more susceptible to transistor
aging. The clk signal is omitted from this example, because clock distribution in a placed and
routed design involves the use of numerous clock buffers. In a real-world SP profile, each of these
clock buffers is profiled individually.

4.3.2.2 Aging-Aware Static Timing Analysis

Vega can now identify timing violations that may emerge in the circuit due to transistor aging. By
harnessing the SP profile generated in the last step along with an aging-aware timing library, Vega
can quantify the performance degradation of each logical cell in the circuit. This timing library
characterizes how signal probability affects a cell’s timing characteristics, such as maximum and
minimum propagation delay, over a period of time. Vega generates this library by conducting
analog simulation with SPICE [218] for each cell in the standard cell library, determining how
changes in a cell’s physical property correspond to changes in its timing characteristics. Notably,
as multiple circuit designs may use the same standard cell library, this work is pre-computed to
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Figure 4.4: The switching delay degradation of a 28nm XOR cell under different levels of SP over a
10-year period.

accelerate Aging-Aware Static Timing Analysis (STA). Figure 4.4 shows an example entry from a
pre-computed timing library, showcasing the speed degradation of a typical AND cell.

Once the aging-aware timing library is generated, Vega looks up cell data by their signal
probabilities and updates the timing characteristics of the netlist under test. Vega performs static
timing analysis to identify signal propagation paths that exhibit timing violations. These paths are
considered aging-prone, with a higher risk of experiencing timing violations due the impact of
transistor aging. The Aging-Aware STA is based on a 10-year assumed lifetime that is commonly
adopted by mission critical systems [111]. Notably, during the Aging-Aware STA, Vega also
analyzes the effect of aging on the clock distribution network. This analysis can reveal phase shifts
of the clock signals in different locations, which could potentially lead to hold violations.

Based on the SP profile in Table 4.1 and the timing library demonstrated in Figure 4.4, Vega
finds that the propagation delay of the path $4 → $7 → $8 → $10 accumulates to 0.946ns after
considering transistor aging. Therefore, it violates the required setup window (0.946ns ¿ 1ns -
0.06ns) and incurs a violation. For demonstration purpose, we also assume that a phase shift is
detected between the clock signals connected to DFF $1 and DFF $9, causing a hold violation in
path $1→ $5→ $9. These violating paths are provided for the next phase, Error Lifting, to help
test case formulation.

4.3.3 Error Lifting

In the Error Lifting phase, Vega formulates test cases for aging-related hardware faults, targeting
these tests to the aging-sensitive signal paths identified in the previous phase. Vega crafts test cases
in two steps. First, it instruments the hardware module’s netlist with a failure model propagating
the effect of a previously-identified timing violation (Figure 4.2, 3 ). Then Vega uses a formal
verification tool to produce a sequence of cycle-accurate, module-level inputs that provokes the
failure ( 5 ). These inputs, represented in a hardware waveform, are constrained to ensure an
incorrect value will be generated in the module’s output. Then, Vega processes and analyzes the
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Figure 4.5: Failure model for a setup violation in the path $4 → $7 → $8 → $10, with red
highlighting the failing path and green indicating the instrumented cells. Unrelated signals are
omitted for clarity.
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Figure 4.6: Failure model for hold violation path $1→ $5→ $9.

input sequence to generate a series of software-executable instructions that activates the exact
waveform inside the circuit ( 6 ).

We opt for formal verification in test case generation because it provides a systematic way to
explore infrequently used components inside the circuit. Formal verification enables us to create a
concise set of test cases that target specific potential failures inside the circuit, therefore avoiding
the long execution time associated with tests crafted from top-down approaches like fuzzing.

However, since formal verification only operates within the logical domain and does not consider
timing violations, we need to introduce a model that logically describes the misbehaviors associated
with these timing violations. Moreover, formal verification proves more practical at the scale of
individual hardware modules (e.g., an FPU), rather than an entire hardware design (e.g., a CPU)
with cache, memory, and software running on top of it. Consequently, we choose to only apply
formal verification on specific hardware modules, and then construct the instructions by leveraging
our understanding of the hardware design’s microarchitecture.

4.3.3.1 Logical Models for Timing Violations

As we described in Section 4.2.3, transistor aging may cause setup violations and hold timing
violations. During a setup violation, the signal reaches the flip-flop too late, failing to meet the setup
window. As a result, the flip-flop may sample an incorrect value during the clock tick. However,
it is important to note that even if a signal path fails to meet its required setup time, the flip-flop
may still sample the correct value in some cycles, provided the values previously held in the path
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Figure 4.7: The netlist instrumented with the shadow replica (in gray) and the failure model (in
green).

remain unchanged [228]. As a result, for a signal path between a pair of DFFs X ⇝ Y that violates
its required setup time, Y ’s output at cycle t +1 is logically modeled as:

Y (t +1) =

{
Yoriginal(t +1) if X(t) = X(t −1)
C otherwise

, (4.2)

where Yoriginal represents the value of Y assuming no violation occurs, and C denotes the wrong
value sampled by Y when the timing violation occurs. For formal verification, C is set to a constant
value—either 0 or 1—to limit the search space the formal verification tool is required to explore.
Nonetheless, the tool can conduct separate rounds of verification for each case of C, allowing Vega
to generate test cases for different scenarios that could occur in an actual circuit.

Similarly, in a hold violation, the flip-flop may still sample a correct value by chance, as long as
the values in the path are not changing for the next clock cycle. Therefore, for a signal path X ⇝ Y

that violates its required hold time, Y ’s output is modeled as:

Y (t +1) =

{
Yoriginal(t +1) if X(t) = X(t +1)
C otherwise

. (4.3)

In the special case where the path starts from and ends at the same flip-flop, we consider Y to always
produce the value C. This approach is adopted because, in these situations, the value captured by Y

relies on its own value in the same cycle. As a result, Y will consistently be in a meta-stable state.

4.3.3.2 Failure Model Instrumentation

To integrate this logical model of timing violations into the circuit’s netlist, we introduce a MUX cell.
MUX functions as a selector, outputting either of its inputs, A or B, depending on the value of a select
signal, S. Figure 4.5 shows the instrumented failure model for the setup violation occurring in path
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$4 (X)⇝ $10 (Y ). In this instrumentation, DFF $12 is used to retain the output value of $4 for a
cycle, thereby allowing X(t) = X(t −1) to be calculated. Similarly, Figure 4.6 shows the failure
model for the hold violation in path $1 (X)⇝ $9 (Y ). In this instrumentation, X(t +1) is derived
from the input of $1, since $1 is a DFF and its input value will be output in the next cycle.

Failure Model Instrumentation can function in one of two modes. In one mode, the instrumen-
tation phase generates a failing netlist, which is a Verilog file that describes the behavior of the
circuit component after the impact of transistor aging ( 4 ). This Verilog file can be synthesized for a
range of targets, including simulation environments and FPGAs, rendering it useful as a circuit-level
failure model in future reliability research. Additionally, this circuit-level failure model enables us
to validate the effectiveness of test cases constructed by Vega, as detailed in Section 4.5.2.2.

Alternately, the instrumentation phase can prepare the netlist for trace generation to support the
crafting of targeted test cases for the modeled failure. Instead of directly integrating the failure
model into the netlist, Vega first generates a shadow replica for a portion of the netlist. Specifically,
for an aging-prone path X ⇝ Y , the instrumentation conducts a static analysis of the circuit and
identifies all cells that can potentially be influenced by Y —this includes Y itself. Based on this
analysis, it creates copies of these identified cells, with the same interconnections between copied
cells that the original cells have. The failure model is then integrated into this shadow replica, so
the module-wide effects of a targeted timing violation can be tracked.

Figure 4.7 shows the instrumentation for the setup violation path $4⇝ $10. As shown in the
figure, a shadow cell, $10S, is created, with its input linked to the failure model and its output to a
shadow wire named o s[1]. In the subsequent step, this shadow wire will be used by the formal
verification tool to hint the generation of module-level inputs.

A similar instrumentation will be generated for the hold violation path $1⇝ $9. In this case, a
shadow replica will be created for cell $9, with its output linked to a shadow wire.

4.3.3.3 Trace Generation using Formal Methods

After the shadow replica is created and connected to the failure model, Vega incorporates a formal
verification tool to produce a sequence of module-level inputs that provokes the instrumented failure.
Specifically, it formulates a cover property—a System Verilog primitive—that requires that the
value in the shadow replica differs from the values in its corresponding original copy. For example,
Vega generates the below property for the instrumented netlist in Figure 4.7:

1 cover property (@(posedge clk) o[1] != o_s[1]);

Formal verification tools are designed to interpret such properties and synthesize a sequence
of inputs that ensures the expression in the property evaluates to true for at least one cycle. In
the case where the constant C is set to 1, the formal verification tool finds the trace described in
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Cycle 1 2 3
a[1:0] ’b01 ’b11 ’b11

b[1:0] ’b11 ’b00 ’b01

o[1] ’b0 ’b0 ’b0

o s[1] ’b0 ’b0 ’b1

Table 4.2: An example trace that provokes the instrumented failure in Figure 4.7. o[1] and o s[1]

mismatch at cycle 3.

Table 4.2. When the circuit’s input signals align with the trace, the expression in the cover property
will evaluate to true at cycle 3. The trace is then captured and saved as a waveform, which proceeds
to step 6 for instruction generation.

In some scenarios, it is necessary to apply extra restrictions on the module’s input to prevent
unrealistic traces from being generated. These restrictions are described using the assume property

primitive of System Verilog, and writing useful restrictions requires that developers have some
knowledge of the target microarchitecture’s behavior. For instance, when analyzing a hardware
module like an ALU, we may restrict the range of input to include only valid operations.

4.3.3.4 Mitigation for Initial Value Dependency

In some instances, the traces produced by the formal verification tool may not reliably trigger
failures in a real-world execution. This issue occurs because the tool assumes that the circuit’s initial
state has been perfectly reset. Specifically, the tool first simulates the circuit’s reset behavior to
obtain the initial values for each signal within the circuit, before beginning its symbolic exploration
of the design. Consequently, it may generate traces that are effective only under these specific initial
values. However, in a real-world execution, these initial values may be modified by a previous
instruction, potentially making the generated trace ineffective.

To mitigate this issue, Vega allows configuring the failure model to activate only when detecting
a rising or falling edge in the value of X (i.e., the starting point of the violated path). For example,
in Figure 4.7, it may replace cell $13 with logics that determines ¬$12.Q∧$4.Q (i.e., a rising edge)
or $12.Q∧¬$4.Q (i.e., a falling edge).

4.3.3.5 Instruction Construction

Reliable activation of aging-related failures is now brought up to the software level in this step,
which aims at generating a sequence of instructions that can activate the module’s input signals as
described in the trace. Vega leverages expert knowledge of the CPU’s microarchitecture to achieve
this generation. This step is the most labor-intensive part of Vega, but only has to be done once:
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For each CPU microarchitecture and hardware component under analysis, developers must write a
dedicated script to facilitate instruction construction.

To create this script, developers use their understanding of how each instruction activates signals
in the analyzed hardware component; therefore, they can create a look-up table that reverse-maps
the activation of signals to an instruction. In some cases, additional steps like mapping constant
values to specific registers are necessary.

During instruction construction, Vega determines the values of the input registers and the
expected value of the output registers. However, the allocation of these registers is deferred to
the next phase (i.e., Test Integration), to allow a more seamless integration of test cases with
applications.

4.3.4 Test Integration

In this phase, Vega crafts the constructed instruction sequences into test cases that can be run
from applications. There are two methods of integration, allowing flexibility in how SDCs can be
monitored. First, Vega can create a software aging library for detecting aging-related SDCs ( 7 ).
Second, Vega provides a profile-guided method to automatically integrate the test cases into an
application ( 8 ).

4.3.4.1 Generation of Software Aging Library

In this approach, Vega combines the generated test cases together in a C file, using a set of pre-
defined templates. In this C file, each test case is specified with the standard inline assembly format,
while the registers are designated as variables for clarity. Furthermore, Vega generates support files
for the compilation, as well as a set of helper functions and language-specific wrappers. These helper
functions are designed to support different scheduling methods for the test cases, allowing them to
be executed either sequentially or in a random order. Additionally, for programming languages that
support exceptions, this library can be configured to trigger an exception when failing a test case.
This allows detected hardware faults to be handled by an exception handler (e.g., a catch block)
within the call stack.

4.3.4.2 Profile-Guided Test Integration

To enable test integration without the need to modify the application’s source code, Vega employs a
profile-guided approach for embedding test cases. Specifically, Vega first instruments the application
with a series of counters, which track and record the invocations of application code (i.e., at the
granularity of basic blocks) throughout the application runtime. Vega then executes the application
with representative inputs to collect a profile that reflects the characteristics of the application’s
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execution. Using this profile, Vega identifies a location in the program that, while not frequently
invoked, is still routinely accessed. This location is chosen to be the point of test integration.

Subsequently, Vega integrates its generated SDC test cases into the chosen location. Vega
estimates their expected performance overhead by considering both the profile data and the size of
the test cases. During the estimation, it employs the number of executed Intermediate Representation
(IR) instructions as a proxy for performance impact. If the estimated performance overhead exceeds
a threshold, Vega restricts the invocation of test cases so that they trigger with a certain probability,
which reduces the overhead and enables controlling SDC testing frequency at a finer granularity.
Thus, Vega ensures that the overall performance overhead remains within manageable limits.

4.4 Implementation

We prototype and demonstrate Vega for the arithmetic logic unit (ALU) and floating-point unit
(FPU) of the CV32E40P [136, 114, 209]—an open-source, 32-bit, in-order RISC-V CPU—and a
real-world 28nm process technology. However, Vega’s design can be applied to other instruction
sets, microarchitectures, and process technologies.

During Aging Analysis, to construct the aging timing library, Vega uses SPICE [218] to conduct
the analog simulation which determines the gate delay degradation of cells with varying SP profiles.
Cadence Innovus [30] is then used to perform the timing analysis. Subsequently, we employ a
set of TCL scripts to post-process the timing report and update the cells’ timing characteristics
to those affected by aging. Error Lifting is primarily implemented atop of Yosys [279], adding
∼3,700 lines of C++ for Failure Model Instrumentation and ∼400 lines of Python for Instruction
Construction. JasperGold [31] is used to conduct the formal verification. Moreover, Profile-Guided
Test Integration is implemented as a set of LLVM [197] passes with ∼800 lines of C++.

4.5 Evaluation

We evaluate Vega along the following dimensions:

Effectiveness Can Vega identify signal propagation paths prone to transistor aging (§4.5.2.1)?
Can Vega generate test cases that are executable in a software environment (§4.5.2.2)? Can these
test cases detect aging-related SDCs (§4.5.2.3)?

Efficiency How much performance overhead do these test cases incur when integrated into an
application (§4.5.3)?
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4.5.1 Experimental Setup

Hardware We evaluate Vega on the ALU and FPU of the CV32E40P. These components are
synthesized for a 28 nm process technology using Cadence Genus [32] and Synopsys Design
Compiler [33], and placed-and-routed using Cadence Innovus [30]. The ALU targets an operating
frequency of 167 MHz and the FPU targets a frequency of 250 MHz.

Software We evaluate Vega’s performance impact with EEMBC benchmarks [227, 34], a bench-
mark set for embedded CPUs like the CV32E40P. These benchmarks are compiled using OpenHW-
Group’s clang fork [35] with an -O2 flag. This set of benchmarks are also used as representative
workloads during Signal Probability Simulation (§4.3.2.1).

Failing Netlists To evaluate Vega’s effectiveness in identifying aging-related SDCs, we use the
failing netlists generated during failure model instrumentation (Section 4.3.3.2). We configure these
failing netlists to operate in three distinct modes: by setting C (i.e., the value sampled by the ending
point of the failing path as we discussed in §4.3.3.1) to 0, setting it to 1, or allowing it to take a
random value in each cycle.

Simulation Environment All experiments are carried out using the official simulation framework
of the CV32E40P with Verilator [252]. To speed up simulation and focus on the primary evaluation
targets, i.e., the ALU and FPU, only these components are replaced with the placed-and-routed
netlist. The remainder of the CPU is simulated in System Verilog.

4.5.2 Effectiveness of Vega

4.5.2.1 Potential Aging Identification

Despite the ALU and FPU being correctly placed-and-routed and meeting the required timing
constraints initially, Vega reveals that over an extended period of usage, transistor aging has the
potential to break these constraints. Table 4.3 summarizes the worst negative slack (WNS) and
the number of identified timing violations within the ALU and FPU after 10 years of aging. In
summary, Vega identifies 11 aging-prone paths in the ALU, and 1,366 such paths in the FPU.

However, many of these aging-prone paths share the same pairs of starting and ending points,
indicating that these paths would exhibit the same misbehavior under the failure model we employ
(§4.3.3.1). From the identified timing-violated paths, Vega recognizes 6 unique pairs of starting and
ending points for the ALU and 41 pairs for the FPU. Therefore, for the rest of our analysis and test
case generation, we only use one representative failing path for each unique pair of starting and
ending points.
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Unit WNS / # of Violated Paths
Setup Hold

ALU -76ps / 11 — / 0
FPU -157ps / 1,363 -1ps / 3

Table 4.3: STA Result with Aging-Aware Timing Libraries.

4.5.2.2 Test Case Construction

For each unique pair of starting and ending points, Vega invokes formal verification to produce a
set of waveforms that activate this failing path in an observable manner, and then converts these
waveforms into a few test cases. Depending on configuration, different numbers of test cases may
be generated. When the mitigation for initial value dependency (Section 4.3.3.4) is disabled, Vega
produces a maximum of 2 test cases for each pair, attributable to the failure model’s constant, C,
which can be either 0 or 1. With the mitigation enabled, Vega generates a maximum of 4 test cases
per pair, in order to account for different signal transitions (i.e., rising or falling) in the starting
point.

Table 4.4 presents the effectiveness of this process. Without the mitigation, Vega can construct
the test cases for 66.7% and 51.2% of these unique pairs of endpoints identified in the ALU and
FPU respectively. Additionally, it formally proves that 33.3% of the pairs in the ALU and 43.9% of
the pairs in the FPU will not cause an actual error—no allowable set of inputs to the module can
trigger the timing violation for these paths. Enabling the mitigation reduces the proportion of test
cases that can be successfully generated. However, because it generates up to twice as many test
cases, it can produce a more robust test suite.

In some instances, we observed that Vega may produce a waveform that is not convertible into a
practical test case. These instances are indicated as “FC” in Table 4.4. All such instances occur
with the FPU. This situation happens because certain failures—characterized by a pair of endpoints
along with a particular failure model—require multiple instructions to propagate an error to the
output; moreover, the only detectable erroneous output is a status flag (e.g., a flag indicating an
overflow), which is already altered by a prior instruction. As a result, Vega cannot compare this
output against a correct value, making the conversion impossible.

Table 4.5 shows the total number of test cases generated by Vega and the corresponding CPU
cycles required for their execution, both in scenarios with and without the mitigation for initial
value dependency. Notably, a complete execution of these test cases consumes only a few hundred
to a couple thousand cycles, thereby making frequent testing practical.
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Unit w/o Mitigation (%) w/ Mitigation (%)
S UR FF FC S UR FF FC

ALU 66.7 33.3 0 0 33.3 66.7 0 0
FPU 51.2 43.9 4.9 0 40.2 43.9 8.5 7.3

Table 4.4: Result of Test Case Construction. “S” denotes the successful construction of a test case;
“UR” indicates that the formal verification tool proves that the failing path cannot cause an actual
error; “FF” indicates a timeout occurred in the formal verification tool; “FC” indicates a waveform
is generated while Vega fails to convert it to a test case.

Unit w/o Mitigation w/ Mitigation
Test Cases Cycles Test Cases Cycles

ALU 8 124 8 134
FPU 60 685 96 1202

Table 4.5: The quantity of test cases generated and the number of CPU cycles required for their
execution.

4.5.2.3 Quality of Test Cases

We evaluate the quality of these test cases by simulating them against the failing netlists produced
by failure model instrumentation (Section 4.3.3.2). For each failing netlist associated with one of
the generated test cases, we run the entire set of test cases to see whether it can detect the failure.
As mentioned in the evaluation setup, we configure each failing netlist to fail in three modes: with
C setting to 0, 1, or taking a random value at each cycle.

Table 4.6 shows the result of this experiment. In summary, the test cases generated by Vega are
are generally effective in detecting their intended failures. Interestingly, in many cases, a failure
is identified by a test case designed for another failure, before its own corresponding test case is
scheduled to execute. In rare cases, a failure may be missed by its own test case; however, it is
very likely to be identified by a subsequent test case. In two instances, the failure caused the CPU
to become stuck, making it detectable. In one particular instance, a failure remained undetected
after the execution of the entire set of test cases. This occurs because the test cases generated for
this failure depends on certain initial signal values to be effective. Unfortunately, these values are
modified by a prior instruction, thereby preventing the failure from being detected. However, using
the mitigation technique described in Section 4.3.3.4, Vega can generate a set of test cases that
successfully detects this failure.
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Unit FM w/o Mitigation (%) w/ Mitigation (%)
Det. B L S Det. B L S

ALU
0 100.0 50.0 0 0 100.0 50.0 0 0
1 100.0 75.0 0 0 100.0 50.0 0 0
R 100.0 50.0 0 0 100.0 50.0 0 0

FPU
0 95.4 72.7 4.5 9.1 100.0 72.7 0 9.1
1 95.4 81.8 9.1 0 100.0 81.8 4.5 0
R 95.4 72.7 4.5 9.1 100.0 72.7 0 9.1

Table 4.6: The quality of the generated test cases measured by their ability to detect failures. “FM”
refers to the failure mode used in the experiment; “Det.” indicates the failures that are detectable by
one of the test cases; “B” represents the failures detected by a test case that executed before the test
case designed to detect it; “L” represents the failures that are not detected by their corresponding
test case, but are identified by later test case; “S” indicates cases where the failure results in the
CPU becoming stuck.
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Figure 4.8: Performance overhead of the EEMBC benchmark set with Vega’s Profile-Guided Test
Integration. The “-M” and “-N” labels indicate that only the test cases generated with and without
the mitigation technique are enabled, respectively.

4.5.3 Efficiency of Vega

We evaluate the performance overhead of Vega’s Profile-Guided Test Integration by comparing the
execution time of the benchmarks instrumented with the test cases against their baseline. We adopt
a variety of configurations, with different configuration enabling different sets of test cases.

Figure 4.8 presents the overhead. On average, Vega’s Profile-Guided Test Integration introduces
0.8% overhead to the application’s execution time. In many instances, this overhead is so negligible
that it becomes indistinguishable with environmental noise (e.g., the compiler optimizations that
are accidentally triggered as a side effect of the instrumentation), resulting in a negative overhead.
Therefore, we conclude that Vega’s Profile-Guided Test Integration can effectively manage and
minimize its performance overhead.
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4.6 Related Work

Analyses of SDCs Previous work studied radiation-induced SDCs, including in storage sys-
tems [85], memory devices [206], FPGAs [233], HPC systems [213, 127, 123], and satellite proces-
sors [304]. Recently, hyperscalers have reported SDCs caused by malfunctioning CPUs in both case
studies and comprehensive analyses at the scale of data centers [145, 121, 271, 122, 244, 84, 120].
Vega is inspired by these studies, and focuses on the detection of aging-related SDCs inside CPUs.

Detection of SDCs Data center operators identify SDCs in their CPU populations by conducting
tests that are scheduled infrequently or with a low priority [271, 244]. In certain systems, SDCs are
detected through checksums or by verifying whether the computation result is reasonable [84, 142].
Additionally, SDCs can be detected by introducing redundancies in either software or hardware
designs [115, 75, 93, 268]. Vega focuses on generating compact test cases for frequent, at-scale
SDC testing in data centers.

Test Case Construction for SDCs OpenDCDiag [28] detects SDCs by using popular software
libraries. Google’s SiliFuzz [244] synthesizes test cases by fuzzing a functional model of the CPU.
Unlike these works, Vega adopts a bottom-up approach that constructs test cases by analyzing the
CPU’s low-level implementation.

Analyses of Transistor Aging Previous work has analyzed the effect of transistor aging on
various hardware designs, such as CPUs [133], GPUs [135], and FPGAs [68], as well as a variety
of hardware building blocks, such as standard cell libraries [179, 70] and SRAMs [119]. In this
paper, we focuses on transistor aging within CPUs; however, Vega’s design and insights can be
applied to other hardware designs.

Hardware Mitigations for Transistor Aging Prior work has explored transistor aging mitigation
techniques that operate across multiple phases of the hardware design process. Gabbay et al.
proposed an aging-aware microarchitecture aimed at mitigating the effects of nonuniform aging on
various components of microprocessors [133]. Calimera et al. introduced an aging-resistant SRAM
cache design [98]. Other studies have focused on designing EDA tools for simulating and analyzing
the impact of transistor aging [221, 105], and on refining the physical design of a circuit to enhance
aging resistance [266, 265, 188]. Unlike these works, Vega analyzes a hardware design for the sake
of building better application-level detection techniques for transistor aging.

Software Mitigations for Transistor Aging Firouzi et al. proposed the insertion of NOP
instructions in MIPS processors to reduce the impact of transistor aging [129]. Abbas et al.
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proposed running anti-aging programs during processors’ idle periods for aging mitigation [58].
Vega is orthogonal to these works, and provides a systematic way to provoke specific aging-related
failures within a CPU design.

4.7 Conclusions

In this work, we presented Vega, a novel workflow that bridges the gap between the physical
understanding of transistor aging and the software detection of aging-related SDCs. Vega adopts a
bottom-up approach and targets the most aging-prone components within a CPU, thus yielding a
compact set of test cases that only take hundreds to thousands of cycles to execute. Therefore, Vega
enables frequent detection of aging-related SDCs at application runtime. Our experiments show
that Vega can effectively construct test cases for complex CPU elements, and that these test cases
can effectively identify aging-related failures.
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CHAPTER 5

Conclusion and Future Work

In this dissertation, we propose, introduce, and examine software-like systems and debugging
supports tailored for different hardware designs. Specifically, this dissertation conducts preliminary
explorations into this field, and demonstrates the feasibility and benefits of such supports via three
projects, each focusing on a different aspect of hardware development and deployment.

The first project focuses on improving the deployment of reconfigurable hardware by introducing
software-like systems (Chapter 2). In this project, we build OPTIMUS, the first hypervisor for
shared-memory FPGA platforms. OPTIMUS implements both spatial multiplexing and temporal
multiplexing, thus allowing a shared-memory FPGA to be shared among different virtual machines
either by partitioning the FPGA’s area or by allocating time slots for its use. OPTIMUS demonstrates
that software-like systems can not only be applied to reconfigurable hardware, but also yield
comparable benefits to those observed in the software counterparts.

The second project focuses on studying bugs that occur on reconfigurable hardware (Chapter 3).
In this project, we first conduct a comprehensive study on FPGA bugs, in which we find that
hardware bugs and software bugs share a number of similarities. Furthermore, based on the findings
in the study, we designed a suite of debugging tools for bugs that occur on an FPGA. With the study
and tools, we demonstrate that software-like debugging tools can be beneficial to hardware bugs in
FPGA-based designs.

The third project focuses on the detection of aging-related silent data corruptions, an emerging
hardware reliability issue that is increasingly observed in data centers (Chapter 4). In this project,
we present Vega, a workflow that enables the detection of aging-related SDCs during application
runtime. Vega adopts a bottom-up approach that generates concise test cases targeting the most
aging-prone components within a CPU, thus yielding a compact enough test suite that can be
frequently invoked at application runtime. With Vega, we show that certain hardware reliability
issues can be detected using software-like techniques.

Collectively, these projects present a viable pathway toward simplifying the development and
deployment processes of hardware designs. By building software-like systems and tooling supports
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for hardware designs, the development and deployment of hardware can be significantly enhanced
and more efficiently managed.

In the remainder of this chapter, we outline potential future research directions that are opened
up by the findings of this dissertation.

5.1 Extending Systems Supports for FPGAs

While OPTIMUS conducted preliminary investigations into systems support for FPGAs, there is
significant potential to expand these supports even further.

Resource Sharing among Accelerators Although OPTIMUS enables the deployment of multiple
shared-memory accelerators on a single FPGA, it is designed so that the on-FPGA resources (e.g.,
BRAM and ALM) occupied by each accelerator do not overlap. This design choice is primarily
driven by security considerations. However, in the software domain, it’s common for different
applications to share components like language runtimes, libraries, and even hardware elements
such as caches and registers, while still maintaining adequate isolation. This presents an intriguing
contrast and potential area for exploration.

Context-Switch for Accelerators OPTIMUS supports temporal multiplexing that allows different
virtual machines to take turns using the same accelerator. However, this functionality necessitates
the implementation of a preemption interface within the accelerator, which requires additional effort
from developers. While compiler-driven techniques such as Synergy [196] allow automatically
preempting the context of an accelerator, they often incur significant performance and area overheads.
How to co-design the FPGA and its systems support for more efficient preemption remains an
open research question. Addressing this challenge would involve finding a balance between the
programming flexibility, the granularity of temporal multiplexing, and the efficiency of hardware,
which can lead to more robust, elastic, and scalable FPGA-based systems.

Data Center Aware Accelerator Scheduling OPTIMUS allows multiple tenants in the public
cloud to share the same FPGA. However, effectively co-locating different tenants while taking into
account their specific FPGA usage is still an open area of research.

5.2 Exploring More Debugging Tools for Hardware Designs

In Chapter 3, we introduce a suite of debugging tools, which includes SignalCat, a collection of
monitors, and LossCheck. These tools instrument the hardware design with logic that actively
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monitors specific events. They function by either generating human-readable logs for analysis or
pinpointing the location of a failure as soon as it is detected. Following this methodology, more
debugging tools can be designed to target different kinds of bugs.

Invasive Instrumentation All debugging tools proposed in Chapter 3 instruments hardware
designs in a non-invasive manner—i.e., they operate without altering the per-cycle behavior of
the hardware under analysis. However, it is worth considering that allowing modifications to
the cycle-level behavior could potentially lead to more powerful and general-purpose debugging
tools, as it may offer deeper insights into the hardware’s operation. How to safely conduct such
invasive instrumentation while ensuring the correct functionality of the hardware remains a research
challenge for future exploration.

Co-design FPGA and Debugging Tools Many software debugging techniques, such as
GDB [255] and REPT [112], rely on specific hardware supports for seamless operation. The
current lack of such built-in support in FPGA architectures highlights the need for a co-design
between the FPGA and external debugging tools.

Software-Hardware Co-debugging In certain scenarios, diagnosing the source of a bug can be
challenging when it is unclear whether the issue originates from the hardware itself or from the
software running on top of it. Future work may explore debugging techniques that allow software
and hardware to be instrumented and debugged together.

5.3 Enhancing the Detection of Unreliable Hardware

In Chapter 4, we designed Vega, which employs a bottom-up workflow and allows aging-related
silent data corruptions to be detected at application runtime with low overhead. Vega opens future
research in two directions. The first direction focuses on expanding the capability of detecting
a broader range of reliability issues, while the second direction concentrates on enhancing the
detection mechanism itself.

Electromigration Like transistor aging, electromigration is another important physical effect
that affects circuit reliability. Like transistor aging, previous research has explored the mechanism
and modeling for electromigration [144, 91, 110, 116]. Such understanding can be integrated into
Vega’s workflow to enable a more comprehensive circuit reliability testing at application runtime.
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Testing-Aware Microarchitecture Vega leverages a compiler pass to instrument the test cases
into applications, employing a profile-guided approach for the selection of instrumentation points.
While this method enables the detection of aging-related SDCs with low overhead, it has the
limitation of only conducting tests when the specific code sections are invoked. On the other hand,
there are typically idle units present in each clock cycle within a CPU. These units, not engaged
in active computation, could potentially be leveraged for continuous or periodic testing that does
not depend on the execution of a user application. By designing a microarchitecture that harnesses
these idle units for reliability-related testing, we can further improve the testing frequency, therefore
enhancing the overall reliability of the system.
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