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To the little things:

To finding elusive signals

To stable lasers

To complete sets of screwdrivers

To tea time, and τ , T , and t times

To putting pixel art into LabVIEW code

To the sound that optical tables make when your hand moves quickly over the top

. . . wokka wokka wokka wokka . . .
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ABSTRACT

This work covers two main results united by multidimensional coherent spectroscopy

(MDCS): one experimental and one theoretical. MDCS is a nonlinear optical technique

in which a sample is probed using a series of ultrashort pulses. Measurements are made

while varying the relative time delays between the pulses, and the resulting spectra yield a

much richer set of information compared to traditional linear spectroscopies.

The experimental work concerns the negatively charged silicon-vacancy (SiV) center in

diamond. We use two-pulse correlation (TPC) spectroscopy and rephasing MDCS to probe

a diamond sample with a high density of implanted SiV centers. These spectra reveal a

large number of spectral peaks, which can be grouped into two families of SiV centers using

the MDCS spectra. By comparing spectra from two polarizations of the incident light, we

associate the two families with two orientation groups within the diamond.

We link the differences in the frequencies of the spectral peaks to strain intrinsic to our

sample, and use the peak locations from both families to solve for the full strain tensor local

to the laser spot. By measuring TPC spectra at multiple points on the sample, we track

changes in the measured strain. We observe non-zero strain on the order or 1× 10−5 at every

measured location, and observe variation in both the normal and shear strain in the sample.

We interpret the strain as likely to be due to the high implantation density of silicon in the

diamond. These results could be useful when using SiV centers as a strain gauge.

The theoretical work uses simulations to calculate spectra. The simulations developed

here begin by recursively generating a list of Feynman diagrams for a given signal pathway

and system. The contributions due to each Feynman diagram are calculated and combined

to find the complete spectrum. The code is designed to be very flexible, and can be used to

xii



simulate arbitrary types of MDCS spectra and energy level diagrams.

We then apply the simulations to investigate the effects of correlated dephasing due to

scattering events in the Markovian limit on MDCS of interacting systems. We derive a math-

ematical expression to represent the dephasing rate of a coherence in terms of the dephasing

rates of the coherences from the constituent energy transitions and the correlation matrix of

these transitions. This expression is applied to simulate double-quantum and higher-order

n-quantum spectra of multiple interacting systems. For double-quantum spectra, correlated

dephasing results in a higher double-quantum dephasing rate, and anticorrelated dephas-

ing results in a lower double-quantum dephasing rate. Similar results are found for the

n-quantum dephasing rate. Generally, for certain configurations, the many-body dephasing

rate can be arbitrarily low, and the n-quantum linewidth can be arbitrarily narrow, although

this requires some form of anticorrelation. These results could be useful in creating quantum

sensors with higher sensitivities, since one limit of the sensitivity is the decoherence time of

the system.
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CHAPTER 1

Introduction

Multidimensional coherent spectroscopy (MDCS) is a nonlinear optical technique in which

a series of optical pulses are sent to a sample. By varying the times between the pulses

and taking appropriate Fourier transforms, we can achieve a spectrum whose intensity is

measured as a function of multiple frequencies. These multidimensional spectra yield richer

information compared to traditional linear spectroscopy.

I have worked on a variety of experimental projects during my doctoral work involving

MDCS, some of which are documented in References [62], [5], [14], and [53]. Many of

these projects concern the silicon-vacancy (SiV) center in diamond. This point defect in the

diamond lattice has been the source of much scientific interest recently due to its potential

use in quantum information and sensing applications [7].

The first half of this thesis will focus on one experimental result, regarding how the SiV

center responds to strain within the diamond. Strain is a measure of the deformation of a

material, and previous work has described how the spectrum of a SiV center changes due to

sample strain [45]. My work discussed in this dissertation uses these existing strain equations

to calculate the full strain tensor in our diamond [5]. We employ MDCS to aid in identifying

the peaks in our spectra, since the strain occurs in multiple families of SiV centers which can

be difficult to distinguish. We measure spectra at multiple points across the sample surface

to asses how much the strain changes.

The second main result included in this thesis is of a theoretical nature. Consider an en-

1



semble of quantum oscillators, with the same initial starting state. At first, all the oscillators

will be fairly synchronized. However, over time their relative phases may gradually shift,

possibly due to collisions with other atoms or phonons, until all of the individual phases are

effectively random. Such dephasing can be caused by Markovian scattering events, in which

we assume the scattering occurs quicker than other relevant timescales in the experiment.

We consider the possibility that the scattering events of different electronic states can be

correlated. Correlated dephasing has been observed previously in excitons [21], but for many

interacting systems, the magnitude and type of correlation may be controllable by adjusting

the distance between the systems. In this work I wrote MDCS simulation software and ap-

plied it to analyze the effects of correlated dephasing on interacting systems. In particular, I

found that anti-correlated dephasing can lengthen the dephasing time for certain coherences,

which manifests as an arbitrarily narrow linewidth on an MDCS spectrum.

Another uniting theme of this work is quantum sensing, which is relevant to the appli-

cations of both of the main results. Quantum sensing measures a physical property using

a quantum system or effect [16]. There are a wide variety of types of quantum sensors.

Trapped ions can be used as highly sensitive electric and magnetic field sensors [44]. The

Laser Interferometer Gravitational-Wave Observatory (LIGO) uses squeezed light to improve

the sensitivity of their gravitational-wave detectors [54]. The nitrogen-vacancy (NV) center

has been used to image magnetic fields of microscopic structures, such as biological cells [37].

The experimental SiV center work discussed here could be useful in using SiV centers as a

strain gauge, and the work with correlated dephasing may be able to improve sensitivity of

some quantum sensors.

Since it is necessary for understanding both of the main results in this thesis, Chapter 2

will focus on MDCS. This chapter will begin by outlining the theory behind the technique,

and will include descriptions of some of the main types of MDCS spectra. Next we will

discuss some methods used to experimentally obtain MDCS spectra, with a focus on the

methods I used in the work presented here.
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The next two chapters concern the experimental SiV center work. Chapter 3 provides

a background on the SiV center itself. We will focus on both its physical and electronic

properties, and special attention is given to previous results concerning how the SiV center

responds to strain. There will also be some discussion of using MDCS to measure interactions

between nearby SiV centers. Chapter 4 discusses my experimental results. This chapter will

give some additional experimental details, before discussing the interpretation of the various

measured spectra, and how they can be used the calculate the strain present in the diamond

sample.

What follows concerns simulation and theoretical results. Chapter 5 describes some of the

key simulation code used in this work. We will start with code used to generate double-sided

Feynman diagrams, and later discuss how to use these diagrams to simulate the different

types of MDCS spectra. The chapter will include both how to use the software, and the

theory behind its implementation. Chapter 6 will discuss the correlated dephasing results.

This chapter starts by building a mathematical framework to understand correlated scat-

tering events and how they affect spectra. This is later applied to both double-quantum,

and higher-order n-quantum spectra, which are types of MDCS spectra that can be used to

measure interactions between multiple systems.
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CHAPTER 2

Multidimensional Coherent Spectroscopy

Spectroscopy is the study of interactions between light and matter. Typically, the technique

involves measuring light as a function of its wavelength or frequency, for instance by sepa-

rating white light into its component colors [51]. One early success of spectroscopy was the

discovery of dark lines in the spectrum of light from the sun [70, 22], which are known today

to be primarily due to frequencies absorbed by elements in the sun’s atmosphere. While

the spectrometers of today are more sophisticated, spectroscopy still has a variety of uses,

ranging from identifying compounds in a mixture [4, 2], to measuring the atmospheres of

distant planets [10], to investigating the properties of novel materials [33, 74].

Two common forms of spectroscopy are absorption and photoluminescence spectroscopies.

In an absorption spectrum, light is sent through a material. The spectra of the light before

and after the material are compared to determine what frequencies of light were absorbed

by the material. For photoluminescence spectra, light is sent to and absorbed by a material.

The material may then emit its own light, called photoluminescence, and the spectrum of

the emitted light is measured.

While the spectra of absorption and photoluminescence signals are often collected using

a prism or (more commonly) a grating to separate light into its different frequencies, this

is not the only way to measure spectra. We can alternatively measure spectra in the time

domain using short optical pulses [48]. One example is a two-pulse experiment, in which

the first pulse creates some sort of excitation, and the second pulse probes the response as
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a function of the time delay between the two pulses. In the coherent spectroscopies used

in this dissertation, we can take a Fourier transform of the data to convert a time domain

spectrum into the frequency domain.

As mentioned in Chapter 1, much of this thesis will focus on MDCS, which is a nonlinear

form of coherent spectroscopy [12, 61, 29, 38]. It uses a series of optical pulses (typically

three or more) which interact with the quantum states in a material. Since there are mul-

tiple time delays that can be varied, we can manipulate the quantum states in a variety

of ways. This gives us the ability to measure a much richer set of information than the

linear spectroscopies described above. In particular, MDCS spectra can be used to differen-

tiate between homogeneous and inhomogeneous broadening [62], identify coupling between

electromagnetic transitions [5, 41], and observe interactions between nearby systems [14].

This chapter will begin by approaching MDCS from a theoretical background in Section

2.1. We will discuss how density matrices can be used to understand the nonlinear interac-

tions occurring during a measurement, and use double-sided Feynman diagrams to represent

these interactions in a more visual manner. In Section 2.2, we will use this framework to

describe some common implementations of MDCS and how they are used. Finally, in Sec-

tion 2.3, we will describe the experimental implementation used in this thesis, including its

collinear design and available detection schemes.

2.1 Theoretic Approach

MDCS is a nonlinear optical technique. First we will define

Ei (t,x) = Êi (t) e
iki·x−iωit, (2.1)

in which a complex-valued electric field Ei (t,x) is described using an envelope function

Êi (t), angular wave vector ki, position x, angular frequency ωi, and time t. We can then
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write the electric field of a single optical pulse, distinguished by the subscript i, as

Ei,pulse (t,x) = 2Êi (t) cos (k · x− ωit)

= Êi (t) e
iki·x−iωit + Ê∗i (t) e−iki·x+iωit

= Ei + E∗i .

(2.2)

The most common MDCS techniques are of third-order, so we will consider the sum of

three such pulses which strike a particular sample

Etot = EA + E∗A + EB + E∗B + EC + E∗C (2.3)

as well as the third-order polarization

P = χ(1)Etot + χ(2)E2
tot + χ(3)E3

tot + · · · . (2.4)

If we insert Equation 2.3 into Equation 2.4, we will get a variety of third-order terms. In

a typical MDCS experiment, we will attempt to isolate a single one of these terms, and

the isolated term typically includes contributions from each optical pulse [39]. For example,

consider one such term

E∗AEBEC ∝ e−ikA·x+iωAteikB ·x−iωBteikC ·x−iωCt

= ei(−kA+kB+kC)·xe−i(−ωA+ωB+ωC)t.

(2.5)

This equation shows the direction (−kA + kB + kC) and frequency (−ωA + ωB + ωC) of the

emitted four wave mixing signal. Note that both the direction and frequency are dependent

on the conjugation of the pulses used (i.e. EA vs. E∗A). This particular signal pathway is

used when measuring rephasing spectra, which is the most commonly used form of MDCS.

A variety of other signal pathways can be used, as will be described in Section 2.2.

The arrival time of each optical pulse in an MDCS experiment can be varied. We will
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define τ as the time between pulses A and B, T as the time between pulses B and C, and

t as the time between either a local oscillator or a fourth pulse D, depending on the type of

detection used, as described in Section 2.3.2.

To measure a MDCS spectrum, we will vary several (typically two) of the time delays,

and then Fourier transform with respect to these time delays to get data in terms of several

frequencies. Figure 2.1 shows an example spectrum, both in the time-domain and Fourier

transformed frequency-domain. The main power of MDCS lies in its ability to relate several

frequencies contributing to a given signal in a single plot.

However, before investigating the different types of MDCS spectra in more detail, we will

find it useful to better understand the density matrix and how it can be used to represent

nonlinear interactions.
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Figure 2.1: A sample MDCS spectrum, with magnitudes plotted in both the time and
frequency domains.

2.1.1 Density Matrix

The density operator allows us to represent a quantum ensemble with known statistics. If we

have quantum states |ψi〉 which occur with fractional populations or probabilities wi, then
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the density operator is defined as [58, pgs. 180-184]

ρ =
∑
i

wi |ψi〉 〈ψi| . (2.6)

It will be useful to represent the density operator as a matrix. Assume the system Hamilto-

nian H0 has eigenvectors |a〉, and write |ψi〉 in this basis as

|ψi〉 =
∑
a

ca |a〉 . (2.7)

Thus we see that

ρ =
∑
i,a,b

wicac
∗
b |a〉 〈b| . (2.8)

For this basis, the matrix elements can be found using

ρa,b = 〈a| ρ |b〉 =
∑
i

wicac
∗
b . (2.9)

As a more concrete example, consider an ensemble of two-level systems where each system

has basis states |0〉 = ( 1
0 ) and |1〉 = ( 0

1 ). If all systems in our ensemble are in the ground

|0〉 state, we can represent the system with the density matrix

ρ = |0〉 〈0| =

1

0

(1 0

)
=

1 0

0 0

 , (2.10)

and if all systems in our ensemble are in the excited |1〉 state, we can represent the system

with the density matrix

ρ = |1〉 〈1| =

0

1

(0 1

)
=

0 0

0 1

 . (2.11)

These are called pure states, since all systems in our ensemble have the same state. If half of
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the systems in our ensemble are in the ground state, and half are in the excited state, then

we have

ρ =
1

2
|0〉 〈0|+ 1

2
|1〉 〈1| =

1
2

0

0 0

+

0 0

0 1
2

 =

1
2

0

0 1
2

 , (2.12)

which is a mixed state, since there are multiple states represented among the different sys-

tems. Note that all of the density matrices shown so far are diagonal, since the only states

represented have been energy eigenstates. However, consider instead that all systems in our

ensemble are identical superpositions of the ground and excited state. Then we have

ρ =

(
1√
2

(|0〉+ |1〉)
)(

1√
2

(〈0|+ 〈1|)
)

=

 1√
2

1√
2

( 1√
2

1√
2

)
=

1
2

1
2

1
2

1
2

 . (2.13)

This is a pure state, since all systems in the ensemble have the same state, namely

1√
2

(|0〉+ |1〉). However, we also see that this density matrix has nonzero off-diagonal el-

ements due to the eigenstate superposition.

We will want to observe how the density matrix evolves with time during a MDCS ex-

periment. Using the Schrödinger equation, we see that, for a general Hamiltonian H,

∂ρ

∂t
=

∂

∂t

∑
i

wi |ψi〉 〈ψi|

=
∑
i

wi

((
∂

∂t
|ψi〉

)
〈ψi|+ |ψi〉

(
∂

∂t
〈ψi|

))
=
∑
i

wi

(
H

i~
|ψi〉 〈ψi| − |ψi〉 〈ψi|

H

i~

)

=
1

i~

(
H
∑
i

wi |ψi〉 〈ψi| −
∑
i

wi |ψi〉 〈ψi|H
)

=
1

i~
(Hρ− ρH)

= − i
~

[H, ρ]

∂ρa,b
∂t

= − i
~

[H, ρ]a,b .

(2.14)
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This is known as the Liouville-von Neumann equation [29, eq. 3.20]. Note that we have

made the assumption that the wi terms do not vary over time. However, certain processes

can cause ρa,b to decay. To account for this, we will add a term to our equation [29, eqs.

3.26, 29]

∂ρa,b
∂t

= − i
~

[H, ρ]a,b − γa,bρa,b, (2.15)

where γa,b represents the rate of decay or dephasing.

Next we will rewrite H as the sum of the system Hamiltonian H0, and the interaction

with the electric field V (t) to get

H = H0 + V (t) . (2.16)

Substituting this into Equation 2.15 gives [29, eq. 3.29]

∂ρa,b
∂t

= − i
~

[H0, ρ]a,b −
i

~
[V (t) , ρ]a,b − γa,bρa,b. (2.17)

For the first term, since |a〉 and |b〉 are eigenvectors, we see that

[H0, |a〉 〈b|] = H0 |a〉 〈b| − |a〉 〈b|H0

= Ea |a〉 〈b| − |a〉 〈b|Eb

= (Ea − Eb) |a〉 〈b| ,

(2.18)

where Ea and Eb are the eigenenergies, thus

[H0, ρ]a,b = ρa,b (Ea − Eb) . (2.19)

To represent a nonlinear process, we will use perturbation theory to write ρ = ρ(0) +

ρ(1) + ρ(2) + ρ(3) + · · · . Here, ρ(0) is the initial state of the system (which we will assume

is diagonal and does not contain any coherences), and each successive ρ(n) corresponds to
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another interaction with the electric field. For instance,

∂ρ
(1)
a,b

∂t
= − i

~
(Ea − Eb) ρ(1)

a,b − γρ
(1)
a,b −

i

~
[
V (t) , ρ(0)

]
a,b
, (2.20)

or more generally [38, eq. 2.4]

∂ρ
(n)
a,b

∂t
= − i

~
(Ea − Eb) ρ(n)

a,b − γρ
(n)
a,b −

i

~
[
V (t) , ρ(n−1)

]
a,b
, (2.21)

If we define

ωa,b =
Ea − Eb

~
,

Ωa,b = ωa,b − iγa,b,
(2.22)

we can rewrite this as

∂ρ
(n)
a,b

∂t
= −iΩa,bρ

(n)
a,b −

i

~
[
V (t) , ρ(n−1)

]
a,b
. (2.23)

This differential equation can be solved for ρ
(n)
a,b as [38, eq. 2.7]

ρ
(n)
a,b (t) =

∫ t

−∞
− i
~
[
V (t′) , ρ(n−1)

]
a,b
e−iΩa,b(t−t

′) dt′. (2.24)

The electric field due to all pulses interaction can be written using the field as defined in

Equation 2.2

V (t) = −µ
∑
i

Ei,pulse (t,x) = −µ
∑
i

(
Êi (t) e

iki·x−iωit + Ê∗i (t) e−iki·x+iωit
)
. (2.25)

The transition dipole operator µ is an off-diagonal matrix, that is, all of its diagonal elements

are zero. This means that to find
[
µ, ρ(n−1)

]
a,b

, we need elements of ρ(n−1) other than ρ
(n−1)
a,b .

If we divide the commutator into its two terms, we also see that
(
µρ(n−1)

)
a,b

depends on the
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bth column of ρ(n−1), and
(
−ρ(n−1)µ

)
a,b

depends on the ath row of ρ(n−1).

Looking at Equation 2.24, we see that if we know our starting state ρ(0), we can apply

the equation repeatedly until we reach ρ(n), which is the state of the density matrix after the

nth interaction with the electric field, which occurs at time t′. After each interaction, the

system can evolve according to e−iΩa,b(t−t
′) until time t.

However, with each iteration of Equation 2.24, the number of terms in our expression

increases. Each application corresponds to another interaction between an optical pulse and

our sample, and each interaction could be due to one of many pulses, and either conjugation

of a given pulse. Furthermore, each application of the commutator
[
µ, ρ(n−1)

]
can have two

terms, µρ(n−1) and −ρ(n−1)µ, and the electronic structure of the measured system can also

add additional complexity.

Fortunately, in a given experiment, we do not typically have to worry about each of these

terms. Some terms can be removed due to time ordering, i.e. if pulse A impinges on the

sample first, it cannot interact after pulse B does. Often we assume that each pulse acts once.

We can also isolate a given signal pathway, such as in the example described in Equation

2.5, which constrains the possible pulse conjugations.

2.1.2 Feynman Diagrams

To tabulate the terms that contribute in a given experiment, we will find it useful to use

double-sided Feynman diagrams [48, 29]. These show how each interaction affects the density

matrix, and depict the possible states of the system at each step of the experiment.

To motivate double-sided Feynman diagrams, we will revisit Equation 2.24. We will

simplify the notation by assuming the interaction term is due to a single predetermined

pulse En + E∗n, instead of writing the full summation from Equation 2.25. We first need to
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deal with the commutator

[
V (t′) , ρ(n−1)

]
a,b

= −
[
µ, ρ(n−1)

]
a,b

(
Ên (t) eikn·x−iωnt + Ê∗n (t) e−ikn·x+iωnt

)
= −

((
µρ(n−1)

)
a,b
−
(
ρ(n−1)µ

)
a,b

)
(
Ên (t) eikn·x−iωnt + Ê∗n (t) e−ikn·x+iωnt

)
= −

(∑
c

µa,cρ
(n−1)
c,b −

∑
c

ρ(n−1)
a,c µc,b

)
(
Ên (t) eikn·x−iωnt + Ê∗n (t) e−ikn·x+iωnt

)
.

(2.26)

Each term of this equation will correspond to a different Feynman diagram, d. If we sum

over all the individual ρ
(n)
a,b;d, we should recover ρ

(n)
a,b . Each Feynman diagram will show one of

the sets of density matrix elements ρ
(m)
a′,b′ , where m < n, that contribute to a final state ρ

(n)
a,b .

A double-sided Feynman diagram consists of rows of density matrix elements with arrows

pointing toward and away from the center. The bottom row represents the initial state of

the system, |k0〉 〈b0| and each subsequent row, |kn〉 〈bn|, represents the system at a later

time, or after the nth interaction. Each arrow represents an electric field interaction, which

occur between adjacent density matrix element rows. There are several rules used to build

Feynman diagrams, which are described as follows and illustrated in Figure 2.2.

First we will look at the two terms of the commutator
[
µ, ρ(n−1)

]
, which we will represent

by ζn,d. If µ acts on the left, as in µρ(n−1), then the interaction arrow will be on the left side

Excitation De-excitation

En

|1〉 〈 |
|0〉 〈 |

η = 1, ζ = 1

| 〉 〈0|
| 〉 〈1|

η = 1, ζ = −1

E∗
n

| 〉 〈1|
| 〉 〈0|

η = −1, ζ = −1

|0〉 〈 |
|1〉 〈 |

η = −1, ζ = 1

Figure 2.2: A table showing the four possible interactions that can occur in double-sided
Feynman diagrams, and how they would affect the density matrix elements.
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of the Feynman diagram, and ζn,d = 1. Looking at Equation 2.26, we see that the row of

the relevant density matrix element changes, and the column stays the same, so kn−1 6= kn

and bn−1 = bn. If µ acts on the right, as in −ρ(n−1)µ, then the interaction arrow will be on

the right side of the Feynman diagram, and ζn,d = −1. Similarly, we see that the column of

the relevant density matrix element changes, and the row stays the same, so bn−1 6= bn and

kn−1 = kn.

Next we have the two conjugations of the pulse, En = Ên (t) e−ikn·x+iωnt and E∗n =

Ê∗n (t) eikn·x−iωnt, which we will represent by ηn,d. On the Feynman diagram, the pulse conju-

gation is represented by the direction that the arrow is pointing. If the unconjugated pulse

En is used, then the arrow is pointed to the right (↗) and ηn,d = 1, and if the conjugated

pulse E∗n is used, then the arrow is pointed to the left (↖) and ηn,d = −1.

We can use the variables we have defined here to relate an individual Feynman diagrams

back to a term of Equation 2.24. As previously stated, after n interactions, the relevant

density matrix element of a Feynman diagram d is |kn〉 〈bn|, which we can represent as

ρ
(n)
kn,bn;d. We will also use our definitions for ζn,d and ηn,d. Putting all of this together with

the results of Equation 2.26, we get [38, eqs. 2.10-2.13]

ρ
(n)
kn,bn;d (t) = ζn,d

iµζn,d
~

eiηn,dkn·x
∫ t

−∞
Ê
ηn,d
n (t′) e−iηn,dωnt

′
e−iΩkn,bn (t−t′)ρ(n−1)

kn−1,bn−1,d
(t′) dt′,

(2.27)

where if ζn,d = 1, then µζn,d = µkn,kn−1 , and if ζn,d = −1, then µζn,d = µbn−1,bn , and Ê
ηn,d
n

corresponds to Ên for ηn,d = 1 and Ê∗n for ηn,d = −1.

The next rule for Feynman diagram formation is a consequence of the rotating wave

approximation. Essentially, if the interaction arrow is pointing toward the center of the

Feynman diagram, then that side of the density matrix element will be excited, or moved to

a higher energy state. If the arrow is pointing away from the center of the Feynman diagram,

then that side of the density matrix element will be de-excited, or moved to a lower energy

state.
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Finally, the last interaction arrow of a Feynman diagram often represents the emitted

coherent third-order (or more generally odd-order) signal. In this case, the last interaction

arrow is drawn with a wavy arrow pointing away from the Feynman diagram. This signal is

only emitted if the final density matrix element of the Feynman diagram has the same state

for the ket and the bra, so kn = bn. The emitted electric field is proportional to [38, eqns.

2.17-19]

E
(n)
d (t) ∝ −ζn,d

∂

∂t
µζn,dρ

(n)
kn−1,bn−1;d (t) . (2.28)

Alternatively, the signal can be measured using an incoherent fourth-order (or more gen-

erally even-order) signal, in this thesis from the photoluminescence due to a decaying pop-

ulation state. After a final fourth optical pulse, the system must be in a population state,

such that kn = bn are in the same excited state. Here, the emitted intensity is proportional

to ρ
(n)
kn,bn;d (t). This will be discussed further in Section 2.3.2.

2.2 Varieties of MDCS Spectra

Next we will apply Feynman diagrams to a variety of spectra. Through this we can see how

Feynman diagrams are used in practice, and observe the diverse uses of MDCS spectra.

2.2.1 Two-Pulse Spectra

Two-pulse correlation (TPC) spectra are useful as a simple example to start with, but also

have experimental utility [5], as will be shown in Chapter 4. Consider a single pulse incident

on a two-level system, with states |0〉 and |1〉, as shown in Figure 2.3 (a). Since we are

working with a single pulse impinging on the sample, this is a linear measurement. We will

look for the signal that propagates in the same direction as the laser, so the interaction due

to the first pulse is unconjugated (EA).

The pulse sequence as well as a visual depiction of the system at each step of the sequence

is shown in Figure 2.3 (b), and the corresponding Feynman diagram is shown in Figure 2.3
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a)

|0〉

|1〉 b) A LO∗

t
|1〉

|0〉

c)
|0〉 〈0|
|1〉 〈0|
|0〉 〈0|

Figure 2.3: (a) The energy level diagram of a two-level system. (b) A TPC pulse sequence.
(c) The corresponding double-sided Feynman diagram.

(c). Before the pulse arrives, the system starts out in the ground state, so the first row of

the Feynman diagram is |0〉 〈0|.

Since the system starts out in the ground state, the first pulse interaction should be an

excitation, and we also know that the pulse is unconjugated. Referring to Figure 2.2, we

see that this first interaction must be on the left side, and should point toward the center of

the Feynman diagram, which is what is shown in Figure 2.3 (c). Due to the excitation on

the left side, the second row of the Feynman diagram is forced to be |1〉 〈0|. Thus, the pulse

will drive the system into a coherent superposition between the ground and excited states,

as depicted in the bottom of Figure 2.3 (b).

Lastly, we have the emitted signal, which is depicted with a wavy arrow in the Feynman

diagram. We know that this emission arrow must point away from the diagram, so it

corresponds to a de-excitation. Since the ket |1〉 is excited and the bra 〈0| is not, this de-

excitation must occur from the left, as is shown in Figure 2.3 (c). It will also bring the

system back to the ground state |0〉 〈0|.

Notably, a second pulse is shown in Figure 2.3 (b). Here, it is labeled as a local oscillator,

meaning it does not interact with the sample, but instead interferes with the emitted signal to

enable heterodyne detection. Unfortunately, it will also interfere with pulse A, which is likely

stronger than the emitted signal from the sample, making it difficult to detect the sample

response. The TPC spectra in Chapter 4 were taken using photoluminescence detection,
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which makes it easier to filter out the incident laser. The differences between the different

detection schemes will be explored in Section 2.3.2.

2.2.2 Rephasing Spectra

The most common type of MDCS spectrum is the rephasing spectrum. This uses the same

third-order pathway described in Equation 2.5, namely E∗AEBEC , so the first pulse has the

opposite conjugation of the second two pulses [61].

The pulse sequence is shown in Figure 2.4 (a), which is depicted here using an example

two-level system. Initially, the system starts out in the ground state. The first pulse A∗

will create a coherent superposition between the ground and excited states. The second

pulse will create a population, here in the excited state. The third pulse will create another

coherent superposition between the ground and excited states. Lastly, the final interaction

is the emission, which brings the system back to the ground state, and is probed with a

heterodyne pulse which is assumed to not interact with the sample.

This qualitative picture is useful to conceptualize the rephasing pulse sequence, but several

details are better explained using the corresponding Feynman diagram, which is shown in

Figure 2.4 (b). The Feynman diagram is also color coded for each of the time delays in the

pulse sequence. Again, the system starts in the ground state, or |0〉 〈0|. Using similar logic to

a) A∗ B C D∗

τ T t
|1〉

|0〉

b)
|0〉 〈0|
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Figure 2.4: (a) A pulse sequence for a rephasing spectrum. (b) The corresponding double-
sided Feynman diagram. (c) The rephasing spectrum for this system, where the magnitudes
of the complex valued data are plotted.
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the two pulse case, the first interaction is an excitation from the right, putting the system in

the state |0〉 〈1|, which is the first superposition state. For the second interaction, we actually

have a choice. Since the pulse is un-conjugated, we know that the interaction arrow must

point to the right. However, this could be an excitation from the left with corresponding

state |1〉 〈1|, or a de-excitation to the right with corresponding state |0〉 〈0|. The Feynman

diagram shown here chooses the former, but the latter choice is also associated with a valid

Feynman diagram. Moving on, the third interaction is forced to be a de-excitation from the

right, putting the system in the state |1〉 〈0|. Lastly, we have the arrow corresponding to

emission, where that emission can again be measured using heterodyne detection.

For a rephasing spectrum, we measure data as a function of the time delays τ and t, and

take a Fourier transform of the data with respect to these time delays to get a spectrum,

such as that in Figure 2.4 (c). Since the state during the τ time delay is |0〉 〈1|, according

to Equation 2.27, this state evolves as e−iΩ01τ = e−iω01τ−γ01τ . Thus, the vertical ωτ axis

probes this evolution. Similarly, the state during the t time delay is |1〉 〈0|, which evolves as

e−iΩ10t = e−iω10t−γ10t, and the horizontal ωt axis probes this evolution. Note that γ10 = γ01, so

the dephasing rate is the same during both time delays. However, by Equation , ω10 = −ω01,

so the phase evolution during these two time delays is opposite. Thus, we will take the

convention that the vertical ωτ axis is negative, so the diagonal for which the excitation and

emission frequencies are equal is the downward sloping diagonal depicted with a black line

in Figure 2.4 (c).

One consequence of this is the ability to distinguish between homogeneous and inhomo-

geneous broadening [39]. The homogeneous linewidth is the width of the spectral peak of

a single system, and for our two-level system, this is determined by γ10. The inhomoge-

neous linewidth is the width of a spectral peak of an ensemble of systems. An ensemble is

inhomogeneously broadened if the inhomogeneous linewidth is larger than the homogeneous

linewidth. One example of inhomogeneous broadening is Doppler broadening in a gas. Each

molecule of a specific gas has a very similar homogeneous linewidth. However, when we ob-
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Figure 2.5: (a) An inhomogeneously broadened 1D spectrum. (b) An inhomogeneously
broadened 2D spectrum

serve an ensemble, some molecules are moving toward us and others are moving away from

us, causing their frequencies to shift up or down, respectively. This makes the spectrum of

the ensemble much broader than the spectrum of individual molecules, as is shown in Figure

2.5 (a). Here, the homogeneous linewidth is the width of one of the colored curves, and the

inhomogeneous linewidth is the width of the black curve.

Now consider the rephasing spectrum of an inhomogeneously broadened ensemble. As

before, the evolution during time τ is eiω10t−γ10τ , and the evolution during time t is e−iω10t−γ10t.

Each system in our inhomogeneously broadened ensemble will have a slightly different value

for ω10, so during the τ time delay the different systems will become out of phase with respect

to each other. However, due to the pulse conjugation and the resulting sign difference in the

phase evolution, during the t time delay this process will reverse and the systems will be

brought back in phase with each other. Thus, a strong signal can be measured for τ ≈ t, even

in the presence of strong inhomogeneity. This signal is often referred to as a photon echo

[1]. Note that inhomogeneous broadening behaves differently compared to the homogeneous

dephasing γ10, which cannot be reversed in this manner. We can obtain both linewidths

from a single rephasing spectrum in the frequency domain, as the inhomogeneous linewidth

is the width along the downward sloping, or main diagonal, and the heterogeneous linewidth

is the width along the upward sloping, or cross diagonal.

To better understand rephasing spectra, we will now consider the V-shaped three-level
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Figure 2.6: (a) The energy level diagram of a V-shaped three-level system. (b) The rephasing
spectrum for this system. (c) The Feynman diagrams corresponding to this spectrum.

system shown in Figure 2.6 (a). We see that the corresponding spectrum in Figure 2.6

has a total of four peaks, which follow directly from the Feynman diagrams in Figure 2.6

(c). Each Feynman diagram will contribute to one of the peaks in the spectrum, where the

excitation frequency ωτ corresponds to the state during the τ time delay, and the emission

frequency ωt corresponds to the state during the t time delay. The two peaks on the main

(downward sloping) diagonal are due to the Feynman diagrams where the τ and t coherences

are between the same two states. For this V-shaped three-level system, that means only one

of the excited states, |1〉 or |2〉, contributes. The remaining off-diagonal peaks are due to

the Feynman diagrams where the τ and t coherences are between different sets of states, so

both excited states must contribute.

These off-diagonal peaks only occur when the two relevant electronic transitions are cou-

pled [39], which for the system in Figure 2.6 is achieved by having a shared ground state. If
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the energy level diagram instead consisted of two disjoint two level systems, the off-diagonal

peaks in Figure 2.6 would be absent, and only the two on-diagonal peaks would remain. This

makes MDCS particularly useful in untangling complicated spectra by identifying which elec-

tronic transitions are coupled. This will be used in Chapter 4 to better understand spectra

of several families of SiV centers.

2.2.3 Zero-Quantum Spectra

One may notice by inspecting Figure 2.6 (c) that some of the Feynman diagrams contain a

coherence during the T delay. These coherences cannot be probed using a single rephasing

spectrum, although sometimes a series of rephasing spectra are taken at different T time

delays do so, forming a sort of three-dimensional spectrum. One alternate option is to use a

single two-dimensional zero-quantum spectrum.

Zero-quantum spectra use the same third-order pathway E∗AEBEC as rephasing spectra,

so the pulse sequence is the same as that of Figure 2.4 (a). However, while the time delays

varied for rephasing spectra are τ and t, the time delays varied for zero-quantum spectra are

T and t [61].

Since the third-order pathway for zero-quantum spectra is the same as for rephasing

spectra, the Feynman diagrams are also the same. Figure 2.7 (a) shows a zero-quantum

spectrum for the V-shaped three-level system depicted in Figure 2.6 (a), and Figure 2.7

(b) reproduces the Feynman diagrams from Figure 2.6 (c). We can again associate the

different Feynman diagrams to different peaks in the spectrum. The emission frequency ωt

is determined by the state during the t time delay, as before. The mixing frequency ωT

therefore corresponds to the state during the T time delay. Since most Feynman diagrams

have a population state during the T time delay (|0〉 〈0|, |1〉 〈1|, or |2〉 〈2|), the mixing

frequency is simply zero. However, two of the diagrams have coherences during the T time

delay, |2〉 〈1| and |1〉 〈2|, which manifests as two peaks with nonzero mixing frequencies, ω21

and ω12 = −ω21.
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These coherences are sometimes referred to as zero-quantum coherences, since the states

in the coherence are zero quanta apart. Here, both states in the coherence are excited states,

but zero-quantum spectra can also be used to probe split ground states. We can similarly

use the term single-quantum coherence to describe the coherences probed during the t time

delay of zero-quantum spectra, or during the τ and t time delays of rephasing spectra.
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Figure 2.7: (a) The zero-quantum spectrum for the V-shaped three-level system in Figure
2.6 (a). (b) The Feynman diagrams corresponding to this spectrum.

2.2.4 Double-Quantum Spectra

The third type of MDCS spectra we will discuss is double-quantum spectra, which is pre-

dictably used to probe double-quantum coherences. This uses a different third-order pathway,

specifically EAEBE
∗
C , and the varied time delays in this case are T and t [61, 71].

To investigate double-quantum spectra, we will require a doubly excited state, so we will

use the three-level system depicted in Figure 2.8 (a). The double-quantum pulse sequence

is shown in Figure 2.8 (b), and the possible Feynman diagrams are shown in Figure 2.8

(c). As before, the system will start in the ground state. The first two pulses are both

unconjugated, so according to Figure 2.2 they must either be an excitation to the left, or a

de-excitation from the right. Since the bra 〈0| is in the ground state, the first pulse must

be an excitation from the left, and since this interaction does not affect the bra, the second
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Figure 2.8: (a) A three-level system with a doubly excited state. (b) A pulse sequence for a
double-quantum spectrum. (c) The two corresponding double-sided Feynman diagrams. (d)
The double-quantum spectrum for this system.

pulse must also be an excitation from the left. Thus, after the first pulse, the system is in a

coherent superposition between the ground and the first excited state, and after the second

pulse, the system is in a coherent superposition between the ground and the doubly excited

state. Moving on, the third pulse is conjugated, so it can either be an excitation from the

right or a de-excitation to the left. Both of these can yield valid Feynman diagrams, and

will result in a single-quantum coherence. As before, the last interaction arrow corresponds

to emission which can be measured using heterodyne detection.

The location of the peak in the double-quantum spectrum again can be found using the

coherences in the Feynman diagram. The emission frequency ωt is once again determined by

the state during the t time delay. The double-quantum frequency is predictably determined

by the state during the T time delay, which will have evolution frequency ω20 ≈ 2ω10. Unlike
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for the rephasing spectrum, this frequency is positive, so the vertical axis is also positive. In

the spectrum shown in Figure 2.8 (d), the plotted diagonal is ωT = 2ωt.

It is worth emphasizing the importance of the doubly excited state to a double-quantum

spectrum. We saw that for the double-quantum pathway, valid Feynman diagrams require a

double-quantum coherence after the second pulse. Thus a double-quantum signal will only

exist if a doubly excited state exists.

While double-quantum spectra can be used to probe a single system with a doubly excited

state, it is more commonly used to measure interactions between multiple systems. Consider

two two-level systems, which can combine to form a single diamond-shaped four-level system,

as is shown in Figure 2.9. The differences between the ground and singly excited states in

the four-level system are the same as for the individual two-level systems. However, the

difference between the ground and doubly excited states is not simply the sum of the energy

differences for the two two-level systems, instead it is reduced by a term ∆ due to the

interaction between the systems.

Recall our two Feynman diagrams from Figure 2.8 (c). Recall also that the leading sign

of Equation 2.27 is due only to the side of the interaction, notated by ζn,d. For the first

Feynman diagram, all interactions act on the left side, and for the second diagram, all but

one of the interactions act on the left side. Thus, the signal due to these two diagrams have

opposite signs. If the energy difference between the ground and first excited state and the

energy difference between the first and doubly excited states are equal, or if ω10 = ω21, then

|g1〉

|e1〉

⊗

|g2〉

|e2〉

= |g1e2〉 |e1g2〉

|g1g2〉

|e1e2〉∆

Figure 2.9: A depiction of two two-level systems combining to form a single four-level system.
Due to interactions, the energy of the doubly excited state |e1e2〉 is reduced by ∆.
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the signals from the two Feynman diagrams will cancel, and no signal will be measured.

This means that an interaction term such as ∆ is required to observe a double-quantum

signal [42]. Double-quantum spectra, therefore, provide a background-free measurement of

interacting systems, and seeing a double-quantum signal generally implies the existence of

interactions.

Lastly, we will note that higher order n-quantum spectra can be obtained by allowing

pulses B and C∗ to interact with the system multiple times, allowing us to probe a coherence

between a ground and nth excited state. This will be expanded upon in Chapter 6.3.1.

2.3 Experimental Realization

The experiment I primarily worked on for this thesis is a collinear MDCS experiment. It

is capable of heterodyne, photoluminescence, and photocurrent detection schemes [49], al-

though I primarily worked with photoluminescence detection. A schematic of the experiment

is shown in Figure 2.10. A pulsed titanium-sapphire (Ti:sapph) laser is fed through nested

Mach-Zehnder interferometer to create the four optical pulses needed for an MDCS experi-

ment. These pulses are each tagged using an acousto-optic modulator (AOM), before being

recombined to a single collinear beam, which is then sent to the sample. Regardless of de-

tection scheme, the final signal is measured using a photodetector and a lock-in amplifier.

In the following sections we will explore some of the specifics of the experimental setup in

more detail.

2.3.1 Collinear Multidimensional Coherent Spectroscopy

As expressed in Section 2.1, in a MDCS experiment it is very important to isolate the desired

third-order signal. Originally, this was done with k-vector selection. In this method the three

pulses A, B, and C strike the sample from different directions and the signal is emitted in

a fourth direction [12]. For instance, for a rephasing spectrum the signal is emitted in the

25



τ

T

t

CW

Pulsed

REF1

REF2

Sample

D C B A

t T τ

AOM A

AOM B

AOM C

AOM D

Figure 2.10: A schematic of a collinear MDCS experiment.

−kA + kB + kC direction. However, the complex geometry this requires can be tricky to

align and uses a large spot size on the sample, making any sort of imaging impractical.

Active phase stabilization is also required, which can be finicky to implement. Furthermore,

photoluminescence detection is not possible with this experimental configuration, since the

photoluminescence will not be emitted in any particular direction, so the desired signal

pathway cannot be isolated.

Instead, our experiment uses a collinear design, which was first demonstrated in Reference

[65]. Since the incident beams are collinear, we can no longer isolate the desired third-order

signal spatially. Rather, AOMs are used to tag each beam with a different frequency, as

shown in Figure 2.10. The first order diffraction from each AOM will be modulated at

the driving frequency of the AOM, which has the effect of shifting the laser frequency by

this driving frequency. Since each pulse is shifted by a different amount, the phases of the

four beams will shift with respect to each other. The phase shift between two beams will

cycle at a rate of the difference between their respective driving frequencies. This results in

modulations of the different third-order signals, each determined similarly to the k-vector

selection directions [49].

To enable more specificity, let the AOM frequencies for the four beams be ωA, ωB, ωC ,

and ωD. The rephasing signal will be modulated at frequency −ωA +ωB +ωC −ωD and the

double-quantum signal will be modulated at frequency ωA + ωB − ωC − ωD [61].
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Our desired measurement is phase dependent, and is therefore sensitive to extremely slight

changes in distance between the different interferometer arms. To control for this, we use

passive phase stabilization in the form of a continuous wave (CW) reference laser. A CW

Helium-Neon laser co-propagates with the pulsed laser through the interferometer. We send

the combined AB and CD CW beams onto separate detectors, labeled REF1 and REF2 in

Figure 2.10, which are used to obtain the reference for the detection frequency.

In practice, for a rephasing spectrum, we modulate the AOMs in the range of 80 MHz,

and set the difference frequencies ωB − ωA and ωD − ωC , as well as the signal frequency

−ωA + ωB + ωC − ωD, to values between 50 and 150 kHz so that these frequencies can be

detected in the corresponding reference and signal detectors. The outputs of the reference

detectors are fed into a field programmable gate array (FPGA), which digitally computes

the sum and difference of the frequencies. The difference frequency is required for rephasing

spectra, and is sent to the lock-in amplifier to isolate the signal.

Double-quantum spectra can also be taken with our setup, but a few things must be

changed first. First, we set the difference frequencies ωC − ωA and ωB − ωD and the signal

frequency ωA + ωB − ωC − ωD similarly to the corresponding frequencies in the rephasing

spectrum. This means to retrieve these frequencies from the reference laser, we must send

all four CW beams onto a single detector. Then the FPGA applies filters to the detector

output to isolate the two difference frequencies, before computing their difference to obtain

the final reference frequency.

2.3.2 Detection Schemes

Now that we have determined the frequency reference, we need to find the signal itself. A

collinear geometry enables multiple detection schemes, and we will focus on heterodyne and

photoluminescence detection, whose implementations are described in Reference [62].

In heterodyne detection, only the first three pulses are sent to the sample, as shown

in Figure 2.11 (a). They impinge normally to the sample, and the third-order coherent
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Figure 2.11: Schematics of (a) heterodyne detection and (b) photoluminescence detection.

four-wave-mixing signal propagates backward the beam path, where it is picked off by a

beamsplitter. Another beamsplitter combines it with the fourth pulse to allow them to

interfere, and both are sent onto a detector. The detector output is fed into a lock-in

amplifier. Alternatively, some implementations of heterodyne detected MDCS find it more

convenient to send all four pulses to the sample. In this case, it is assumed that the fourth

pulse does not interfere with the sample. This form is easier to implement and align, and

makes more complex imaging feasible [52].

In photoluminescence detection, all four pulses are sent to the sample and interfere with

the sample, as shown in Figure 2.11 (b), making photoluminescence detection a fourth-order

signal. Instead of measuring the four-wave-mixing signal directly, the nonlinear effects result

in a modulation of the incoherent photoluminescence, which is collected. In order to isolate

the photoluminescence, it is important to remove as much of the laser scatter as possible.

One way we do this is by mounting the sample at a 30◦ angle, so that the laser is primarily

reflected away from the beam path. Since the photoluminescence is generally not emitted

in a single specific direction, it will still be collected. Additionally, we cross-polarize the

detection, meaning we send a linear polarization of light to the sample, and use a polarizer

to filter most of the reflected laser and collect only the perpendicular polarization. An

anti-reflective coating can also help reduce reflections from the sample surface.

Photocurrent detection is very similar to photoluminescence detection, in that all four
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pulses are sent to the sample. However, instead of measuring emitted light on a detector, a

photocurrent signal is measured directly using electrical contacts on the sample. While the

experiment I worked on for this thesis is capable of photocurrent detection, I did not use

this functionality.

2.3.3 Other Experimental Details

Regardless of detection method, MDCS requires resonant excitation of the system being

measured. Thus, the types of systems available for study are limited by the type of laser

being used. Our laser is a tunable, 700− 950 nm, pulsed Ti:sapph with a 76 MHz repetition

rate and 7−10 nm bandwidth. This makes it ideal for studying narrow resonance structures,

such as that of the SiV center, since more of the laser spectrum is able to access the system.

The narrow bandwidth also reduces the need for dispersion compensation. However, broader

resonances structures, for instance those of transition-metal dichalcogenide (TMDC)s, cannot

be effectively probed, since the laser is unable to interact with all resonances of a system at

once.

To ensure that we are observing a third-order signal, we measure the magnitude of the

signal as a function of laser power. Recall that heterodyne detection should be of third

order and photoluminescence detection should be of fourth order. Since the intensity of the

incident laser should follow I ∝ |E|2, for signal strength S, we ensure the laser power is within

the range such that S ∝ I3/2 for heterodyne detection and S ∝ I2 for photoluminescence

detection.

The systems being studied typically have narrower spectral peaks at low temperatures.

Thus, to observe the system in more detail, it is advantageous to chill the sample. To this

end, we use a closed-loop cryostat capable of keeping the sample at around 11 K.

One advantage of a collinear design is the ability to achieve small spot sizes and use

imaging. We send our recombined beams through a 20X/0.40 N.A. objective, giving a spot

size of 1 − 4 µm, depending on the diameter of the incident laser beam. Our objective also
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has a long working distance of 19 mm, which allows us to focus on any part of the sample,

even when it is mounted at an angle in the cryostat.

For simple imaging, the objective is mounted on a three-axis translation stage. A series

of mirrors are mounted to the stages to keep the laser centered on the objective for all stage

positions. Spectra can be taken at different points along the sample, down to a resolution

of 1 µm.
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CHAPTER 3

Silicon-Vacancy Center Background

It is well known that diamond is a special material, and it has been prized since antiquity

for its beauty and strength. However, in recent years, there has been much scientific interest

in diamond color centers, such as the NV and SiV color centers. These impurities can be

found in naturally occurring diamond, and their presence can give these diamonds color.

There are many known impurities in diamond which can appear in absorption or photo-

luminescence spectra [73]. Finding the physical defects responsible for the various spectral

signatures was a challenge for researchers, however. The NV center was identified as a

nitrogen-based defect in the 1970s by comparing the absorption and luminescence spectra

from irradiated and annealed diamond with nitrogen impurities [13]. The physical structure

for the SiV center was determined in the 1990s using silicon doped diamond [11] and ab

initio calculations [25].

Since then, these defects have attracted attention due to their potential uses in quantum

information and quantum sensing. For instance, these defects have shown promise as a single

photon source [34] and as a quantum memory [23, 63], and they have been integrated into

photonic circuits [20, 68]. Additionally, the NV center has demonstrated utility as a strain

gauge in a diamond anvil cell [31] and has been used extensively to measure the magnetic

fields of microscopic structures [64, 37].While much of this work has focused on the NV

center, the SiV center has some key advantages over the NV center, its large zero-phonon

line (ZPL) and inversion symmetry in particular, which has lead to an increased interest in

31



it over the past decade.

In this chapter, we will give an overview of the SiV center. In Section 3.1 we will discuss

the physical crystal structure of diamond and the SiV center. Following that, Section 3.2 will

have a brief discussion of of the electronic structure of the ZPL of the SiV center. Section 3.3

will give more specific background regarding how the SiV center responds to strain, including

a general discussion of strain and a discussion of some previous results by Meesala, et al.

[45]. Finally, Section 3.4 will briefly discuss a project I worked on using double-quantum

MDCS to detect interactions between nearby SiV centers.

3.1 Physical Structure and Orientation

3.1.1 Diamond Crystal Structure

Diamond consists of a lattice of covalently bonded carbon atoms. More specifically, these

carbon atoms are arranged in face-centered cubic lattice structure of side length 3.57�A with

a two-atom basis: atoms at [000] and [1
4

1
4

1
4
] [3, pg. 76]. A view of the unit cell is shown in

Figure 3.1 (a).

It is common to use Miller indices to describe directions and surfaces within the crystal, as

described in Reference [3, pgs. 91-93]. They can be used to specify planes (with parentheses)

or directions (with square brackets) using the basis vectors of the unit cell. If the basis vectors

for the direct lattice are a1, a2, and a3, (which, for a cubic lattice, point along the edges of

a unit cell), then directions defined with Miller indices [hkl] will always be parallel to the

vector ha1 +ka2 + la3. Miller indices of lattice planes are defined using the reciprocal lattice,

with basis vectors b1, b2, and b3, so the lattice plane (hkl) is defined to be normal to the

reciprocal lattice vector hb1 + kb2 + lb3. For a cubic lattice, the reciprocal lattice vectors

and direct lattice vectors are parallel to each other, so the plane defined by (hkl) will be

normal to the direction [hkl]. It is also standard to represent negative numbers using bars,

for example k̄ instead of −k. Some common examples for the cubic lattice are shown in
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a) b)

[100]

[001]

[010]

[100]

(100)

[110]

(110)

[111]

(111)

Figure 3.1: (a) The unit cell of the diamond lattice, with the axis labels shown for the crystal
basis [46]. (b) Some commonly used Miller indices for the cubic lattice. Example directions
are shown in purple, and planes are shown in orange.

Figure 3.1 (b).

Miller indices are used to describe the cut of a diamond surface, or the plane on which it

is grown. The surfaces (100), (110), and (111) are all common growing surfaces. As will be

discussed in Section 4.1.2, our sample is (110)-oriented. A top-down view of (110)-oriented

diamond is shown in Figure 3.2.

The diamond lattice has four different orientations of carbon-carbon bonds, which can

be expressed using Miller indices as [111], [11̄1̄], [1̄11̄], and [1̄1̄1]. Due to the symmetry of

the diamond lattice, this can also be represented more succinctly as 〈111〉, where the angle

brackets indicate all equivalent lattice directions. Looking at these different directions in

the (110)-oriented diamond, we see that the carbon-carbon bonds can be sorted into two

groups: in-plane and out-of-plane orientations, as depicted in Figure 3.2. The in-plane

orientations have the carbon-carbon bonds in the plane of the sample surface. The-out-of-
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Figure 3.2: A top down view of (110)-oriented diamond. The four orientations of carbon-
carbon bonds can be grouped into in-plane (orange) and out-of-plane (purple) directions.

plane orientations are at an angle of 54.7◦ from the sample surface.

3.1.2 Silicon-Vacancy Structure

The SiV center is one of many color centers in diamond, which are point defects in the

diamond lattice. Point defects are so called because they occur around a single point in a

crystal [3, pg. 616]. The SiV center is formed by replacing two adjacent carbon atoms from

the diamond, and replacing them by a single silicon atom, as shown in Figure 3.3 (a). Since

there is one fewer atom than before, we often say that the second lattice site is empty, or

vacant, hence the name “silicon-vacancy” center.

The SiV center is often compared to the NV center, which is shown in Figure 3.3 (b), and

has been the focus of much scientific research [18]. Both have similar construction, but for

the NV center the two carbon atoms have been replaced by a single nitrogen atom. Unlike

the nitrogen in the NV center, the silicon in the SiV center is located directly between two

lattice sites in the crystal, as can be seen in Figure 3.3 [25]. This means that, unlike the NV
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a)

Si
C

b)

N C

Figure 3.3: Diagrams of the (a) SiV and (b) NV center [46].

center, the SiV center is inversion symmetric, which makes it less susceptible to the Stark

effect and other irregularities within the diamond.

Since the SiV center occurs between between two adjacent lattice sites, it is restricted to

several possible orientations within the crystal. We will define the SiV axis as the axis which

passes through the two vacant lattice sites in a given SiV center, and this axis is shown in

Figure 3.4 (a). Using this definition, the SiV axis can only occur along the four possible

directions of carbon-carbon bonds in the crystal. Thus, our discussion of carbon-carbon

bond orientations in Section 3.1.1 also translates to SiV center orientations. In particular,

for a (110)-oriented diamond, the SiV centers can be grouped into in-plane and out-of-plane

centers. This will be further expanded upon in Section 4.2.1.

a) b)

Figure 3.4: (a) A diagram of the SiV center with the SiV axis shown in purple. (b) The four
possible orientations of a SiV center [46].
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3.1.3 Bases

In this work, we will find it useful to define two different bases. The first of these is defined

for the diamond crystal. Since our sample is (110) oriented, we will choose the y-axis to

be normal to the sample surface, or in the [110] direction. We will fix the z-axis to the

[001] direction, which puts the x-axis in the [11̄0] direction. These three axes are pictured

in Figure 3.5 (a).

The second basis will be defined relative to a given SiV center. We will let the z′-axis

be along the SiV axis shown in Figure 3.4 (a), which is also along the 〈111〉 direction. We

will define the x′-axis and y′-axis as pictured in Figure 3.5 (b), or along the 〈12̄1〉 and 〈101̄〉

directions, respectively. Because there the four orientations of SiV center, there are four

different SiV bases.

It will be useful to be able to convert between these different bases. First we will define

φ = 1/2 arccos (−1/3) ≈ 54.7◦, (3.1)

where 2φ is also the angle between adjacent bonds in the diamond lattice [3, pg. 82]. Let

Rσ (θ) be the matrix representing a counterclockwise rotation of θ about the σ axis. We can

a)

z

x

y

b)

z′

y′x′

Figure 3.5: (a) The crystal basis for (110)-oriented diamond. (b) The SiV basis for a specific
SiV center.
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rotate a vector r from the crystal basis to each of the SiV bases using

r′ = Ry (φ) r,

r′ = Ry (−φ)Rz (π) r,

r′ = Ry (φ)Rz

(
−π

2

)
r,

r′ = Ry (−φ)Rz

(π
2

)
r.

(3.2)

To reverse these transformations, we can apply the transpose of the rotation matrices (cor-

responding to a clockwise rotation) in the opposite order.

3.1.4 Growing Diamond Samples

While diamond can form naturally and be mined, for scientific applications it is often de-

sirable to grow the diamond under controlled conditions. This is commonly done with

high-pressure high-temperature (HPHT) or chemical vapor deposition (CVD) growth pro-

cesses [19]. There are several ways to introduce color centers into the diamond lattice. They

can occur in natural diamond that is formed in the presence of a particular impurity. For

lab-grown diamonds, defects can be added either during the growth process or afterward,

through ion implantation .

For CVD grown diamond, an impurity can simply be added to the vapor, and atoms from

this impurity will be incorporated into the lattice as the diamond grows [50]. This means

there is no control over the position of individual defects, and they are randomly distributed

across a given plane in the diamond. This method can also prefer a particular orientation

(or several orientations) of defect centers, depending on the growth plane of the diamond

[27].

Impurities can also be added to existing diamond through ion implantation [69]. In this

case an accelerator is used to fire ions into diamond. This embeds the ions into the crystal,

but they cause damage to the crystal along the path over which they travel [32], and are
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likely not initially positioned as the desired defect center (e.g. an interstitial defect instead

of a NV or a SiV center) [35]. At this point, the diamond is typically annealed, or heated at

high temperatures, to allow the atoms to settle into a more regular and more favorable state.

This method does give some control over the position of the implanted ions, and the depth

of the ion can be controlled by varying the implantation energy. The density of implanted

ions can also be controlled, but the orientation of the resultant color centers is random.

3.2 Electronic Structure

While the understanding the physical structure of these centers is important when interpret-

ing results, the reason we want to study the SiV center is due to its electronic structure.

We will also restrict our discussion to the negatively charged SiV− center [24]. Other charge

states do exist, most notably the neutral SiV0 center [26, 17]. We will also continue to

compare the SiV center with the NV center.

One advantage of diamond as a host material is its wide band gap of 5.5 eV [15]. This

means that electronic excitations can fit easily within the band gap and remain and isolated

from the conduction band.

We care primarily about the ZPL of the SiV center. The ZPL corresponds to the electronic

interfacing are: (i) a suitable electronic level scheme with spin-
selective transitions; (ii) close to lifetime-limited homogeneous
line broadening of a purely electronic transition and weak
phonon side bands ! this, for all systems and as a general rule,
requires operation at cryogenic temperatures to avoid phonon
broadening of emission lines; (iii) narrow inhomogeneous
broadening and the absence of spectral diffusion effects to
enable emission of indistinguishable photons from different
emitters; (iv) efficient collection of the emission which as a
general rule requires photonic elements to allow efficient
radiation extraction from high-index solid-state materials; (v)
electronic or nuclear spin states with suitable coherence times
which allow for their application as long-lived quantum bits. In
recent years many solid-state systems, among them defects in
diamond, silicon-carbide (SiC) or other wide-bandgap semi-
conductors, defects in 2-dimensional materials, rare-earth ions
in crystals or semiconductor quantum dots, have been
investigated in terms of their optical and single photon emission

properties (see Refs. 19,20). In this context the SiV stands out
due to the absence of spectral diffusion, narrow inhomogeneous
broadening and the emission of lifetime-limited, indistinguish-
able single photons, fulfilling conditions (i)–(iii). Whereas many
of the above mentioned materials allow for integration with
photonic elements, such as cavities, waveguides or antennas
(condition (iv)) there are considerable differences in electron
spin coherence times: ranging from milliseconds for the
NV! center[21] to few nanoseconds in quantum dots.[20,22] Very
coarsely speaking it seems that excellent optical properties often
go hand in hand with poor spin coherence (e.g., quantum dots)
and vice versa (e.g., NV! centers). Here, the SiV center might
combine both desirable properties and turn out to be a
promising building block for spin-photon interfaces in photonic
quantum networks. However, for applications in quantum
information processing and quantum communication the
center, for a long time, lacked techniques to coherently
manipulate its quantum states. This coherent control has only
very recently been added to the SiV! toolbox and this article
provides a comprehensive review of these experiments and a
compact introduction to the most relevant physics of the SiV!

center which, in many aspects, differs significantly from the one
of its well-studied counterpart, the NV! center.

2. Electronic Properties
2.1. Level Structure

Before focusing on the quantum control, we first review the
SiV! center’s electronic structure as it is key to understand the
center’s coherence properties as well as the employed control
techniques. Ab initio calculations of the center’s molecular
structure predict a trigonal-antiprismatic (point group D3d) as
displayed in Figure 2(a) with the silicon atom, presumably due
to its size, relaxing onto an interstitial lattice site in between
two empty carbon sites along h111i and surrounded by six
equivalent nearest-neighbor carbon atoms.[24] This orienta-
tion is strongly supported by polarization measurements in
unstrained bulk diamonds.[25,26] Using this geometry as a
starting point, group theory predicts a twofold spin and
twofold orbitally degenerate Eg ground and Eu excited state
with only a single optical transition linking them.[25] To
reproduce the four-line fine structure of the SiV! displayed in
Figure 1(b) additional interactions due to spin orbit coupling
and the Jahn-Teller effect have to be included. These
perturbations lift the orbital degeneracy leading to an orbitally
split ground and excited state with the characteristically
large splittings of δg ¼ 2π # 48 GHz in the ground and
δg ¼ 2π # 259 GHz in the excited state. By adding an additional
Zeeman interaction term to the model and fitting it to
fluorescence maps of single SiV! centers acquired in external
magnetic fields like the one depicted in Figure 2(b), spin orbit
coupling can be identified as the dominant interaction in this
system. Moreover, the emergence of four optical components
from each of the four zero-field transitions of the ZPL
indicates an electronic spin of S¼ 1/2 as each orbital ground
and excited state component splits into two spin components.
This is consistent with ESR investigations of the uncharged

Figure 1. (a) Room temperature fluorescence spectrum of the SiV! zero
phonon line (blue lines and dots) and its weak phonon sideband (insert).
The broad emission of the NV! is shown in the background (gray) for
comparison.[23] (b) Low-temperature spectra of the SiV! zero phonon line
for several temperatures between 150 and 5 K showing the emergence of
the characteristic four-line fine structure.[23]

st
at

u
s

so
li

d
i

p
h

ys
ic

a a

www.advancedsciencenews.com www.pss-a.com

Phys. Status Solidi A 2017, 214, 1700586 © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1700586 (2 of 11)

 18626319, 2017, 11, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/pssa.201700586 by U

niversity O
f M

ichigan Library, W
iley O

nline Library on [27/01/2024]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

Figure 3.6: A plot comparing the the ZPLs and phonon sidebands of the NV and SiV centers,
figure reproduced from Reference [6].
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transition without contributions from phonons, or vibration modes within the crystal. It is

often accompanied by a phonon sideband, for which phonons do contribute. The phonon

sideband is typically much broader than the ZPL [11]. Many color center applications require

the simpler physics of the ZPL, so it is desirable to have most photons absorbed by or emitted

from the ZPL. Thus, the relatively weak phonon sideband and strong ZPL of the SiV center

gives it an advantage over the NV center, which has a comparatively weaker ZPL as shown

in Figure 3.6 [6, 55].

The ZPL of the SiV center is centered around 407 THz or 1.68 eV [11]. This makes

it optically accessible with 737 nm light. The energy level diagram of the SiV center has

split ground and excited states resulting in a four-level system as pictured in Figure 3.7 (a)

[11, 30, 55]. These can also be split further with the application of a magnetic field due to

the Zeeman effect [30], which is not pictured.

As shown in Figure 3.7, each transition between a given ground and excited state pair is

allowed. This means there are four possible transitions in this level diagram, and a typical

SiV spectrum will have four peaks as shown in Figure 3.7 (b). However, it has also been

a)

∆gs

∆es

∆ZPL

Perpendicular
Parallel

an array of solid immersion lenses (SIL) was fabricated
using focussed ion beam milling (for details about the
samples see the Supplemental Material [14]). The samples
were investigated in two home built confocal microscopes,
with excitation wavelengths in the range 690–700 nm, one
equipped with a superconducting magnet mounted in
Faraday configuration, providing fields up to 7 T.
Throughout all the measurements, the magnetic field is
aligned parallel to the crystallographic [001] direction.
Figure 1 shows the zero-field spectral fine structure of an

ensemble of SiV− defects [Fig. 1(a)] and a single defect
under a SIL [SIL1, Fig. 1(c)]. The position and splitting
[ground state splitting: ΔEg ¼ 50 GHz (0.21 meV),

excited state splitting: ΔEe ¼ 260 GHz (1.08 meV)] of
the fine structure in the SiV− ensemble sample are in
excellent agreement with former findings [1]. The line-
width of the fine structure lines in the SiV− ensemble is
≈10 GHz [3,13], indicating a very small inhomogeneous
broadening and proving the high crystalline quality of the
diamond film. Therefore, we treat this SiV− ensemble as
the reference which we compare single SiV− centers to. For
SIL1, the splitting of the two doublets is identical with the
reference sample within our resolution limit of 5 GHz. The
relative intensity of the peaks is different from the SiV−
ensemble which is due to a different temperature and
resulting different thermalization [1].
To investigate the dipole transitions of the SiV−, we

measure the photoluminescence polarization for several
single emitters in the SIL sample [e.g., SIL1, Fig. 1(b)]. The
polarization of the fine structure lines can be grouped in
two subsets. The inner transitions are polarized parallel to
each other and perpendicular to the outer ones, where all
polarization axes are parallel to the equivalent h110i
directions. For our measurements, corresponding to a
projection into the (001) plane, the observed polarization
direction is consistent with the predicted h111i alignment
of the SiV inD3d symmetry [6]. This result is confirmed by
independent measurements on a larger number of SiV−
defects [15]. The red solid lines in Fig. 1 represent a
simulation using the model developed below.
To gain further insight into the electronic structure, both

the ensemble of SiV− and another single emitter, SIL2,
were exposed to a magnetic field. The Zeeman effect leads
to a splitting of each fine structure line into four lines,
where this splitting is not symmetrical and shows several
avoided crossings (Fig. 2). The splitting into four compo-
nents points towards a spin 1=2 system and the avoided
crossings indicate SO coupling. From the fact that the
ensemble spectrum shows a very similar splitting pattern to
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FIG. 1 (color online). Spectral fine structure of (a) an ensemble
of SiV− centers at 4 K and (c) single emitter SIL1 under a solid
immersion lens at 18 K. The inset (b) shows the polarization of
each single fine structure line. Black dots are measurements, red
solid lines are simulations.
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FIG. 2 (color online). Spectral fine structure splitting of (a) a SiV− ensemble (contour plot, color coding indicates peak intensity in
logarithmic a.u.) and (b) single SiV− defect under a SIL (SIL2) vs applied magnetic field [in the (001) direction]. White solid lines are
calculated transitions based on the model mentioned in the text. The labeling of transitions is in accordance with Fig. 3(b). Panel (c)
displays a simulation of the fine structure lines intensity assuming dipolar transitions.
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Figure 3.7: (a) The energy level diagram for the SiV center. (b) SiV spectra and polarization
measurements, figure reproduced from Reference [30].
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found that there is a polarization dependence for these peaks [30, 55], which is also shown in

Figure 3.7 (b). These polarization selection rules are depicted in Figure 3.7 (a) using dashed

and solid lines.

3.3 Strain

3.3.1 Strain Tensor

The strain tensor is a measure of how much a material is deformed. We begin by defining

a function u (R), which measures how much the point R is displaced from equilibrium. For

example, if we consider R to be the equilibrium position, and R′ to be the position after a

deformation, then

u (R) = R′ −R. (3.3)

Note that u is a vector an can be broken into components as u = uxx̂ + uyŷ + uzẑ. Each

strain tensor index can be written as [3, eq. 22.77]

εσµ =
1

2

(
∂

∂xσ
uµ +

∂

∂xµ
uσ

)
. (3.4)

Thus, the full strain tensor is

ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 =


∂ux
∂x

1
2

(
∂uy
∂x

+ ∂ux
∂y

)
1
2

(
∂ux
∂z

+ ∂uz
∂x

)
1
2

(
∂uy
∂x

+ ∂ux
∂y

)
∂uy
∂y

1
2

(
∂uz
∂y

+ ∂uy
∂z

)
1
2

(
∂ux
∂z

+ ∂uz
∂x

)
1
2

(
∂uz
∂y

+ ∂uy
∂z

)
∂uz
∂z
.

 (3.5)

Note that the strain tensor is symmetric, so there are only six different strain tensor indices,

which we will divide into the normal strain tensor indices (εxx, εyy, εzz), and the shear strain

tensor indices (εxy, εyz, εzx). Also note that the strain tensor indices are unitless.

Normal strain in the x, y, or z directions can be thought of simply as stretching or
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Figure 3.8: The effects of (a) normal strain and (b) shear strain on a square.

squeezing the material along that axis. Figure 3.8 (a) shows an example of an object under

normal strain. In this example, εxx > 0, so as we move in the x direction, the displacement

in that direction, ux, increases. Similarly, εyy < 0, so as we move in the y direction, the

displacement in that direction, uy, decreases

Shear strain is not restricted to the x, y, or z directions. Figure 3.8 (b) shows an example

of an object under shear strain, so εxy > 0. As we move in the x direction, the displacement

in the y direction uy increases. Similarly, as we move in the y direction, the displacement in

the x direction ux increases.

One last useful feature of the strain tensor is that we can change its reference frame using

rotation matrices using

Rσ(θ) · ε ·RT
σ (θ). (3.6)

This often will turn normal strain into shear strain or vice versa, as normal strain in one

reference frame can become shear strain in another.
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3.3.2 The Effects of Strain on Silicon-Vacancy Centers

Previous experimental work has been done to characterize how the SiV center responds to

strain. Meesala, et al. [45] fabricated a diamond cantilever including two electrodes on and

below the cantilever. By applying a voltage to the electrodes, they could warp the diamond

in a predictable way and observe the resulting shifts in the spectral peaks.

In order to interpret these results, they also derived peak locations in terms of the strain

tensor indices and various constants. In the SiV reference frame described in Section 3.1.3,

these equations can be written as [45]

∆ZPL = ∆ZPL,0 +
(
t‖,es − t‖,gs

)
ε′zz + (t⊥,es − t⊥,gs)

(
ε′xx + ε′yy

)
,

∆gs =

√
λ2

SO,gs + 4
(
dgs

(
ε′xx − ε′yy

)
+ fgsε′zx

)2
+ 4

(
−2dgsε′xy + fgsε′yz

)2
,

∆es =

√
λ2

SO,es + 4
(
des

(
ε′xx − ε′yy

)
+ fesε′zx

)2
+ 4

(
−2desε′xy + fesε′yz

)2
.

(3.7)

In these equations, ∆ZPL, ∆gs, and ∆es represent the corresponding labeled quantities in the

energy level diagram in Figure 3.7. These can be used to uniquely determine the frequen-

cies of the four SiV peaks. The corresponding quantities at zero strain are represented by

∆ZPL,0, λSO,gs, and λSO,es. The strain tensor indices in the SiV basis are given by εi,j. The

remaining quantities, t‖, t⊥, d, and f , are called the strain-susceptibility parameters, which

they determine from the experimental results.

Some of the experimental data from Reference [45] is shown in Figure 3.9. Due to the

crystal orientation relative to the cantilever, half of the SiV centers primarily saw changes

in ∆gs and ∆es, while the other half primarily saw changes in ∆ZPL.

By fitting this experimental data to the derived equations, they were able determine the
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FIG. 1. (a) Electronic level structure of the SiV center (molecular
structure shown in inset) at zero strain showing ground and excited
manifolds with spin-orbit eigenstates. The four optical transitions A,
B, C, and D at zero magnetic field, and splittings between orbital
branches in the ground state (GS) and excited state (ES), !gs and !es,
respectively, are indicated. In the presence of a magnetic field, each
orbital branch splits into two Zeeman sublevels. A long-lived qubit
can be defined with the sublevels of the lower orbital branch in the
GS. (b) Schematic of the diamond cantilever device and surrounding
electrodes. Diamond crystal axes relative to the cantilever orientation
are shown. Four possible orientations of the highest symmetry axis
of an SiV are indicated by the four arrows above the cantilever.
Under application of strain, these can be grouped into axial (red) and
transverse (blue) orientations. The molecular structure of a transverse-
orientation SiV as viewed in the plane normal to the cantilever axis
is shown below, and crystal axes that define the internal co-ordinate
frame of the color center are indicated. The z axis is the highest
symmetry axis, which defines the orientation of the SiV. (c) SEM
image of diamond cantilever NEMS device.

parity with respect to this inversion center [5,30]. Thus the
GS configurations correspond to the presence of the unpaired
hole in one of the even-parity orbitals eg+,eg−, while the ES
configurations have this hole in one of the odd-parity orbitals
eu+,eu−. Here, the subscripts g, u refer to even (gerade) and
odd (ungerade) parity, respectively, and +, − refer to the
orbital angular momentum projection Lz. This specific level
structure gives rise to four distinct optical transitions in the
ZPL indicated by A, B, C, and D in Fig. 1(a). Upon application
of a magnetic field, degeneracy between the SO eigenstates
is further broken to reveal two sublevels within each orbital

branch corresponding to different spin states of the unpaired
hole (S = 1/2). In this manner, a qubit can be defined on the
two sublevels of the lowest orbital branch in the ground state.

To control local strain in the environment of the SiV
center, we use a diamond cantilever, shown schematically
in Fig. 1(b) and in a scanning electron microscope (SEM)
image in Fig. 1(c). Electrodes are fabricated, one on top of the
cantilever, and another on the substrate below the cantilever to
form a capacitive actuator. By applying a specific dc voltage
to these electrodes, we can deflect the cantilever to achieve a
desired amount of static strain at the SiV site. The fabrication
procedure based on angled etching of diamond [31,32] and
device design are discussed in detail elsewhere [33]. The
diamond sample with cantilever NEMS is maintained at 4 K
in a Janis ST-500 continuous-flow liquid helium cryostat. We
perform optical spectroscopy on SiVs inside the cantilever by
resonantly exciting the transitions shown in Fig. 1(a) with
a tunable laser, and collecting fluorescence in the phonon
sideband. Mapping the response of these transitions as a
function of voltage applied to the device allows us to study
the strain response of the SiV electronic structure.

The diamond samples used in our study have a [001]-
oriented top surface, and the long axis of the cantilever is
oriented along the [110] direction. There are four possible
equivalent orientations of SiVs—[111], [1̄1̄1], [11̄1], [1̄11]—
in a diamond crystal, indicated by the four arrows above the
cantilever in Fig. 1(b). Since the cantilever primarily achieves
uniaxial strain directed along [110], this breaks the equivalence
of the four orientations, and leads to two classes indicated
by the blue and red colored arrows in Fig. 1(b). The blue
SiVs, oriented perpendicularly to the cantilever long axis,
predominantly experience uniaxial strain along their internal
y axis [see inset of Fig. 1(b)]. On the other hand, the red SiVs
are not orthogonal to the cantilever long axis, and experience
a nontrivial strain tensor, which includes significant strain
along their internal z axis. For simplicity, we refer to blue
SiVs as “transverse-orientation” SiVs, and red SiVs as “axial-
orientation” SiVs. This nomenclature is used with the under-
standing that it is specific to the situation of predominantly
[110] uniaxial strain applied with our cantilevers.

Two distinct strain-tuning behaviors correlated with SiV
orientation are observed as shown in Fig. 2. Orientation
of SiVs in the cantilever is inferred from the polarization
dependence of their optical transitions at zero strain [30].
With gradually increasing strain, transverse-orientation SiVs
show an increasing separation between the A and D transitions
with relatively small shifts in the B and C transitions as seen
in Fig. 2(a). This behavior has been observed on a previous
experiment with an ensemble of SiVs [34]. On the other hand,
axial-orientation SiVs show a more complex tuning behavior
in which all transitions shift as seen in Fig. 2(b).

In the context of photon-mediated entanglement of emit-
ters, typically, photons emitted in the C line, the brightest
and narrowest linewidth transition are of interest [8]. Upon
comparing Figs. 2(a) and 2(b), we note that this transition
is significantly more responsive for axial-orientation SiVs.
Particularly in Fig. 2(b), we achieve tuning of the C transition
wavelength by 0.3 nm (150 GHz), approximately 10 times the
typical inhomogeneity in optical transition frequencies of SiV
centers in bulk diamond [6,35], and 5 times that of the typical
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FIG. 2. Tuning of optical transitions of (a) transverse-orientation
SiV [blue in Fig. 1(b)], and (b) axial orientation SiV [red in Fig. 1(b)].
Voltage applied to the device is indicated next to each spectrum.

inhomogeneity in nanofabricated structures (Appendix A).
Thus NEMS-based strain control can be used to determinis-
tically tune multiple on-chip or distant emitters to a set optical
wavelength. In particular, integration of this NEMS-based
strain-tuning with existing diamond nanophotonic devices
[8,9,36–38] can enable scalable on-chip entanglement and
widely tunable single photon sources. Besides static tuning of
emitters, dynamic control of the voltage applied to the NEMS
can be used to counteract slow spectral diffusion, and stabilize
optical transition frequencies [39].

III. EFFECT OF STRAIN ON ELECTRONIC STRUCTURE

Following previous work on point defects [30,40,41], we
employ group theory to explain the effect of strain on the SiV
electronic levels, and extract the susceptibilities for various
strain components.

A. Strain Hamiltonian

In this section, we describe the strain Hamiltonian of the
SiV center, and summarize the physical effects of various
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FIG. 3. (a) Dominant effect of Eg-strain on the electronic lev-
els of the SiV. (b) Dominant effect of A1g strain on the elec-
tronic levels of the SiV. (c) Normalized strain-tensor components
experienced by transverse-orientation SiV [red in Fig. 1(b)] and
(d) axial orientation SiV [blue in Fig. 1(b)] in the SiV coordinate frame
upon deflection of the cantilever. (e) Variation in orbital splittings
within GS (green dots) and ES (blue dots) upon application of Eg

strain. The x axis refers to the magnitude of Eg strain, which is
approximately given by |ϵxx − ϵyy | for our device. Data points are
extracted from the optical spectra in Fig. 2(a). Solid curves are fits to
theory in text. (f) Tuning of mean optical wavelength with A1g strain
due to the uniaxial component ϵzz. Data points are extracted from the
optical spectra in Fig. 2(b). Solid line is a linear fit as predicted by
theory in text. Appendix C details the fitting procedure used in (e)
and (f).

modes of deformation on the orbital wave functions. A more
detailed group-theoretic discussion of the results in this section
is provided in Appendix B and in Ref. [30]. Based on the
symmetries of the orbital wave functions, it can be shown that
the effects of strain on the GS (eg) and ES (eu) manifolds
are independent and identical in form. For either manifold, the
strain Hamiltonian in the basis of {|ex ↓⟩,|ex ↑⟩,|ey ↓⟩,|ey ↑⟩}
states (pure orbitals unmixed by SO coupling as defined in
Ref. [30]) is given by

Hstrain =
[
ϵA1g

− ϵEgx
ϵEgy

ϵEgy
ϵA1g

+ ϵEgx

]
⊗ I2. (1)

The spin part of the wave function is associated with
an identity matrix in Eq. (1) because lattice deformation
predominantly perturbs the Coulomb energy of the orbitals,
which is independent of the spin character. Each ϵr is a linear
combination of strain components ϵij , and corresponds to
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Figure 3.9: The effects of (a) transverse strain on the ground and excited state splitting of
the SiV center, and (b) longitudinal strain on the mean ZPL wavelength. All three figures
reproduced from Reference [45]

necessary strain susceptibility parameters. They found that [45]

(
t‖,es − t‖,gs

)
= −1.7± 0.1 PHz/strain,

(t⊥,es − t⊥,gs) = 0.078± 0.009 PHz/strain,

dgs = 1.3± 0.1 PHz/strain,

des = 1.8± 0.2 PHz/strain,

fgs = −1.7± 0.1 PHz/strain,

fes = −3.4± 0.3 PHz/strain.

(3.8)

These results, in particular Equation 3.7, will be especially important in Chapter 4.

3.4 Coherent Interactions between Silicon-Vacancy

Centers in Diamond

While the strain results to be discussed in Chapter 4 make up my main experimental work,

there are several other SiV center projects to which I made lesser contributions. The first

of these measures MDCS spectra using both heterodyne and photoluminescence detection,

whose implementation is discussed in Section 2.3.2. The heterodyne detected measurements

reveal a single, inhomogeneously broadened peak. This is attributed to a large number of
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dark SiV centers, possibly in highly strained environments, which do not photoluminesce

[62]. The second result measures a double-quantum MDCS signal from an ensemble of SiV

centers [14], and will be discussed here in more detail.

Double-quantum MDCS is discussed in Section 2.2.4. In order to measure a double-

quantum signal, rather than the rephasing signal used in Chapter 4, we changed the detection

frequency from −ωA + ωB + ωC − ωD to ωA + ωB − ωC − ωD. This meant we no longer used

separate reference detectors, as depicted in Figure 2.10. Instead, we used a single detector,

and relied on filters in the FPGA to isolate the reference signals from the AD and BC CW

beams. We also used photoluminescence detection. There was additionally a fifth pump pulse

of variable intensity, which reached the sample before the four MDCS pulses. Otherwise, the

experimental details are similar to those described in Section 4.1.

One example spectrum is shown in Figure 3.10 (a). Recall from Section 2.2.4 that double-

quantum MDCS requires a doubly excited state. For the SiV center, this doubly excited state

must be due to interactions between SiV centers. Thus, observing any double-quantum signal

orientation falling along the h111i direction in the lattice.
The SiV− zero-phonon line transitions probed with DQ2D
are marked Bi, Ci, and Do in Fig. 1(b). In this sample, due
to its (110) orientation and due to strain and geometry
considerations, the polarization selection rules yield PL
from only these three transitions for X -polarized excitation
(horizontal with respect to the experimental axes) [18].
Transitions Bi and Ci yield PL collected from centers
oriented in the plane of the sample whereas transition Do
yields PL originating from centers oriented out of the plane
of the sample, as the averaged bulk strain shifts the peak
locations for different center orientations relative to each
other [18].
To extract spectroscopic information about the interact-

ing center pairs, DQ2D employs four pulses derived from a
titanium sapphire oscillator (center wavelength 735 nm,
repetition rate 75.5 MHz, pulse width 200 fs full-width,
half maximum). Pulses are individually phase cycled with
acousto-optic modulators to allow for the selection of
multiple linear or nonlinear signal pathways. The four
pulses illuminate the sample colinearly, generating non-
linear polarizations and modulated populations in the SiV−

electronic states [19–22]. The sample is an ensemble

implanted in a (110)-oriented diamond crystal with SiV−

implantation density ∼1018 cm−3 tilted at a 30° angle to the
horizontal. The modulated population due to the action of
four pulses results in a modulated PL signal, collected in
reflection [22]. Further sample-specific and experiment-
specific details can be found in Refs. [18,23] and in the
Supplemental Material of Ref. [22]. The four-wave
mixing (FWM) pathway is selected by phase-synchronous
detection of the fourth-order PL modulation at ωsig ¼
ω1 þ ω2 − ω3 − ω4.
Figure 2(a) is a schematic of a DQ2D signal pathway

generated by this pulse sequence in a four-level “diamond”

(b)

(c)

(a)

FIG. 1. (a) The SiV− system: a silicon atom located between
two vacancies. (b) The electronic level scheme with the ZPL
transitions labeled. We do not consider hyperfine-split states,
as these states are degenerate in the absence of a magnetic field,
as is the case here. Polarization selection rules (dotted or dashed
arrows) are depicted relative to the SiV− axis; gray arrows show
missing transitions. (c) A depiction of how excitation-dependent
interactions couple two systems, modifying the properties of their
jointly excited state captured by the complex-valued interaction
parameter Δ.

(b)

(a)

FIG. 2. (a) A diagram of the pulse sequence used in the DQ2D
experiment. Arrows denote coherences established between
states. Coherences between center pairs evolve during waiting
time T, and their excitation-induced influence on the PL spectrum
is resolved along waiting time t. (b)(i) A comparison between a
linear PL spectrum and a simulation incorporating electronic
dipole-dipole interactions as the broadening mechanism. (ii) A
DQ2D spectrum from the SiV− ensemble. Peaks in the pink, red,
and green boxes arise from coherent coupling between two
resonantly excited states. Nonresonant coherent coupling be-
tween centers yields peaks on either side of the diagonal, in the
black and gray boxes.
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Material [23]. The simulation demonstrates that excitation-
induced electronic dipole-dipole interactions between cen-
ters might be responsible for the inhomogeneity of the PL
linewidths in our sample.
Transition-induced electronic dipole-dipole interactions

can be expected to couple pairs of indistinguishable centers
into entangled Dicke states [13,29]. Using a variable-
strength pulse preceding our DQ2D pulses (pulses 1–4
in Fig. 2) by 1 ns, we observe oscillations in the peak
amplitude and phase of the on-diagonal DQ2D peaks with
varying pump field. However, the signal due to non-
degenerate centers decays with increasing pump field.
Figure 3(a) shows the integral of the peaks in the DQ2D
spectra as denoted in the boxes in Fig. 2(b)(ii). When
compared with single quantum coherent spectra, reported
in the Supplemental Material [23], only the resonant
interacting centers undergo such coherent Rabi oscillations.
The total FWM signal is not dominated by the excitation-
induced contribution; rather, the DQ2D contribution to the
total FWM response demonstrates that centers whose
interactions generate mutual coherence behave as collective

systems, and that excitation-induced interactions generate a
DQ2D signal serving to “tag” coherent subensembles of
color centers.
To explain this behavior, we posit that, as we tune the

power of the pump pulse, we tune the population of center
pairs (between the j000i and the j110i states) and thus also
modify the excitation-induced interaction strength of the
collective center pairs responsible for the DQ2D signal. The
DQ2D signal oscillations likely arise only from excited
center pairs. Dipole enhancement due to cooperation of three
or more of color centers would act to smear out the coherent
Rabi oscillations in the DQ2D signal. Given that the pump
arrives 1 ns prior to the DQ2D coherent spectroscopy probe,
the transition-induced interactions must persist at least this
long to explain the behavior of the DQ2D spectra with
increasing pump strength [23], indicating that the limiting
factor impacting the usefulness of these collective states is
their collective dephasing rate, which in this case is (at worst)
twice that of the single-center rate observed in our sample.
However, given the fact that dephasing times into the ns
regime have been observed in these centers [24], and that
correlations in dephasing mechanisms between emitters can
dramatically lengthen the coherence time of their jointly
excited states (likely for systems with closely spaced emitters
such as SiV− color centers [30]), these results carry general
implications outside of the ultrafast regime.
We reproduce the qualitative behavior of the spectra by

extracting and modelling a one-dimensional slice through
the phase-resolved on-diagonal DQ2D peak. This captures
both the change in interaction strength and population state
incurred by center pairs due to their joint interaction with
the incident pump pulse. We fit slices through the phase-
resolved peak in the red box in Fig. 2(b)(ii), as shown in
Figs. 3(b) and 3(c) as a function of power. The details of the
model are summarized in the Supplemental Material [23];
the most salient detail is that the ground- and doubly
excited-state populations of a four-level diamond system,
representing two interacting color centers, scale with the
driving field of a pump pulse as

ρ000 ∼ cos
!
A
2

"
4

; ρ110 ∼ sin
!
A
2

"
4

ð2Þ

where A ¼
R −Trep=2
−Trep=2

dτΩðτÞ is the pulse area [31], ΩðτÞ ¼
μ⃗ · E⃗ðτÞ=ℏ is the Rabi frequency with μ⃗ the transition dipole
moment, and E⃗ðτÞ the field of the pump pulse. The
assumptions of the qualitative model are that the DQ2D
signal is proportional to the ground-state population of the
pairwise subensemble with interactions scaled linearly in
accordance to the jointly excited state population for a
given pump field, corresponding to the DQ2D signal
pathways elaborated in Ref. [23]. Explicitly, this corre-
sponds to assuming Sð3Þðτ;ωT;ωtÞ ∼ cos4ðE=EπÞ and Δ ¼
Δs;0 − iΔd;0 þ sin4ðE=EπÞðΔs;1 − iΔd;1Þ where we assume

(a)

(b)

(c)

FIG. 3. (a) The integral of the unnormalized DQ2D peaks,
integrated over the color-coded boxes in Fig. 2(b)(ii) as a function
of pump field. (b) The phase-resolved zero-pump upper on-
diagonal peak in the red box in Fig. 2(b)(ii). (c) Slices through the
peak in (b) as a function of pump field as compared with a fit with
our model, normalized such that zero is centered in the color scale
to visually clarify the sign of the real component of the signal.
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Figure 3.10: (a) A double-quantum MDCS spectrum of SiV centers. (b) Integrated peaks
of the double quantum spectra, measured as a function of the power of the preceding pump
pulse. Both figures reproduced from Reference [14].
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at all requires the existence of such interactions. We attributed these interactions to dipole-

dipole coupling between nearby SiV centers.

We also took spectra as a function of the power of the preceding pump pulse. For the

off-diagonal peaks, we observe a decay in the peak strength as the pump power is increased.

For the on-diagonal peaks, we observe oscillations in the peak strength as the pump power

is increased. These trends are plotted in Figure 3.10 (b). Such oscillations are not present

in similar rephasing spectra of the sample. We took data with several delay times between

the pump pulse and MDCS pulses, with similar results. For each series of data, we also

randomized the order in which the individual spectra were measured, to reduce the impact

of slowly varying systematic error in the experiment.

The response to the pump pulse indicates that the interactions between nearby SiV centers

is tunable. The interactions were also shown to last at least 1 ns, but we did not measure

spectra with longer delay times between the pump and MDCS pulses.
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CHAPTER 4

Using Silicon–Vacancy Centers in Diamond to

Probe the Full Strain Tensor

Reproduced in part, with the permission of AIP Publishing, from:

Kelsey M. Bates, Matthew W. Day, Christopher L. Smallwood, Edward Bielejec, Ronald

Ulbricht, and Steven T. Cundiff. “Using silicon-vacancy centers in diamond to probe the

full strain tensor”. J. Appl. Phys. 130, 024301 (2021).

NV centers have previously been used to sense strain in diamond [9, 66, 31]. The SiV

center is similarly sensitive to strain, as was discussed in Section 3.3.2 using the results of

Reference [45]. Here, we demonstrate the ability to use the SiV center to measure the full

diamond strain tensor. Notably, our measurements are of an ensemble of SiV centers, due

to the high implantation density of our sample. Since the strain in our sample has different

effects on different SiV orientations, linear spectra can become quite crowded and difficult

to read. Thus, we used the more powerful techniques of Chapter 2, in particular rephasing

MDCS, to identify the peaks in our linear TPC spectra.

In this chapter, we will discuss our experimental results, including both TPC and MDCS

spectra of the SiV center, and how we use them to find the strain present in our sample.

While many of the experimental details are discussed in the preceding chapters, in Section

4.1 we will review some details regarding the specific spectroscopic techniques used here and

the diamond sample used in these measurements. Section 4.2.3 will include the experimental

results and their interpretation. It will also include the procedure used to calculate the strain
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tensor using these results. The chapter will end with some concluding remarks in Section

4.3.

4.1 Experimental Methods

4.1.1 Spectroscopic Techniques

The experimental details are mostly discussed in Section 2.3. However, we will review and

highlight a few relevant details.

We study an ensemble of SiV centers with two different coherent spectroscopy techniques.

The first is a TPC measurement, as shown in Figure 4.1 (a), in which two optical pulses

from a Ti:sapph laser are sent to a sample, much like the description in Section 2.2.1. We

also use photoluminescence detection, as described in Section 2.3.2, in which we measure the

modulated photoluminescence from the sample as a function of the temporal separation (t)

between the pulses and isolate the signal using a lock-in amplifier. The photoluminescence

intensity is Fourier transformed with respect to t, to yield a one-dimensional, coherently-

detected absorption spectrum. The phase coherent spectra reject signal contributions from

long-timescale effects, as the spectral response is recorded as a function of time delays be-

tween pulses which vary between 100 fs and 1 ns.

For this sample, the linear TPC spectra can be difficult to interpret on their own, as there

Frequency-tagged pulses

Ti:Sapph
PL

b)

Lock-in
amplifier

t T τ

a)
Sample

Lock-in
amplifier

t

Figure 4.1: A depiction of the experimental setup, including both (a) TPC measurements
and (b) MDCS measurements.
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are many observed peaks to identify. Thus, we also employ rephasing MDCS, as discussed

in Section 2.2.2 . Our collinear MDCS variant [65, 49, 62] is much like the TPC spectra

discussed above, but with two additional optical pulses, as depicted in Figure 4.1 (b). For

rephasing spectra, the first (τ) and third (t) time delays are varied, and these data are

Fourier transformed with respect to these time delays to obtain a two dimensional map of

the third-order signal as a function of excitation (ωτ ) and detection (ωt) frequency axes

[65, 49, 62].

Section 2.2.2 also mentioned two main advantages to using multidimensional rephasing

spectra: the ability to easily distinguish between homogeneous and inhomogeneous broaden-

ing, and the ability to identify if two spectral peaks are coupled. The latter of these is more

important to this work. If coupling exists between two transitions, a coupling crosspeak will

occur where the excitation and detection frequencies correspond to those of the two coupled

transitions. Since a single SiV center can emit at four different frequencies, a spectrum with

multiple shifted families, or groups, of SiV centers can be difficult to interpret. In a rephasing

MDCS spectrum, crosspeaks will be present for frequencies within a single family, but will

not be present for pairs of frequencies from different families, so we can determine which

spectral peaks correspond to a single family.

While the information contained in a TPC measurement is not as rich as that in a full

MDCS spectrum, the main advantage is that the acquisition time for a TPC spectrum is

much shorter. This enables us to take a large number of linear spectra to observe position

dependent trends, while only taking a few select MDCS spectra when needed to assign the

peaks.

As mentioned previously, both the TPC and MDCS spectra used here utilize collinear

geometries, whose implementation is the focus of Section 2.3.3. This enables a smaller spot

size than k-vector selection MDCS experiments [49], and allows us to compare spectra taken

at nearby locations on the sample. Studies of color centers often take measurements of a

single center, with no guarantees that the center is representative of neighboring centers. In
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contrast, the high density of our sample and the ability of MDCS to untangle complicated

spectra enable us to accurately measure the ensemble averaged optical response.

For both of these spectroscopic techniques, we linearly polarized the light incident on

our sample. This was mainly so that the detected light could be cross-polarized to reduce

laser scatter, which is important in photoluminescence detection. Additionally, since the

four electronic transitions of the SiV center are polarization dependent [55], spectra taken

at each polarization can be compared to understand the geometry of the sample.

4.1.2 Sample Information

Our sample is a CVD grown, (110)-oriented mono crystalline diamond. An ensemble of

SiV centers was created by implanting silicon-29 ions with a focused ion beam, at a depth of

0.5−2.4 µm and number density 7.5× 1018 cm−3. A plot detailing the expected implantation

density as a function of depth is included in Figure 4.2 (a). The sample was then annealed

at 1000–1050 ◦C and tri-acid cleaned. A picture of the sample is included in Figure 4.4. The

sample has been cleaved, which explains its unusual shape, and an anti-reflective coating

was applied. Additional information about the sample and its implantation can be seen in

the Supplemental Material of Reference [62].

As discussed in Section 3.1, SiV centers can occur along four different orientations in

diamond, corresponding to the four directions of carbon-carbon bonds in the diamond lattice.

Figure 4.2 (b) shows the four orientations of SiV centers in our (110)-oriented sample, where

the four vectors on the diamond correspond to the SiV axis shown in Fig. 3.4. Note that

we can group these peaks into two orientation families. In-plane SiV centers (orange) lie

parallel to the (110) surface plane, and out-of-plane SiV centers (purple) do not.

The sample was placed in a closed-loop cryostat at a temperature of 11 K. Data were

taken using 76 MHz, 130 fs pulses from a Ti:sapph laser at a center wavelength of 736 nm.

The output of each interferometer branch had power 1.25 mW, giving a total TPC power

of 2.50 mW and a total MDCS power of 5.00 mW. This power was chosen to maximize
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FIG. S2. Parameters used to implant 29Si atoms into the diamond lattice. The implantation

depth was varied by changing the beam energy and the fluence was held between 1 ⇥ 1014 and

2 ⇥ 1014 atoms/cm2.

the implantation process likely distributes this strain throughout the crystal in a highly

inhomogeneous fashion, and there is evidence that SiV– centers prefer to form at high-strain

locations in diamond like grain boundaries and morphological defects [1]. The inhomogeneity

would in turn produce significantly larger strain values on a microscopic level than would

be conceivable to generate using other methods such as the cantilever method demonstrated

by Meesala, et al. [2].

An alternate explanation for modified color-center spectral properties is electrostatic

surface e↵ects. As displayed in Fig. S2, however, the bulk of the sample’s SiV– centers

were implanted at depths ranging from 500–2250 nm whereas diamond surface e↵ects are

expected to taper o↵ at depths exceeding 50 nm [3, 4]. A depth-dependent yield could

in principle lead to depth-dependent spectra. It was shown for SiV– centers specifically,

however, that for depths between 15 nm and 68 nm the yield stays constant [5]. A constant

yield is also expected for depths greater than 68 nm. The depth dependence consequently

seems unlikely to exert a measurable impact on SiV– center dynamics.

3

a)

Figure 4.2: (a) A plot showing the density of implanted silicon versus depth in our sample.
Reproduced from Reference [62] (b) The four orientations of SiV in our (110) oriented dia-
mond sample. The orientations of the centers along the 〈111〉 axes of the lattice yield two
in-plane (orange) and two out-of-plane (purple) orientations. The directions of vertical and
horizontal polarizations relative to the sample are shown.

the signal while still ensuring the signal was of fourth-order. At these powers, we do not

expect laser heating to impact our results since diamond is transparent at this wavelength.

This is corroborated by the relatively sharp peak widths observed in our measured spectra.

Pulses were focused onto the sample face using a home-built confocal microscope with a

20X/0.40 N.A. objective of focal length 10 mm. The Rayleigh range within the sample is

long enough that these measurements address the entire column of implanted SiV centers.

As shown in Figure 4.1, the sample was tilted by 30◦ from normal about the vertical axes

in Figure 4.2 (b) and Figure 4.4 (a) to reject the reflected Ti:sapph beam and any coherent

scatter that could corrupt the photoluminescence measurements. Due to the high index of

refraction of diamond, this 30◦ tilt has a relatively small effect on the propagation direction

of the laser within the sample. The two linear polarizations of light used here are depicted

in Fig. 4.2 (b).
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4.2 Results and Analysis

4.2.1 Peak Identification

As discussed in Section 3.2, previous experimental data taken of SiV centers [11, 55, 45, 62]

show the four spectral peaks corresponding to the four optical transitions in Figure 3.7.

Incoherent photoluminescence spectra taken from our sample have this structure as well

[62]. However, the TPC photoluminescence spectrum in Figure 4.3 (a) shows many more

peaks, indicating the presence of multiple groups of color centers.

These results, while initially suggestive, are greatly clarified by comparison to the results

of full-fledged MDCS. Figure 4.3 (b) shows an example MDCS rephasing plot in which

spectra taken with horizontally and vertically incident light have been summed together to

better highlight all visible peaks. The insets (c-e) below this spectrum show more detail for

some of the crosspeaks, both for the two polarized spectra and the combined spectrum. Note

that in the combined spectrum, the seven visible crosspeaks can be grouped into two squares,

which are highlighted in (c). Each square is formed from two lower energy crosspeaks, and

two higher energy crosspeaks, and the peaks used in each square are distinct. This allows us

to group the spectral peaks into two families, where peaks in a single family are coupled, and

no coupling is observed between different families. Using this, we conclude that each family

of peaks corresponds to a different type of SiV center. Additionally, the MDCS spectrum

shows some inhomogeneity, which could be due to microscopic strain fluctuations [62] or

interactions between nearby SiV centers [14].

To identify the origin of the two families of SiV centers, we can appeal to spectral peak

polarization dependence. While the MDCS spectra can be used for this, it is easier to

compare linear spectra, like the TPC spectra shown in Figure 4.3 (a). Note that the relative

peak strengths of the two families of peaks under different polarizations of incident light are

very different. This suggests that the two families of SiV centers are oriented differently in

the diamond lattice. By relating the possible orientations of SiV centers in our sample to the
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Figure 4.3: (a) TPC spectra of the SiV ZPL, including vertical and horizontal polarizations
of the incident laser and their sum, taken at a single point on the sample. (b) A rephasing
MDCS spectrum of the SiV ZPL, taken as the sum of spectra using both vertical and hori-
zontal polarizations. The orange and purple vertical lines highlight the peaks corresponding
to the two orientation families. (c-e) More detail of the outlined section in the MDCS spec-
trum, including both vertical and horizontal components. In (c), the crosspeak families are
highlighted.
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polarization selection rules shown in Figure 3.7, we find that the two sets of peak families

correspond to the in-plane and out-of-plane orientations in Figure 4.2 (b). While it may

be feasible to group the peaks into families based solely on polarization data, this would

become increasingly difficult for higher amounts of strain, and the crosspeaks in the MDCS

spectrum are easier to interpret and give a higher degree of certainty.

The peaks corresponding to these families are indicated in Figure 4.3 (a-b) using orange

and purple vertical lines, corresponding to the in-plane and out-of-plane families. In the

scans seen here, we do see additional splitting of the in-plane peaks. The specific in-plane

orientation can be determined with additional linearly polarized spectra.

4.2.2 Strain Calculation

While the analysis of the previous section justifies the necessity of having two different color-

center families, it does not yet explain the origin of the different families’ peak shifts. We

propose that the source of these shifts is due to strain intrinsic to our sample, mainly because

the shifts are different for different SiV orientations. By assuming this hypothesis is true,

we can solve for the full strain tensor in our sample.

Here we can apply the work completed by Meesala, et al. [45] and discussed in Section

3.3.2. They derived Equation 3.7 relating the four spectral peaks to the six strain tensor

indices local to a given SiV center, using six strain susceptibility parameters. For convenience

we have reproduced Equation 3.7 here [45]

∆ZPL = ∆ZPL,0 +
(
t‖,es − t‖,gs

)
ε′zz + (t⊥,es − t⊥,gs)

(
ε′xx + ε′yy

)
,

∆gs =

√
λ2

SO,gs + 4
(
dgs

(
ε′xx − ε′yy

)
+ fgsε′zx

)2
+ 4

(
−2dgsε′xy + fgsε′yz

)2
,

∆es =

√
λ2

SO,es + 4
(
des

(
ε′xx − ε′yy

)
+ fesε′zx

)2
+ 4

(
−2desε′xy + fesε′yz

)2
.

(4.1)

They combined these equations with experimental data and simulated strain tensor data to

fit for the strain susceptibility parameters. In this work, we instead used experimental data
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and the strain susceptibility parameters to estimate the strain tensor.

Note in Equation 4.1 that the expressions for ∆gs and ∆es are linearly dependent, as

the ground state and excited state splitting respond similarly to strain. Recall that these

equations are given in the SiV reference frame, which is depicted in Figure 3.5 (b). Since there

are four different orientations of SiV centers in four distinct strain environments, we must first

rotate these equations into a common basis. We choose the crystal basis depicted in Fig. 3.5

(a), which gives the rotated strain tensor elements in Appendix A. The results are substituted

into Equation 4.1, yielding twelve total equations, eight of which are independent. Since (in

the crystal basis) there are six strain tensor indices, these equations are overconstrained and

we can use them to solve for the full strain tensor.

We took a series of TPC spectra at 23 locations on our sample, as shown in Figure 4.4

(b). These locations lie along a single line, with a gap in the middle where the implantation

density is lower and reliable peak locations and strain estimates could not be measured.

Slight shifts in the frequencies of the spectral peaks can be seen.

To use these data to solve for the strain, we first used the techniques in Section 4.2.1

to identify the peaks in our linear spectra (several MDCS spectra were collected at select

locations to help with this). The peaks were fitted to find the locations of all 16 spectral

peaks for each scan, taking advantage of both vertical and horizontal polarization spectra,

since some peaks are more visible on a given polarization. In cases where two peaks could

not be resolved (which sometimes occurs for two in-plane or two out-of-plane peaks), a single

frequency was reported.

Next, we used Equation 4.1 to find analytical expressions for the frequencies of the 16

spectral peaks as a function of the six strain tensor indices in the crystal basis, pcalc
i (ε). We

estimated the error (standard deviation) of our measured peaks pmeas
i to be σ = 2 GHz. This

gives us an expression for χ2,

χ2 =
16∑
i=1

(
pmeas
i − pcalc

i (ε)
)2

σ2
. (4.2)
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Figure 4.4: (a) An image of the sample illustrating both the locations of the 23 linear spectra
used in the strain calculation, as well as the (110) crystal orientation [46]. (b) A series of
TPC spectra, summing both horizontal and vertical polarizations. The centers of each peak
are highlighted.

Next we found the strain tensor ε, or equivalently the six strain tensor indices, such that χ2

is minimized. This tensor is our solved result1.

To estimate the error in the calculation we note that if the error in our peak locations is

random, then the χ2 value from Equation 4.2 should indeed follow a chi-square distribution

with 16 degrees of freedom for the true value of the strain tensor. Thus, there is a 90%

chance that χ2 < 23.5. We explored the parameter space local to our solved strain tensor to

find the range of strain tensors such that χ2 is less than the desired value.

The strain-solving algorithm was also tested on simulated data. Peaks were generated

with Equation 4.1 using random values for the strain tensor indices. Random errors were

added to these peak values, and we attempted to recover the original strain tensor indices

using the algorithm above. The algorithm behaved as expected and produced simulated

1Source code available at https://github.com/chocokels/strain-solving.
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results that were within the range of observed strain values. The algorithm begins to break

down as the shear strain tensor index εxy becomes large (greater than 0.8× 10−5).

4.2.3 Strain Results

Extracted strain tensor results are shown in Figure 4.5. Before drawing conclusions from

these results, some limitations with the data should be noted. First, the values of the normal

strain tensor indices are dependent on the mean ZPL frequency at zero strain, or ∆ZPL,0. We

did not take a direct measurement of this, but we estimated it to be 406.795 THz. However,

we find that changing this value results in a constant offset of the normal strain tensor

indices εxx, εyy and εzz, and that their relative values are preserved. Next, we encountered

a sign ambiguity for small values of εxy, and so we have elected to plot the absolute value of

this parameter in Figure 4.5 instead of its sign-dependent form. Future work could attempt

to resolve this sign ambiguity in a given sample by observing peak shifts due to εzx strain

values that have been intensionally applied to calibrate the measurement. For all indices,

the error bars in Figure 4.5 are only meant to represent error due to random error in the

peak locations. They do not account for systematic errors, such as errors in the strain

susceptibility parameters listed in Equation3.8. We estimate that the error due to the strain

susceptibility parameters is less than 0.1× 10−5 for the normal strain tensor indices and less

than 0.03× 10−5 for the shear strain tensor indices.

Despite these limitations, we are sensitive to strain differences of 2× 10−5 to 3× 10−5,

and we do see a varying strain in our sample. The normal strain indices are nonzero, and

these values appear to vary across the sample. While we do not see statistically significant

magnitudes for the shear strain tensor indices εxy and εyz, the shear strain tensor index εzx

does show statistically significant variation.

Previous strain measurements [45] observe shifts in single SiV centers. By contrast, these

measurements are taken on an ensemble of SiV centers, as mentioned in Section 4.1.1. This

means we measure the strain tensor averaged over the area and depth of the laser spot,
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Figure 4.5: Calculated strain tensor indices across the points shown in Figure 4.4. The first
plot shows the normal strain tensor indices, εxx, εyy, and εzz. The following three plots
show the shear strain tensor indices, εxy (for which positive values are plotted due to a sign
ambiguity), εyz and εzx. 90% confidence intervals are shown.

rather than at specific centers. Note that this variation in strain within a region is also

different from the strain fluctuations of individual SiV centers proposed in Reference [62], as

the latter concerns individual SiV centers in highly strained environments.

The source of this strain is likely due to the implantation and annealing processes, al-

though it has been established that diamond, natural or otherwise, has some degree of strain

due to existing defects [36]. As mentioned in Section 4.1.2, our sample has a rather high
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number density of implanted silicon of 7.5× 1018 cm−3. This density corresponds to about

one silicon atom for every 2.3× 104 carbon atoms. If we assume, as an approximation, im-

planting the silicon does not increase the size of the sample, but merely pushes the atoms

uniformly closer together, then we can estimate the normal strain as −1.4× 10−5. While

this simple estimation does not take into account many complexities of the system, it does

agree with our experimental values to within an order of magnitude.

4.3 Conclusion and Outlook

By analyzing both MDCS and TPC measurements of SiV centers, we were able to measure

the full strain tensor of our sample. We measure a nonzero strain, which varies across the

sample. This strain is most likely due to the large amount of implanted silicon in our sample.

One possible future direction would be to take measurements on a variable density sample,

to further measure the relationship between implantation density and strain. In addition,

the depth-dependent strain tensor could be studied using a sample containing thin layers of

implanted SiV centers or a more tightly focused beam spot. Modifications to the experiment

could be implemented or other spectroscopic techniques could be used to improve sensitivity

and accuracy. This work may also be useful in using SiV centers in diamond, or other color

centers with similar symmetries, as a strain gauge, potentially in a diamond anvil cell or

atomic force microscope tip.
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CHAPTER 5

Computationally Simulating

Multidimensional Coherent Spectroscopy

This chapter will discuss the code I have written to simulate MDCS spectra. It consists

of two main functions, with one to generate Feynman diagrams and the other to perform

the simulation. My code is not the most sophisticated MDCS simulation code [56, 57]; it

does not account for finite pulse effects [60], for instance. However, its strength lies in its

simplicity while still being flexible in the types of spectra and systems it can simulate. It can

compute spectra quickly, and allows for arbitrary pulse sequences and energy level diagrams.

All code is written in MATLAB (although there is also a version of the Feynman diagrammer

in Python), and is available on Github1.

Section 5.1 will focus on the Feynman diagrammer, which generates valid Feynman di-

agrams for a given system and pulse sequence. These Feynman diagrams can be used to

generate MDCS spectra, as will be described in Section 5.2. Each section will describe both

how to use the code and how it works. The code will ultimately be used in Chapter 6.

5.1 Feynman Diagrammer

The logical nature by which Feynman diagrams are formed, as described in Section 2.1.2

lends itself well to automation. While the initial goal of this code was to tabulate all valid

1https://github.com/chocokels/feynman-finder
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rephasing Feynman diagrams for the SiV center, the generalized final product is useful for a

variety of other systems and signal pathways.

The Feynman diagrammer FeynmanFinderFunc takes as input an arbitrary energy level

diagram, a starting state, a signal pathway, and a detection scheme, and outputs all possible

Feynman diagrams. It accomplishes this through recursion.

5.1.1 Using the Feynman Diagrammer

To implement arbitrary energy level diagrams, we use directed graphs. Each node on the

graph represents a single state, and the edges represent the possible transitions between

these states. The directions of the edges should point from lower energy to higher energy

states. An example energy level diagram and corresponding directed graph are depicted in

Figure 5.1. To implement the graphs, we use MATLAB’s digraph object. This allows nodes

to be given names, which is convenient for identification and readability.

The first two arguments of FeynmanFinderFunc, named ket and bra, are the names for

both the starting ket and bra as character arrays. The following argument graph is the

directed graph representing the energy level structure.

The next argument eta represents the signal pathway or, using the symbology of Equation

2.27, the conjugations η of the pulses. This is given as a vector array. Each element is either

1 for an unconjugated pulse, or -1 for a conjugated pulse. As an example, [-1 1 1 -1]

should be used for rephasing spectra, and [1 1 -1 -1] should be used for double quantum

a)

|0〉

|1〉
|2〉 b)

Figure 5.1: (a) The energy level digram for a V-shaped three-level system. (b) The corre-
sponding directed graph.
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spectra. There are no restrictions regarding the length of eta, so higher order spectra with

more than four interactions [72, 40, 43] can be processed.

Finally, the last argument heterodyne indicates the detection scheme to be used. It

should equal 1 for heterodyne detection and 0 for photoluminescence detection.

The output feyn of the function is a cell array of structure arrays, where each structure

array element of the cell array represents a single Feynman diagram. Each structure array

has four fields. The first two, ket and bra, are cell arrays of the kets and bras of the Feynman

diagram, respectively, listed from bottom to top. Next is sign, which represents the pulse

conjugations, and is simply a copy of eta. Last is side, which represents the side ζ of the

interaction, 1 for left and -1 for right.

There is an additional function, PrintFeynman, which takes a cell array of Feynman

diagrams as input, and prints a visual representation of the Feynman diagrams. To simplify

the output as text, de-excitation interactions, or interactions with arrows pointed away from

the center of the diagram, are displayed one row below their expected position.

As an example, we will consider the rephasing pathway for the V-shaped three-level system

depicted in Figure 5.1. We can compute the Feynman diagrams using

graph = digraph([1,1],[2,3]); % Define graph

graph.Nodes.Name = {'0' '1' '2'}'; % Name nodes

eta = [-1 1 1 -1]; % Rephasing

feyn = FeynmanFinderFunc('0','0',graph,eta,1);

We can view a single element of the cell array, both as a structure array, and using the

function PrintFeynman

>> feyn{1}

ans =

struct with fields:

ket: {'0' '0' '1' '1' '0'}
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bra: {'0' '1' '1' '0' '0'}

sign: [-1 1 1 -1]

side: [-1 1 -1 1]

>> PrintFeynman(feyn(1));

|0><0|

\|1><0|

|1><1|/

/|0><1|

|0><0|\

5.1.2 Implementation

The Feynman diagrammer uses recursion to achieve a flexible implementation. Each call

of FeynmanFinderFunc will find the possibilities for one row of the Feynman diagram. For

each of these possibilities, it will call FeynmanFinderFunc for the remaining interactions.

This process is illustrated in Figure 5.2. To increase readability, in this section, we will

summarize the content of FeynmanFinderFunc as pseudocode. We will divide the code into

three sections. In the first, we have the terminating base case, in which there are no remaining

interactions. In the second, we find all possible Feynman diagrams that satisfy the given

conditions assuming an interaction from the left, and in the third, we do the same thing

assuming an interaction from the right.

To start with, we will consider the case in which the input eta is empty, meaning there

are no remaining interactions.

if eta is empty

if the ket and bra are equal, and either heterodyne detection or the

current (final) state is not a ground state

return a Feynman diagram using:
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|0〉 〈0|

|×〉 〈0|
×

|0〉 〈1| |0〉 〈2|

|1〉 〈1| |2〉 〈1| |0〉 〈0|

|×〉 〈1|
×

|1〉 〈0|

|0〉 〈0|
X

Heterodyne

|1〉 〈1|
X

Photoluminescence

|1〉 〈2|
×Invalid

η1 = −1

η2 = +1

η3 = +1

η4 = −1

ζn = +1

ζn = −1

Figure 5.2: A schematic illustrating the operation of the Feynman diagrammer for the exam-
ple computed in Section 5.1.1. It should be read from bottom to top, and each row represents
one call of the recursive function which determines one row of the Feynman diagram. Note
that not all possible outcomes are shown due to space constraints.
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current ket and bra as ket and bra arrays

empty arrays as sign and side

else

return an empty cell array

end

In this case, we have to start by checking that the Feynman diagram is valid. We want the

system to end up in a population, so the input ket and bra should be equal. If we are using

photoluminescence detection, we also want to check that this final population state is not a

ground state, since otherwise there would be no photoluminescence to measure. If both of

these conditions are met, we do have a valid Feynman diagram, and should begin the process

of outputting our result. If the conditions are not met, no Feynman diagrams are returned.

If there are remaining interactions, we will first assume that the next one is from the left,

which is represented by the purple arrows in Figure 5.2.

else

feyn = an empty cell array to store possible Feynman diagrams

% Assume an interaction from the left

if the interaction is conjugated

states = possible de-excitations of the current ket

elseif this is not the final interaction using heterodyne detection

states = possible excitations of the current ket

else

there are no valid states

end

for each possible state

next = the output of FeynmanFinderFunc with state as the ket and

eta without its first element
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for each Feynman diagram in next

modify the Feynman diagram:

append current ket to the beginning of ket array

append current bra to the beginning of bra array

append current sign to the beginning of signs array

append current side to the beginning of sides array

end

append this modified Feynman diagram to feyn

end

With an interaction from the left, we know that the ket will change as a result. Thus

we use the conjugation of the pulse to determine if the ket will undergo excitation or de-

excitation. Next, we look to the directed graph representing the energy level diagram to

find the possible kets after the interaction. We also verify that the final interaction with

heterodyne detection is a de-excitation, corresponding to the emitted signal. We apply

FeynmanFinderFunc recursively, with this new ket as the starting ket, and without the first

interaction. This will return a cell array of valid Feynman diagrams, which we will modify

by adding the information corresponding to the current interaction.

Finally, we will assume that the next interaction is from the right, which is represented

by the orange arrows in Figure 5.2.

% Assume an interaction from the right

if the interaction is unconjugated

states = possible de-excitation of the current bra

elseif this is not the final interaction using heterodyne detection

states = possible excitation of the current bra

else

there are no valid states

65



end

for each possible state

next = the output of FeynmanFinderFunc with state as the bra

and eta without the first element

for each Feynman diagram in next

modify the Feynman diagram:

append current ket to the beginning of kets array

append current bra to the beginning of bras array

append current sign to the beginning of signs array

append current side to the beginning of sides array

end

append this modified Feynman diagram to feyn

end

return feyn

end

This proceeds like the previous section with one main difference: since the interaction is

from the right, the bra will be changed instead of the ket.

5.2 Simulating Spectra

With the Feynman diagrams computed as in Section 5.1, we can now proceed with simulation

of MDCS spectra. This simulation code, SimulateMDScan, will compute the time domain

data for each Feynman diagram individually. The final result will be obtained by adding

the individual data sets, and a spectrum in terms of frequency can be found by taking the

Fourier transform.
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5.2.1 Using the Simulator

The function SimulateMDScan has a total of four required inputs. The first of these, ts,

holds the time delay information. It is a cell array of length N − 1, where N is the total

number of interactions. Each element in the cell array is a vector array of time delays, where

the first element corresponds to the first time delay, the second element corresponds to the

second time delay, and so on. The values of the individual vector arrays should correspond

to the desired probed time delays, and the length corresponds to the number of data points

along that axis. Note that the length of the cell array should be one less than the length of

the array eta used in FeynmanFinderFunc, since the length of eta should match the number

of interactions.

This implementation means that any variety of MDCS, including but not limited to those

described in Section 2.2, can be calculated with a single function. For instance, rephasing

spectra can calculated using a single value for the second cell array element (T ) and vector

arrays for the first and third (τ and t), and zero-quantum spectra can be calculated using a

single value for the first cell array element (τ) and vector arrays for the for the second and

third (T and t). Higher order spectra can also be computed by adding additional cell array

elements for the additional interactions.

The output of FeynmanFinderFunc should be included as the input feyn. Individual

Feynman diagrams can also be used, to view the signal due to only that diagram.

The following input, Omega, is equivalent to Ωa,b as defined in equation 2.2.2. It should

be written as a square matrix whose rows and columns correspond to the energy levels, or

equivalently the nodes of the directed graph as defined in Section 5.1.1. It can include both

the transition frequencies ωa,b and dephasing terms γa,b.

Lastly, to match the indices of Omega to the named nodes in the directed graph, the input

graph should be the directed graph used in FeynmanFinderFunc.

There is an additional optional argument inhom, and its use and implementation are

discussed in Appendix B. If nothing is included for the term inhom, no inhomogeneous
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broadening will be added.

The output res of this function is a complex-valued N -dimensional array. Each dimension

corresponds to one time axis in ts. Each point in the array corresponds to the signal at that

collection of time delays.

There is an additional function, PlotMDCSScan, which can be used to plot either the time

or frequency domain spectra generated from the output of SimulateMDScan. It is intended

to be used for a two-dimensional dataset, so while any number of interactions is valid, only

two of the time delays between them should be varied. The first input, ts, is the same

cell array inputted into SimulateMDScan, and the second input, dat, is the corresponding

output. If the third input, four, is set to 0, the time domain is plotted, and if it is set to

1, the data is Fourier transformed and the frequency domain is plotted. Since the data is

complex-valued, the final input compx indicates how to convert it to a real value, where 0

will use the absolute value, 1 will use the real part, and 2 will use the imaginary part.

As an example, we will consider the V-shaped three-level system from Section 5.1.1. We

will also assume that graph and feyn are already defined as in that section. We can simulate

this system using

axtau = (0:2000-1)/3; % tau axis

axt = (0:2000-1)/3; % t axis

ts = [{axtau} {0} {axt}];

freqs = [0 0.67 1.33]; % Freqs measured relative to ground state

gamma = 0.04; % All states have the same dephasing rates

Omega = ((freqs' - freqs) - 1i * gamma);

res = SimulateMDScan(ts,feyn,Omega,graph);

We can also plot the time domain data with

PlotMDCSScan(ts,res,0,0); % For time domain

xlim([0,100]);ylim([0,100]);
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and the frequency domain spectrum with

PlotMDCSScan(ts,res,1,0); % For frequency domain

xlim([0,2]);ylim([-2,0]);

The resulting plots are shown in Figure 5.2.
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Figure 5.3: The result of a simulation of a V-shaped three-level system, plotted in both the
time and frequency domains.

5.2.2 Delta-Function Pulses

Before discussing the simulation code, we will return to the theoretical framework discussed

in Section 2.1, and include delta-function pulses. While finite pulse effects do influence the

final spectrum [60], we can simplify the mathematics by assuming our pulses are infinitely

short [38, pg. 42].

To do this, we first recall Equation 2.27 from Section 2.1.2. We are trying to find the nth

order density matrix element

ρ
(n)
kn,bn;d (t) = ζn,d

iµζn,d
~

eiηn,dkn·x
∫ t

−∞
Ê
ηn,d
n (t′) e−iηn,dωnt

′
e−iΩkn,bn (t−t′)ρ(n−1)

kn−1,bn−1,d
(t′) dt′. (5.1)
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We will write the envelope of the nth pulse as

Ê
ηn,d
n (t) = Eηn,dδ (t) . (5.2)

Next, we will substitute this envelope into the equation above, and add a time offset t′n for

the pulse (which will eventually allow our pulses to arrive at different times). This gives

ρ
(n)
kn,bn;d (t) = ζn,d

iµζn,d
~

eiηn,dkn·x∫ t

−∞
Eηn,dδ (t′ − t′n) e−iηn,dωn(t′−t′n)e−iΩkn,bn (t−t′)ρ(n−1)

kn−1,bn−1,d
(t′) dt′

= ζn,d
iµζn,dEηn,d

~
eiηn,dkn·xe−iΩkn,bn (t−t′n)ρ

(n−1)
kn−1,bn−1,d

(t′n) .

(5.3)

Note that we will need to find ρ
(n−1)
kn−1,bn−1,d

(t′n). To facilitate repetitive applications of this

equation, we will find it more convenient to write it in terms of t′n+1 instead of t

ρ
(n)
kn,bn;d

(
t′n+1

)
= ζn,d

iµζn,dEηn,d
~

eiηn,dkn·xe−iΩkn,bn(t′n+1−t′n)ρ(n−1)
kn−1,bn−1,d

(t′n) . (5.4)

Thus, N − 1 repeated applications of this equation give

ρ
(N−1)
d (t′N) =

N−1∏
n=1

ζn,d
iµζn,dEηn,d

~
eiηn,dkn·xe−iΩkn,bn(t′n+1−t′n). (5.5)

This is written in terms of t′n, which is the arrival time of the nth pulse. We can rewrite it

in terms of tn, which we will define as the time difference between pulse n and pulse n + 1,

so tn = t′n+1 − t′n. Thus we write the density matrix elements after N interactions as

ρ
(N−1)
d (t1, . . . , tN−1) =

N−1∏
n=1

ζn,d
iµζn,dEηn,d

~
eiηn,dkn·xe−iΩkn,bn tn . (5.6)

Next we will assume that only the first N − 1 interactions are due to the laser interacting

with the sample, so the final Nth interaction corresponds to an emitted signal which can be
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heterodyne detected. In this case, we can use Equation 2.28, and ignore some constants, to

find that the measured signal S for a given Feynman diagram d is proportional to

S
(N)
d (t1, . . . , tN−1) ∝ iζN,dµζN,d

N−1∏
n=1

iζn,dµζn,de
−iΩkn,bn tn . (5.7)

5.2.3 Implementation

Now that we have built up the required math, we can proceed with using it to simulate spec-

tra. The function SimulateMDScan will compute Equation Equation 5.7 for each Feynman

diagram input, and find the sum of the results. The function does not currently account

for differing values of the dipole elements µ, but this could be added. We will ignore the

code which handles inhomogeneous broadening, which is contained within several condi-

tional statements and is explained in Appendix B. As in Section 5.1.2, we will summarize

the content of SimulateMDScan as pseudocode.

for each axis in ts

reshape each axis so it is a vector array along the nth dimension

end

res = initialized array of zeros

for each Feynman diagram in feyn

resn = initialized array of ones

for each of N-1 interactions (excluding emitted signal)

% Compute using values from this row of this Feynman diagram

resn = resn * (i * zeta * exp(-i * Omega * nth axis))

end

% Compute using values from this emitted signal

resn = i * zeta * resn

res = res + resn;

end
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Most of this function is as expected. The function iterates over each Feynman diagram, and

over each interaction. For each iteration, the program computes the interior of the product

in Equation 5.7.

Reshaping the time axes in ts enables the flexibility of the code. When multiple dimen-

sions are used, the product step is executed element-by-element. Thus, every combination

of time delays is calculated, and the final result is an N -dimensional array.
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CHAPTER 6

Correlated Dephasing in Multidimensional

Spectroscopy of Interacting Systems

As discussed in Chapter 2, many features of a MDCS spectrum are due to the oscillation of

various coherent superpositions over time. If we are observing a collection of systems, their

phases will gradually desynchronize, resulting in a decaying signal. While there are multiple

possible sources for dephasing, our discussion here will be focused on scattering events in

the Markovian limit.

Some possible coherences can be due to multiple different energy transitions in the system.

For instance, a zero-quantum coherence may be given by the difference of two energy transi-

tions, and a double-quantum coherence may be given by the sum of two energy transitions.

This means the dephasing rate of the coherence is affected by both transitions’ scattering

events. Correlations between these scattering events will similarly affect the dephasing rate.

The effects of correlated and anti-correlated dephasing on a zero-quantum coherence have

been previously observed experimentally [21, 8, 67, 47]. For double-quantum or higher order

n-quantum coherences, the type and strength of correlations may be able to be controlled

by adjusting the distance between multiple interacting systems.

In this chapter, we will use the simulations from Chapter 5 to explore how correlated

dephasing affects MDCS spectra, with a particular focus on double-quantum and higher-

order n-quantum spectra. In Section 6.1, we will build a mathematical model for Markovian

scattering both with and without correlations. We will apply this model first to the simplest
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case of double-quantum spectra in Section 6.2. Then we will generalize these results to

higher-order n-quantum spectra in Section 6.3. We will finish with some concluding remarks

in Section 6.4.

6.1 Correlated Dephasing

One source of dephasing in MDCS scans is scattering events, which can be caused by collisions

of the system with atoms or phonons. Such collisions can cause the resonance frequency

between two states in the system to fluctuate. If there is a superposition between these two

states when a scattering event occurs, the phase of the evolution of the superposition will

jump, as is shown in Figure 6.1. If there is a collection of many such states undergoing

random scattering events, over time these phase jumps will cause them to dephase with

respect to one another.

Under the Markovian limit, we assume that the timescales of these scattering events are

smaller than the relevant timescale of the experiment. Thus, we can approximate them with

delta functions.

In Section 6.1.1, we will use this to mathematically describe how Markovian dephasing

affects the density matrix. With this mathematical framework in place, in Sections 6.1.2 and
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Figure 6.1: A depiction of how Markovian scattering events affect a system. The top plot
shows how individual scattering events cause fluctuations in an energy level, or oscillation
frequency, in the system. The bottom plot shows how the energy fluctuations create phase
jumps in the evolution of a superposition between two states in the system.
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6.1.3 we can begin to investigate the effects of correlated dephasing.

6.1.1 Markovian Scattering

Consider the evolution of a density matrix element, as in Equation 2.23, but absent any

electric field interactions

∂ρ
(n)
a,b

∂t
= −iΩa,bρ

(n)
a,b = − (iωa,b − iγa,b) ρ(n)

a,b . (6.1)

To account for Markovian scattering, we will use the following derivation from Reference

[59, pgs. 86-87]. We can represent the random fluctuations due to Markovian scattering

by adding a random frequency shift δωa,b (t). We will also assume that this frequency shift

follows Gaussian statistics. This gives

∂ρ
(n)
a,b

∂t
= − (iωa,b + iδωa,b (t)− iγa,b) ρ(n)

a,b . (6.2)

We can integrate this to get

ρa,b (t) = ρa,b (0) exp

(
− (iωa,b + γa,b) t− i

∫ t

0

dt′ δω (t′)

)
. (6.3)

The integral
∫ t

0
dt′ δω (t′) would represent the frequency drift over time of a single system. We

care about the dephasing of an ensemble of systems, which all experience different scattering

events. Thus, to find the dephasing of the ensemble, we perform an ensemble average.
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Isolating just the integral term, and expanding it as a series, we see that

〈
exp

(
−i
∫ t

0

dt′ δω (t′)

)〉
=

〈
1− i

∫ t

0

dt′ δω (t′)− 1

2

∫ t

0

dt′
∫ t

0

dt′′ δω (t′) δω (t′′) + · · ·

+
(−i)2n

(2n)!

∫ t

0

dt1· · ·
∫ t

0

dt2n δω (t1) · · · δω (t2n) + · · ·
〉

= 1− i
∫ t

0

dt′ 〈δω (t′)〉 − 1

2

∫ t

0

dt′
∫ t

0

dt′′ 〈δω (t′) δω (t′′)〉+ · · ·

+
(−i)2n

(2n)!

∫ t

0

dt1· · ·
∫ t

0

dt2n 〈δω (t1) · · · δω (t2n)〉 · · · .

(6.4)

Since the fluctuations are as likely to be positive as negative, 〈δω (t′)〉 = 0. For the

later terms, we need to find 〈δω (t′) δω (t′′)〉. If we assume Markovian scattering, then the

scattering events are infinitely fast, and the frequency shift for differing times t′ 6= t′′ is

uncorrelated. Thus this average will be nonzero only when t′ = t′′. We can write it as

〈δω (t′) δω (t′′)〉 = 2γphδ (t′ − t′′) , (6.5)

where γph represents the amplitude of the fluctuations. Using this we can compute the second

term Equation 6.4 as

− 1

2

∫ t

0

dt′
∫ t

0

dt′′ 〈δω (t′) δω (t′′)〉 = −γph

∫ t

0

dt′′ δ (t′ − t′′) = −γpht. (6.6)

If we assume Gaussian statistics, we can compute the later terms by grouping

〈δω (t1) · · · δω (t2n)〉 into distinguishable pairs like that in Equation 6.5. Since this cannot be

done for the odd terms in Equation 6.4, those terms vanish. The number of arrangements

of 2n terms into n pairs is (2n)!
2n

. Since we want distinguishable arrangements, we divide this
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by n!. Thus, we can compute the even terms of Equation 6.4 as

(−i)2n

(2n)!

∫ t

0

dt1· · ·
∫ t

0

dt2n 〈δω (t1) · · · δω (t2n)〉

=
(−1)n (2n)! (2γph)n

(2n)!n! 2n

∫ t

0

dt1· · ·
∫ t

0

dt2n δ (t1 − t2) · · · δ (t2n−1 − t2n)

=
(−γpht)

n

n!
.

(6.7)

Using this, we can collapse Equation 6.4 back into an exponential, giving

〈
exp

(
−i
∫ t

0

dt′ δω (t′)

)〉
=
∞∑
n=0

(−γpht)
n

n!
= exp (−γpht) . (6.8)

Our integrated expression from Equation 6.3 therefore becomes

ρa,b (t) = ρa,b (0) exp
(
−
(
iωa,b + γa,b + γph

a,b

))
t. (6.9)

Thus, the energy fluctuations due to Markovian scattering can be modeled as another de-

phasing term in the evolution of the density matrix. We can easily fit it into our model of

MDCS in Chapter 2 and our simulations in Chapter 5 by modifying our definition of Ωa,b in

Equation 2.2.2 to be

Ωa,b = ωa,b − iγa,b − iγph
a,b. (6.10)

6.1.2 Correlations Between Two Transitions

If we have a system with multiple energy transitions, it is possible that the energies of

the different transitions are correlated. If one transition fluctuates, the other will fluctuate

similarly (for a specific system). Anticorrelation, where if one transition fluctuates up, the

other will fluctuate down, is also possible. Correlated dephasing has been previously observed

in excitons in GaAs [21], GaAs quantum wells [8, 67], and InAs quantum dots [47].
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Figure 6.2: (a) A V-shaped three-level system. (b) An illustration of the effects of correlated
(ρ = 1), uncorrelated (ρ = 0), and anticorrelated (ρ = −1) dephasing processes on the
energy levels of this system.

All three of these instances concern a V-shaped three-level system, such as that in Figure

6.2 (a). To simplify the problem, we will measure all fluctuations relative to the ground

state. Correlated, uncorrelated, and anticorrelated scattering events for this system are

shown in Figure 6.2 (b). We will assume (for now) that the coherences |0〉 〈1| and |0〉 〈2|

have equal scattering dephasing rates γph
0,1 = γph

0,2. We wish to find the dephasing rate of the

zero-quantum coherence |1〉 〈2|, which evolves at frequency ω2,1 = ω2,0 − ω1,0.

For the uncorrelated case, ρ = 0, we see that the fluctuations of the two energy levels

are independent. We would expect the zero-quantum coherence to dephase twice as fast

as the single-quantum coherences, since the fluctuations will be twice as frequent for the

zero-quantum coherence. This expectation can be written mathematically as

γph
1,2 = γph

0,1 + γph
0,2 = 2γph

0,2. (6.11)

For the completely correlated case, ρ = 1, the fluctuations in the two energy levels are

identical. Since ω2,1 = ω2,0 − ω1,0, we have that

δω2,1 = δω2,0 − δω1,0 = δω2,0 − δω2,0 = 0. (6.12)

Thus, the dephasing of the zero-quantum coherence is not affected by the scattering events,
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so

γph
1,2 = 0. (6.13)

For the completely anticorrelated case, ρ = −1, the fluctuations in the two energy levels

are exactly opposite. Since ω2,1 = ω2,0 − ω1,0, we have that

δω2,1 = δω2,0 − δω1,0 = δω2,0 + δω2,0 = 2δω2,0. (6.14)

Looking at equation 6.5, we see that a factor of two increase in δω will increase γph by a

factor of four, so

γph
1,2 = 4γph

0,2. (6.15)

These simplistic and intuitive results agree with the general result of Reference [21]

γph
1,2 = γph

0,1 + γph
0,2 − 2ρ

√
γph

0,1γ
ph
0,2. (6.16)

This equation allows for any −1 ≤ ρ ≤ 1 and γph
0,1 6= γph

0,2. Additionally, we will provide a

more rigorous justification for this equation in Section 6.1.3.

While prior experimental results used systems like the three-level system just discussed,

the diamond-shaped four-level system seen in Figure 6.3 (a) is more relevant to this work.

In particular, we are concerned with the dephasing rate of the double-quantum coherence.

The effects of scattering events on this system are illustrated in Figure 6.3 (b). We

would expect the uncorrelated case to be the same as that of the three-level system, since we

similarly see twice as many fluctuations of the double-quantum coherence. For the correlated

and anticorrelated cases, we look to the origin of the doubly excited state. The zero-quantum

coherence frequency was found by taking the difference of the single-quantum coherences, but

the double-quantum coherence frequency is approximately the sum of the single-quantum

coherences (minus a term due to the interaction). Thus, we would expect the effects of

correlation and anticorrelation on the double-quantum coherence to be opposite those of the
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Figure 6.3: (a) A diamond-shaped four-level system. (b) An illustration of the effects of
correlated (ρ = 1), uncorrelated (ρ = 0), and anticorrelated (ρ = −1) dephasing processes
on the energy levels of this system.

zero-quantum coherence.

Thus, referencing Equation 6.16 we would expect the general equation for the double-

quantum dephasing rate to be

γph
g1g2,e1e2

= γph
g1,e1

+ γph
g2,e2

+ 2ρ

√
γph
g1,e1γ

ph
g2,e2 . (6.17)

This equation will also agree with the results of Section 6.1.3.

Equations 6.16 and 6.17 are sufficient to describe all the coherences possible in a diamond-

shaped four-level system, which can be probed using double-quantum MDCS. However, we

would like to be able to simulate higher-order n-quantum MDCS as well. This will require

calculating dephasing rates for coherences which are comprised of more than two single-

quantum coherences, so we will need to generalize these results.

6.1.3 Generalized Correlations

In order to generalize this to more complicated energy level structures, we will turn to

statistics. Recall that we are assuming that the fluctuations follow Gaussian statistics, and

assume that all fluctuations δω are measured relative to some ground state. We already
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know that the mean of these fluctuations is zero

µa = 〈δωa〉 = 0. (6.18)

We can also find the variance of a single transition, which we would expect to be proportional

to the Markovian dephasing rate, as defined in Equation 6.5

σ2
a =

〈
(δωa − µa)2〉 =

〈
δω2

a

〉
∝ γph

a . (6.19)

If we have two fluctuating states, we can also define their covariance

cov (δωa, δωb) = 〈(δωa − µa) (δωb − µb)〉 = 〈δωaδωb〉 , (6.20)

as well as their correlation

ρa,b =
cov (δωa, δωb)

σaσb.
(6.21)

Using these, we can define the covariance matrix in a basis of fundamental energy transitions

Σ =



σ2
1 cov (δω1δω2) · · · cov (δω1δωk)

cov (δω2δω1) σ2
2 · · · cov (δω2δωk)

...
...

. . .
...

cov (δωkδω1) cov (δωkδω2) · · · σ2
k



=



σ1 0

σ2

. . .

0 σk





1 ρ1,2 · · · ρ1,k

ρ1,2 1 · · · ρ2,k

...
...

. . .
...

ρ1,k ρ2,k · · · 1





σ1 0

σ2

. . .

0 σk


,

(6.22)
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and the correlation matrix

R =



1 ρ1,2 · · · ρ1,k

ρ1,2 1 · · · ρ2,k

...
...

. . .
...

ρ1,k ρ2,k · · · 1


. (6.23)

Note that the covariance matrix must be symmetric and positive semi-definite [28, pg. 122].

This restriction is necessary to prevent impossible correlations. For instance, if a and b are

fully correlated, and b and c are fully correlated, then it is impossible for a and c to be

anticorrelated.

Since the fluctuations follow Gaussian statistics, they can be modeled as a multivariate

normal distribution,

f (δω) =
1√

(2π)k det Σ
exp

(
−1

2
δωTΣ−1δω

)
. (6.24)

One convenient result of this is that every linear combination of its components (δω1, . . . , δωk)

is itself normal [28, pg. 123, def. I].

Consider any vector s of length k. We know that the linear combination sTδω follows

normal statistics. We can find its variance by taking [28, pg. 124, thm 3.1]

σ2
s = sTΣs. (6.25)

Because we have σ2 ∝ γph, we can get a similar expression for γph

γph
s = sTγ1/2Rγ1/2s, (6.26)
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where

γ1/2 =



√
γph

1 0√
γph

2

. . .

0
√
γph
k


. (6.27)

Alternatively, we can write this matrix product as

γph
s =

∑
a

γph
a + 2

∑
a6=b

sasbρa,b

√
γph
a γ

ph
b . (6.28)

Using this, we can reproduce the results of Section 6.1.2. For instance, if we want to find

the dephasing rate of the sum of two energy levels with individual dephasing rates γph
a and

γph
a , then s = ( 1

1 ), so

γph
a+b = γph

a + γph
b + 2ρa,b

√
γph
a γ

ph
b , (6.29)

which matches Equation 6.17. Similarly, if we want to find the dephasing rate of the difference

of the two energy levels, then s = ( 1
−1 ), so

γph
a−b = γph

a + γph
b − 2ρa,b

√
γph
a γ

ph
b , (6.30)

which matches Equation 6.16.

6.2 Double-Quantum Results

We begin by investigating the effects of correlated dephasing on a system consisting of two

interacting two-level systems using double-quantum MDCS, which was first introduced in

Section 2.2.4. This system can be represented as a diamond-shaped four-level system, as

shown at the center of Figure 6.4. Note that the doubly excited state is still reduced by an

interaction term ∆, as described in Section 2.2.4 and depicted in Figure 2.9. The simulations

that follow do include this term, but it is set to be small relative to the other values in the
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|gg〉

|ee〉

→ |ge〉

|gg〉

|ee〉

Figure 6.4: Two two-level systems combining to form a diamond-shaped four-level system,
which we can represent as a three-level ladder system.

simulation.

We should also be sure to distinguish this work from Reference [42]. This earlier work con-

cerns correlations between the frequencies of interacting systems and how these correlations

affect double-quantum lineshapes. Such correlations result in inhomogeneous broadening.

The work presented here instead concerns correlations in scattering events, which results in

correlations in the dephasing rates of interacting systems. We will set the frequencies of

the different transitions to be equal to simplify the problem, but these computations could

also be calculated using different frequencies for individual single-quantum coherences, or

including inhomogeneous broadening as well.

6.2.1 Double-Quantum Dephasing

To simulate this system, we need an expression for Ω as defined in Equation 6.10. In

particular, γph needs to be written concisely in the basis of the possible system states. Note

that this is different from the basis used in the covariance matrix Σ. For this system of

two interacting two-level systems, the basis for Σ consists of the two transitions of the two

individual interacting states, and the basis for Ω and γph is the four states in the combined

four-level system.

Let γ1 and γ2 be the dephasing rates of the two individual two-level systems, and ρ be the

correlation between the dephasing of these two states, so the correlation matrix R =
(

1 ρ
ρ 1

)
.
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Using the results of Equation 6.28, we find

γph =



〈gg| 〈eg| 〈ge| 〈ee|

|gg〉 0 γ1 γ2 γ1 + γ2 + 2ρ
√
γ1γ2

|eg〉 γ1 0 γ1 + γ2 − 2ρ
√
γ1γ2 γ2

|ge〉 γ2 γ1 + γ2 − 2ρ
√
γ1γ2 0 γ1

|ee〉 γ1 + γ2 + 2ρ
√
γ1γ2 γ2 γ1 0


. (6.31)

Here, the rows and columns are labeled with the kets and bras of the corresponding coher-

ences.

All possible coherences for this system are represented in this matrix. However, not all of

them can be reached in a double-quantum signal. In particular, a zero-quantum coherence,

such as |ge〉 〈eg|, will not occur. If we assume ω1 = ω2 and γ1 = γ2, then we can treat

|eg〉 and |ge〉 as a single state, and represent this system by the three-level ladder system as

shown in the right side of Figure 6.4. In this case, γph can be written as

γph =



〈gg| 〈ge| 〈ee|

|gg〉 0 γ (2 + 2ρ) γ

|ge〉 γ 0 γ

|ee〉 (2 + 2ρ) γ γ 0

. (6.32)

This simplification reduces the number of Feynman diagrams needed to simulate this system.

While not strictly necessary for double-quantum spectra, this simplification will become

much more useful for the higher-order n-quantum spectra explored in Section 6.3.1, since as

n increases, the number of valid Feynman diagrams increases dramatically.

6.2.2 Double-Quantum Simulations

We can now simulate double-quantum spectra using the dephasing matrix written in and

the simulation code described in Chapter 5. Some resulting simulations are shown in Figure

6.5 (a). The frequency axes are defined relative to the frequency difference of one of the
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two-level systems, so ωeg = 1. It is assumed that the dephasing due to Markovian scattering

events is much greater than other sources of dephasing, so the rate of dephasing is dominated

by γph. The dephasing due to Markovian scattering for the individual two-level systems for

this set of spectra is set to be γph = 0.05ωeg. The spectra are taken at differing values of

correlation, ρ. We also do not include any inhomogeneous broadening, and all spectra are

normalized independently.

As we would expect for this system, all spectra show a single peak with double-quantum

frequency of 2ωeg and emission frequency ωeg. However, what is more relevant is the

linewidths along the two axes, which are portrayed more clearly in Figure 6.5 (b) and (c).
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Figure 6.5: (a) Simulated double-quantum spectra at a variety of correlation values. (b)
Horizontal cross section of double-quantum spectra at ωT = 2. (c) Vertical cross section of
double-quantum spectra at ωt = 1.
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The linewidth along the emission frequency axis is determined by the rate of dephasing dur-

ing the t time delay. Since this time delay probes single-quantum coherences, and since the

correlation coefficient does not impact these single quantum coherences, the linewidth along

the emission frequency axis does not depend on ρ. The linewidth along the double-quantum

frequency axis is determined by the rate of dephasing during the T time delay, which probes

the double-quantum coherence. We determined above that this dephasing rate is given by

(2 + 2ρ) γ, so the linewidth along the double-quantum axis is strongly affected by γ. In

particular, note that when ρ = −1 the dephasing rate of the double-quantum coherence

becomes 0, and the linewidth becomes arbitrarily small (although in practice it would be

limited by other sources of dephasing).

To be more exact, we can mathematically represent the lineshapes of cross sections of the

peaks, as plotted in 6.5 (b) (c). The single-quantum coherence has a Lorentzian lineshape,

described by

It (ω) =

((
ω − ωeg

γ

)2

+ 1

)−1

, (6.33)

and the lineshape of the double-quantum coherence is the root of a Lorentzian, as in

IT (ω) =

((
ω − 2ωeg
(2 + 2ρ) γ

)2

+ 1

)−1/2

. (6.34)

6.3 n-Quantum Results

6.3.1 Higher-Order n-Quantum Spectra

In Section 2.2.4 we discussed double-quantum spectra, which are used to probe double-

quantum coherences. By allowing the second and third pulses to interact with the system

multiple times, higher-order coherences can be observed [72, 40]. Written generally, we can

probe a coherence between the ground and nth excited state through n-quantum spectra.

The pulse sequence for an n-quantum scan is shown in Figure 6.6. For a double-quantum

87



a)

. . . . . .

1 2 n n+ 1∗ 2n− 1∗ 2n∗

T t

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

|n〉

|n− 1〉

|1〉

|0〉

b)

10

Emission Freq.  
t

n
1
0

n
-Q

u
a

n
t.
 F

re
q

. 
 

T

Figure 6.6: (a) A pulse sequence for an n-quantum spectrum. (b) The corresponding n-
quantum spectrum.

signal, the first two pulses have the same conjugation, which forces the system into a coherent

superposition between the ground and doubly excited states. Similarly, for an n-quantum

signal, the first n interactions have the same conjugation, which forces the system into

a coherent superposition between the ground and nth excited states. Much like in double-

quantum spectra, in n-quantum spectra the later interactions have the opposite conjugation,

and can act on the left or right. After the next n−1 pulses, the system is in a single-quantum

coherence, and the final signal can be detected using the same methods as in Section 2.2.

To remain consistent, we will label the time delay of the n-quantum coherence, which

is between the nth and n + 1th interactions, as T , and time time delay of the final single-

quantum coherence, which is between the 2n−1th and 2nth interactions, as t. This is shown

in Figure 6.6 (a). The frequencies corresponding to these time delays are represented as the

axes in the example n-quantum spectrum in Figure 6.6 (b). The plotted diagonal in this

spectrum is ωT = nωt.

Where double-quantum spectra are useful in observing interactions between two nearby

systems, n-quantum spectra are able to observe interactions between n nearby systems, such

as multi-atom Dicke states [72, 40].
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6.3.2 n-Quantum Dephasing

We can make similar simplifications to those in Section 6.2.1 for larger numbers of interacting

two-level systems, such as the three-level system shown in Figure 6.7, although again we need

a few conditions. First, we need ω1 = ω2 = · · · = ωn and γ1 = γ2 = · · · = γn. If all of the

ρa6=b = ρ are also equal, using Equation 6.28 we can write for a four-level ladder system

γph =



〈ggg| 〈gge| 〈gee| 〈eee|

|ggg〉 0 γ (2 + 2ρ)γ (3 + 6ρ)γ

|gge〉 γ 0 γ (2 + 2ρ)γ

|gee〉 (2 + 2ρ)γ γ 0 γ

|eee〉 (3 + 6ρ) γ (2 + 2ρ)γ γ 0


, (6.35)

or more generally, for a (n+ 1)-level ladder system

γph =



〈0| 〈1| · · · 〈n|

|0〉 0 γ · · · (n+ n(n− 1)ρ)γ

|1〉 γ 0
. . .

...

...
...

. . . . . . γ

|n〉 (n+ n(n− 1)ρ)γ · · · γ 0


, (6.36)

|g1〉

|e1〉

⊗

|g2〉

|e2〉

⊗

|g3〉

|e3〉

=

|gge〉 |geg〉 |egg〉

|ggg〉

|gee〉 |ege〉 |eeg〉

|eee〉

→

|ggg〉

|gge〉

|gee〉

|eee〉

Figure 6.7: Three two-level systems combining to form a eight-level system, which we can
represent as a four-level ladder system.
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Note that we are once again ignoring coherences which do not occur in a valid n-quantum

scan, such as |gge〉 〈eeg| and |gge〉 〈egg|.

Alternatively, if we ensure that the 2nd through nth interactions occur simultaneously,

and the n+ 1th through 2n− 1th interactions also occur simultaneously, then we can again

represent the system by a (n + 1)-level ladder system, even with differing values for the

correlation coefficients ρa6=b. The reason for this additional condition is that coherences such

as |gee〉 〈ggg| and |eeg〉 〈ggg| would have different dephasing rates, while being represented

by a single coherence under the four-level ladder system. However, if we require certain

interactions to occur simultaneously, then there is only phase evolution during one-quantum

and n-quantum coherences, so these dephasing ambiguities are irrelevant. The one-quantum

coherences are not affected by ρ, since there is no correlation for a single transition. For the

n-quantum coherence, we have

γ|e···e〉〈g···g| =

(
n+ 2

∑
a6=b

ρa,b

)
γ. (6.37)

6.3.3 n-Quantum Simulations

The simulations for the n-quantum spectra will be quite similar to the double-quantum

spectra in Section 6.2.2. In particular, the linewidth along the emission frequency axis is

determined by the rate of dephasing during the t time delay, and its corresponding line-

shape is again described by Equation 6.33. Similarly, the linewidth along the n-quantum

axis is determined by the rate of dephasing during the T time delay, and we can write its

corresponding lineshape using Equation 6.37,

IT (ω) =

 ω − nωeg(
n+ 2

∑
a6=b ρa,b

)
γ

2

+ 1

−1/2

. (6.38)

With this in mind, we can analyze the results for various values of n.

First we will consider no correlation, so ρa,b = 0 for all a 6= b. In this case, we see that
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the n-quantum dephasing rate is simply nγ, and scales linearly with n. Simulated spectra

for this case are shown in Figure 6.8 (a). The displayed spectra look identical because the

n-quantum frequency axes are scaled at the same rate as the n-quantum dephasing rate. It

is worth noting that this agrees with the experimental results of Reference [72], in which the

decoherence rate is found to scale linearly with atom number as shown in Figure 6.9 (a).

However, this experimental measurement also contains other sources of decoherence.

The next simplest case to consider is positive correlation, where all ρa,b > 0 and are equal

for all a 6= b. Here, the n-quantum dephasing rate is (n+ n (n− 1) ρ) γ, which is notably

quadratic in n. This can be seen in Figure 6.8 (b), which plots simulated spectra with ρ = 1.

The quadratic nature is more easily seen when plotting the n-quantum dephasing rate as
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Figure 6.8: Simulated n-quantum spectra at a variety of values of n, with (a) ρ = 0 and (b)
ρ = 1.
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a)

our experiment. Therefore, the two-quantum 2D spectrum of
K is a direct consequence of the two-quantum coherence due to
the collective state of two correlated, weakly interacting atoms,
providing direct evidence of two-atom Dicke states.

Similarly, n-atom Dicke states of K can be detected by using
n-quantum 2D spectroscopy. For the case of three K atoms, the
triply excited states have four energies 3D1, 2D1 ! D2,
D1 ! 2D2, and 3D2, as shown in Fig. 2(b). The resulting
three-quantum 2D spectrum includes six peaks with three-
quantum frequencies that match three-atom triply excited
states, as indicated by the horizontal dashed lines with corre-
sponding labels. The peaks with a three-quantum frequency of
3D1 or 3D2 are located on the ωT " 3ωt diagonal line and
have a emission frequency of D1 or D2, respectively. When
the three-quantum frequency has mixed contributions from
D1 and D2, the emission frequency can be both D1 and
D2, leading to four off-diagonal peaks. For the cases of more
K atoms, the corresponding multi-quantum 2D spectra are
shown in Figs. 2(c), 2(d), 2(e), and 2(f ) for Dicke states of four,
five, six, and seven atoms, respectively. The n-atom excited
states have n! 1 energies due to possible combinations of n
atoms each being in either D1 or D2 states. The spectra display
a similar spectral pattern as the spectra for two- and three-atom
Dicke states. The multi-quantum frequencies in the vertical di-
rection match energies of the corresponding multi-atom excited
states, while the emission frequencies are D1 and D2. The two
peaks involving only D1 or D2 are on the corresponding diago-
nal line ωT " nωt in each spectrum, while other peaks are off-
diagonal. The spectral pattern in the n-quantum spectrum is a
direct result of n-atom Dicke states. In each 2D spectrum, the
maximum signal amplitude is normalized to one. The relative
strength of spectral peaks is determined by the dipole moments
of D1 and D2 transitions and the laser spectral shape. The
multi-quantum 2D spectra in Fig. 2 are the observation of
Dicke states consisting of a scalable and deterministic number
of atoms, up to seven. The Dicke states with a specific number
of atoms can be deterministically selected by using proper
multi-quantum 2DCS, allowing possibilities to study the
dependence of many-body properties on the number of atoms.

A signature collective behavior of Dicke states is superra-
diance [2,3]. The decay rate in this cooperative spontaneous
emission of n atoms scales as nγ, with γ being the spontaneous
decay rate of a single atom. Here we study the decoherence rate
of n-quantum coherence, instead of the decay rate, associated

with n-atom Dicke states and its dependence on the number of
atoms. In our experiment, the n-quantum (n > 1) coherence
evolves during the time period T . To measure the decoherence
dynamics of n-quantum coherence, we scan T while keeping τ
and t fixed. The signal originated from n-quantum coherence is
selected by lock-in detection at the corresponding reference fre-
quency, similar to the detection method in multi-quantum
2DCS. The experiment is slightly different for the single-
quantum coherence, which is measured by scanning τ under
the excitation of the single-quantum rephasing pulse sequence
[40]. The measured dynamics of n-quantum coherence are
shown in Fig. 3(a) for n " 1 to 7, where the lock-in signal
is plotted as a function of the scanned delay time. The signal
should oscillate at a period of 578 fs due to the beating between
D1 and D2, which is under sampled at a step size of 667 fs in
our measurements. The peak amplitude of the signal is fit to an
exponential decay function Ae−ΓT , where A is the amplitude
and Γ is the decoherence rate. The extracted decoherence rates
are plotted as black dots in Fig. 3(b) for different number of
atoms. The error bars represent the standard deviations of
multiple measurements. The decoherence rate increases with
n and can be fit to a linear function (red line), suggesting that

ω

ω

Fig. 2. Multi-quantum 2D spectra reveal Dicke states of (a) two atoms, (b) three atoms, (c) four atoms, (d) five atoms, (e) six atoms, and (f ) seven
atoms. In each case, possible energies of n-atom excited states are labeled with combinations of D1 and D2.

Fig. 3. (a) Measured decoherence dynamics of n-quantum coher-
ences for n " 1 to 7. (b) The dependence of the extracted decoherence
rate on the number of atoms. (c) The signal amplitude of n-quantum
2D spectra is plotted as a function of the number of atoms.
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Figure 6.9: (a) A plot of the experimental measurement of the decoherence rate as a function
of n, figure reproduced from Reference [72]. (b) A similar plot for the theoretic dephasing
rate, relative to γ. Curves corresponding to n + n (n− 1) ρ are included to improve read-
ability.

a function of n, as is seen in Figure 6.9 (b). An instance of correlated dephasing could be

verified using a similar plot of experimental data. In particular, there is no clear evidence

for correlated dephasing measured in Reference [72], due to the linear relationship in Figure

6.9 (a).

Figure 6.9 (b) also gives us some insight into the anticorrelated case. Recall from Section

6.1.3 that the covariance matrix must be positive semi-definite. We find that, if all ρa,b are

equal, this is true if

n+ n (n− 1) ρ ≥ 0

ρ ≥ − 1

n− 1.

(6.39)

Note that in Figure 6.9, if ρ < − 1
n−1.

, the n-quantum dephasing rate would be negative,

which does not make physical sense. We also see that for a given n, we can find ρ = − 1
n−1

such that the n-quantum dephasing rate equals zero and the linewidth of the coherence

becomes arbitrarily small.
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We can also consider the case where the ρa,b are not equal. The linewidth is still given by

Equation 6.37. However, note that setting

n+ 2
∑
a6=b

ρa,b ≥ 0 (6.40)

is not by itself sufficient to ensure the covariance matrix is positive semi-definite. For in-

stance,

R =


1 −1 −1

−1 1 0.5

−1 0.5 1

 (6.41)

does satisfy Equation 6.40, but is not positive semi-definite.

If we take care to ensure the covariance matrix is positive semi-definite, we still can find

valid matrices for which the n-quantum dephasing rate is zero and the values of ρa,b are

different. One such example is

R =



1 1 −1 −1

1 1 −1 −1

−1 −1 1 1

−1 −1 1 1


. (6.42)

Note that this satisfies

n+ 2
∑
a6=b

ρa,b = 0. (6.43)

For any valid covariance matrix in which the above relation is satisfied, the linewidth of the

double-quantum coherence can in theory be arbitrarily small regardless of the dephasing rate

due to scattering events.
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6.4 Conclusion and Outlook

We have found a mathematical model that can describe correlations between Markovian

scattering events, and can calculate dephasing rates due to correlated scattering events. This

model was applied to view how correlated dephasing affects double-quantum and higher-order

n-quantum spectra. We saw that correlations have a direct effect on the linewidth along the

n-quantum axis.

The main result that should be highlighted is that anticorrelated dephasing can reduce

the linewidth along the n-quantum axis. In particular, there exist configurations where the

theoretical linewidth is arbitrarily small, although in practice the linewidth would be limited

by other sources of dephasing.

One possible application of this work is in quantum sensing. One limit to the sensitivity

of a quantum sensor is the decoherence time of the system [16]. If an appropriate anti-

correlated system can be found or engineered, possibly by controlling the distance between

the individual interacting systems, the ensemble could be used to improve the sensitivity or

reduce the sensing time of a quantum sensor.
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CHAPTER 7

Conclusion

This thesis investigated two projects using MDCS, one experimental and one theoretical.

MDCS is an incredibly useful technique due to its combined power and flexibility. It is

excellent at untangling complicated systems and a single MDCS spectrum, and such a spec-

trum can contain information that would typically require multiple measurements using more

traditional techniques.

The first result we discussed concerns experimental measurements of the SiV center in

diamond [5]. We used MDCS to identify the peaks in complicated spectra. We associated the

different families of spectral peaks to different orientations of SiV centers separated by strain

in the sample. Then we used the locations of these peaks combined with preexisting strain

equations [45] to calculate the strain local to our laser spot. We did measure a non-zero

strain which varied slightly at different points across the sample.

We did not purposely apply any strain to the diamond. We suspect the strain in the

sample may be due to the implantation and annealing processes, especially because our

sample has a high implantation density. In the future, it would be interesting to measure

the spectra and strain of a sample with varying implantation density to investigate the

possible relationship between strain and implantation density further. This may require

improving the sensitivity of the measurement.

We also briefly discussed some double-quantum spectra of the SiV center [14]. These

measurements allowed us to observe dipole-dipole coupling between nearby SiV centers.
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By adding a pre-pulse before the MDCS pulses, we also demonstrated the ability to tune

these interactions. This is another measurement that would be interesting to repeat with a

variable density sample, since it would allow us to measure the strength of the interactions as

a function of the average distance between adjacent SiV centers. It would also be interesting

to take higher-order n-quantum spectra of these systems to observe interactions between

more than two SiV centers.

Later, we discussed the simulation software written for the theoretical results in this

thesis. This simplicity and flexibility of this code is designed to make it easy to use on a

wide variety of problems. Ideally, it could continue to be used to simulate MDCS, and by

including explanations about how to use the code in this thesis, I hope to encourage this.

This code was used to simulate double-quantum and higher-order n-quantum MDCS

spectra of interacting systems with correlated dephasing. We developed a mathematical

model describing different types of correlations and how they affect the dephasing rate of

a collection of systems. These results were then integrated into simulations of spectra.

Generally, we found that correlated dephasing typically results in a broadening of the spectral

peak along the n-quantum frequency axis, and anticorrelated dephasing typically results in

a narrowing of the spectral peak along the n-quantum frequency axis. We also found that

there exist correlations with arbitrarily long dephasing times, or arbitrarily narrow spectral

peaks, although in practice other sources of dephasing would limit the linewidth.

An ideal next step would be to try to confirm these results experimentally. Comparing

the linewidths of n-quantum spectra for varying values of n would be useful in identifying

different amounts and types of correlations. It may be desirable to try to engineer ensembles

of interacting systems with the desired properties. An ensemble with anticorrelated dephas-

ing could be useful in creating more sensitive quantum sensors, as anticorrelated dephasing

can lengthen the dephasing time of the n-quantum coherence.

We have seen that both the results in this thesis use MDCS to further the field of quan-

tum sensing. In particular, the experimental work uses SiV centers in diamond as a strain
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gauge, and the theoretical work suggests a possible way to improve the sensitivity of quan-

tum sensors. Both the topics of MDCS and quantum sensing remain exciting areas of

research. Researchers are still finding new ways to use or advance MDCS techniques, and

such techniques are increasingly available to researchers to study new and novel materials.

New methods of quantum sensing continue to be developed, and old methods continue to

be improved. The ideas presented in this thesis are built on top of the ideas of many other

researchers. I hope that the projects I have worked on while completing this work continue

on through the further advancement of these fields and the inspiration new ideas.
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APPENDIX A

Elements of the Rotated Strain Tensor

In this appendix, we give the rotated strain tensor elements needed in Chapter 4. These are

computed using the rotations from Equation 3.2.

For the two in-plane SiV centers we can compute

ε′ = Ry (−φ) εRy (φ) , (A.1)

which gives

ε′xx =1
3
εxx + 2

3
εzz − 2

√
2

3
εzx, ε′xy =

√
3

3
εxy −

√
6

3
εyz,

ε′yy =εyy, ε′yz =
√

6
3
εxy +

√
3

3
εyz, (A.2)

ε′zz =2
3
εxx + 1

3
εzz + 2

√
2

3
εzx, ε′zx =

√
2

3
εxx −

√
2

3
εzz − 1

3
εzx,

and we can compute

ε′ = Rz (π)Ry (φ) εRy (−φ)Rz (−π) , (A.3)

which gives

ε′xx =1
3
εxx + 2

3
εzz + 2

√
2

3
εzx, ε′xy =

√
3

3
εxy +

√
6

3
εyz,

ε′yy =εyy, ε′yz =
√

6
3
εxy −

√
3

3
εyz, (A.4)

ε′zz =2
3
εxx + 1

3
εzz − 2

√
2

3
εzx, ε′zx =

√
2

3
εxx −

√
2

3
εzz + 1

3
εzx.
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For the two out-of-plane SiV centers we can compute

ε′ = Rz

(
π
2

)
Rx (−φ) εRx (φ)Rz

(
−π

2

)
, (A.5)

which gives

ε′xx =1
3
εyy + 2

3
εzz + 2

√
2

3
εyz, ε′xy =−

√
3

3
εxy −

√
6

3
εzx,

ε′yy =εxx, ε′yz =−
√

6
3
εxy +

√
3

3
εzx, (A.6)

ε′zz =2
3
εyy + 1

3
εzz − 2

√
2

3
εyz, ε′zx =

√
2

3
εyy −

√
2

3
εzz + 1

3
εyz,

and we can compute

ε′ = Rz

(
−π

2

)
Rx (φ) εRx (−φ)Rz

(
π
2

)
, (A.7)

which gives

ε′xx =1
3
εyy + 2

3
εzz − 2

√
2

3
εyz, ε′xy =−

√
3

3
εxy +

√
6

3
εzx,

ε′yy =εxx, ε′yz =−
√

6
3
εxy −

√
3

3
εzx, (A.8)

ε′zz =2
3
εyy + 1

3
εzz + 2

√
2

3
εyz, ε′zx =

√
2

3
εyy −

√
2

3
εzz − 1

3
εyz.

These elements can be plugged into Equation 3.7 to give the twelve strain equations in the

crystal basis, as described in Section 4.2.2.
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APPENDIX B

Simulating Inhomogeneous Broadening

This appendix will further discuss the function SimulateMDScan, whose basic implementa-

tion was the topic of Section 5.2. In particular, we will discuss the simulation of inhomoge-

neous broadening in MDCS spectra.

B.1 Using the Simulator

As mentioned in Section 5.2.1, SimulateMDScan has a fifth, optional argument, inhom. In-

homogeneous broadening is only included in the simulation if all five arguments are included

in the function call. The argument inhom should be a structure array with three fields.

In order to understand the fields of inhom, we must make the distinction between the

possible energy states, and the base frequency differences for the system. A similar distinction

is made at the start of Section 6.2.1. The possible energy states are represented by the nodes

in the graph defined in Section 5.1.1, and used to describe the rows and columns of Omega

defined in Section 5.2.1. The base frequency differences are a set of frequencies that can

be used to calculate the relative frequencies of each of the different energy states. For a

simple example, this set of frequency differences may be the set of frequency differences

between each excited state and a single ground state, or the set of the frequency differences

between each state (excited or ground) and a single arbitrary frequency. However, this is

not the only possibility. For instance, a diamond-shaped four-level system can be due to

the interactions between two two-level systems, as in Figure 2.9. In this case, the frequency
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difference between the doubly excited state and the ground state is approximately the sum

of the two frequency differences between each singly excited state and the ground state. The

differences due to interactions are not necessary to include here, since inhom will concern

correlations between these frequency differences, rather than their actual values. Thus, for

the diamond-shaped four-level system, the set of frequency differences could consist of only

the two frequency differences between each singly excited state and the ground state.

The first field of the structure array inhom is the correlation matrix rho, where the

rows and columns correspond to the base frequency differences. Note that this is analogous

to the correlation matrix defined in Equation 6.23, except here the correlations concern

the frequencies of the interacting systems (as in Reference [42]) while Chapter 6 concerns

correlations in dephasing rates.

The second field of inhom is a vector array sigma of the inhomogeneous linewidths of

the base frequency differences. If we convert sigma to a diagonal matrix, then the matrix

product diag(sigma) * rho * diag(sigma) should be positive semi-definite, analogously

to the covariance matrix defined in Equation 6.22.

The final field of inhom is an array key used to convert between the possible energy states,

and the base frequency differences. The columns should correspond to the possible energy

states, and the rows should correspond to the base frequency differences.

To better understand this array, we will consider a few examples. First, we consider the

V-shaped three-level system in Figure B.1 (a). We can define two base frequency differences,

Ee1 − Eg and Ee2 − Eg. In this case, we will set

key =


|g〉 |e1〉 |e2〉

Ee1 − Eg 0 1 0

Ee2 − Eg 0 0 1

. (B.1)

Next, we consider the diamond-shaped four-level system in Figure B.1 (b). We can define
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a)

|g〉

|e1〉
|e2〉

b)

|g1g2〉

|e1g2〉
|g1e2〉

|e1e2〉

Figure B.1: (a) A V-shaped three-level system. (b) A diamond-shaped four-level system.

two base frequency differences, Ee1g2 − Eg1g2 and Eg1e2 − Eg1g2 . In this case, we will set

key =


|g1g2〉 |e1g2〉 |g1e2〉 |e1e2〉

Ee1g2 − Eg1g2 0 1 0 1

Eg1e2 − Eg1g2 0 0 1 1

. (B.2)

In this example, note that the last column represents the doubly excited state, which is

found by summing the two singly excited states.

As an example, we will simulate an inhomogeneously broadened V-shaped three-level

system. First, some of the code is identical to the homogeneously broadened example in

Sections 5.1.1 and 5.2.1, and is reproduced here for convenience

% Generate Feynman diagrams

graph = digraph([1,1],[2,3]);

graph.Nodes.Name = {'0' '1' '2'}';

eta = [-1 1 1 -1];

feyn = FeynmanFinderFunc('0','0',graph,eta,1);

% Initialize simulation parameters

axtau = (0:2000-1)/3;

axt = (0:2000-1)/3;

ts = [{axtau} {0} {axt}];

102



freqs = [0 0.67 1.33];

gamma = 0.04;

Omega = ((freqs' - freqs) - 1i * gamma);

Next, we need to initialize the structure array inhom

r = 1;

inhom.rho = [1 r; r 1];

inhom.sigma = 0.12 * ones(N,1);

inhom.key = deph.key;

Finally, we can perform the simulation using

res = SimulateMDScan(ts,feyn,Omega,graph,inhom);

We can plot the resulting spectra as in Section 5.1.1.

Figure B.2 plots some example simulated inhomogeneously spectra for several correlation

values r. The correlation affects the crosspeaks, since it represents correlation between

multiple frequency differences. For r < 0, the crosspeaks blur due to the complex phase of

the peaks.
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Figure B.2: The result of a simulation of a V-shaped three-level system with inhomogeneous
broadening, with a variety of correlation values r.
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B.2 Theoretical Background

A more rigorous mathematical treatment of inhomogeneous broadening can be found in

Reference [38], and the calculated lineshape for double-quantum spectra can be found in

Reference [42].

For our purposes, it will be simplest to think of inhomogeneous broadening as a convo-

lution of a spectral peak in the frequency domain with a multivariate Gaussian function.

Let ω represent values along the frequency axes (for instance, ω = ( ωτωt ) could be used for

a rephasing spectrum, and ω = ( ωTωt ) could be used for a two-quantum spectrum). Then

we can write the homogeneous spectral signal as ssingle (ω) and the multivariate Gaussian

function as

f (ω) =

√
(2π)k

det Σ
exp

(
−1

2
ωTΣ−1ω

)
(B.3)

with covariance matrix Σ. The inhomogeneous spectral signal is therefore the multivariate

convolution

sensemble (ω) = (ssingle ∗ f) (ω) . (B.4)

The covariance matrix Σ is defined similarly to that in Equation 6.22, and is still re-

quired to be positive semi-definite. It can be different for the different peaks (defined by

different Feynman diagrams) within a single spectrum, and is determined by frequencies of

the coherences during each time delay, and how they are correlated.

For instance, consider a rephasing spectrum for the three level system in Figure B.1

(a). There will be two on-diagonal peaks, and two off-diagonal peaks. For the on-diagonal

peaks, the probed coherences are the same, and are therefore the frequencies are perfectly

correlated. Thus, if the inhomogeneous linewidth is σ1, then

Σ =

σ1 0

0 σ1


1 1

1 1


σ1 0

0 σ1

 . (B.5)
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The correlation of the off-diagonal peaks depends on the system, as the frequencies can be

uncorrelated, correlated, or anti-correlated. Thus, if the inhomogeneous linewidths of the

two on-diagonal peaks are σ1 and σ2, then

Σ =

σ1 0

0 σ2


1 r

r 1


σ1 0

0 σ2

 . (B.6)

for any −1 ≤ r ≤ 1, and the results for r = −1, r = 0, and r = 1 are shown in Figure B.2.

Double-quantum spectra are more complicated. Let the inhomogeneous broadening for

the two individual single-quantum coherences be σ1 and σ2. The frequency along the ωT axis

is approximately the sum of the two single-quantum frequencies, and the frequency along

the ωt axis corresponds to one of single-quantum frequencies (depending on the specific

Feynman diagram used). In this case, (assuming the peak frequency along the ωt axis is

ω1 = ωe1g2 − ωg1g2)

Σ =

σ2
1 + 2rσ1σ2 + σ2

2 σ2
1 + rσ1σ2

σ2
1 + rσ1σ2 σ2

1

 , (B.7)

in agreement with Reference [42]. We can rewrite this as the product

Σ =

σ1 σ2

σ1 0


1 r

r 1


σ1 σ1

σ2 0

 . (B.8)

Note that ( 1 r
r 1 ) is not the correlation matrix corresponding to this covariance matrix, since

( σ1 σ1σ2 0 ) and its transpose ( σ1 σ2σ1 0 ) are not diagonal. However, it is the correlation matrix in

the basis of the base frequency differences (rho in Section B.1). The matrix ( σ1 σ1σ2 0 ) and

its transpose serve to add the inhomogeneous linewidths and convert between the basis of

frequency axes ( ωTωt ), and the basis of the base frequency differences ( ω1
ω2 ). For instance, the

first column of ( σ1 σ1σ2 0 ) is ( σ1σ2 ), since the peak along the ωT axis is approximately located at

ω1 + ω2. Similarly, the second column of ( σ1 σ1σ2 0 ) is ( σ10 ), since the peak along the ωt axis is
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located at ω1 for this Feynman diagram.

Next, we return to Equation B.4. So far, we have been working in the frequency domain,

but the existing code for SimulateMDScan is in the time domain. To convert back to the

time domain, we will take an inverse Fourier transform. The inverse Fourier transform of

a convolution is equal to the product of the inverse Fourier transforms of the individual

functions. Thus,

Sensemble (t) = F−1 (sensemble (ω))

= F−1 ((ssingle ∗ f) (ω))

= F−1 (ssingle (ω)) · F−1 (f (ω))

= Ssingle (t) · F (t) ,

(B.9)

where the homogeneous spectral signal and the inhomogeneously broadened spectral signal

in the time domain are Ssingle (t) and Sensemble (t) respectively, and F (t) is the inverse Fourier

transform of Equation B.3, or

F (t) = exp

(
−1

2
tTΣt

)
. (B.10)

Thus, to compute an inhomogeneously broadened spectrum, we will simply multiply the

calculated signal at each time step by Equation B.10.

B.3 Implementation

Before we can compute the Fourier transformed Gaussian, F (t), for each Feynman diagram,

we need to find Σ. It can be computed from the correlation matrix of the base frequency

differences, inhom.rho, similarly to Equation B.8. We will define a new matrix sigma (which

is distinct from the structure array field inhom.sigma), such that our desired matrix Σ or

Sigma can be computed as
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Sigma = sigma' * inhom.rho * sigma

This new matrix sigma is built up column by column using inhom.sigma and inhom.key.

Next, we can compute the Fourier transformed Gaussian itself. We want it to be computed

at each time step in the cell array ts, so that it is an N -dimensional array like the output

res. Because of the necessary combination of matrix multiplication and cell arrays, a custom

function is used to do this. Each row and column of Sigma corresponds to one of the time

axes in ts. This function will iterate over these rows k and columns l to compute the

pointwise product

ts{k} .* Sigma(k,l) .* ts{l}

and sum these products for each k and l. We can easily compute Equation B.10 from the

result, and multiply it by the calculated signal resn for the corresponding Feynman diagram.

The parts of SimulateMDScan which compute inhomogeneous broadening are contained

within a couple conditional statements. To summarize the above, and show how these addi-

tions fit into the existing code, we will rewrite the pseudocode summarizing SimulateMDScan

from Section 5.2.3, but include lines for the inhomogeneous calculations.

for each axis in ts

reshape each axis so it is a vector array along the nth dimension

end

res = initialized array of zeros

sigma = initialized array of zeros

for each Feynman diagram in feyn

resn = initialized array of ones

for each of N-1 interactions (excluding emitted signal)

% Compute using values from this row of this Feynman diagram

set nth column of sigma % From inhom.sigma and inhom.key

resn = resn * (i * zeta * exp(-i * Omega * nth axis))
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end

% Compute using values from this emitted signal

resn = i * zeta * resn

res = res + resn * computed F(t)

end
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