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ABSTRACT

Contemporary artificial intelligence algorithms (search, graphical models, machine learning, etc.)
have achieved great success in a variety of practical domains. This thesis particularly considers
their application to the equilibrium analysis of multiagent systems. Specifically, I study the fol-
lowing subject: how a structured combination of modern artificial intelligence methods facilitates

strategic reasoning focusing on equilibrium concepts on multiagent systems of diverse domains,

especially those without tractable and analytical description.
After laying out the technical foundations, I present four research works to illustrate the theme.

The first three follow the chronological order in which most game theory textbooks are orga-
nized: the most basic normal-form games are first studied, then games with incomplete informa-
tion, and then dynamical games with imperfect information. The difference here, though, is that
my approaches are more from a computational perspective using practical AI methods, instead of
deriving the exact mathematical solutions. First, I demonstrate how supervised learning and un-
supervised learning techniques can be utilized under a model-based structure learning framework
to facilitate equilibrium computation in many-player normal-form games. This method can scale
to games with hundreds of players. Second, I show how a particular class of policy search algo-
rithms being well-studied in deep reinforcement learning can be employed in generic frameworks
to solve many-player games of incomplete information. The pure equilibria computation method
can recover classic analytical solutions in simple auction games. And both the pure and mixed
equilibria methods scale to games with high-dimensional type space and action space. Third, I de-
velop a general-purpose multi-agent algorithm that combines an AlphaZero-styled tree-search and
a population-based RL training loop, for general-sum extensive-form games with large imperfect
information. Using this algorithm, a game-playing bot is built and can achieve comparable social
welfare with humans as when humans trade with themselves in a class of negotiation game. In
the last part, instead of focusing on solving a particular game, I consider the problem of evalu-

ating different interactive AI algorithms by using a meta-game analysis framework. A variety of
game-theoretic properties of model-free, model-based, self-play, and population-based multi-agent
reinforcement learning algorithms are uncovered.
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CHAPTER 1

Introduction

“Every man takes the limits of his own field of vision for the limits of the world.”

Arthur Schopenhauer, Studies in Pessimism: The Essays

The field of Artificial intelligence (AI) has shown great success in a wide range of applications,
and as a result, it has become one of the most popular research areas in computer science. This
is more pronounced since the emergence of modern deep learning [Goodfellow et al., 2016] and
reinforcement learning [Sutton and Barto, 2018] techniques, which now supersede classical meth-
ods on domains including natural language processing [Mikolov et al., 2013] and computer vision
[Krizhevsky et al., 2012]. With the ultimate ambition of these AI research fields being reaching ar-
tificial general intelligence (AGI), 1 people’s efforts toward this ends are most prominent in perhaps
the oldest challenge — what McCarthy [1997] called the “Drosophila of AI” [Omidshafiei et al.,
2020] — building strong, or even superhuman-level game-playing AI. Historical breakthroughs
of AI were often delivered by progression in this thread: people had already made Grandmaster
AI in chess [Campbell et al., 2002], Go [Silver et al., 2016], poker [Brown and Sandholm, 2018],
real-time strategy video games [Vinyals et al., 2019, Berner et al., 2019], automobile racing video
games [Wurman et al., 2022], Diplomacy [FAIR et al., 2022], and Stratego [Perolat et al., 2022].

The classical setup of an AI problem centers around the concept of an agent [Russell and
Norvig, 2020], which is broadly defined as an entity that interacts with an environment and makes
decisions given its perception inputs and its limited computational resources. In other words, ev-

ery agent takes the limits of its own field of vision for the limits of the world. To produce machina

economica [Parkes and Wellman, 2015], or agents that make perfect decisions, we need to evaluate
the rationality2 of an agent’s behavior as a metric of intelligence. When a system involves multi-

1AGI encompasses various definitions, one of which being a computational entity that can “achieve a variety of
goals, and carry out a variety of tasks, in a variety of different contexts and environments” [Goertzel, 2014].

2Rationality also has different meanings across different domains; the current most well-accepted one in AI [Rus-
sell, 2016] is the principle of maximizing expected utility.
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ple autonomous agents, classical decision-theoretic approaches to single-agent settings may fail to
produce a rational outcome, partially due to the non-stationarity of the environment [Hernandez-
Leal et al., 2019]. This issue is also reflected in classical microeconomics [Mas-Colell et al., 1995]
where multiple decision makers are interacting in a market. Each of these market participants
is rendered an analytical description of its utility or payoff and needs to consider other players’
strategic effects.

The presence of other agents immediately makes individual utility optimization a wrong objec-
tive, which drives agent designers to pursue equilibrium notions [Nash, 1950b] as a more reason-
able solution alternative. In fact, game-theoretic reasoning had been proved effective in building
successful game-playing AI. The superhuman chess program DeepBlue [Campbell et al., 2002]
was designed based on backward induction in dynamic games. The counterfactual regret min-
imization algorithm [Zinkevich et al., 2008] originating from Blackwell’s approachability game
[Blackwell, 1956] now occupies the center routine of every superhuman Poker bot [Moravčík
et al., 2017, Brown and Sandholm, 2018], and had been shown successful even in a multiplayer,
general-sum setting [Brown and Sandholm, 2019] where a theoretical guarantee is missing. As
another example, incorporating a competitive market equilibrium [Arrow, 1951] computation pro-
cess boosted the performance of a trading agent in a complex market-based environment [Cheng
et al., 2005].
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Figure 1.1: A conceptual diagram about the relation between AI and economics.

Today the interplay between AI algorithms and economic principles is exhibited far beyond
game-playing AI. I here provide a diagram in Figure 1.1 to illustrate my view of the relation
between these two domains. The left circle encloses algorithms and problems studied by AI re-
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searchers, while the right surrounds those that economists often consider. I want to qualitatively
capture the proportions of a concept’s AI and economic elements by placing the concept at a spe-
cific diagram position. There are two different frontiers: artificial intelligence algorithms, which
include search algorithms, machine learning, graphical models, etc., and economic methodologies,
such as social choice theory and econometrics.

I consider the center of this diagram to be game-playing AI since most of the current break-
throughs are benefited equivalently from methodologies from both domains. However, we have
also witnessed cases where principles from one domain assist the other and complement the de-
sired goals. For example, in recent years, game-theoretic principles have inspired the ideas of the
generative adversarial network (GAN) [Goodfellow et al., 2014] and adversarial training [Vorob-
eychik and Kantarcioglu, 2018] of deep neural networks. Analogously, today AI algorithms also
boost computational methods for economic applications: seminal examples include mechanism de-
sign via deep learning [Dütting et al., 2019] and learning algorithms in economic systems [Fischer
and Krauss, 2018].

My thesis focuses on the center and the regions near the economic frontier of this diagram.
Specifically, I study the following subject: how a structured combination of modern artificial intel-

ligence methods facilitates strategic reasoning centering around equilibrium concepts on complex

multiagent systems of diverse domains, especially those without analytical or tractable description.

I next clarify my usage of these terms.
By “a structured combination” I mean that I am not limiting myself to a particular category

of AI algorithms; I hope tools from diverse AI areas can be assembled properly and interacting
with each other under a high-level algorithmic paradigm. One example is the generalized policy

iteration (GPI) adopted in DeepMind’s go-playing agent AlphaZero [Silver et al., 2017]. Here the
method of self-play deep reinforcement learning plays the policy evaluation part, where the process
of Monte Carlo tree search (MCTS, detailed in Section 2.2.4.5) serves the policy improvement part
of the paradigm. Another example is the double oracle framework [McMahan et al., 2003] for
solving games with large strategy space which was later generalized to the policy space response

oracle (PSRO) [Lanctot et al., 2017] in multiagent RL settings. PSRO is also dichotomized into
one component called meta-strategy solver and another one called best-response oracle. Studying
which AI algorithms to instantiate these building blocks in different applications has been a popular
research topic today [Muller et al., 2020, Liu et al., 2021].

By “modern AI methods” I refer to contemporary popular AI algorithms or those which are
rapidly evolving and being researched when I am working on this thesis. The algorithms are
typically opposed to the classical ones. For example, a “modern” version of the tabular-based
Q-learning algorithm of reinforcement learning is the deep Q-network [Mnih et al., 2015] that
uses function approximators. Another example is the MCTSnets [Tamar et al., 2016] which uses
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deep neural networks to conduct approximate planning computation by abstracting MCTS in a
differentiable architecture. These modern versions may or may not require a theoretic guarantee
but are expected to perform well empirically.

By “strategic reasoning” I mean game-theoretic analysis of multiagent systems. The primary
focus would be to develop efficient equilibrium computation algorithms; however other explo-
rations such as devising a principled statistical analysis of a sampled game model [Wiedenbeck
et al., 2014] or an evaluation metric of strategic interactions [Balduzzi et al., 2018b] also fall into
my consideration.

By “multiagent systems of diverse domains” my goal is to discover methods that are generaliz-
able beyond ad hoc application scenarios and effective enough in terms of dealing with large-scale
multiagent environments.

By “without analytical or tractable description” I would like to emphasize that in many appli-
cations of interest, there may not be available analytical description of a game model, but only a
procedural call or an interface that guarantees simulation access to data samples. This falls into the
category of empirical game-theoretic analysis [Wellman, 2006, Tuyls et al., 2020]. For example
in the game of Go, the strategy space consists of all mappings from a board state to a distribution
over actions, which is too enormous to enumerate. Therefore, in this case, direct game-theoretic
reasoning is impossible. But knowing the rules of the game helps one create a simulator that
represents the game and conducts a central computation process using simulation data. Another
example includes devising trading strategies in the financial market through simulation. In cases
when simulation becomes expensive, however, the goal may be switched to producing quality out-
comes given the limited sample budget. I aim to develop methods that can handle this kind of
scenario.

Therefore, in this thesis, I study the effects of artificial intelligence algorithms on strategic
reasoning over complex multiagent systems. In this narrative, the protagonist is a game analyst

who aims to conduct game-theoretic analysis on a domain of interest. The analyst has access to
some game knowledge, which can either be a fully analytical description of the game as in the
classical setting, or only black-box simulation access as in the modern setting, or a mix of both.
It may employ various AI algorithms to facilitate the computation procedure. Each of these AI
subprocedures may resort to the game knowledge part and control the query distribution of the
black-box inputs, selecting the primary region of the game knowledge it wants to acquire.

This thesis comprises four distinct works. Specifically,

• In Chapter 3, I study the problem of solving many-player normal-form games by using super-
vised learning and unsupervised learning. The classical approach first represents the whole
game as a tensor and directly plugs into existing game-solvers that exploit its given structure.
My proposed method adopts a model-based learning approach. I let the analyst iteratively
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learn the game structure and build a concise representation through machine learning tech-
niques, and then use the equilibrium results of these empirical game models as approximate
solutions of the ground-truth game. This work was presented at the Thirty-Fourth AAAI
Conference on Artificial Intelligence [Li and Wellman, 2020].

• In Chapter 4, I study the problem of solving many-player games with incomplete information
by using deep learning and evolutionary search. The classical approach is to analytically
solve for a fixed point of a differential equation of some best-response mapping. However,
due to the lack of analytical descriptions in general settings, I represent the game as a black-
box oracle, use neural networks to represent the strategy space, and adopt evolutionary search
as an efficient optimization procedure. I employ all these techniques as different components
in frameworks designed to solve pure and mixed equilibria. This work was presented at the
Thirty-Fifth AAAI Conference on Artificial Intelligence [Li and Wellman, 2021b].

• In Chapter 5, I study the problem of solving general-sum games with imperfect informa-
tion, by combining AlphaZero-styled game-tree search algorithm and a population-based
RL method. The classical approach is to conduct one or multiple full traversals of the game-
tree and apply backward-induction-typed reasoning. However, it may not scale for games
with complex information structures and general-sum elements. To handle games with large
imperfect information, I augment the AlphaZero-styled MCTS with a deep generative model
at the root of the search tree that represents a belief state. Furthermore instead of using self-
play based training, which may usually only work for two-player zero-sum games, I adopt
policy-space response oracle (PSRO) as an outer-loop training algorithm. I evaluate my
method on several classes of negotiation games, and discover one agent can achieve human-
level performance.

• In Chapter 6, I study the problem of evaluating different interactive AI algorithms repre-
sented by deep multi-agent reinforcement learning methods in general-sum environments us-
ing a meta-game analysis framework, where each AI algorithm is framed as a meta-strategy

in a meta-game. The major difference of this work from the previous three is that instead of
solving a game for a particular solution concept, I am evaluating the performance of one al-
gorithm by considering its interactive performances with other algorithms. By bootstrapping
combinations of random seeds and constructing multiple empirical game instances, I con-
struct confidence intervals of different kinds of game-theoretic statistics, and make several
interesting observations among state-of-the-art deep MARL algorithms.

I provide in Chapter 2 the basic technical terms and mathematical languages that I will be using
throughout this thesis. This will be a coarse survey of computational game theory and multiagent
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systems. I then finally draw the conclusion and present several future directions in Chapter 7.
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CHAPTER 2

Background

In this chapter, I develop technical foundations to provide basic mathematical languages for this
thesis. The content focuses on introducing standard decision-making frameworks.

2.1 Game Theory for Multiagent Decision Making

2.1.1 Normal Form Games

2.1.1.1 Definitions

Game theory provides a basic mathematical framework for modeling multiagent scenarios. I par-
ticularly concentrate on non-cooperative game theory. Normal-form game representation is the
most standard representation of a game. A normal form game (NFG) consists of pN ,S ,U q.
Here N “ t1, . . . , Nu is the set of agents and S “

ŚN
n“1 Sn is the set of joint strategies, where

Sn is the strategy space of agent n. U “ tu1, . . . , uNu is the set of utility functions. In a play of
the game, agent n chooses a strategy sn P Sn, and receives its utility value according to its payoff
function un : S Ñ R.

The standard solution concept for NFGs is Nash equilibrium, which I present as follows.

Definition 2.1.1 (ϵ-Best response set). Given other-players’ strategies s´n, player n’s ϵ-best re-
sponse set is BRϵnps´nq “ tsn P Sn | @s1

n P Sn, unpsn, s´nq ` ϵ ě unps1
n, s´nqu. The function

unp¨, s´nq is called the deviation payoff function of n given s´n.

Definition 2.1.2 (Regret/Exploitability). For a joint strategy profile s “ ps1, . . . , sNq, the regret
of player n is REGRETnpsq “ maxs1

n
unps1

n, s´nq ´ unpsn, s´nq. The regret of s is REGRETpsq “

maxn REGRETnpsq. In two-player zero-sum games, regret is also called exploitability.

Definition 2.1.3 (ϵ-Nash equilibrium). A joint strategy profile s˚ “ ps˚
1 , . . . , s

˚
Nq P S is an ϵ-Nash

equilibrium if @n, s˚
n P BRϵnps˚

´nq.
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Generally speaking, an NE characterizes the stability of a joint profile. In an ϵ-NE, the incentive
of an agent to deviate unilaterally is bounded by ϵ. Then an ϵ-Nash equilibrium is a profile with
regret less than or equal to ϵ.

The most basic class of games is finite games with few strategies. An N -player, M -strategy
game generally needs a tensor of order OpNMNq to record all the information about utility values.
In terms of finding an equilibrium, however, for many such games, e.g., rock-paper-scissors, a
pure Nash equilibrium (a Nash equilibrium defined on this discrete strategy space) may not exist.
In such cases, mixed-Nash equilibrium [Reny and Robson, 2004] is usually considered, where
now each strategy space Sn is augmented to a probability simplex ∆pSnq. It has been proved
[Nash, 1950b] that for finite-strategy games a mixed Nash always exists. Furthermore, for any
non-degenerate games there is always an odd number of mixed equilibria [Wilson, 1971]. An
interesting question is to consider the hardness of computing a mixed Nash equilibrium of a finite
game. However, as it had been shown [Daskalakis et al., 2009] that computing a mixed Nash is
hard for multiplayer general-sum games. Next, I briefly survey classical algorithms for solving
finite-strategy games.

2.1.1.2 Algorithms

I mainly refer to [McKelvey and McLennan, 1996] as an excellent survey of algorithms for com-
puting Nash equilibrium for finite-strategy games. For two-player games, the most famous algo-
rithm is the Lemke-Howson algorithm [Lemke and Howson, 1964] that formulated equilibrium
computation as a linear complementary programming problem. It is generalized to the simplicial
subdivision algorithm [Rosenmüller, 1971], but practically it is hard to scale to many-player cases.
Researchers developed more advanced algorithms over the years including function minimization
[McKelvey, 1998], global Newton method [Govindan and Wilson, 2003, 2004], support enumer-
ation approach [Porter et al., 2008], and the more recent exclusion method [Berg and Sandholm,
2017]. A recent work [Gemp et al., 2021] uses a sampled-based approach to approximate the global
Newton method and achieve very impressive performances in many-player games. A useful open-
source package is Gambit [McKelvey et al., 2006] which implements several Nash-computation
algorithms for finite games. In my experience, the global Newton method usually performs the best
scalability and efficiency. For two-player finite games, computing an optimal Nash equilibrium can
be achieved by solving a mixed integer programming [Sandholm et al., 2005].

2.1.2 A Universe of Games

Before I delve into other classes of games, I here provide a systematic view to unfold the major
complexities of a game into different dimensions. Here we identify three different dimensions that

8



Continuous 
games

Common-Interest

Adversarial 

Perfect Information

Imperfect Information

Simple 
Strategic 
Landscape

Complex 
Strategic 
Landscape

Markov 
games

Dec-POMDP

Bayesian 
games

Repeated 
games

Two-player 
zero-sum 
games

Finite-strategy 
games

Factorized 
observation 
Markov 
game

Figure 2.1: A Universe of Games. Each class of game is placed at a specific coordinate consisting
of three dimensions: the degree of imperfect information, the degree of conflicts in interest among
the players, and the complexity of strategy space.

I consider are the most representative. These are (1) the structural complexity of strategy space,
(2) the degree of conflicts in interests, and (3) the degree of imperfect information. I provide a
visualization in Figure 2.1. Here each class of game is placed at a specific coordinate of this game
space, where each dimension reflects its specific properties.

I next briefly introduce my reasons for this view and develop my ideas in more detail in later
sections.

Complexity of strategy space. This first dimension reflects the mathematical structure of the
strategy sets. The simplest ones are unstructured finite strategy sets. Incorporating more structure
in the strategy spaces may add up to the complexity of a game. If the strategies are combinato-
rial objects, such as subsets of a finite set, permutations, or graphs, then we may call such games
combinatorial games. If the strategies are real vectors, which may provide local gradient informa-
tion in utilities, we may call such games continuous games. Furthermore, in many games we may
encounter functional strategy space. For example, in an auction, a strategy is a function mapping
from private values to bids. A functional strategy space may be combinatorially complex or even
infinite-dimensional. The most complex class of strategy space that is implementable computa-
tionally is state machines — or functions with states. A state may summarize critical information
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through history for decision-making purposes. For example, in Poker, a strategy is a mapping from
all historical observations to a distribution over actions at the current round. However, people will
devise more succinct state information for computational purposes.

The degree of conflicts in interests. The second dimension mainly considers the correlation
among players’ outcomes in a strategic play. At one extreme, a collaborative game consists of
agents with one common objective. All agents may share equivalently the same outcome values
in all scenarios. Hence, a collaborative game is strategically equivalent to a single optimization
problem but may be implemented in a decentralized fashion. At the other extreme, a two-player
zero-sum game models a completely adversarial environment. Here one must hurt the other to
improve its outcomes in the game. Many well-known games fall into this category, such as chess
and the game of Go.

The degree of imperfect information. The final important dimension is the degree of imperfect
information (elaborated in Section 2.2.4.1). By definition, imperfect information refers to any
unobserved events that took place from the point of view of an acting player when it is making a
decision. For example in a financial market, imperfect information may consist of other traders’
private information or historical trading behaviors. The imperfect information structure typically
reflects the hardness of utilizing historical observations effectively. A special case of imperfect
information is incomplete information, which is the hidden parameter of the opponents in their
utility functions. For example, in Poker, the private cards of one’s opponents constitute incomplete
information.

Remark. I disclaim here that I am providing an intuitive conceptual viewpoint rather than a rig-
orous mathematical taxonomy of games. For example, I defined a complexity notion of a strategy
space mainly based on its extrinsic description as a mathematical object. However, practically
speaking, whether I call a strategy space is complex or not should depend on its intrinsic game-
theoretic properties. For example, a fully collaborative, transitive game with continuous multidi-
mensional strategy space can be much easier to solve than even a 2-player 5-strategy general-sum
game with large intransitive components (i.e., a rock-paper-scissors-like structure) [Balduzzi et al.,
2019]. I admit my layout here is a coarse description, but I hope the picture conveys an intuitive
meaning of a game complexity notion.

10



2.1.3 Collaborative and Potential Games

2.1.3.1 Definitions

The next classes of interesting games within the above game universe I am considering is collab-
orative and potential games [Monderer and Shapley, 1996b]. Essentially speaking, these games
are not quite “games” since all agents are collaborating on maximizing the same objective func-
tion but in a decentralized manner. But still, these models constitute a large domain of multiagent
applications, e.g., congestion games [Rosenthal, 1973].

Definition 2.1.4 (Collaborative Games). In collaborative games, @n, un “ u for some function
u : S Ñ R.

Definition 2.1.5 (Potential Games). In potential games, there exists a potential function Φ : S Ñ

R, such that @i,Φpsi, s´iq ´ Φps1
i, s´iq “ lipuipsi, s´iq ´ uips

1
i, s´iqq for some li ą 0.

2.1.3.2 Algorithms

Since in collaborative or potential games, the players are essentially maximizing the same objec-
tive function, it can be observed that a Nash equilibrium corresponds to a local maximum of the
potential function. Then starting from an arbitrary strategy profile s0, every time a player makes a
move (while fixing the others) that increases its utility, the potential function also increases. This
inspires an algorithm that computes a Nash equilibrium called iterative best response (IBR). IBR
selects one player while fixing other players’ strategies in each timestep and chooses the strategy
that maximizes this player’s current utility. The algorithm terminates until we cannot find one such
player. The algorithm, however, may take an exponential number of timesteps to converge.

2.1.4 Zero-Sum Games

2.1.4.1 Definitions

Zero-sum games model perfectly adversarial scenarios [Morgenstern and Von Neumann, 1953]. In
two-player zero-sum games, u1 ` u2 “ 0. A combination of zero-sum games and collaborative
games are pN1, N2q teamed zero-sum games, which w.l.o.g. I let u1 “ u2 “ . . . “ uN1´1 “

uN1 “ ´u, and uN1`1 “ uN1`2 “ . . . “ uN1`N2´1 “ uN1`N2 “ u. Interestingly, though zero-sum
games are strategically opposite to collaborative games, in many contexts, specific properties can
be proved only for these two classes of games, or teamed zero-sum games (defined below). Exam-
ples include convergence of fictitious play [Monderer and Shapley, 1996a, Robinson, 1951, Sela,
1999] (although it holds for general two-player two-action games [Miyasawa, 1961]), Nash-Q
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learning [Hu and Wellman, 1998, Littman, 2001],and existential properties of equilibria in Stack-
elberg Stochastic games [Vorobeychik and Singh, 2012] and continuous-action games [Mazumdar
et al., 2020].

Many of the games we are familiar with, such as the game of Go, Poker, Dota II, are essentially
two-player zero-sum.

For two-player zero-sum games, for convenience, I assume player 1 is minimizing u (called the
min player) while player 2 is trying to maximize u (called max player).

2.1.4.2 Minimax/Maximin

For two-player zero-sum games, another two equilibrium notions that are related to but not neces-
sarily the same as Nash equilibrium are minimax and maximin equilibrium.

Definition 2.1.6 (Minimax/Maximin Equilibrium). For a two-player zero-sum game, a profile
s˚ “ ps˚

1 , s
˚
2q is a minimax equilibrium if s˚

1 “ argmins1 ups1, s
˚
2ps1qq, where s˚

2ps1q “

argmaxs2 ups1, s2q The maximin equilibrium is similarly defined, where we just exchange the
positions of minimum and maximum operators.

The key to minimax or maximin equilibrium is that due to this nested structure, the decision
made by player 2 actually can be dependent on player 1’s strategy. This effectively transforms the
original game into a new game where the new strategy set of player 1 is S 1

1 “ S1 while the new
strategy set of player 2 S 1

2 “ ts1
2 : S1 Ñ S2u.

This implicitly defines an order of play: player 1 first takes a move observable by player 2, then
player 2 makes a move that takes this information as input.

When such minimax/maximin equilibrium is achievable, we call the corresponding value of
u as the minimax/maximin value of the game. Furthermore, for a class of two-player zero-sum
games including finite-strategy ones, we have the following results.

Theorem 2.1.7 ([Sion, 1958]). In a two-player zero-sum game where u is upper semicontinuous

and quasi-concave on S2 for every s1 P S1, and lower semicontinuous and quasi-convex on S1

for every s2 P S2, the minimax value equals to the maximin value of the game. We call this number

the value of the game. Furthermore, in this case, the equilibrium path of the minimax equilibrium

and the maximin equilibrium is equivalent to Nash equilibrium.

Here by “equilibrium path” I refer to s˚
1 and s˚

2ps˚
1q resulting from a play when everyone follows

the equilibrium and the sequential order.
These conclusions also imply a useful property for two-player zero-sum games.

Corollary 2.1.8 (Interchangability of Nash). For the class of two-player zero-sum games I just

considered, for two different Nash equilibria ps˚
1 , s

˚
2q and ps˚˚

1 , s
˚˚
2 q, then ps˚

1 , s
˚˚
2 q and ps˚˚

1 , s
˚
2q

are also Nash equilibria.
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2.1.4.3 Min-Max/Max-Min in Machine Learning

I here provide a side note about two-player zero-sum games. In recent years in the domain of
machine learning, especially deep learning, many research problems exhibit a common min-max
optimization structure. These problems are effectively two-player zero-sum games with high-
dimensional continuous action spaces and non-convex payoffs. Examples include generative ad-
versarial networks (GAN) [Goodfellow et al., 2014] and adversarial machine learning [Vorobey-
chik and Kantarcioglu, 2018].

2.1.4.4 Algorithms

For finite-strategy two-player zero-sum games, the problem can be formulated as linear pro-
gramming [Raghavan, 1994]. Another method is to use an iterative regret-minimization algo-
rithm [Schapire and Freund, 2013], whose empirical average strategy across iterations converges
to a Nash.

2.1.5 General-Sum Stackelberg Games

2.1.5.1 Definitions

We can generalize the two-player nested structure in the previous section into any two-player
general-sum games. This class of games is called Stackelberg games [Von Stackelberg, 1952]. In
a Stackelberg game, player 1 is called the leader while player 2 is called the follower. In a play
of a game, the leader first commit to a strategy by making it common knowledge, and then the
follower chooses its strategy as a function of player 1’s strategy. In general Stackelberg games, the
player’s payoffs can be general-sum. The corresponding equilibrium notion ps˚

1 , s
˚
2p¨qq is called

Stackelberg equilibrium.
In fact, we can transform any two-player game into a Stackelberg game, by re-defining the

second player’s strategy space as S1 Ñ S2. This allows us to composite a variety of interesting
game classes. For example, we can define stochastic Stackelberg games [Vorobeychik and Singh,
2012, Letchford et al., 2012] by allowing the second player’s policy in a Markov game (detailed in
Section 2.2.2) to depend on the first player’s, which induces an intertemporal interaction. A similar
combination with extensive-form games (detailed in Section 2.2.4.2) was presented in [Letchford
and Conitzer, 2010]. Pay attention to that if the leader’s strategy is a mixed strategy, then normally
the follower’s strategy is a function of this mixed strategy, instead of a function of the stochastic

realization of this mixed strategy [Conitzer, 2016]. Normally the players may achieve a higher
payoff in a Stackelberg equilibrium than in a Nash or correlated equilibrium [Von Stengel and
Zamir, 2010].
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2.1.5.2 Algorithms

For finite-strategy Stackelberg games, a standard algorithm is to formulate it via a set of linear
programs [Conitzer and Sandholm, 2006].

2.1.6 Graphical Games

2.1.6.1 Definitions

In this section, I consider a particularly interesting class of structured games called graphical
games [Kearns et al., 2001]. In a graphical game, the interaction structure of the game is de-
scribed by a graphical model, where each vertex of the graph represents a player. Denote N pnq as
player n’s neighborhoods (including n itself). Then player n’s utility only depends on the strate-
gies chosen by players in N pnq. Graphical games are also called network games [Jackson, 2010]
studied by sociologists.

Graphical games capture the strategic scenarios of many real-world applications. For finite-
strategy games, it also reduces the representational complexity of the game matrix from OpNMNq

to OpNMκq, where N and M are the numbers of players and strategies, and κ is the maximum
size of the neighborhood in the game.

2.1.6.2 Algorithms

Since a graphical game has a succinct representation, an efficient equilibrium computation method
that could exploit such a structure was developed. Example includes homotopy method [Blum
et al., 2006] and hybrid refinement [Vickrey and Koller, 2002].

2.1.7 (Role-)Symmetric Games

2.1.7.1 Definitions

Another structured class of games is games with player symmetry. More concretely, in a symmetric
game [Cheng et al., 2004] everyone shares the same strategy set @n,Sn “ S0. And everyone
shares the same utility functional form: @n, un “ u. Due to the symmetry of the game, we can find
that one’s utility effectively only depends on the chosen action and the action distribution of other
players. A symmetric Nash equilibrium is an equilibrium profile where everyone adopts the same
strategy.

A generalization of symmetric games is role-symmetry games, where agents are partitioned
into different roles. Players of the same role are symmetric while players across different roles
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are asymmetric. The utility of a player depends on its role attribute, its strategy, and the strategy
distribution of each role.

A corresponding solution for role-symmetric games is role-symmetric Nash, where agents of
the same role choose the same strategy.

2.1.7.2 Algorithms

Replicator dynamics [Cheng et al., 2004] is an algorithm originated with an updated rule from
evolutionary game theory (detailed in Section 2.1.8) that solves for a symmetric Nash. It generally
follows the update rule 9σpsq “ σpsqpups, σq ´ upσ, σqq. Here ups, σq is the pure strategy payoff of
s while the others are choosing a mixed strategy σ, and upσq is the expected payoff when everyone
is choosing σ. The idea is that it should increase the probability of choosing s when its payoff is
significantly greater than the average payoff of the population. Notice that generally there is no
last-iteration guarantee for replicator dynamics. But it has been shown by Hofbauer et al. [2009]
that replicator dynamics has average-iteration convergence in special cases like two-player zero-
sum games and potential games.

Function minimization [McKelvey and McLennan, 1996] is another method that directly opti-
mizes an objective function where the global minimum corresponds to a Nash.

2.1.7.3 Action-graph games

Action-graph games (AGG) [Jiang et al., 2011] representation further incorporates action depen-

dency into symmetric games. Specifically, in an AGG there is a graphical model where each vertex
corresponds to an action. Then players choosing a particular action depends on the numbers of
players choosing this action and all actions that are neighbors to this action. Efficient equilibrium
computation methods were also devised for AGGs [Jiang et al., 2011].

2.1.7.4 Two-Player, Two-Strategy Symmetric Games

Being perhaps the most basic version of symmetric games, two-player two-strategy symmetric
games can be represented by the following payoff tensor

«

R,R S, T

T, S P, P

ff

.

Here the entry pa, bq at the pi, jq-th entry means the resulting payoffs when the row player plays i
and the column player plays j is a for the row player and b for the column player. Different relative
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orders among R, S, T, P render different strategic properties of the game. W.l.o.g. I assume R ą

P . Here are some of the games:

1. If T ą R and S ą P , pS, T q, pT, Sq are the only equilibria. Furthermore, if T ą R ą S ě P

then it is called Hawk–dove. The only stable outcome emerges when one chooses T (Hawk)
and another S (dove).

2. If R ą T and P ą S, then pR,Rq, pP, P q are the only equilibrium. Furthermore, R ą

T ě P ą S, then it is called Stag hunt [Skyrms, 2004]. Here pR,Rq is called the Stag
equilibrium, and pP, P q is called the Hare equilibrium. These are the only equilibria of the
game. The meaning of this game is that if players can cooperate they can achieve a greater
stable outcome.

3. R ą T and S ą P : pR,Rq the only Nash. Furthermore when T ą R ą P ą S: it is called
prisoners’ dilemma [Axelrod and Hamilton, 1981]. The meaning of this game is that the only
stable rational outcome pR,Rq is Pareto dominated by pP, P q, which suggests cooperation
is not rational. But this may also be changed in, for example, a repeated game version of the
game [Axelrod and Hamilton, 1981] (more in Section 2.4.6.1).

Although the previous game-theoretic properties are analyzed in finite-strategy games, a similar
structure can be detected in much more complex games such as multiagent RL [Leibo et al., 2017].

2.1.8 Evolutionary Game Theory

Besides the mainstream game theory studied by economists, there is also another branch called
evolutionary game theory (EGT) [Smith, 1982] that is more exposed to biologists, physicists, and
sociologists. EGT adopts the idea of Darwin’s natural selection to study interactions among strate-
gies with individual anonymity. The interactions are usually represented by some continuous dif-
ferential dynamics. In an EGT narrative, each strategy is regarded as a gene, and a distribution of
strategies among anonymous players (usually represented as a mixed strategy) is called a popula-

tion. Due to player anonymity, EGT essentially considers role-symmetric games (in Section 2.1.7),
or in an infinite-player limit called K-population game [Sandholm, 2010]. For single-population
games, another formulation is called the random matching process: each time an evolutionary
game is constructed by randomly matching two strategies in the population according to the cur-
rent population mixture and making it a two-player symmetric game.

The payoff of an individual choosing a certain strategy against a certain population state (a
role-symmetric mixed strategy of other players) is called its fitness, and strategies of low fitness
values are expected to be extinct, i.e., occupy lower and lower mass in a solution through the
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dynamics. Therefore there are many connections between EGT and role-symmetric games, where
many methods transfer between these two domains. For economists and computer scientists, it
is the tools where EGT analyzes the strategic interactions that are really insightful, including the
dynamics and equilibrium notions [Friedman, 1991]. We refer to the survey by Bloembergen et al.
[2015] for a comprehensive overview of EGT and AI in general.

2.1.8.1 Evolutionary Stable Strategies

A solution concept originated from EGT is evolutionary stable strategies (ESS), which can be
regarded as a refinement of Nash. Suppose now the evolutionary game is represented by ukpsk,σq

which is the payoff (fitness) of strategy sk of population k when the whole population is in the
state σ. The state σ “ pσ1, . . . , σKq is often represented by the role-symmetric mixed strategies 1

adopted by all K populations.
A population state σ is an ESS, if @k,@sk P SUPPpσkq, @s1

k R SUPPpσkq, if (1) ukpsk,σq ą

ukps1
k,σq or (2) ukpsk,σq “ ukps1

k,σq and ukpsk, p1 ´ ϵqσ ` ϵσ|σkÑs1
k
q ą ukps1

k, p1 ´ ϵqσ `

ϵσ|σkÑs1
k
q, for ϵ ą 0 sufficiently small. Here SUPPpσkq is the support of σk. p1 ´ ϵqx ` ϵy means

we choose strategy x with probability p1 ´ ϵq otherwise y. σ|σkÑs1
k

means the σk component of
σ is replaced by the pure strategy s1

k. The interpretation of ESS is as follows. Condition (1) and
the first equation of condition (2) are Nash conditions. For the second part of the condition (2),
it basically means the mutant s1

k is just doing less well in a new polluted environment created by
their invasion with an ϵ probability.

Some interesting properties of ESS [Gintis, 2009] in two-player games: (1) there cannot be
two ESS-s with exactly the same support, or one contains the other. (2) finite games can only
have a finite number of ESS (3) if there is a completely mixed ESS, then it is the unique Nash of
the game. For common-payoff symmetry games, there are additional properties such as the mean
payoff increases monotonically in replicator dynamics. Interestingly, many of these properties
cannot be extended to symmetric games with more players [Broom et al., 1997, Bukowski and
Miekisz, 2004, Plan, 2023].

For a dynamics F satisfying certain regularity (such as it always boosts strategy with higher
fitness values), it can be shown that generally [Friedman, 1991] ESSpuq Ď LASPpF q Ď NEpuq Ď

FIXpF q. Where ESSpuq,NEpuq are the sets of ESS, NE of the game described by u, while
LASPpF q,FIXpF q are the sets of locally asymptotically stable fixed points and fixed points of
F .

1However generally in a K-population game uk does not have to be multilinear w.r.p. to σ, as was supposed to be
true for a finite-player K-role symmetric game.
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2.2 Decision Making under Sequentiality and Uncertainty

2.2.1 Markovian Decision Process and Reinforcement Learning

Markovian Decision Process (MDP) is a standard model for sequential decision-making and will
serve as a building block for my development of multiagent decision-making theories. MDP essen-
tially models an interaction process between an agent and an environment. I consider discrete-time
MDP, where an episode terminates in a finite or countable number of timesteps.

More concretely, an MDP consists of pS,A ,P , γ, rq. Here S is the set of environment states,
A psq returns the set of actions available at state s. Pps1 | a, sq is the transition kernel, which is
the probability of transiting from state s to s1 in the next timestep if the agent takes action a in the
current timestep. rps, a, s1q P R is the corresponding intermediate reward the agent receives after
taking the action.

A policy π : S˚ Ñ ∆pA q specifies a randomized selection over actions given arbitrarily
histories. Here S˚ “

Ť

nPN
Śn

t“0 S is the set of all possible state history. I denote the space of all
such policies as S . I usually consider a policy π : S Ñ ∆pA q only depends on the current state,
which we call a stationary policy.

Given an agent policy π, coupled with P and a distribution over the initial states P0, the
interaction between the agent and the environment renders a distribution over the trajectory
τ “ ps0, a0, s1, a1, s2, . . . q as Ppτq “ P0ps0q

ś8

t“0 πpat | stqPpst`1 | st, atq. 2 The corresponding
accumulated return is Rpτq “

ř8

t“0 γ
trpst, at, st`1q. Where here γ ă 1 is a discount factor. There

are two possible interpretations of γ: (1) it indicates a setting where the trajectory “could have
terminated” in each timestep with probability p1 ´ γq [Shapley, 1953], and (2) it is reflected by
an interest rate and a deflation rate notion from economics where immediate rewards are valued
more than the future ones. Nevertheless, in practice, γ is often selected as a model hyperparameter
instead of reflecting some real-world notions. For example, people may adopt different γ-s for
training and test time just as a means for regularization [Jiang et al., 2015].

The goal of the agent is to select a policy such that the expected accumulated return EτRpτq is
maximized. The policy that maximizes this objective is called the optimal policy.

Given a policy π, it is helpful to have two mathematical objects to analyze an MDP. The state
value function Vπpsq : S Ñ R returns the expected accumulated return of applying π from a state
onward. The state-action value function Qπps, aq : S ˆ A Ñ R returns the expected accumulated
return by first applying an action a in a state s, and then applying π onward in the next timestep.
Both V and Q effectively evaluate the advantages of being in a state s or applying an action a in s

2This is called infinite-horizon discounted-MDP. Another formulation assumes a trajectory ends in a finite number
of rounds T and the agent is trying to maximize

řT
t“0 rpst, at, st`1q. These are different choices of models. I adopt

this one for convenience.
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to reach a higher return.
If the agent knows the environment models P , r, then solving for an optimal policy is called

planning. If the agent does not know such information and only has black-box access to the envi-
ronmental interfaces (i.e., the agent only has stochastic access to data ps, a, s1, rq), then solving for
an optimal policy is called reinforcement learning 3.

2.2.1.1 Value Iteration and Policy Iteration

For discounted MDP processes, if P and r are given, there are two seminal algorithms called
value iteration and policy iteration for solving optimal policies. In value iteration, the algorithms
maintain a V table and iteratively update it via the following equation

V i`1
psq Ð max

a

ÿ

s1

Pps1
| s, aqprps, a, s1

q ` γV i
ps1

qq (2.1)

where i indexes the iteration number.
By contrast, the policy iteration (PI) paradigm maintains two mathematical objects that one

iteratively updates itself and improves upon the other. The vanilla version of PI consists of two
components policy evaluation and policy improvement.

The policy evaluation operator can be regarded as a function PE : S Ñ R|S|por R|S||A |q that
returns an estimation of the state(-action) value function for a given policy π.

One standard iterative algorithm that achieves this purpose is via the following update equation:

Qi`1
π ps, aq Ð

ÿ

s1

Pps1
| s, aqprps, a, s1

q ` γ
ÿ

a1

πpa1
| s1

qQi
πps1, a1

qq (2.2)

until convergence.
Given the output of the policy evaluation, policy improvement finds an improvement direction

on the policy. Following the vanilla PE procedure we had above, after we get Qπ for a given policy
π, the corresponding policy improvement step is

πpsq Ð max
a
Qπps, aq (2.3)

which selects the action that maximizes the state-action value in each state. Then the whole PI
procedure starts from an arbitrary policy and iterates policy evaluation and policy improvement
until the policy converges.

3Another way to think of RL as a machine learning category is that in RL, the hypothesis being the policy affects
the data distribution. By contrast, the data distributions are always fixed in supervised and unsupervised learning. That
makes RL, in some sense, much more challenging, given the useful data are only ps, a, s1, rq.
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2.2.1.2 Q-Learning

If the environment setting is unknown, the agent can only learn an optimal policy through interac-
tion data ps, a, s1, rq.

One of the most famous RL algorithms is Q-learning. In Q-learning, the agent maintains a Q-
table and uses some exploration policy (e.g., ϵ-greedy) for interaction with the environment. Upon
receiving a data ps, a, s1, rq, an Q-learning agent uses the following update rule:

Qps, aq Ð p1 ´ αtqQps, aq ` αt

´

r ` γmax
a1

Qps1, a1
q

¯

(2.4)

where αt is the learning rate in the current timestep t.

2.2.1.3 Challenges of Reinforcement Learning

I here highlight the critical challenges of RL, some of which are recurring and representative topics
in other domains of AI.

The first is called exploitation v.s. exploration tradeoff. Since the agent wants to find the optimal
policy, it may want to take effective actions in order to visit those state space regions that it thinks
can lead to a high return. This is called exploitation, which is to select actions that are optimal given
the current knowledge of the world. However, given the limited knowledge of the environment,
the agent needs to explore unvisited states to gather useful information, avoiding falling into local
optima. One of the technical conditions to guarantee convergence in Q-learning is to ensure the
behavior policy visits every state infinitely often. There will be conflicts about exploitation and
exploration in most cases, given a limited computational budget.

The second is called credit assignment. In many applications the reward signals are sparse or
delayed (e.g., in the Game of Go the only reward is the outcome). This may cause trouble in
designing an agent that can do efficient exploration. An agent should attribute proper credits over
the states and actions to guide its intermediate moves during the learning process. One of these
techniques is to employ intrinsic reward [Chentanez et al., 2004] techniques. We refer to Pignatelli
et al. [2023] for more discussion on this topic.

The third is called the approximation-estimation error tradeoff. This is sometimes formulated as
the bias-variance tradeoff in a general machine learning context. An approximation error generally
refers to the distance between the ground-truth optimal model and the best model within the model
class that the learning algorithm is considering. For example, I can define a time-delayed version
of Q-learning where each time it makes the target as pr ` γr1 ` γ2maxa2 Qps2, a2qq. Here r and
r1 are rewards of the next two timesteps and s2 is the second-next state from s. Theoretically,
this target is expected to be closer to the ground-truth optimal Q value in expectation compared
with the vanilla target r ` γmaxa1 Qps1, a1q, because the biases introduced by the Q tables are
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discounted more. However, this target may exhibit higher variance due to the extra random variable
r1. This reflects the estimation error, which generally refers to the hardness of reaching the optimal
model within the model class being considered. It is also generally impractical to achieve both low
approximation error and low estimation error at the same time. For RL settings, however, people
usually are more concerned with high estimation error than high approximation error.

The last challenge I would like to briefly mention is the generalization of RL algorithms. This
generally refers to the adaptive capability of an RL agent to diverse test environments. Several
approaches to this issue are transfer RL, multi-task RL, and meta-RL. Typically the new test envi-
ronments may have different state transitions P but may have the same reward structure.

2.2.2 Markov Games and Multiagent Reinforcement Learning

I here lay out the basics of Markov games and multi-agent reinforcement learning. For a more
comprehensive overview of MARL, please refer to the excellent book by [Albrecht et al., 2024].

Markov games (MG, or Stochastic games) generalize MDP into multiagent settings. Specifi-
cally, an N -player Markov game consists of pN ,S,A ,P , γ, rq. Here N “ t1, 2, . . . , Nu is the
set of agents. Each play of the game consists of multiple timesteps. Starting from an initial state of
the world s0 (which may be sampled from an initial distribution), in each timestep t agent n having
observed the state st chooses an action at,n P Anpstq, and the state of the environment transits
according to Ppst`1 |,at, stq. Then agent n receives its immediate reward rnpst,at, st`1q.

If the joint actions and states of past timesteps are observable, then the policy of agent n is
πn : pS

Ś

A q˚
Ś

S Ñ ∆pAnq which is a mapping from state-action history to a probability
distribution over actions. A stationary policy is a policy that only depends on the current state.

Given joint policies π “ pπ1, . . . , πNq interacting with the environment, we can also define the
probability of having a trajectory τ “ ps0,a0, s1,a1, s2, . . . q as

Ppτq “ Pps0q
8

ź

t“0

˜

N
ź

n“1

πnpan,t | stq

¸

Ppst`1 | st,atq.

The corresponding accumulated return for agent n is Rnpτq “
ř8

t“0 γ
trnpst, at, st`1q. Then ac-

tually, we can define the utility of agent n in a Markov game as the expected accumulated return
EτRnpτq. Then the game-theoretic concepts I have in Section 2.1 naturally transfer, where now
the strategy spaces are spaces of policies.

In a Markov game, I also can define notions of state value function and state-action value
function. The value function of agent n given a joint policy π is Vn,πpsq : S Ñ R, returns the
expected accumulated return of agent n assuming all agents follow the joint policy π onward. The
Q table for agent n given a joint policy π is Qn,πps,aq : S

Ś

A Ñ R records the expected return
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of agent n if the agents first choose the joint action a in state s, and then everyone follows the joint
policy π from the next state.

We can define Nash policies as follows.

Definition 2.2.1 (Nash equilibrium in Markov games). A joint policies π “ pπ1, π2, . . . , πNq is a
Nash equilibrium if, @n, s0, π

1
n, Vn,πps0q ě Vn,π1

n,π´nps0q

The existence of a stationary Nash policy in stochastic games is proved in [Filar and Vrieze,
1997].

Also, if the agents are aware of all the environmental information (including transition functions
and other players’ rewards), then the problem of solving a Nash policy can be called multiagent
planning. Otherwise, it is called multiagent reinforcement learning.

2.2.2.1 Nash Value (Policy) Iteration & Nash-Q Learning

The generalization of value iteration and Q-learning to multiagent settings is straightforward. The
main change is to replace the one-step max-operator in the updating equation with a Nash operator.

More concretely, for multiagent planning, the Nash iteration process is

@n,Qi`1
n ps,aq Ð

ÿ

s1

Pps1
| s,aqprnps,a, s1

q ` γEa1„σps1qrQ
i
nps1,a1

qsq. (2.5)

Where σps1q is the Nash equilibrium of the matrix game defined by the Q-tables
Qi

1ps1, ¨q, . . . , Qi
Nps1, ¨q. The Nash policy iteration can be similarly derived.

In Nash-Q [Hu and Wellman, 1998], upon receiving an data point ps,a, s1, rq, it follows the
update rule:

@n,Qnps,aq Ð p1 ´ αtqQnps,aq ` αtprn ` γEa1„σps1qrQnps1,a1
qsq (2.6)

Where σps1q is again the Nash equilibrium of the matrix game defined by the current Q-tables
Q1ps1, ¨q, . . . , QNps1, ¨q. Here the problem is to guarantee convergence we need to make sure every
agent chooses the same equilibrium (with some additional required property of this equilibrium).
One possible implementation is to create a centralized controller to compute the Q-tables and the
Nash and then distribute the equilibrium outcome back to the agents. But the experiments con-
ducted in [Hu and Wellman, 2003] suggest a decentralized implementation could also be effective.

2.2.3 Partially Observable Environments

In single-agent MDPs or multiagent MGs I defined above, I assumed the environments are fully-
observable. I.e., the agents can access the full knowledge of the states or states and the previous
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actions of the other agents. However, in many applications, this information can be partially-
observable. I.e., the agents can only observe some information that is only correlated with the
actual state. I introduce several standard partially observable environments in this section.

2.2.3.1 Partially Observable Markovian Decision Process

In the partially observable Markovian decision process (POMDP), there exists an observation space
O . In every timestep t instead of the actual state st, the agent observes an observation ot according
to Ppot | stq. Then the agent’s policy is generally π : pOq˚ Ñ ∆pA q. The agent’s goal is still to
maximize the accumulated reward by selecting a proper policy.

A common approach to solving POMDP is to transform a POMDP into an MDP by adopting a
Bayesian viewpoint. The idea is to resort to the belief state representation. During a trajectory, the
agent will maintain a probability distribution over the state space as its belief state. After receiving
an observation, the belief state transits according to the Bayes’ rule using the transition kernels.
More formally, the agent maintains a belief b P ∆pSq. After taking action at at timestep t, the
agents observes ot`1, and update its belief state as bt`19bt b Ppot`1 | ¨, atq. The agent policy is
π : ∆pSq Ñ ∆pA q. Therefore we transform the original POMDP to an MDP where the new state
space is a distribution over the original POMDP state space. Planning algorithms [Kaelbling et al.,
1998] and learning algorithm were developed [Jaakkola et al., 1994] for POMDP respectively.

2.2.3.2 Dec-POMDP

The first class of multiagent partially observable environments I would like to introduce is
decentralized-POMDP (Dec-POMDP). In an N -player Dec-POMDP environment, at timestep t
agent n selects its action an,t, and the state transits according to Ppst`1 | st,atq. Then the
system generates an observation ot`1 according to Ppot`1 | st`1q. The observation ot can be
further factorized as components o1,t, o2,t, . . . , oN,t, where on,t is the observation that only agent
n receives privately. Denote the set of observations of agent n can receive as On, then agent
n’s policy is πn : O˚

n Ñ ∆pAnq. Furthermore, all agents receive the same immediate re-
ward value rpst, at, st`1q. Then the goal of every agent is to coordinately find a joint policies
π “ pπ1, . . . , πNq, such that the shared accumulated reward

ř8

t“0 γ
trpst, at, st`1q is maximized.

Since the agents share the same utility value, a Dec-POMDP can be viewed as a collaborative
game. I refer to book [Oliehoek and Amato, 2016] as an excellent survey for Dec-POMDP.

2.2.3.3 Factorized-Observation Stochastic Games

Factorized-observation stochastic games (FOSG) [Kovařík et al., 2022] is a recent popular multi-
agent model that generalizes Markov games and Dec-POMDP in two senses: (1) the observation
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ot is factorized into both private components po1,t, o2,t, . . . , oN,tq and a public component o0,t.
Here o0,t is an observation that is public to all agents, and this is common knowledge. Agent n
only receives po0,t, on,tq at timestep t. (2) Agent n receives rnpst,at, st`1q in timestep t whose
value does not necessarily equal to other agents’ rewards. So these entail that agent n’s policy is
πn : pOn

Ś

O0q˚ Ñ ∆pAnq, where On is the set of private observations of agent n, O0 is the
set of public observations and An is the set of actions of agent n. FOSG is the most general and
structured multiagent model to date that can capture a range of applications, including Poker. If
@n, rn “ r, then FOSG is equivalent to Dec-POMDP with public observations.

Just like we can transform a POMDP into an MDP, we can transform a FOSG into a fully-
observable Markov game by adopting a belief representation. I here briefly summarize the key
ideas of the transformation, based on [Nayyar et al., 2013, Foerster et al., 2019]. We define a
public belief state B P O0

ŚN
n“1∆pOnq, which consists of the public state and the distributions

over the agents’ private observations. Then we construct a new fully-observable Markov game
where the state space is the space of public belief states, and the action space for agent n is all
mappings of An : On Ñ An. We here assume the action At,n taken at timestep t is common
knowledge after timestep t, which is more or less assumed in previous literature [Brown et al.,
2020]. After taking the joint action At, the public belief state transits according to Bayes’ rule
Bt`19

´

śN
n“1Anpat,n | ¨q

¯

b Bt. The reason is that given the agents’ current one-step strategies
A, it actually can gather more information about each agent’s private information based on the
public observations.

2.2.4 Information Perfectness and Extensive-Form Games

In AI literature, POMDP, Dec-POMDP, and FOSG all aim to capture the notion of observability
of the environment state from the agents’ viewpoint. In economics and game theory literature,
there are several similar notions about the information structure of the multiagent decision-making
process, including information completeness and perfectness. However, there has been confusion
between the terminologies used in these two domains. Next, I clarify these notions and the rela-
tionships between them.

2.2.4.1 Observability and Information Perfectness

In AI literature, full observability means the state of the environment is common knowledge to
all agents. Partial observability of an agent means this agent cannot access the true state of the
environment but can only infer it through some observable statics that are correlated with it. In
game-theoretic literature, however, researchers are more interested in the information structure
within the agents’ strategic decision processes. Perfect information means anytime an agent is go-
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ing to make a decision, it is informed of any events that happened before this decision point. Such
events include the actions chosen by other players and the stochastic outcomes of the environments
(where some people call the non-player part of the environments the “nature player”). Imperfect
information means the opposite: some players may not be aware of some predecessor events when
they make decisions. Information completeness is a special case of information perfectness: it
refers to whether a full characterization of opponents’ utilities is known. This includes the utility
functional form, parameters, as well as strategy set descriptions. For example, a standard class of
games with incomplete information is Bayesian games, where before the game starts, each agent
privately receives a private signal called its type that serves as a parameter in its utility function.

Here are some conclusions about the above notions. Fully-observable environments do not nec-
essarily imply perfect information. One example is a one-shot simultaneous-move game. Perfect
information implies fully-observablility. The contrapositives of the above conclusions also follow
directly.

2.2.4.2 Extensive-Form Games

Now I am ready to introduce the final class of game representation I am interested in this work. An
extensive-form game representation of an N -agent environment consists of

pN ,A ,I ,H , π0,Z, tun |, n P N uq.

Here N “ t0, 1, . . . N ´ 1, Nu is the set of players. Here we augment a special “natural player”
indexed by 0 in the player set, whose strategy (defined later) is fixed in the system. Here A “

ˆN
n“0An and I “ ˆN

n“1In, where An and In are the spaces of actions and decision points of
agent n, respectively. The game begins with a decision point of player n0 P N . Upon reaching a
decision point in P In of agent n, agent n needs to take an action an P Anpinq, where Anpinq is
the set of actions available at decision point in. Then the decision point transits deterministically
according to H pin, anq “ in1 , and then it is agent n1’s decision point. Or H pin, anq “ z P Z
reaches a terminal point. When this happens, for every agent n it receives a utility value un :

Z Ñ R. Therefore an EFG is graphically represented as a tree where each vertex corresponds to a
decision point while each action is mapped to an edge.

I further elaborate on the expressiveness of EFG in terms of modeling the information structure.
Upon reaching a decision point in, there is a world history trajectory τpinq “ pa1, a2, . . . q which
records every action that has been played prior to in. Here the subscripts index the order of actions
played before in. Let T pinq be the set of all such possible world trajectories τpinq, and let τ˚pinq

be the actual world state during a play. However, player n may only observe a subsequence of τ . I
denote it as τnpinq “ pan,1, an,2, . . . q. This τnpinq is called the information state of in. The model
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constrains that in has a one-to-one correspondence to τnpinq. Furthermore in also has a one-to-one
correspondence to a mathematical object called the information set tτ | τnpinq Ď τ, τ P T pinqu.
That is, the set of possible world histories that are consistent with τnpinq. For convenience I let
in denote a decision point, τnpinq, and its corresponding information set. I let rτ sn denote the
maximal subsequence of τ consisting of only agent n’s actions. Then an EFG is called of perfect
recall if @n, in P In, τ, τ

1 P in, rτ sn “ rτ 1sn “ rτ˚pinqsn during any play of the game.
Then a player n’s pure strategy is sn : In Ñ An. Its policy or behavioral strategy is πn : In Ñ

∆pAnq. For the natural player 0, it will always be playing a fixed policy π0. Therefore the natural
player can model any stochastic events in the environment.

Compared with models such as FOSG in AI, EFG representation has the following features. The
first thing is about the information structure. EFG sequentializes a player order and focuses on the
information available of an acting player by representing them as observable action trajectories.
For EFG of imperfect recall, an information state can be recurring for a player, but generally,
this is not true for many sequential games of interest. By contrast, FOSG typically assumes a
simultaneous move of the agents at each timestep (though it is straightforward to extend this basic
model), and each environment state in principle can be revisited any number of times. FOSG
further separates public and private observations, even for those who are not acting. The second
difference is about the reward structure. EFG only attributes a utility at the terminal point. FOSG,
however, generally can have an intermediate reward structure at any information state.

Bayesian Games Bayesian games [Harsanyi, 1967] is a special class of games where the im-
perfect information part mainly comes from players’ private parameters in their utility functions,
or their types. The EFG representation of a Bayesian game starts with the natural player. And
in each of the following information sets the corresponding acting player can not distinguish its
opponents’ types. The FOSG representation of a Bayesian game is more straightforward, where
now one’s individual private observation at the first timestep is just its own type.

2.2.4.3 Subgames

The notion of subgames aims to capture the decomposability of a game model. A subgame nor-
mally only captures a partial component of the full game. E.g., some players are restricted to play
only a subset of the original strategies space. For sequential games, a subgame typically refers
to a game starting at an intermediate decision point of the original game. The classical definition
[Selten, 1988, Mas-Colell et al., 1995] of a (proper) subgame in an EFG constraints that it begins
with a root information set containing only one possible history. However, people later develop
some generalizations [Kreps and Wilson, 1982b, Burch et al., 2014] of EFG subgames in imper-
fect information games, which is a forest-like data structure being a closure under ancestor relation
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and information set membership relation. Analogously, in a Markov game or in a FOSG, a sub-
game means a FOSG begins with some intermediate state of the original game [Maskin and Tirole,
2001]. In general, a subgame notion should be developed as an auxiliary tool to facilitate solution
computation.

Next, I briefly introduce three types of tree-search algorithms operated on EFGs of different
classes. The unified ideas of these algorithms are: (1) by exploiting the structure of the tree, the
computation can be implemented by traverses over the tree (2) by reducing the computational
complexity by decomposing the computation into subgames.

2.2.4.4 Min-Max Search

Min-max search with its pruning components [Knuth and Moore, 1975] is designed for turn-based,
two-player zero-sum games of perfect information. The idea is we can recursively compute the
value of a subgame by propagating the game values of its children, assuming both players are
playing optimally. To be more specific, we maintain a game value at each decision point of the
tree, which is the payoff of the min-player, assuming each player is playing optimally from that
point onward. Starting with the terminal nodes, we back-propagate the values by letting the current
acting player always choose the action that leads to the optimal payoff for itself, using the computed
values below. This method, in principle, works for any turn-based two-player zero-sum game,
including chess and Go. However, due to the large branching factors and depths in many games,
people developed techniques such as pruning a subtree by maintaining bounds or conducting a
depth-limited search by replacing vertices several steps ahead with some heuristic values. Typically
min-max search is conducted completely offline, i.e., all the computation is finished before being
deployed into real play. The outcome of the min-max search is generally an equilibrium strategy
for both players.

2.2.4.5 Monte Carlo Tree Search

For games with large branch factors, a min-max search may be inefficient and it is hard to produce
an accurate value estimation. Monte Carlo tree search (MCTS) is another class of tree search
algorithms that leverage the power of Monte Carlo simulation to identify the important region of
the game tree.

MCTS is typically implemented as an online algorithm, which means the strategies are com-
puted incrementally during game-play. Upon reaching a game state, MCTS conducts multiple
simulations on the game tree rooted at the current game state. MCTS maintains statistics on the
set of expanded nodes, which constitutes a search tree consisting of decision nodes that were sim-
ulated a confident number of times. One of these statistics choice is the UCB score [Kocsis and

27



Szepesvári, 2006] Qpsq ` C
b

lognPApsq

npsq
, where npsq is the number of simulations that were con-

ducted at state s, PApsq being the parent node of s. Each iteration of the MCTS search consists of
four phases: selection, expansion, simulation, and back-propagation. The selection phase identi-
fies a path from the root state to a leaf node in the search tree by some criterion, e.g., by always
choosing the maximum UCB score. Upon reaching such a leaf node, this node is expanded and
some of its children are included in the search tree. Then a Monte Carlo simulation is conducted
starting from this subgame. The purpose of this simulation phase is to have an estimation of the
optimal state value efficiently. One way to conduct such a simulation is to employ random policies
for both players from this state onward. Then the outcome of this simulation is back-propagated

to all nodes lying on the path from this newly expanded node to the root. By conducting this
four-phase procedure, we may finally come up with a search tree with informative statistics being
maintained. Then to select the next move in the real-play, MCTS just outputs an action based on
the statistics. For example, choose an action that was simulated most often during the simulation.

The key of MCTS is that given a limited computational budget, the algorithm gradually allocates
its computation within regions that are more appealing in terms of finding an optimal play. MCTS
is thus suitable for handling games with large branch factors. One of the disadvantages of MCTS
is that it is hard to deal with trap states [Browne et al., 2012]. The outcome of MCTS is typically
an approximate equilibrium for both players in two-player zero-sum games, and a best-response
policy against a given opponent strategy in general cases.

2.2.4.6 Counterfactual Regret Minimization

Counterfactual regret minimization (CFR) [Zinkevich et al., 2008] is a class of tree search algo-
rithms for solving imperfect information games and has been shown effective in solving Poker.
The vanilla CFR is an offline algorithm and conducts tree search on the entire game tree. Similar
to MCTS, in CFR, the algorithm maintains statistics on the nodes of the game tree, where each
node is an information set. CFR iteratively updates the statistics and policies resulting from these
statistics. The key idea of CFR is that by having these statistics called counterfactual regret at
every information set, in each iteration, it conducts regret minimization procedures at every node
simultaneously, instead of minimizing the full-game regret directly which may need to enumerate
every possible strategy. The final output of CFR is the average policy across all these training
iterations, which is theoretically an equilibrium policy.

To be more specific, the algorithm maintains counterfactual regrets for each (information state,
action) pair. Given the current joint policy π “ pπn, π´nq, the counterfactual value for pia, aq is de-
fined asQπ

c pin, aq “
ř

τPin

ř

zPZpτq
π´npτqπpz | τquipzq. Here Zpτq is the set of all terminal nodes

that are reachable from τ . π´npτq is the probability of reaching a possible history τ conditioned on
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that player n will always choose to reach τ . πpz | τq is the probability of reaching a terminal node
z from τ , considering every players’ contribution to these probabilities. The counterfactual state
value of in is defined as V πpinq “

ř

a πnpa | inqQπpin, aq. Then the instant counterfactual regret
for pin, aq is CFREGRETπpin, aq “ Qπpin, aq´V πpinq. Given π, these quantities can be computed
by two traverses of the full game tree. Then by having this regret notion, we can actually run any
regret minimization procedure at every information set simultaneously in each iteration of CFR.
Each of these regret minimization procedures outputs a strategy on the corresponding information
set. It has been proved that the summation of this counterfactual regret is an upper bound of the
full-game regret. So by minimizing each counterfactual regret separately, we can minimize the full
regret of the game.

2.2.4.7 CFR-Decomposition

Both min-max search and MCTS deal with perfect information games. The nice part about perfect
information extensive-form games is that it enables decomposition, i.e., computing an optimal
strategy within a subgame is irrelevant to other subgames. However, this may not hold anymore
for imperfect information. The reason is as follows. In imperfect information EFG, upon reaching
information set in, agent n needs to reason the probabilities of being in each τ P in to compute
a proper game value of this information state. These probabilities depend on how the opponents
played before this decision point. Furthermore, assuming the rationality of the opponents, these
probabilities may also depend on what the opponents could have received in other subgames.
Therefore the optimal play of a subgame may depend on information outside that subgame, and
the decomposition methods in perfect information games may not be directly transferred.

I here furthermore briefly introduce the CFR-D [Burch et al., 2014] (D standards for decompo-
sition) variant that had served as the core technique for contemporary master-level Poker bots. The
goal of CFR-D is to conduct an efficient depth-limit search and improve upon a previous strategy
by enabling subgame decomposition in imperfect information games. The application scenario
typically starts with a known strategy πbp, called blueprint strategies which is normally a strategy
with domain knowledge or an approximate equilibrium strategy from an abstracted version of the
game. Then suppose starting from the root, we are only interested in the three lookahead actions
from the current state, and let’s call this part of a full strategy the trunk strategy. Our goal is to
find a trunk strategy that improves the trunk part of πbp. Just like in perfect information, the way
we conduct such depth-limit search is by truncating future game states with value estimates, where
in this case, for CFR, they are counterfactual values. To get accurate estimations of these counter-
factual values which assume the players are going to play fairly optimally onward, however, we
need to resolve the subgames. Since a subgame here may be rooted in some information sets, we
compute the posterior probability distribution over the actual histories based on the counterfactual
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probabilities consisting of only the opponents’ probability terms. Then to ensure our resolved sub-
game strategy combined with the trunk strategy is no more exploitable than the blueprint, we need
to offer the opponent an “opt-out” option, which guarantees them can at least receive values when
the acting player adopts πbp. This is achieved by creating a data structure called regret gadget

on the root of the subgame, which creates new actions, some of which abstract the counterfactual
values of πbp. Then after solving the newly constructed subgame using CFR, the algorithm only
retains the counterfactual values on the root information sets. Then it updates the trunk strategies
by running one CFR iteration on the trunk part using these resolved counterfactual values.

2.3 Empirical Game-Theoretic Analysis

Upon reaching this section, I have already outlined several basic decision-theoretic frameworks
that researchers have been developing over the years. However in many applications, the game
analyst may only have black-box access to an agent-based simulation of the strategic scenarios,
but neither a detailed configuration of the underlying environment nor an analytical description of
a model.

Empirical game-theoretic analysis (EGTA) [Wellman, 2006, Tuyls et al., 2020] is a set of tools
and methodologies that researchers developed over the years that provides principled guidelines
to conduct strategic reasoning in games with no tractable analytical solution but only black-box
simulation data. The game analyst typically can access an interface of the agent-based simulation,
and normally it is capable of selecting the inputs to an interface to acquire the simulation data of
interest. The simulation data typically reveal partial information about the multiagent scenarios.
In the simplest case, the data may just take the form of (agents’ strategies, agents’ payoffs). There-
fore classical game theory and empirical game theory exhibit a dichotomy in expressing multiagent
scenarios: classical game theory adopts a declarative approach that gives a full analytical descrip-
tion of the game model, while empirical game theory, in contrast, focuses on the procedural and
algorithmic representation of a game by summarizing it in a black-box interface. Classical game
theory is prescriptive while EGTA is descriptive.

To better understand EGTA, I first introduce a few terms.

2.3.1 Black-Box Games and Empirical Games

The first two concepts I would like to introduce are black-box games (also termed simulation-based
games) and empirical games, which are also easily confused with each other in many problem
settings. Black-box games typically refer to the interfaces where the game analyst can access the
agent-based simulations. The input-output structure of the interface is known to the analyst, and the
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analyst typically is free to choose the inputs to the black box. Since the outcome of the simulation
could be stochastic, in some formulation (detailed in Section 4.3.3 of Chapter 4), the analyst can
also decide on a random seed as an extra input. Therefore, a black-box game is one representation
of the ground-truth multiagent scenario one can look into. Algorithms that work directly with this
interface can be called model-free.

Empirical games, by contrast, are any kind of analytical game model that the analyst builds
using simulation data from the black-box game. Therefore in EGTA, the game analyst typically
adopts a model-based approach by constructing empirical games and developing an algorithm that
works more directly on them.

Empirical games are typically built in the form of an NFG by considering only a subset of
heuristic strategies of the entire game and estimating the corresponding payoffs using simulation
data. These heuristic strategies are typically identified using domain knowledge of the games or a
generic method such as deep reinforcement learning.

2.3.2 Empirical Equilibrium Analysis

In EGTA, once an empirical game is built through someway, the most common strategic reasoning
method is to apply equilibrium analysis on the empirical game as a means to understand the full
strategic landscape of the full game. Typically the way it works is to first solve for some equilib-
rium notions of the empirical game (the most common one being Nash) and then investigate the
behaviors of the players/strategies under these equilibria. One flaw of this approach is the issue of
the equilibrium selection problem: for a multi-player general sum game the Nash equilibrium may
not be unique, and which one I eventually arrive at depends largely on the equilibrium computation
algorithm and random seed I adopt. One way to alleviate this issue under EGTA is to try to find all
the possible equilibria one can compute by running the algorithm multiple times and analyzing all
of them.

One application is analyzing the Trading Agent Competition [Wellman et al., 2005]. Here
the strategies were ranked according to their properties in empirical equilibria. Another is an
investigation into market manipulation [Wang et al., 2021a] where different empirical equilibria
outcomes were compared in terms of surplus.

2.3.3 Strategy Exploration and Generation

In this section, I briefly survey how representative strategies can be generated in principled ways.
This first approach is via direct search, possibly equipped with some heuristic evaluation func-

tion. This was studied in [Jordan et al., 2008]. When S is finite or easy to enumerate, the analyst
may start from some initial strategy set, and iteratively expand this strategy set by adding new
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Algorithm 1 Incremental Strategy Generation
Input: Game knowledge oracle O, EVA, IMP procedures
Output: Finite strategy set S1, S2, . . . , SN

Initialize strategy sets S1, S2, . . . , SN
Initialize empirical game G
while Termination Criterion not met do

G, σ Ð EVApO,G, σ, Sq

for n “ 1, 2 . . . , N do
s1
n Ð IMPpO,G, σ, Sq

Sn Ð Sn
Ť

ts1
nu

end for
end while

strategies. Some ways of adding strategies include uniformly sampling a strategy outside the cur-
rent strategy set, or adding those with high heuristic scores. Such a heuristic function includes the
deviation value of a strategy under some equilibrium within the restricted set.

We can actually further generalize the above approaches into a framework called incremental
strategy generation, as I outlined in the algorithm diagram 1. This framework was originated from
the double-oracle framework [McMahan et al., 2003].

This framework employs two procedures, which I denote as EVA and IMP that interact with
each other and generate effective strategies. I assume there is an oracle O that gives the algorithms
the basic knowledge of the game (typically, it is implemented using the black-box game interface).
The purpose of EVA is to generate statistics that can guide the direction of adding a new strategy.
I further segment the statistics into a game model part G, which is the empirical game constructed,
and the non-model part σ. σ is often implemented as a distribution over S, e.g., a mixed Nash on
the game defined by S. The purpose of IMP is to find a new strategy utilizing all the statistics.
Typically IMP is implemented as a best response optimization procedure. This framework also
resembles the policy iteration diagram I introduced before. [Wang et al., 2021b] deepened this line
of work into deep RL settings.

2.3.4 Strategy Evaluation

An application of EGTA is to analyze the strategic interaction structure among the strategies or
evaluate some “strength” notion of the strategy pool. For investigating strategic interaction, a
replicator dynamics plot [Walsh et al., 2002, Tuyls et al., 2020] was often visualized to show the
interplay towards an equilibrium. For multiagent evaluation, one way is to compute the deviation
payoff of a strategy at an equilibrium [Balduzzi et al., 2018b]. Another is to compute how much
mass does each strategy occupies in some equilibrium solution [Omidshafiei et al., 2019].
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2.4 Applications

In this section, I introduce several domains where methods from game-theoretic multiagent sys-
tems have practical applications.

2.4.1 Auctions and Mechanism Design

Economists have long studied auctions as a standard class of game models of incomplete infor-
mation. Furthermore, online advertising auctions [Edelman et al., 2007] have become the main
channel for IT companies in deriving their revenue. More specifically, in an auction, players first
observe their own valuations of the goods as private information. Then they decide their bids as
a function of their valuation. The allocations and prices charged are based on the bids. Normally
the bidders who bid the highest obtain the goods. The payment rule, however, varies in different
scenarios. Some standard rules include first-price payment or second-highest payment, i.e., the
winner pays the highest or second-highest bid in the auction. For a general introduction to auction
theory, I refer to two famous textbooks [Milgrom, 2004, Krishna, 2009]. For practical algorithms
and bidding agent design, [Cramton et al., 2006] is a comprehensive survey.

Researching on auctions naturally leads to another research area called mechanism design. Gen-
erally, different configurations or parameters of the game (e.g., allocation rule or payment rule)
would lead to different equilibrium outcomes. However, the game designer would like to search
for a game that can maximize some objective function (such as revenue) in an equilibrium state.
Furthermore, the designer may expect the bidders to truthfully report their private valuations. So
the area of mechanism design is about finding such game configuration in a principled way. This
has large real-world implications since, in the IT industry, the designer may want to maximize the
revenue as much as possible. Classical mechanism design focuses on an analytical treatment [My-
erson, 1981], while people today are using computational methods to enhance mechanism design,
which is termed automated mechanism design [Sandholm, 2003]. One example is to use deep
learning for learning optimal auctions [Dütting et al., 2019].

2.4.2 Bargaining

Bargaining, or negotiation, normally refers to an interactive process among multiple entities to
reach some commonly agreed outcome for all parties. Bargaining is also normally modeled as
games with incomplete information, where the types of players are their respective valuations,
goals, or baselines. The game, however, contains both collaborative and competitive elements:
the goal is to reach some common outcome that benefits all parties, and it is undoubtedly not a
zero-sum game. Typically a bargaining protocol needs multiple rounds of interaction, e.g., of-
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fer/counteroffer [Rubinstein, 1982]. It is during this process that a player may gradually learn the
private information of the other agents in order to take more effective action in future timesteps.
And how useful the communication process will be in terms of achieving satisfying outcomes more
or less depends on the alignment of the players’ interest [Crawford and Sobel, 1982].

In the field of multiagent systems, researchers have developed various techniques to develop
efficient negotiation agents. I refer to surveys by [Rosenschein and Zlotkin, 1994, Faratin et al.,
1998, Fatima et al., 2014, Baarslag et al., 2016] for a more comprehensive overview of this domain.

2.4.3 Game-Playing AI

One of the most central applications of game theory, as was signified by several AI breakthroughs,
is recreational game-playing AI. In this section I survey the achievements of AI algorithms in
different classes of games.

2.4.3.1 Chess

Chess is a two-player zero-sum game of perfect information. It is a turn-based game with a branch-
ing factor of about 35 at each decision point.

DeepBlue DeepBlue [Campbell et al., 2002] beat World Chess Champion Garry Kasparov and
marked one of the first breakthroughs in the field of gaming AI. There were a lot of engineering
tricks used in DeepBlue both on the hardware level and software level, including parallelization
and hardware search on silicon. I here briefly summarize the algorithmic ideas. The DeepBlue
algorithm consists of three components: move generator, evaluation function, and search control.
The move generator adopted a best-first-search-like approach, which ranks all possible moves and
selects the one with the highest score. The evaluation function is used for depth-limit-search, and
was constructed using a variety of sophisticated domain knowledge and techniques. It can be
further decomposed into fast evaluation and slow evaluation. The search algorithm is essentially
null-window alpha-beta pruning with quiescence search. An additional component is called dual
credit, which is to balance the depth-limit for both players adaptively to constrain the computa-
tional expense. For practical implementation, it uses one processor to conduct search on the top
nodes where several other processors for the leaf nodes.

2.4.3.2 Go

Go is also a two-player zero-sum game of perfect information. Being different from chess, it has
an even more larger state space and branch factor. I here survey the famous Alpha-series Go agent.
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AlphaGo AlphaGo [Silver et al., 2016] achieved superhuman-level by combining Monte Carlo
tree search and deep reinforcement learning. It beat professional Go player Lee Sedol by 4:1. In
AlphaGo it trains three different neural networks. The first is the supervised learning (SL) network,
which is trained based on human data. The second is a rollout policy being a condensed version
of SL network, which is employed in the simulation phase of the MCTS search (Section 2.2.4.5).
The third is the reinforcement learning policy, which also outputs a value network for evaluating
a position of the game. The RL policy is initialized with the SL network. During the real-time
play, upon reaching a state AlphaGo conducts an MCTS search. In the expansion phase, it uses
the SL policy to decide the next node to be expanded. And then it uses the rollout policy to sample
a trajectory and get a value in the simulation. The statistics being back-propagated is a linear
combination of the outputs by the RL value network and the simulation value. The SL network
also serves as the prior parameter in maintaining the UCB statistics. Then to decide the next move,
it selects the next-step action that was visited most often during the MCTS search. The RL network
is then trained by using the game data resulting from MCTS play.

AlphaZero The successors AlphaGo Zero [Silver et al., 2017] and AlphaZero [Silver et al.,
2018] improve upon AlphaGo by purely using self-play RL without human data, and achieves
greater performance than AlphaGo. These Zero-version agents also share much more neat algo-
rithmic ideas compared with AlphaGo. The unified paradigm is called generalized policy iteration.
In AlphaZero, it only trains one RL network, which outputs both the policy and value. Then during
the real-time play, upon reaching a state AlphaZero conducts an MCTS search, And it expands and
evaluates the leaf nodes in the search tree by an estimated value provided by the value network.
The policy head is used to compute the UCB score of each node. Then it trains the RL network
by using MCTS data. Then the MCTS serves as the policy improver over the RL policy, while
the self-play RL training is the policy evaluator that produces the evaluation of the states during
MCTS search.

MuZero Schrittwieser et al. [2020] extended AlphaZero into a model-based method called
MuZero. What MuZero effectively does is to learn a transition model and a reward model us-
ing trajectory data, and then conduct the whole MCTS within the latent state space of the learned
model. This method effectively learns an value equivalence model.

2.4.3.3 Poker

Poker is a standard game model that incorporates large imperfect information. I here survey several
famous agents that were designed for general imperfect information games and empirically showed
perform well in Poker.
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DeepStack DeepStack [Moravčík et al., 2017] combines the idea of deep value training and a
recursive application of CFR-D(Section 2.2.4.7) to build a general-purpose AI bot for two-player
zero-sum games with imperfect information. It is an online algorithm. It is perhaps the first that
(implicitly) introduces the idea of public belief state (Section 2.2.3.3) into practical AI building. It
beats several professional-level players.

The core idea of DeepStack is continual re-solving: everytime the agent needs to take an action
it resolves the subgame rooted at the current public state. To achieve this it conducts a depth-limit-
search using CFR-D on the current public subtree. The regret gadget of this CFR-D is constructed
based on the previous-solution regret values. The leaf nodes in the subtree are truncated by value
estimation provided by a deep counterfactual value network. It also employs a sparse lookahead
actions to reduce the breadth of each information set. The deep counterfactual network is trained
by applying CFR-D on randomly sampled states with a pre-obtained value network at a depth limit.

Then when choosing an action, it just directly samples an action from the current resulting
strategy after search.

Libratus Libratus [Brown and Sandholm, 2017, 2018] is the first AI bot that achieves
superhuman-level on heads-up no-limit Texas hold’em Poker. Libratus introduces a few new tech-
niques over the classical ones. First, it improves the subgame re-solving techniques in CFR-D by
using information from other subgames, which is called reach subgame solving. This information
however is not computed by directly solving other subgames, but is estimated using the blueprint
strategies.

The second is called nested subgame solving. Roughly speaking, the algorithm first starts with
an abstraction of the original game. Once it sees in real-time an opponent action that was not in the
abstraction, it creates a new subgame and then solves it. It also iteratively improves the blueprint
strategies by using the online computation.

Pluribus Following Libratus, Plurbius [Brown et al., 2018, Brown and Sandholm, 2019] was
soon proposed and became the first superhuman AI bots for six-player heads-up no-limit Texas
hold’em Poker. Pluribus, however, employed a different set of techniques from Libratus, as I
am going to elaborate as follows. Upon reaching a depth-limit subgame, here is how Pluribus
computes a Nash strategy of the acting player within the subgame. First, it assumes the acting
player plays a blueprint strategy outside of this depth-limit subgame, serving as an approximate
equilibrium. The blueprint is obtained by domain knowledge or solving an abstracted version of
the game. Then it selects a set of the other-player’s strategies, for estimating values on the leaves
of this subgame. One way to select them is via some domain knowledge. The other way is to
generate a pool of strategies via a double-oracle (Algorithm 1) like approach. It aims to select a
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few representative other-player’s strategies to produce accurate estimations of the leaf node values.
With this information, it suffices to compute an approximate equilibrium strategies in this subgame,
e.g., use CFR algorithms.

Therefore during the real-time play, each time the agent needs to make a decision it just applies
the above depth-limit solving on the current subgame, and plays according to the resulting strategy.

ReBeL The ReBeL architecture [Brown et al., 2020] combined the idea of AlphaZero, CFR-D,
and the public belief state representation I covered in Section 2.2.3.3. Whenever the agent reaches
a public belief state βr, ReBeL starts a search process as follows. First ReBeL constructs a depth-
limited subgame tree rooted at βr, and truncates the leaf nodes βl with a value estimation v̂pβlq.
Here v̂pβlq is trying to estimate the value of PBS βl assuming the players play an approximate
equilibrium policy from βl onward. This v̂ provides information-state values for CFR-D via an
algebraic relation. In iteration t of CFR-D it produces a strategy πt within this subgame. For every
πt it can be directly computed or estimate the corresponding PBS value v̂pβr; π

tq, e.g., either by
Monte Carlo sampling or directly traversing over the subgame tree. This continues for T iterations
totally, and the algorithm produces the average-iteration policies

ř

t πt{T . And the corresponding
PBS value of βr is

ř

t v̂pβr; π
tq{T . This is added to the training data for v̂. Then it randomly

sample an iteration tsample from r1, T s, and use πtsample with some exploration to select a path from
βr to a leaf node βl. Then it expands βr and applies the above search process repeats on the depth-
limit subtree rooted on βl, until it reaches a terminal node of the full game. This completes the
training process of ReBeL.

During test-time, each time it just plays the policies resulting from search. The goal is to output
a Nash in expectation. One implementation is to uniformly sample a policy πt from 1 to T and
play this πt.

The key idea of ReBeL is to conduct an efficient depth-limit search by learning an accurate PBS
value network. The accuracy is achieved by a self-play RL styled training paradigm, so the regions
that the agent are exposed to are closer and closer to the rational region. Using deep learning to
learn a PBS value network is efficient, and this network can also serve as a heuristic function for
the leaf nodes in the depth-limit search tree leveraging algebraic relations between PBS values and
information-state values. The search tree is also incrementally growing, just like MCTS.

Student of Games Student of Games (SoG) [Schmid et al., 2023] combines the ideas of Alp-
haZero and CFR. At the core of SoG is a variant of CFR that is adapted to online search called
growing-tree CFR (GT-CFR). GT-CFR consists of two components: the regret update phase and
the expansion phase. SoG also adopts a public belief representation of the game and trains a coun-
terfactual value and policy network (CVPN) pv,pq “ fθpβq, where v is the counterfactual values
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for each information state attached to the current node, and p is the prior policies.
The search tree of GT-CFR consists of public states. Statistics are maintained on information

states of the action players. The regret update phase can be implemented by running CFR on the
current depth-limited public tree. The leaf nodes are abstracted by the values provided by the
CVPN. Then after one regret phase, c simulations are conducted on the public tree. At the start
of each simulation, a historical trajectory τ is sampled from the root PBS βr. Then actions are
selected according to a mixture of the current CFR strategy, and a UCT strategy that utilizes the
CVPN. Upon encountering a public state that is not in the current public tree, this state is added to
the search tree. Then the visited counts are updated through the trajectory to the root node, for the
UCT policy. PoG expands multiple actions attached to that new public state.

The outcome resulted from search train the value head policy output from search train the policy
head. The data are augmented after one game trajectory. The algorithm also stores the PBSs that
were queried during the execution of the algorithm, and selectively and recursively chooses some
of these and uses GT-CFR to compute a refined p and v.

2.4.3.4 Real-Time Video Games

Starcraft II AlphaStar [Vinyals et al., 2019] achieves master-level performances in Starcraft II.
Starcraft is a real-time strategy game with large imperfect information, high-dimensional obser-
vation and action space, and a teamed two-player zero-sum game structure. The basic idea of
AlphaStar is population-based training. It maintains a pool of RL agents. Each agent is initialized
with a supervised learning agent based on human data. During RL training it also incorporates
a term that penalizes it from being away from the SL agent. Each training the agent is training
against a non-uniform mixture of the agents in the pool. This mixture is computed based on the
pairwise winning rates. Each trajectory it samples an opponent based on this mixture, and up-
dates the parameters of our agent. AlphaStar also categorizes different classes of training pools to
enhance diversity and robustness of the training process.

Dota II OpenAI Five [Berner et al., 2019] was the first AI agent that defeated world champions
in Dota II. Dota II is being similar to Starcraft II. It trains the agent using purely self-play RL using
proximal policy optimization (PPO) [Schulman et al., 2017].

Gran Turismo Gran Turismo is a real-time car-racing game which has one of the most fidelity
simulators. GT Sophy [Wurman et al., 2022] is a human-level car-racing agent that is trained using
quantile regression soft actor-critic, using a dense reward design and a customized application of
twin networks.

38



2.4.3.5 Hanabi

Hanabi is a Dec-POMDP with a public state structure. In this game the players collaborate together
to reach a higher common objective. Each player holds a different piece of the world state from
the beginning (but no more private observations after that), and needs to efficiently communicate
with each other to recover the true state by selecting proper action sequences.

Bayesian action encoder (BAD) BAD [Foerster et al., 2019] was proposed to solve this class
of game by combining deep RL and public belief representation. The keys of BAD are: (1) it
trains a common network that represents the policy in the public-belief MDP. To be more specific,
the input of the network is the public belief and private information, and the output is the action
choice. Since in principle, the policy in the public-belief MDP (detailed in Section 2.2.3.3) is
a mapping from public-belief state to, a distribution over mappings from private information to
actions. The architecture is designed in a way such that it first deterministically incorporates the
public belief state, and then a random seed, which resorts to a deterministic neural architecture
with inputs of the private and the outputs of the actions. (2) It adopts a mean-field like tractable
factorized representation for the public-belief updating process.

CAPI Common-payoff approximate policy iteration [Sokota et al., 2021] adopted a slightly
different approach than BAD. It also adopted a public-belief MDP representation for solving
common-payoff multiagent games of imperfection information like Hanabi. However, its algo-
rithm adopted a Q-learning/policy iteration like approach, where each time it uses the one-step
maximization values and actions for training policies and value functions. While BAD uses policy-
gradient methods for training the BAD agent.

SPARTA Another thread is to improve a blueprint policy during online-play via search. The
SPARTA algorithm [Lerer et al., 2020] employs search by making an agent simulate the search pro-
cess for other agents, by assuming a common knowledge of random seed. SPARTA has achieved
state-of-the-art performance in Hanabi for self-play based evaluation.

2.4.3.6 Avalon

Avalon is a multiplayer game with hidden role information and partially observable actions. The
goal of Avalon is to find out the teammates and opponents through rounds of communication and
then reach a higher outcome for the team.

DeepRole DeepRole [Serrino et al., 2019] combines CFR with deep value network and becomes
the first superhuman five-player Avalon agent. It employs a depth-limit CFR as an online search
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method with a posterior belief over roles being maintained and a deductive logic that eliminates
action possibilities that are inconsistent with the history. The leaf nodes are truncated by a value
network. The value network returns values for the information sets given the proposer’s index
and role belief. The value network is trained by sampling random trajectory over the belief and
using CFR to get the target values. Each time one needs to make a decision, it just uses the search
procedure on the current public state, and then acts according to the computed strategy.

2.4.3.7 No-Press Diplomacy

No-Press Diplomacy is a class of multiplayer, general-sum, fully observable Markov games with
deterministic transition, combinatorial action space.

DipNet [Paquette et al., 2019] trains a model based on human data using supervised learning. It
also has an improved version using self-play RL.

Best Response Policy Iteration In [Anthony et al., 2020] it trains an agent via a PSRO-style
paradigm using fictitious play as the meta-strategy solver.

SearchBot SearchBot [Gray et al., 2020] employs online search during the real-time play. More
concretely, it uses a supervised learning algorithm to train a blueprint policy by human data. Then
each time when SearchBot needs to make a decision, it only considers a one-step lookahead action,
and assumes every player plays the blueprint afterward. Then it solves the game defined by the
next-step action using regret matching. It also selectively chooses the actions being considered in
the support, according to scores output by the blueprint.

DORA DORA [Bakhtin et al., 2021] built superhuman AI without using any human data. It
adopts an AlphaZero like training paradigm. It maintains a value network that returns the state
value assuming everyone is going to play an equilibrium policy onward. It refines this value
network by using a variant of Nash value iteration (Section 2.2.2.1) using deep learning, which
is to minimize a loss based on a Bellman-structure of the equilibrium condition. To construct the
target values of the loss it solve a game defined by the next-timestep action, using regret matching.
The second component it incorporates is a proposal network, which returns action probability given
each state. The proposal network is to identify promising actions within the original combinatorial
action space. After the proposal network has sampled a few actions as in the support, it uses
regret matching to compute an equilibrium in the current one step lookahead game. The proposal
network is refined by minimizing its distance from the equilibrium search from regret matching.
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To avoid making the proposal network stuck in local regions, the algorithm also employs a double-
oracle inner-loop to each time discover novel actions into the support, after the initial equilibrium
computation. It first added several local modifications of the actions in the current support as the
empirical full strategy space. Then it uses double-oracle algorithm to search for an equilibrium
within this empirical strategy space.

Diplodocus and Cicero However, an issue of DORA is that it may produce machine conven-
tion that is not interpretable by humans. To achieve good performance playing with humans, the
Diplodocus [Bakhtin et al., 2023] agent proposed a new equilibrium computation algorithm within
the DORA architecture, called piKL. The idea is to pretrain a supervised learning policy, and use
it as a regularization policy. Therefore, the final policy will not be too far away from the human
convention. The Cicero [FAIR et al., 2022] proceeded one step further, by combining a pre-trained
language model with the RL agent. The language model takes historical dialogues and observa-
tions as input, and outputs an intention to the RL policy. Cicero achieved human-level performance
in a language version of Diplomacy.

2.4.3.8 Stratego

DeepNash Stratego is a two-player zero-sum game with large imperfect information. The goal
is to configure your hidden unit during the deployment phase wisely, such that at the action phase
you can eliminate the opponent’s unit more strategically. DeepNash [Perolat et al., 2022] is a
model-free multi-agent RL algorithm that produces human-level Stratego agents. The underlying
algorithm, Regularized Nash dynamics, solves a sequence of regularized games, therefore has a
stronger convergence guarantee to Nash equilibrium.

2.4.4 Security

Security is another large-scale application domain of game theory. This includes police allocations
in airports, and patrolling scheduling for natural resource protections. Normally the game con-
sists of defenders, who want to protect several resources, and attackers, who aim to attack some
resources for malicious reasons. The model usually begins with the defenders decide their strategy
given limited protection resources, and then the attackers react. This usually essentially transforms
the problem to Stackelberg games with structured utilities and action spaces. For a more detailed
cover of the formulation, I refer to [Tambe, 2011, Sinha et al., 2018, Fang et al., 2015].
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2.4.5 Finance

Finance is another practical domain that game-theoretic methods can apply. Financial activities
naturally involve a lot of strategic behaviors: the trading activities among the traders have well-
defined utilities and strategy space, yet the large stochasticity and imperfect information cause a
direct analytical treatment intractable. I refer to works [Wellman, 2011, Wright and Wellman,
2018] for more references.

2.4.6 Multiagent Competitions

In my last section about applications, I introduce several multiagent software competitions. Nor-
mally the goals of these competitions are to encourage researchers and engineers to contribute their
ideas by empirically evaluating the agents’ performances.

2.4.6.1 Iterated Prisoner’s Dilemma

Iterated prisoner’s dilemma was held by Prof. Robert Axelrod of the University of Michigan as
a mix of sociology study and computer programming tournament. The goal of holding IPD is
to understand why cooperation behaviors emerge from human history, if we assume humans are
rational selfish agents. Especially the game of prisoners’ dilemma was repeatedly replayed in
our lives in different forms: there are many situations where a malicious player who breaks the
conventions (the defect strategy) can lead to a large reward for itself at the cost of decreasing the
overall social welfare. However making it a repeated game may change its properties drastically.

The tournament was extremely successful. Among the first round of 15 agents submitted, a
concise strategy called tit-for-tat stands out and obtains the highest ranking. This strategy is ac-
tually very simple: you just play what your opponent played in the last iteration. This retaliative
strategy turns out to be pretty well. And in fact, it again ranked first in the second round of this
tournament where all strategies from the first found were made public. Actually this may illustrate
why cooperation emerged during human history: it is because of the repeated nature of the PD that
makes such punishment behavior work well. TFT in principle can achieve an optimal outcome
with a collaborative agent, and will not be downgraded too much in the face of a defective one. So
the success of TFT may also come from the large collaborative elements within the agent pool. I
refer to [Axelrod and Hamilton, 1981] for a detailed analysis of this tournament.

2.4.6.2 Trading Agent Competition

Trading agent competition [Wellman et al., 2007] was an annual multiagent competition that asked
the participant to design effective agents that can be involved in different market trading behaviors.
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The agents typically need to decide the resources to be traded and the prices in a dynamic market
environment. The agents are also rendered their own private information. One example is an ad
auction game [Jordan and Wellman, 2009] where the agents are supposed to strategically bid in a
series of ad auctions.

2.4.6.3 Computer Poker Competition

The Annual Computer Poker Competition had also been a successful multi-agent competition. Par-
ticipants are encouraged to submit Poker agents for different versions of the game. Over the years
the competitions have successfully contributed to the advancement of computer game research,
including the development of CFR algorithm.

2.4.6.4 Automated Negotiation Agent Competition

Finally, I briefly introduce the ANAC competition [Jonker et al., 2017]. ANAC consists of dif-
ferent leagues each with a different class of games. A unified theme of these games is to design
effective negotiation agents in complex market environments. The bargaining processes are typi-
cally variants of Rubinstein’s alternating protocol. The agents typically need to learn the hidden
information of the opponent’s utilities, in order to extract a higher payoff for itself.
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CHAPTER 3

Structure Learning for Solving Large Normal-Form
Games

Games with many players are difficult to solve or even specify without adopting structural assump-
tions that enable representation in compact form. Such structure is generally not given and will not
hold exactly for particular games of interest. We introduce an iterative structure-learning approach
to search for approximate solutions of many-player games, assuming only black-box simulation
access to noisy payoff samples. Our first algorithm, K-Roles, exploits symmetry by learning a
role assignment for players of the game through unsupervised learning (clustering) methods. Our
second algorithm, G3L, seeks sparsity by greedy search over local interactions to learn a graphi-

cal game model. Both algorithms use supervised learning (regression) to fit payoff values to the
learned structures, in compact representations that facilitate equilibrium calculation. We experi-
mentally demonstrate the efficacy of both methods in reaching quality solutions and uncovering
hidden structure, on both perfectly and approximately structured game instances.

3.1 Introduction

Many of the real-world multiagent systems we would like to understand strategically involve an
enormous number of interacting (or potentially interacting) agents. For example, domains of mul-
tiagent research interest—such as ad auctions [Guo et al., 2019], financial markets [Nevmyvaka
et al., 2006], traffic routing [Bazzan, 2009], and rumor spreading over social media [Yang et al.,
2018]—all encompass (depending on the scope being considered) thousands or millions of partic-
ipating agents. Straightforward game-theoretic representations of these systems do not scale well:
A direct normal-form representation of an N -agent, M -action game is OpNMNq, which is obvi-
ously not feasible to construct or reason about directly for even moderately large-scale multiagent
systems. In response, AI researchers and others have identified various kinds of regularity that
may be exhibited in such systems, particularly invoking some form of homogeneity (symmetry) or
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locality of interaction (sparsity) that can be exploited to develop a more compact game represen-
tation [Jiang et al., 2011, Kearns et al., 2001]. However, it may not be apparent or easy to specify
the exact structure that applies in a given multiagent scenario, and indeed it may be that no pre-
identified structural simplification holds exactly for a problem of interest. We therefore investigate
in this work the possibility of learning such structure, and moreover doing so in an iterative manner
interleaved with game-theoretic reasoning about structured game models as they are developed.

We develop our methods in the framework of empirical game-theoretic analysis (EGTA) [Well-
man, 2016, Tuyls et al., 2020]. EGTA assumes as input a representation of the game in terms
of a payoff oracle (e.g., a simulator). The game analyst may sample this simulation-based game

by querying the oracle to obtain data from which to estimate or induce a game model, called the
empirical game. This framework makes sense for the problem at hand, because specifying simu-
lation models does not suffer from the curse of dimensionality that inhibits scaling explicit game
models to large numbers of agents. The challenge is to make effective use of the simulator to gain
game-theoretic insights on such large multiagent systems.

Our hypothesis is that the game-learning process can be enhanced by a focus on the structure of
agent populations and interactions. For population structure, we appeal to the partition of agents
into distinct roles. Many applications have obvious role dichotomies: investors and traders in finan-
cial markets, commuters and vacationers in road traffic, brand and sales marketers in advertising.
More generally, we expect that many multiagent systems will at least roughly support classification
into broad roles. For interaction structure, we appeal to locality. For example, on a social network,
one is directly influenced (by rumors, innovations, etc.) primarily through one’s connections on the
network. Both kinds of structure—role-organized symmetry and locality of influence—have been
formalized in terms that support compact game representations. Whereas the formal requirements
for compact representation may not strictly hold for games of interest, we expect that they will
often hold approximately to a useful degree. If so, it is worth trying to identify that useful struc-
ture in payoff samples, thereby enabling induction of more compact and sample-efficient game
representations, and accordingly supporting simpler and more reliable game-theoretic reasoning.

Our approach draws on a broad variety of machine learning techniques. Inspired by the model-
based reinforcement learning framework [Sutton and Barto, 2018, Sec. 8.2], we build our iterative
learning-and-solving architecture diagrammed in Figure 3.1. The underlying game is represented
by a simulator, O, providing black-box oracle access. The only explicit game descriptors are the
sets of agents and actions. Starting with an arbitrary guess solution σ˚, on each iteration, the
method first queries O in the region of σ˚, obtaining by this online sampling process a new dataset
Dval , which is added to the data buffer D. Through offline interaction with D, we then learn and
solve a game model to reach the next σ˚. The learning process encompasses two steps: It first
discovers the approximate hidden structure from payoff data, and then enables payoff regression
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Figure 3.1: Iterative game model learning and solving. The dashed box encompasses the model
learning components.

by feeding both data and learned structure to function approximators. The sampling process across
iterations is designed to concentrate the data buffer D around solution candidates, thus prioritizing
the quality of generalization on the most relevant regions. The method employs offline computation
and storage with the aim of limiting online sample complexity, in service of effective reasoning
about large-scale simulation-based games.

We propose two algorithms instantiating our framework: K-Roles for learning role-symmetry,
and Greedy Graphical Game Learning (G3L) for learning graphical structure in a game model. We
begin by introducing necessary background information in Section 3.2, followed by Section 3.3
reviewing related work on game model learning and solving. Algorithmic details of K-Roles
and G3L are covered respectively in Sections 3.4 and 3.5. Section 3.6 presents our evaluation on
both perfectly and approximately structured game instances. Conclusion and insights on methods
developed are drawn in Section 3.7.

3.2 Preliminaries

3.2.1 Normal Form Games

In an N -player normal form game G , player (or agent) n P N “ t1, . . . , Nu chooses its action
an P An, and receives payoff unpaq as a function of the agents’ joint action or action profile a.1

We assume agents share a universal finite action set: @n. An “ A “ t1, . . . ,Mu. Thus, a P A N ,
and for convenience, we write payoff functions in a form unpan,a´nq that separates the subject
agent’s action and the vector of other-agent actions in distinct arguments. A mixed strategy σ

1Actions here may correspond to complex strategies; we refer to action and strategy profiles interchangeably.
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is a probability distribution induced over A . The payoff for n under a joint mixed strategy σ

is unpσq fi Ea„σrunpan,a´nqs. The deviation payoffs vector for n under σ is ∇σnunpσq “
´

Bunpσq

Bσn,1
, . . . , Bunpσq

Bσn,M

¯T

, where the mth element Bunpσq

Bσn,m
“ unpm,σ´nq fi Ea´n„σ´nrunpm,a´nqs,

that is, the payoff of n choosing m while others act according to σ.

3.2.2 Approximate Nash Equilibrium

Define the regret of agent n at σ as REGRETnpσq fi maxan unpan,σ´nq ´ unpσq. The over-
all regret of the game at σ is REGRETpσq fi maxn REGRETnpσq, and if REGRETpσq ď ϵ, we
call σ an ϵ-Nash equilibrium. We typically seek solutions to minimize REGRET, or alternately
NASHCONVpσq, defined as the aggregate regret over agents:

ř

n REGRETnpσq [Lanctot et al.,
2017, Srinivasan et al., 2018].

3.2.3 Succinct Games

Without further structural assumptions, the representation complexity of an N -agent, M -action
game is OpNMNq, which is generally intractable both for storing a game description and comput-
ing its solution. Therefore, extensive work has been directed at identifying succinct game repre-
sentations [Daskalakis et al., 2009].

In an anonymous game [Daskalakis and Papadimitriou, 2015], agent n’s payoff depends
only on its action and how many (or equivalently, what fraction of) agents choose each action:
unpan,a´nq “ unpan, f1, . . . , fMq, with fm counting the frequency of agents choosing m. If fur-
thermore @n. un “ u, the game is symmetric. A role-symmetric game generalizes this concept by
introducing asymmetry: Agents are partitioned into different roles, where agents within the same
roles are interchangeable from the view of others. Let Rpnq P t1, . . . , Ku denote the role for
agent n. Then the payoff for agent n depends on its action and the action distribution within each
role: unpan,a´nq “ uRn pan, f1,1, . . . , f1,M , . . . , fK,Mq, where fk,m is the action frequency of m
within role k. For a role-symmetric game, we are typically interested in role-symmetric profiles:
@n, n1. Rpnq “ Rpn1q ùñ σn “ σ1

n. For finite role-symmetric games, equilibria are guaranteed
to exist in role-symmetric profiles [Nash, 1951].

A second category of succinct representations, graphical games [Kearns et al., 2001], capture
sparsity in multiagent interaction. By assuming agent n’s payoff depends only on the joint action
profile over its neighborhood N pnq on an interaction graph, unpan,a´nq “ unpan,aN pnqq, the rep-
resentation complexity is reduced to OpNMκq, where κ is the maximum size of a neighborhood.
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3.2.4 Empirical Game Models

The methodology of empirical game-theoretic analysis (EGTA) employs simulation or sampling
to induce a game model. This approach is called for when it is not feasible to express a game model
in analytic form, either due to representation complexity or difficulty of manual specification. For-
mally, in EGTA the multiagent environment is represented by a game oracle O (e.g., a simulator),
which can be queried to generate a dataset D of action-payoff tuples pa,uq, where u is either an
exact or noisy sample of the payoff vector associated with action profile a. A normal-form game
model induced from D is called an empirical game.

In most EGTA studies, the dominant cost is that of simulating action profiles (i.e., querying the
oracle). Accordingly, several prior works have addressed the problem of controlling the sampling
process to maximize analysis value while minimizing query costs [Jordan et al., 2008, Walsh et al.,
2003], and have obtained theoretical bounds in some cases [Viqueira et al., 2019, Goldberg and
Turchetta, 2017]. Our work can be viewed in this line, distinguished by its focus on identifying
structure both to improve generalization and facilitate reasoning.

3.2.5 Game Model Learning

Game model learning in our setting aims to induce a representation of a game, within a spec-
ified hypothesis game space, from limited payoff data using standard machine learning meth-
ods. The hypothesis spaces of interest correspond to succinct game formats where practical
structure-exploiting Nash solvers exist. For example, one can apply replicator dynamics [Sand-
holm, 2010, Section 4.3.1] or function minimization [McKelvey and McLennan, 1996] to solve a
role-symmetric game, and homotopy method [Blum et al., 2006] or hybrid refinement algorithm

[Vickrey and Koller, 2002] to a graphical game. Given a hypothesis space H, one preprocesses
data point pa,uq to construct the features on the raw a according to H. For a role-symmetric game
it is to aggregate the action frequency over different roles, thus it can be viewed as feature extrac-

tion; while for a graphical game it is to eliminate agent dependency, thus it can be interpreted as
feature selection. One therefore builds an empirical game by learning a mapping from the set of
features to the set of payoffs.

3.3 Related Work

Computational Game Theory The idea of using iterated game approximation to find equilib-
rium dates back to the homotopy method [Govindan and Wilson, 2003, Herings and Peeters, 2010]
in classic computational game theory. Homotopy method typically starts from a perturbation of
the original game model with a trivial solution. By keeping track of the perturbation vector and
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equilibrium along a homotopy path, it is guaranteed to reach the equilibrium of the origin game.
One elegant instantiation is the iterated polymatrix approximation algorithm [Govindan and Wil-
son, 2004, Blum et al., 2006], which approximates the original game as a sequence of polymatrix
games and solves them by some efficient subroutine such as the Lemke-Howson algorithm.

Multiagent Simulation for Game Model Learning In simulation-based game model learning,
the analyst samples a variety of strategy profiles and receives data in the form of (profile,payoff-
vector) for model learning [Vorobeychik et al., 2007].

The only prior work we are aware of that expressly exploits clustering for learning a normal
form game model is by Ficici et al. [2008]. Their approach starts by clustering agents via k-means
(k “ 2) according to the average payoff vector in the dataset. They then use linear regression to
estimate mixed-strategy payoffs for the clusters. These regressors are in turn used to construct the
pure-strategy payoff table of a reduced two-player approximation of the game. They compute a
Nash equilibrium of this game, and ascribe the resulting mixed strategies to agents in the respective
clusters. Our method for learning role-symmetry structure can be viewed as a variation of theirs
that: (1) reduces dimensionality by clustering payoff deviation functions rather than payoff func-
tions, (2) allows for more clusters, and (3) solves the role-symmetric game rather than a reduced
game.

There also has been prior work on regression for role-symmetric games, for given role assign-
ments [Wiedenbeck et al., 2018, Sokota et al., 2019]. Duong et al. [2009] and Fearnley et al. [2015]
studied algorithms for inducing structure of graphical games.

These works typically assume that training data collection through simulation is fully controlled
by the analyst. This makes the setting akin to active learning [Settles, 2009]. Thus, the simulation-
based approach could also be regarded as a semi-supervised style of game model learning.

Game Model Learning from Behavioral Data Another line of work employs behavioral data
for game model learning. Here the data are typically assumed to be generated from approximate
equilibria repeatedly played by bounded rational agents. In contrast to the simulation-based ap-
proach described above, the observational data here takes the form of actions rather than payoffs.2

Thus, we classify this style of game model learning as unsupervised, and note that it can also be
viewed as a multiagent form of inverse reinforcement learning [Ng and Russell, 2000].

The focus of prior work in this area has been to recover underlying game structure. For example,
Honorio and Ortiz [2015] adopt a specific generative model, and optimize the fit of key parameters
to the available data. Other works also employ diverse optimization techniques to uncover the
payoff matrix under a best-response constraint [Kuleshov and Schrijvers, 2015, Waugh et al., 2011,

2Gao and Pfeffer [2010] study game learning based both on payoff data and assumed rationality of action choice.
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Algorithm 2 K-Roles

Input: Hyperparameter K̂, Oracle O.
Initial solution σ˚, Data buffer D “ tu

repeat
Dval Ð QUERYpO,σ˚q

∇σ˚û Ð DEVESTpDvalq

C Ð DETCLUSTER p∇σ˚û,D,Dvalq

D Ð D Y Dval

t∇σRkukPrK̂s Ð FITREGRESSORpC ,Dq

σ˚ Ð NASHSOLVER
´

t∇σRkukPrK̂s

¯

until σ˚ sufficiently close to equilibrium;

Ling et al., 2018, 2019]. Models learned with such techniques have been shown to fit well to some
real-world scenarios [Garg and Jaakkola, 2016, 2017].

3.4 K-Roles: Learning Role Symmetry

We now describe a specific algorithm that employs structure learning, under the hypothesis that the
game approximately exhibits role symmetry structure. The K-Roles algorithm follows the basic
template of Figure 3.1, with structure defined by a mapping of players to roles, players within each
role treated symmetrically. The method combines unsupervised methods (clustering) for structure
learning, with supervised techniques (regression) for payoff estimation. Though the target game is
in general not perfectly role-symmetric for K̂ ă N , we may still expect it to exhibit approximate
role structure for some reasonable number of roles.

3.4.1 Overview

As shown in Algorithm 2, our approach employs a hyperparameter, K̂, denoting the number of
roles in the game model. In each iteration the algorithm first augments the payoff dataset by sam-
pling near the current candidate solution. It then estimates deviation payoff vectors for each player
(DEVEST in Algorithm 2), and assigns players to roles through an unsupervised clustering method
(DETCLUSTER). A new payoff function is then learned by regression (FITREGRESSOR), taking
the derived role assignment as a constraint. With role symmetry, the regression essentially entails
training payoffs for K̂ separate “role agents”, each representing its respective role as determined
from the clustering operation. Finally, we compute a role-symmetric mixed Nash equilibrium
(NASHSOLVER) for the game model at the current iteration.

By imposing role symmetry and a regression model, we reduce the representational complexity

50



of the game from OpNMNq to OpM2K̂2q. The reason is that there are totally K̂ different utility
functions that need to be represented, one for each role. The input of these utility functions would
be a strategy counter of lengthMK̂, and the output would beM values for each of them. Therefore
for example, for a neural network with fixed intermediate layers and numbers of nodes, it scales
with K̂ and M quadratically.

3.4.2 Structure Learning

We propose two heuristic agent clustering methods based on well-known partitional clustering
algorithms: k-means and hierarchical clustering. We represent agent n by its deviation payoffs
∇σ˚ûn, where we call its vector embedding. Here ∇σ˚ûn,m is estimated by taking the average of
the payoffs when agent n chooses action m in Dval . If no data is available for action m, we simply
take estimate ∇σ˚ûn,m as n’s average payoff across all actions. The task here is to cluster these
agents by similarity of strategic view into K̂ roles.

The first method is similar to the one adopted by Ficici et al. [2008]: We directly apply k-means
(k “ K̂) on the vector embeddings to obtain a cluster assignment. Per the k-means procedure, on
each iteration we calculate the centroids of each cluster based on the current assignment, then
update the clustering by assigning each agent to the cluster to which it is closest based on these
centroids.

In the second method we define distance measures between any pair of agents pi, jq and then
perform hierarchical clustering. Here we use a weighted Lp-norm between deviation payoffs as
the distance metric. Specifically we compute ∥ui ´ uj∥σ,p as

˜

ÿ

ai

ÿ

aj

σi,aiσj,aj |uipai,σ´iq ´ ujpaj,σ´jq|p
¸1{p

,

at the latest equilibrium point σ “ σ˚ with p ě 1. We use ∇σ˚ûi,ai to estimate uipai,σ˚
´iq. We

adopt the version of agglomerative average linkage clustering: Starting from N singletons, in each
iteration for any pair of current clusters we calculate the average inter-cluster distance, and merge
the pair that minimizes that until we reach K̂ clusters.

In the experiments described below, we employ both clustering methods for K-Roles. First we
try hierarchical agent clustering with p “ 2. If any returned cluster is of size below 20, we discard
the result and apply k-means clustering instead.

51



250 500 750 1000 1250 1500 1750 2000

Training Size

0.050

0.075

0.100

0.125

0.150

0.175

0.200

0.225

0.250

T
es

t
E

rr
or

LR

MLP

KNN

RF

GB

Figure 3.2: Performance of deviation payoff estimations for linear regression (LR), multilayer per-
ceptron (MLP), k-nearest-neighbor (KNN) with k “ 5, random forest (RF), and gradient boosting
(GB). Training data are corrupted with Gaussian noise of variance 0.22.

3.4.3 Payoff Function Regression

Given a cluster assignment C derived from the preceding step, we perform regression
(FITREGRESSOR in Algorithm 2) to estimate deviation payoffs for each action of each role agent.
Define ∇σRk “ p∇σRk,1, . . . ,∇σRk,Mq

T as the vector of deviation payoffs to learn for role k,
where the mth element is the payoff for an individual of role k playing m while others act ac-
cording to the role-symmetric strategy σ. We compute that by aggregating the payoff information
according to C .

Specifically, given partition C “ tR1, . . . ,RK̂u, we organize the data for each role as follows.
For a raw data point pa,uq P D, we first calculate the action counts (empirical distribution) from
a for each role and concatenate them as the feature vector f , and then for each agent n of role k
we store pf , puqnq as a data point for training ∇σRk,paqn . This corresponds to the point method

proposed by Wiedenbeck et al. [2018] for mixed payoff estimation.
We tried a variety of regression methods; Figure 3.2 plots their performance for a random

role-symmetric game with N “ 300,M “ 3, K “ 3, trained according to the ground-truth role
partition. We sample 500 role-symmetric mixed strategies from a Dirichlet distribution as the
test set, and define the test error to be the L2 loss between the regressor predictions and the true
deviation payoffs, averaging across all roles and all actions. For each profile we estimate these
target deviation payoffs via 1000 samples from the oracle. We find that generally gradient boost-
ing and multilayer perceptron regression methods outperform the others in terms of accuracy and
robustness against noise, while the latter generalize better with sufficient amount of training data.
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3.4.4 NASHSOLVER

After we have trained the role agents tR1, . . . ,RK̂u, they naturally define a role-symmetric game,
where the action space for each role is an M -dimensional simplex consisting of all possible action
distributions within that population. We resort to function minimization [McKelvey and McLen-
nan, 1996] to attain a role-symmetric equilibrium.

Remark 1 The regressed model supports Op1q access to the deviation payoffs of role-symmetric
mixed strategies needed for NASHSOLVER as defined here. This avoids the infeasible multipli-
cation and summation over payoff matrices for deviation calculation employed in classical Nash
algorithms.

Remark 2 The learned role-symmetric game model represented by differentiable function ap-
proximators is a special case of differentiable game [Balduzzi et al., 2018a]. Optimization tech-
niques designed for that class could therefore also be applied in an alternative NASHSOLVER.

3.5 G3L: Learning Graphical Structure

3.5.1 Overview

Our second algorithm operates under the hypothesis that the game approximately exhibits graphical
dependence structure. G3L (Algorithm 3) employs a refinement of the greedy loss minimization
approach of Duong et al. [2009] for structure learning. The procedure also resembles score-based
structure learning in probabilistic graphical models [Heckerman et al., 1995], and greedy forward
feature selection in representation learning [Friedman et al., 2001, Sec. 3.3.2].

3.5.2 Structure Learning

For each iteration we maintain an estimated neighborhood set N̂ pnq for each agent n. All such
N̂ pnq would define a directed graph for a graphical game. Initialized as tnu, we perform a se-
quence of local searches on N̂ pnq until convergence: Each time we either add a new neighbor
or delete an old one from N̂ pnq, such that the training loss (described next subsection) would
decrease the most. Furthermore to control model complexity for efficient deviation computation
during equilibrium calculation, we employ a regularizer κ̂ to constrain the maximum neighborhood
size.
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Algorithm 3 Greedy Graphical Game Learning
Input: Hyperparameter κ̂, Oracle O.

Initial solution σ˚, Data buffer D “ tu

repeat
Dval Ð QUERYpO,σ˚q

D Ð D Y Dval

for n P N do
N̂ pnq “ tnu

repeat
N̂ pnq Ð argmin

S:|S△N̂ pnq|ď1
|S|ďκ̂

1
|D|

ř

pa,uqPD
LpûnpS,aq, puqnq

until N̂ pnq converged;
end
σ˚ Ð NASHSOLVER

´!

ûnpN̂ pnq

)

nPN

¯

until σ˚ sufficiently close to equilibrium;

3.5.3 Payoff Function Regression

For a given profile aN̂ pnq
of the learned graphical game, we set ûn to the average of all puqn, such

that pa,uq P D and aN̂ pnq
is contained in a. If aN̂ pnq

does not appear in any profile of D, we just
set ûn to the average payoff of n choosing an in D. The training loss for a given N̂ pnq is defined
as the average of L2 loss between payoff prediction ûnpN̂ pnq,aq and target payoff puqn for all
pa,uq P D.

We plot in Figure 3.3 the performance of greedy forward learning on a random graphical game,
for different regularizer κ̂. We sample 500 pure strategy profiles according to uniform mixed
strategy as the test set, and define the test error as the L2 loss between the regressor predictions
and these ground truth pure strategy payoffs. We find that in general the hyperparameter κ̂ trade-
offs prediction accuracy for sample complexity: A bigger κ̂ represents a richer model class while
requires more data to make good estimations.

3.5.4 NASHSOLVER

We implement an optimized version of the Govindan-Wilson algorithm [Blum et al., 2006] to solve
for exact mixed NE of the learned graphical game. The graphical structure is exploited through the
efficient computation of deviation payoffs.

Remark With many players, the main computational bottleneck of the Govindan-Wilson algo-
rithm is calculating the adjugate matrix for the payoff Jacobian. Here we resort to the method
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Figure 3.3: Performance of greedy forward learning for pure-strategy payoff estimation under
different κ̂. Training data are corrupted with Gaussian noise width 0.22.
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Figure 3.4: Performance of K-Roles over iterations. The results are averaged over 30 runs.

proposed by Stewart [1998], which utilizes perturbed decomposition to compute the adjugate as
well as to handle the case when it is singular. We adopt the “wobble” trick and adaptive step size
described by Blum et al. [2006] to speed up convergence. Other parameters are the same as the
implementations in GameTracer [Blum et al., 2002].

3.6 Experiments

In this section, we evaluate our methods on both perfectly and approximately structured games. For
games with perfect role structure, we generate the cluster assignment from a uniform distribution.
For games with an underlying graphical model, we generate a directed random graph with expected
number of neighbors 5. All payoff samples are added with Gaussian noise of width 0.22 when
returned by the oracle.

For a game with a perfect role structure, we validate the model accuracy by the normalized
Rand Statistics [Rand, 1971] within range [0,1], between the clusters output by the algorithm and
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the ground-truth. The higher the score the more similar two partitions are.
For a game with an underlying graph tN pnqun, we define the graph score for the learned graph

tN̂ pnqun as GS “ 1
N

ř

n
|N pnqXN̂ pnq|

|N pnq| P r0, 1s, measuring how well the learned graph resembles the
original.

3.6.1 Random Role-Symmetric Games

We first test on a 300-agent 3-action, 3-role random role-symmetric game. We evaluate K-Roles
choosing K̂ “ 3 against the method of [Ficici et al., 2008] trained with 100 and 1000 data points,
denoted as FPP-100 and FPP-1000 respectively. We maintain a data buffer of size 1000, and query
100 data points as Dval in each iteration. For regression of deviation function approximators, we
use a neural network with two hidden layers of sizes 32 and 16.

As shown in Figures 3.4(a) and 3.4(b),K-Roles is able to find better solutions than FPP within a
few iterations. Figure 3.4(c) shows that the procedure also succeeds in recovering the ground-truth
role partition quickly, starting from a random initial assignment. The progress in finding better
solutions with iteration can be attributed to both improved cluster representation and accumulation
of data for payoff training.

3.6.2 Biased Voting Game

The biased voting game [Kearns et al., 2009] is a graphical game model designed to capture a
tradeoff between maximizing one’s own preferences and coordinating with neighbors. In an M -
party biased voting game, agent n has a preference score sn,m for each party m. And if fn,m
fraction of n’s neighbor votes for party m, the payoff of n voting party m is sn,mfn,m.

We first test on three games with different degrees of solving difficulty. In each experiment we
query 1000 data points for one shot. We adopt Iterated Best Response (IBR) as our benchmark with
the same number of data points queried. In each round of IBR a player is randomly selected to make
a best response to the current state. IBR is guaranteed to reach pure-strategy Nash equilibrium
(PSNE) for network games with strategic complements [Jackson, 2010, Section 9.3.3], however in
general for network games and the biased voting game in particular, PSNE may not even exist.

We set κ̂ “ 6 if M “ 2 and κ̂ “ 4 when M “ 3. The results are shown in Table 3.1. We
observe that choosing a large κ̂ typically results in a fairly accurate graphical model, but since
the size of payoff table for the learned game grows exponentially with κ̂, we need to sacrifice
model accuracy for efficient equilibrium computation when facing moderate M . Nevertheless the
solutions returned by G3L exhibited better quality than IBR in all instances tested.

We then perform an iterated version of the experiment N “ 100,M “ 2, where buffer size is
1000 and 100 data points are queried in each iteration. As shown in Figures 3.5, G3L beats the
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Table 3.1: Performance of G3L versus IBR on biased voting game instances. The entry format in
the second and third columns is REGRET(NASHCONV). The last column gives the graph scores
for the graphs learned by G3L. All results are averaged over 20 runs.

Game Instance G3L IBR G3L GS
N “ 100,M “ 2 0.165 (0.337) 0.315 (0.797) 0.907
N “ 100,M “ 3 0.298 (1.447) 0.513 (1.601) 0.698
N “ 200,M “ 2 0.075 (0.207) 0.661 (5.178) 0.915
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Figure 3.5: Performance of G3L over iterations. The results are averaged over 10 runs

.

baseline even at the first iteration, and its capability of finding a good solution as well as recovering
the graph structure evidently improves over iterations.

3.6.3 Criminal Network Game

In the peer-effect criminal network game studied by Bramoullé et al. [2014], each agent n is em-
bedded in a graphG and has to choose a criminal level an P r0, 1s. The payoff for agent n is defined
as un “ yn ´ ζ ¨ xn. The symmetric game term yn is a function of the total criminal levels of this
network, capturing the competing effects and satisfying conditions Byn

Ban
ě 0, Byn

Ban1
ď 0, @n1 ­“ n.

The graphical game term xn measures peer-effects and satisfies Bxn
Ban

ě 0, Bxn
Ban1

ď 0, @n1 P N pnq.
For our purposes, the most interesting feature of the criminal network game is that by varying

the structure parameter ζ ě 0 for fixed yn, xn, we obtain a spectrum of games between perfect
symmetry and perfect sparsity: With greater ζ ě 0 the game is closer to a graphical game as
opposed to a symmetric game, and vice versa.

We let M “ 3 by constraining the criminal level an P t0, 0.5, 1u. We fix linear-quadratic func-
tions for both yn and xn and vary ζ . The results ofK-Roles and G3L are based on a single iteration
of game learning with 1000 query samples. The solution qualities of the methods for game points
of different structures are plotted in Figure 3.6. We find that K-Roles and G3L, respectively, out-
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Figure 3.6: Performance of K-Roles, FPP, G3L, IBR on a 100-player, 3-action criminal network
game instance. K̂ “ 2 for K-Roles and FPP. Results are averaged over 10 runs.

perform the others when the game is closer to the symmetry or the sparsity extreme. Interestingly,
when the game approaches a graphical game, K-Roles is able to discover an approximate role
structure when the sparsity increases, with solutions nearly as good as those found by G3L. This
suggests that symmetry can arise from sparsity in a game, and validates the efficacy of K-Roles in
revealing such structure.

3.7 Conclusion

Scaling game modeling to large numbers of players perhaps inevitably requires some structural
regularity in the situation and interactions of the agent population. We proposed an approach to
reasoning about many-player games based on iterative structure learning, given black-box access
to noisy payoff samples for a target game. Starting from a basic structural hypothesis, our method
learns a candidate structure and associated game model, then gathers additional training data based
on this candidate to learn a refined model. We instantiated this approach for two very different
forms of structural hypothesis: role symmetry, and locality of interaction. Our K-Roles algorithm,
inspired by k-means clustering, combines supervised and unsupervised techniques to learn a role-
symmetric game model. Our G3L iteratively learns a graphical game model.

We performed computational experiments on three relevant albeit stylized games, on instances
with at least 100 agents. One game exhibits strict role structure, the second strict graph struc-
ture, and a third has structure but neither strictly. We found that both methods achieved good
performance for structure learning in the models with clear structure, and both also demonstrated
advantages of the iterative structure-learning approach to equilibrium seeking.

It is important to note that the identification of symmetry by K-roles assumes that we already
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have a common set of actions for the agents. In other situations we may have different action
sets, which would just impose a constraint on the clustering process. In a more general version of
the problem, identification of correspondences between actions of different agents would itself be
something that would have to be learned; as yet we have not considered how to extend K-roles in
that direction.

For graphical game learning, action correspondence is not a concern. A possible focus for
improvement of G3L would be more explicit management of the tradeoffs in maximum neighbor-
hood size κ̂, considering simultaneously its affect on learning (i.e., use as a regularizer) and on
game-theoretic computation with the resulting model.

Future work could encompass these issues as well as many other extensions to cover broader
classes of games and additional forms of game structure.

3.8 Appendix: Implementation Details

In addition to the vanilla version of clustering method we described in the chapter which only uses
∇σ˚û resulted from Dval , it may be more robust to utilize the information contained in the data
buffer D. Thus in our implementation, at each iteration we first construct another embedding for
agent n as a vector ∇ūn P RM based on D in the same way we construct ∇σ˚ûn, and finally apply
the average of ∇ūn and ∇σ˚ûn as the final input embeddings of n for k-means. For hierarchical
clustering we also utilize the information in D by using the average of per-iteration distances
calculated so far as the pre-computed distance matrix input. We adopt default configuration for
k-means and adopt average linkage method for hierarchical clustering in Scikit-learn.

We implement a generalized version of the one adopted by Ficici et al. [2008] that support
K̂ ą 2. We follow the setting that in the view of cluster C, Prpsi|Dq “ 0.5, when only one
of D and its twin D1 chooses si, while other aspects of extension is straightforward. We use
the global Newton method in GAMBIT here as the solver for the reduced game. In the original
paper the authors propose a twin-reduction technique to consider the deviation effect. However we
empirically found that GAMBIT may not always return a twin-symmetric equilibrium for a twin
game. So in this case, we would switch back to a non-twin game and use the equilibrium of that
game as the answer.

We implement function minimization by using the minimize method in SciPy software package.
This method seek for σ that minimizes

ř

n

ř

m pmaxtunpm,σq ´ unpσq, 0uq
2. The subroutine

typically will find a local minimum of the objective function. So in each iteration we solve the
learned role-symmetric games 100 times each with different initial solution and select the lowest
scored one as the solution of current iteration.

For Govindan-Wilson algorithm in [Blum et al., 2006], the main computation bottleneck lies on
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how to compute the adjugate matrix for the payoff Jacobian. If the Jacobian matrix is non-singular,
it will be easy since we could just computes its determinant and inverse using existing efficient
algorithm, and then multiple them together. If the Jacobian is singular, however, we adopt method
proposed in [Stewart, 1998] to calculate the adjugate. That is, first do a SVD decomposition on
the Jacobian matrix, then do a small perturbation on the diagonal matrix, and finally multiply these
matrices back. This practically works more efficient than the one directly calculating the minors.
We enable “wobble” trick and adopt adaptive step size to speed up convergence. Other parameters
are the same as the implementations in GameTracer.

For all experiments we calculate REGRET and NASHCONV for a given profile by sampling
1000 data points for every deviation payoffs within the oracle. For all iterative experiments we
start the random guess σ˚ as the uniform strategy.

The detailed configurations for specific game class is as follows.

Random Role-Symmetric Game: For each action m, we generate a vector Am P RKM and a
scalar bm from the normal distribution. Then for each role k and action m, we generate a vector
Am,k(and a scaler bm,k) from a Gaussian distribution with mean Ampbmq, and covariance ma-
trix(variance) 0.52Ip0.52q respectively. Then for an action counts vector f , we define the payoff
for role k choosing action m as cosp5 ¨ pAm,kf ` bm,kqq.

Biased Voting Game The preference scores sn,m are all generated from the uniform distribution
on r0, 1s.

Criminal Network Game: We let yn “ anp1´α

ř

iPN
ai

N
q with α “ 1.5 and xn “ anp1´ϕ

ř

iPN pnq

ai

|N pnq|
q

with ϕ “ 1.2
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CHAPTER 4

Deep Evolutionary Search for Solving Large
Bayesian Games

We address the problem of solving complex Bayesian games, characterized by high-dimensional
type and action spaces, many (ą 2) players, and general-sum payoffs. Our approach applies to
symmetric one-shot Bayesian games, with no given analytic structure. We represent agent strate-
gies in parametric form as neural networks, and apply natural evolution strategies (NES) [Wierstra
et al., 2014] for deep model optimization. For pure equilibrium computation, we formulate the
problem as bi-level optimization, and employ NES in an iterative algorithm to implement both
inner-loop best response optimization and outer-loop regret minimization. In simple games in-
cluding first- and second-price auctions, it is capable of recovering known analytic solutions. For
mixed equilibrium computation, we adopt an incremental strategy generation framework, with
NES as strategy generator producing a finite sequence of approximate best-response strategies.
We then calculate equilibria over this finite strategy set via a model-based optimization process.
Both our pure and mixed equilibrium computation methods employ NES to efficiently search for
strategies over the function space, given only black-box simulation access to noisy payoff samples.
We experimentally demonstrate the efficacy of all methods on two simultaneous sealed-bid auction
games with distinct type distributions, and observe that the solutions exhibit qualitatively different
behavior in these two environments.

4.1 Introduction

Bayesian games [Harsanyi, 1967] model incomplete information by encoding uncertainty over op-
ponents’ hidden information in terms of beliefs over player types. Types are drawn from a common
knowledge prior distribution. Each player is informed of its own type, and decides its action strate-
gically as a function of this private information. This framework provides a standard model for
many economic games, such as auctions, and has informed the design of many real-world market-
based systems, including mechanisms for online advertising. In this chapter, we focus on one-shot,
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symmetric Bayesian games (SBG), where both type space and action space are subsets of multidi-
mensional Euclidean spaces [McAdams, 2003]. Multi-object auctions [Christodoulou et al., 2008]
provide a canonical example of this game class, with types as parameter vectors defining valuations
for sets of goods, and strategies mapping such types to bids for these goods.

A Bayes-Nash equilibrium (BNE) is a configuration of strategies that is stable in the sense that
no player can increase the expected value of its outcome by deviating to another strategy, given
its belief over other players’ types. As our games are symmetric, it is natural to seek symmetric
BNE, and to exploit symmetric representations for computational purposes. A classical approach
[Milgrom and Weber, 1982, McAfee and McMillan, 1987] for deriving pure symmetric BNE is to
solve a differential equation for a fixed point of an analytical best response mapping. However for
many SBGs of interest, analytic solution is hindered by irregular type distributions and nonlinear
payoffs, and dimensionality of type and action spaces.

Instead of seeking analytical solutions, we formulate the problem of computing BNE as a high-
dimensional optimization, and present computational results that bridge classical economic the-
ories and modern AI techniques. We parameterize agent strategies as neural networks, therefore
approximate the original functional strategy space as a high-dimensional vector space of network
weights. Our algorithmic approach is based on natural evolution strategies (NES) [Wierstra et al.,
2014], a black-box optimization algorithm based on stochastic search in the parameter space. NES
has been shown a competitive optimization technique for non-smooth environments like those of-
ten tackled by RL [Salimans et al., 2017]. We consider it well suited for our purpose of equilibrium
computation, as SBGs typically exhibit large payoff discontinuities [Reny, 1999].

We present methods for computing both pure and mixed BNE (PBNE and MBNE). With player
symmetry, computing PBNE can be cast as a minimax optimization. Our proposed algorithm
employs one NES process to implement an approximate best response operator, and another NES
to search for an approximate fixed-point of this operator via regret minimization. This approach to
some extent mirrors the classical analytic approach mentioned above.

Finding stable profiles in pure strategies may be difficult for games endowed with complex
strategic landscape. Indeed the existence of PBNE can be assured only with certain assumptions
such as regularity of type distributions [Milgrom and Weber, 1985]. To search for approximate
MBNE, we construct finite approximations of the original infinite game by discretizing the strategy
space [Dasgupta and Maskin, 1986], and consider mixed equilibria of these restricted games. We
resort to an incremental strategy generation framework [McMahan et al., 2003] to implement this
approach, where NES again is employed as a strategy generator producing a finite sequence of
approximate best-response strategies. We then extract strategic information of a restricted strategy
set by regressing a finite game model via supervised learning, and calculate a mixed equilibrium
of this learned game as the solution.
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4.2 Related Work

Although there is a rich literature in economics on characterizing properties of equilibria in
Bayesian games [Milgrom and Weber, 1985, Athey, 2001, McAdams, 2003, Reny, 2011], the
problem of solving for BNE computationally is less explored. It is known that determining the
existence of a PBNE for discrete strategy space (where both type and action are discrete) is NP-
complete [Conitzer and Sandholm, 2008], and computing PBNE for simultaneous Vickrey auctions
is even PP-hard [Cai and Papadimitriou, 2014]. These seem to discourage attempts to develop gen-
eral solvers for Bayesian games.

However efforts directed to specific classes of Bayesian games has not been inhibited, and over
the years substantial results have been obtained both theoretically and empirically. Some work
focuses on the two-player case: Reeves and Wellman [2004] derived analytical best response for
Bayesian game with piece-wise linear payoff functions, and Ceppi et al. [2009] gave experimental
results on the support-enumeration approach. Other research addresses symmetric Bayesian games
with more players. Vorobeychik and Wellman [2008] used self-play implemented by simulated
annealing to find PBNE in SBGs. We likewise employ a form of stochastic search, but avoiding the
limitations of self-play [Balduzzi et al., 2019] and with methods that extend to high-dimensional
settings. Wellman et al. [2017] tackled simultaneous Vickrey auctions by applying empirical game-
theoretical analysis on a set of hand-crafted strategies solving for MBNE. They identified effective
heuristic bidding strategies, however these strategies generally require computation exponential in
the number of goods.

Rabinovich et al. [2013] considered Bayesian games with continuous type space and discrete
action space, and provided both theoretical convergence results as well as experimental validations
for the fictitious play algorithm. Recent work [Wang et al., 2020] gave computational results for
first-price auctions with discrete type space and continuous action space. For a more general class
of multi-item auction, works [Christodoulou et al., 2008, Dütting and Kesselheim, 2017] studied
algorithms of theoretical interest for combinatorial Vickrey auctions, and Bosshard et al. [2017]
presented experimental results on applying grid search to solve the Local-Local-Global auctions.
For succinct game models, works [Singh et al., 2004] and [Jiang and Leyton-Brown, 2010] formu-
lated the notion of incomplete information in graphical games and action-graph games, together
with corresponding computational methods, respectively. Armantier et al. [2008] approximated the
Bayesian game to be solved by a sequence of constrained games, and designed numerical methods
by solving approximate partial differential equations for equilibrium computation. Nevertheless,
none of the above works developed a computational method that scales with player numbers as
well as the dimensions of type space and action space.

Solving Bayesian games is also relevant to real-world applications such as advertising auctions.
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Chawla and Hartline [2013] proved the uniqueness of symmetric BNE for a class of rank-based
auction formats including generalized first-price auctions. Gomes and Sweeney [2014] derived a
closed-form expression of the symmetric PBNE for generalized second-price auctions.

In work independent and concurrent with ours, Heidekrüger et al. [2021] also employ NES to
compute BNE. Whereas we solve the game from a central perspective, they model the result of
decentralized learning agents. Other key differences are that we assume and exploit symmetry,
and develop methods to compute MBNE as well as PBNE. They in contrast consider a general
asymmetric setting and focus on finding PBNE.

4.3 Preliminaries

4.3.1 Bayesian Games

One-shot, simultaneous-move symmetric Bayesian games provide a standard model for com-
mon strategic scenarios such as auctions [Krishna, 2009]. Formally, an SBG consists of
pN ,T ,A ,P , uq, with N “ t1, . . . , Nu being the set of agents, T the set of types and A

the set of actions. We focus on the case where T and A are compact subsets of RT and RA, with
T and A the dimensions of type and action space, respectively.

In a play of the SBG, agents simultaneously and privately observe their types, drawn i.i.d.
from a common knowledge distribution t „ P , then independently choose their respective actions
conditional on this private information. More formally, an agent’s pure strategy s is a deterministic
mapping from the type space to the action space s : T Ñ A . We denote the set of all such
mappings as S . For computational purposes in this chapter we represent a pure strategy as a neural
network. Though the space of multilayer perceptrons of a fixed architecture may not perfectly
coincide with S , in effect we can represent any strategy to a close approximation due to the
expressive power of deep models.

For playing action an “ snptnq, agent n receives a real-valued payoff upan,a´n | tnq :

A ˆ A N´1 ˆ T Ñ R, which depends on its own type and action along with the profile of other
agents’ actions a´n P A N´1. Player symmetry entails that one’s payoff value is permutation-
invariant to the opponents’ actions: upan, aπp1q, . . . , aπpNq | tnq “ upan, a1, . . . , aN | tnq for
any permutation π of order N ´ 1. For a given strategy profile ps1, . . . , sNq, the ex interim

(EI) payoff is the expected payoff marginalized over opponents’ types: upsn, s´n | tnq fi

Et´n„PN´1rupsnptnq, s1pt1q, . . . , sNptNqq | tnqs, and the ex ante (EA) payoff averages over one’s
own type randomness upsn, s´nq “ Etn„Prupsn, s´n | tnqs.

A mixed strategy σ P ∆pS q defines a probability measure over the pure strategy space and

64



allows one to make stochastic decisions.1 For a given mixed strategy profile pσ1, . . . , σNq, the EI
and EA payoffs for agent n of type tn are upσn,σ´n | tnq fi Esn„σn,s´n„σ´nrupsn, s´n | tnqs and
upσn,σ´nq fi Etn„Prupσn,σ´n | tnqs.

For SBGs we are often interested in one’s payoff given allN ´1 others adopt the same strategy.
We write upσ1,σq for the EA payoff of an agent choosing strategy σ1 while the rest choose σ.
For strategy σ and pure strategy s, we call ups,σq the deviation payoff to pure strategy s against
opponent mixture σ, or the fitness of s under σ.

4.3.2 Bayes-Nash Equilibrium

In a symmetric profile, every agent adopts the same strategy. For symmetric games, we generally
prefer to find solutions in symmetric profiles, and these are guaranteed to exist in a variety of set-
tings [Nash, 1951, Cheng et al., 2004, Chawla and Hartline, 2013, Hefti, 2017]. The symmetric

regret of strategy σ is given by REGRETpσq fi maxsPS ups,σq ´upσ,σq. Our goal is to search for
σ that minimizes loss REGRETpσq, in other words, a symmetric profile where each agent approx-
imately best responds to the others. If REGRETpσq ď ϵ, we call σ an (EA) ϵ-BNE. For the pure
case (i.e., σ P S ) we more specifically label σ an (EA) ϵ-PBNE, and for the mixed case an (EA)
ϵ-MBNE.

4.3.3 Black-Box Games

While many classic Bayesian games possess closed-form solutions [Krishna, 2009], many others
are intractable via analytical reasoning. To develop computational methods for general SBGs of
interest, therefore, we adopt a more universal formulation and represent the game by a black-box
payoff oracle O : S N ˆ Ω Ñ RN . In this black-box (also termed simulation-based) setting, the
basic operation is a query by the game analyst, who submits a joint pure strategy s P S N to O,
and receives in return a payoff vector u P RN recording payoffs for each agent realized through
agent-based simulation (with a random seed ω P Ω). We assume the analyst is aware of N ,T ,A

and player symmetry, but neither the type distribution P nor a direct representation of the payoff
function u. Therefore the goal is to find approximate equilibria given only stochastic black-box
simulation access to the game.

1A behavioral strategy b : T Ñ ∆pA q is a mapping from the type space to the space of probability measures
on the action space. It turns out that mixed and behavioral strategies can each be shown equivalent to the other under
certain conditions [Milgrom and Weber, 1985].
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Algorithm 4 Natural Evolution Strategies
1: Input: Black-box function F , hyperparameters J, α, ν
2: Output: Approximate maximum θ of F
3: Initialize θ;
4: for i “ 1, 2, . . . do
5: Sample ε1, . . . , εJ „ N p0, Iq;
6: @j, rj` Ð F pθ ` νεjq, rj´ Ð F pθ ´ νεjq; rj Ð rj` ´ rj´;
7: θ Ð θ ` α 1

Jν

ř

j rjεj;
8: end for
9: return θ, F pθq;

4.3.4 Natural Evolution Strategies

NES [Wierstra et al., 2014] belongs to a family of black-box optimization algorithms called evolu-

tion strategies (ES) that can be viewed as abstract versions of natural selection processes. The goal
of NES is to maximize a fitness function F pθq with respect to neural network weights θ, given only
stochastic black-box access to its point values. Instead of directly optimizing F , the idea is to con-
struct gradient estimators of a Gaussian smoothing objective Eε„N p0,IqrF pθ`νεqs with bandwidth
hyperparameter ν, and apply stochastic gradient ascent accordingly. As a technique for optimizing
neural networks, NES has been shown competitive with other back-propagation based methods of
deep RL [Salimans et al., 2017]. For the purpose of equilibrium computation, we employ NES as
a subroutine to optimize neural strategies for different choices of fitness functions.

We elaborate our version of NES in Algorithm 4. Initialized with network weights θ, on each
iteration NES constructs a finite difference approximation of the gradient through random search
over the space of θ, and updates the deep model towards the direction of higher expected fitness
values. To construct such gradients, NES first samples a population of noisy vectors ε1, . . . , εJ in
the parameter space from a normal distribution. For each of these sampled ε, it perturbs θ into
a pair of antithetic variables (θ ˘ νϵ), and evaluates the corresponding fitness values as r˘. This
ensures that the quantity v “ 1

2ν
pr` ´r´qε is an unbiased estimator of ∇θEεrF pθ`νεqqs, and the

stochastic gradient is constructed as the empirical average of v enabling gradient ascent updates.

4.4 Computing Pure Equilibrium via Minimax Optimization

In this section, we demonstrate how to compute PBNE in SBGs by exploiting game structure and
the power of NES as a black-box optimizer. We show that due to player symmetry the problem
of calculating a symmetric PBNE is equivalent to computing a minimax equilibrium in a reduced
two-player zero-sum game, and therefore design a co-evolutionary algorithm (Algorithm 5) im-
plemented by two NES processes to solve this bi-level optimization problem. In this approach,
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Algorithm 5 Minimax-NES for PBNE
Input: Payoff Oracle O, hyperparameters J1, J2, α1, α2, ν1, ν2
Output: Approximate PBNE sθ

1 Function MinusRegret(θ)
2 V Ð Opsθ, sθq; θ111, DEV Ð NESpOp¨, sθq, J1, α1, ν1q; return V ´ DEV ;
3 Algorithm MiniMax()
4 return NESpMinusRegret, J2, α2, ν2q;

we employ one NES to compute an approximate best response and a regret value for a given pure
strategy in the inner loop, and another NES in the outer loop to minimize this approximate regret
function over the pure strategy space. We next develop the details of the algorithm.

4.4.1 A Minimax Formulation

Recall that computing PBNE is equivalent to minimizing REGRET over the pure strategy space,
which can be formulated as

min
sPS

REGRETpsq “ min
sPS

max
s1PS

ups1, sq ´ ups, sq. (4.1)

That is, we can view this optimization as a two-player zero-sum game: a primary agent who aims
to choose s that minimize REGRET, and an adversary who selects the best response s1 against s to
implement the REGRET function. This concise formulation exploits player symmetry such that the
N ´ 1 opponents can be abstracted as one agent when computing a symmetric equilibrium [Hefti,
2017, Vadori et al., 2020].

4.4.2 Inner Loop: NES as the Best Response Optimizer

To optimize objective (4.1), we need to acquire a best-response strategy as well as a maximum
deviation value for a given pure strategy sθ parameterized by θ. To achieve this we utilize NES
and the payoff oracle O to optimize a neural strategy sθ1 as an approximate best response. Since to
compute a best response against strategy sθ is to maximize the deviation payoff function up¨, sθq,
we need to provide such stochastic value queries to this deviation function, by refactoring the
payoff oracle as Op¨, sθq. Op¨, sθq takes a deep strategy sθ1 as input and outputs its stochastic
fitness values under sθ. This can be implemented by controlling one agent n adopting sθ1 with
the rest sθ, sampling this joint profile many times, and taking the average payoff of n across these
samples of different type realizations as the final output. Then we pass this wrapped refactored
payoff oracle to NES for automatic best-response optimization.
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Figure 4.1: Point plots for strategy functions learned by minimax-NES in games with known
analytical solutions

4.4.3 Outer Loop: NES as the Regret Minimizer

The inner loop just described provides with an approximate maximum deviation value for any pure
strategy, DEV in line 2 of Algorithm 5. We can hence estimate REGRETpsθq by first evaluating
upsθ, sθq as V via payoff oracle O, shown in line 2 of Algorithm 5, and set the regret estimator
as DEV ´ V . To compute an approximate PBNE, we employ another NES in the outer loop that
minimizes such surrogate regret function over the pure strategy space. To accomplish that we wrap
a black-box function MinusRegret that returns V ´ DEV for a given deep strategy, which is
delivered to the outer-loop NES for regret minimization. Hence the interaction between the agent
in the outer loop and the adversary in the inner loop each implemented by an NES process enables
an efficient algorithm to compute symmetric PBNE in SBGs.

4.4.4 Results for Games with Analytical Solutions

As a preliminary experiment, we investigate the strategies learned by minimax-NES in those SBGs
with known analytical solutions. The algorithmic specifications are detailed in Section 4.6.1 and
the appendix 4.8. Specifically, we consider2 N -player unit-item first-price auctions, second-price
auctions and third-price auctions, denoted as FPrN s and SPrN s and TPrN s. It is known that for
uniform valuation distribution U r0, ts the canonical PBNE is sptq “ pN´1

N
qt for FPrN s, sptq “ t

for SPrN s and sptq “ pN´1
N´2

qt for TPrN s. We plot the relation between the input valuation and
output bid of the strategies produced by minimax-NES in these environments in Figure 4.1, where
we let t “ 128. The results show that minimax-NES learns these canonical equilibria. Notice
that classical derivations for these PBNE imposed a variety of constraints on the solutions, such

2In Section 4.8.4 we also include experiments for games with more complex solutions such as all-pay auctions, but
we did not successfully reproduce their canonical analytic results.
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as monotonicity [Riley and Samuelson, 1981], while our method only implicitly relies on the
expressiveness and differentiability of deep models yet still learned these canonical PBNE. We
hypothesize these equilibria are the unique solutions representable by deep neural networks.

4.5 Computing Mixed Equilibrium via Incremental Strategy
Generation

4.5.1 Overview

In this section, we consider computing mixed equilibria for SBGs by interleaving strategy explo-
ration and equilibrium calculation. This approach fits a generic paradigm for reasoning games
with complex strategy space called incremental strategy generation (ISG). ISG maintains a finite
restricted set of pure strategies S that discretizes the intractable strategic landscape, and iteratively
enlarges this set via best responses to explore rational regions of the game. A mixture over such
representative set of strategies is computed in each iteration, serving as a quality mixed equilibrium
of the full game. ISG had been shown great success in domains of two-player zero-sum stochastic
games [McMahan et al., 2003], security games [Jain et al., 2011, Bosansky et al., 2015, Wang
et al., 2019, Wright et al., 2019], extensive-form games [Bosansky et al., 2014], multiagent RL
[Lanctot et al., 2017] and multiplayer team games [Zhang and An, 2020].

We next elaborate the usage of ISG in our SBG context, as diagrammed in Algorithm 6. The
ISG framework consists of two components: a meta-solver (MS) and a best response oracle (BR).
Initialized as a singleton strategy set, on each iteration of ISG, MS takes the restricted strategy
set S resulted from the previous iteration as input and outputs a probability mixture σ over S.
The mixture is expected to constitute a quality equilibrium when none of the pure strategies is
dominant over the others. Common meta-solvers include self-play (which puts all mass on the last
strategy), fictitious play (uniformly mixing over S), replicator dynamics (that computes an NE in
the restricted game) and other more developed ones [Balduzzi et al., 2019, Muller et al., 2020].

After MS had output σ, BR generates a new strategy into S that is a(n) (approximate) best
response against opponent mixture σ. The functionality of BR is to explore and include strategies
in regions where agents are more likely to exhibit rational behavior, producing a more robust
strategy population and reinforcing the mixture quality calculated by MS in the next iteration. In
our version of ISG we use NES to implement BR (line 6 of Algorithm 6) where in Algorithm 4 we
let the fitness function F be Op¨,σq, being consistent with Section 4.4.

We next discuss our choices of meta-solvers.
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Algorithm 6 Incremental Strategy Generation
Input: Payoff Oracle O. Meta-solver MS. Hyperparameters J, α, ν.
Output: A finite strategy set S, a mixed strategy σ over S.
Initial strategy set S “ ts0u, a singleton distribution σ with σps0q “ 1.
for i “ 1, 2, . . . do
σ Ð MSpO, S, σq.
s1, DEV Ð NESpOp¨,σq, J, α, νq.
S Ð S Y ts1u.

end for

4.5.2 Fictitious Play

The first choice of meta-solver is fictitious play (FP), which puts a uniform mixture on current
strategy set S. FP-type algorithms had been shown great success in a variety of games beyond the
version for tabular normal-form games [Rabinovich et al., 2013, Heinrich et al., 2015]. We believe
FP is a competitive baseline in our problem, since a uniform mixture may capture the diversity of
the strategic landscape to some extent.

4.5.3 Nash Equilibrium

Our second choice of meta-solver is to output a Nash equilibrium of the restricted game with sup-
port S, which also reflects the double-oracle algorithm [McMahan et al., 2003]. We adopt projected
replicator dynamics (RD) [Lanctot et al., 2017] to reach an equilibrium. Suppose we are given the
exact payoff function u, in each iteration with opponent mixture σ, RD will update the probability
mass of each pure strategy s by an amount proportional to the its present aggregated deviation

value σpsqpups,σq ´ upσ,σqq, after which an L2 projection [Wang and Carreira-Perpinán, 2013]
onto ∆pSq is operated to ensure it remain on the probability simplex. Therefore by evolving the
mixture towards strategies with higher fitness values, the converged mixed strategy is expected
to be stable at the end of the dynamics, and the new strategies are anticipated to be generated in
rational regions.

4.5.3.1 Model Learning

However in our problem, the issue for replicator dynamics or other Nash-solvers is that we do not
have the exact evaluation of deviation payoff ups,σq but only its stochastic query values, which
may require a significant number of samples to control the variance for each update, and inhibit
Nash-solvers from converging to stable solutions. To reduce sample complexity and computational
intractability, we adopt a supervised model-learning approach [Vorobeychik et al., 2007, Wieden-
beck et al., 2018, Sokota et al., 2019, Li and Wellman, 2020] that regresses the pure-strategy payoff
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function of this finite restricted game model, and further provides RD with deviation estimation
for mixture computation. The key here is to exploit a succinct game representation. Notice that
for finite symmetric games with M strategies, it suffices to record ups, f1, . . . , fMq, where s is
the pure strategy chosen by the principal agent and fm counts the fraction of its opponents choos-
ing strategy m. Then by assuming the ground-truth payoff function varies smoothly with strategy
counters, we can use a function approximator to learn such succinct representation by extracting
correlations among different pure-strategy payoff entries. This is also reflected in a recent work
about multi-agent training [Liu et al., 2022].

More concretely, we regress the restricted game with |S| “ M by sampling a dataset from the
payoff oracle and learning a value network û : ∆pSq Ñ RM as the empirical game model. The
input training feature of û is a vector of strategy counters, each dimension counting the fraction of
other players choosing the corresponding strategy, and the output targets are the payoffs for each of
the M pure strategies when adopted by the principal agent. Then to estimate the deviation payoffs
under opponent mixture σ, we directly set σ as the input to the value network, and obtainM values
as deviation payoff estimations. We consider this approach applies to finite symmetric games with
many players, since the strategy counters are expected to conform the probability mixture due to
law of large number.

4.6 Experiments

4.6.1 Setups

4.6.1.1 Algorithmic Configurations

We represent each pure strategy as a two-layer perceptron with hidden node size 32 for each layer
separated by ReLU units. The hyperparameters for NES are tuned as follows. We fixed population
size J “ 4`3tlog du as the default setting adopted by Wierstra et al. [2014], where d is the number
of parameters of the deep model. For every fitness function we apply a grid search to select the best
bandwidth ν and learning rate α within certain ranges, to maximize the performance of the resulted
NES. We adopt Adam optimizer [Kingma and Ba, 2014] to automatically adjust the learning rate
initialized with α during the stochastic gradient ascent process. In addition to the vanilla NES
described in Section 4.3.4, our implementation employs a fitness-shaping trick [Wierstra et al.,
2014] to enhance the robustness of the optimization process.

For black-box functions Op¨, sq and Op¨,σq, each query we run an agent-based simulation for
5000 times and take the corresponding average payoff values as the outputs. In the model-learning
part of RD, for each empirical game model with |S| “ M , we draw 2000 vectors of strategy
counters from a Dirichlet distribution as training features, and for each feature we calculate M
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pure strategy payoffs via 500 Monte Carlo samples as training targets. We adopt a two-layer
network with hidden node size 32 each for game model learning.

Please refer to supplementary material [Li and Wellman, 2021a] for more details on implemen-
tation and hyperparameter selection.

4.6.1.2 Environments

We test our methods on two simultaneous sealed-bid auctions: market-based scheduling (MBS)
[Reeves et al., 2005] and homogeneous-good auctions (HG) [Wellman et al., 2017], both of which
are SBGs with multidimensional type space and action space possessing no analytical solution.
We elaborate the game mechanisms as follows.

Market-Based Scheduling In an MBS environment, an agent’s objective is to acquire enough
number of slots to fulfil its task through strategic bidding. More specifically, for an MBS with K
slots, each agent is rendered a type vector with dimension K ` 1: an integer Λ P r1, Ks specifying
the total number of slots needed, and a valuation vector v P RK , where vk is the valuation realized if
it acquired its Λ-th slot at the k-th auction. If it had not obtained Λ slots in the end then its valuation
is 0. Λ is drawn from an exponential distribution, while vk are constructed by first independently
drawing K numbers uniformly from r0, 50s, and reordering the values to satisfy a non-increasing
constraint. Each slot is allocated to the highest bidder and priced via a second-price payment rule,
so an action is a bidding vector b P RK specifying the bids for each of the K auctions. The payoff
of one agent is the difference between its realized valuation and payment. This auction format
exhibits both complementarity and substitutability.

Homogeneous-Good Auctions In an HG of K goods, K Vickery auctions are simultaneously
operated for selling homogeneous items. Each agent is rendered a type vector t P RK , where tk
is the marginal valuation of acquiring the k-th good. t1 is drawn uniformly from r0, 128s, with
tk drawn uniformly from r0, tk´1s for k ą 1. An action is a vector of K bids for each of the K
auctions. This auction format exhibits perfect substitutability.

In our experimental presentation we use MBS rN,Ks and HGrN,Ks to denote MBS and HG
with N agents and K goods, respectively.

4.6.1.3 Evaluation Metric and Methods

We compare four methods in all of our experiments: self-play and minimax that compute
PBNE, with fictitious play and replicator dynamics solving for MBNE. Each method runs for
MAXT trials of different random seeds, with each trial continues for MAXI iterations. Each
of such iteration generates a new pure strategy, resulting in a restricted pure strategy set S
with |S| “ 4 ˆ MAXT ˆ MAXI totally. Denote σAL,i,t the strategy output (which could
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Figure 4.2: Results for market-based scheduling environments

be either pure or mixed) algorithm AL produces at iteration i of trial number t. Since we do
not have an exact best response oracle, we estimate the regret of σAL,i,t in the full game as
maxsPS ups,σAL,i,tq ´ upσAL,i,t,σAL,i,tq, instead of using NES to compute an approximate best
response. Then we measure the performance of an algorithm by plotting its regret curve averaged
across different trials. We consider this evaluation approach utilizes the results the most and largely
reduces the bias introduced by NES as an approximate best response operator. Furthermore to re-
duce statistical bias of taking maximum during regret calculations, we first estimate each of the
|S| deviation values via 5000 Monte Carlo samples, select the 10 strategies with highest scores,
calculate the deviation values for these 10 again via 50000 samples and take the maximum of these
as the final maximum deviation estimation. We next specify the strategy output for each of the four
algorithms.

Self-Play (SP): SP is also called iterated best response. At each iteration SP outputs a best
response to the pure strategy of the previous iteration.

Minimax (MM): For Algorithm 5, we define one iteration as one step of gradient ascent (line 4
of Algorithm 4) in the outer loop, which outputs a pure strategy.

Fictitious Play (FP): On each iteration FP outputs a uniform mixture over S.
Replicator Dynamics (RD): RD outputs a Nash mixture for a restricted game, which is a mixed

strategy.

4.6.2 Results

We test our methods on MBS and HG environments of 5, 10, and 15 agents with the same number
of goods. Each experiment runs for 5 trials. The results are shown in Figures 4.2 and 4.3.

Our first observation is that self-play performs poorly in nearly all of our experiments. It tends
to cycle in the strategic landscape and shows no explicit improvement from the initial strategy. This
contrasts with the results of Vorobeychik and Wellman [2008], which were obtained for a different
game with much lower-dimensional strategy space. In our context, we find that best responses
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Figure 4.3: Results for homogeneous good environments

cycle around the intransitive regions of the game.
Our second observation is that the RD meta-solver generally outperforms FP. FP outputs a

uniform mixture of all strategies explored, which may include strategies generated early on that
are not effective against those learned later. Equilibrium based methods, in contrast, will ignore
strategies once they are no longer part of a solution. However the observed performance gaps
between FP and RD are relatively small. The equilibrium-based method entails much greater
computational cost than FP (detailed in supplementary material) due to model learning and training
data sampling, thus FP could be an advantageous computational method in certain settings.

We are particularly interested in the performance of minimax-NES, which exhibited qualita-
tively different behavior in our two experimental environments. In MBS, minimax-NES produces
strategies that are generally less robust than the mixed equilibria, whereas in HG it is able to reach
pure strategies that surpass both FP and RD in terms of stability. This advantage is especially
pronounced in environment HGr5, 5s. We attribute the difference to the distinct game character-
istics induced by MBS and HG valuations. MBS environments produce more complex strategic
landscapes, for (1) its type representation involves Γ as an integer which prevents an atomless
type distribution that is usually required for the existence of pure equilibria [Milgrom and Weber,
1985], and (2) complementarity in valuations makes strategy outcomes more sensitive to other-
agent behavior. Therefore it may be difficult for minimax-NES to reach a pure strategy region that
is robust globally. While for HG the types are vectors of marginal valuations which we hypothesize
a representation more amenable for the deep models to extract strategic information.

4.6.2.1 Comparison to Hand-Crafted Strategies

We compare the performance of bidding strategies derived by our methods against state-of-the-art
strategies for simultaneous sealed-bid auctions that optimize the bid vector based on probabilistic
price predictions. Specifically, our reference is to hand-crafted bidding strategies based on self-

confirming predictions, defined as probability distributions over prices that result when all bidders
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Instance SP MM FP RD SC
MBS r5, 5s 19.1 3.51 3.47 2.51 5.30
HGr5, 5s 49.7 7.62 28.9 26.0 11.0

Table 4.1: Regret of SC compared with other methods within S

Instance SP MM FP RD
MBS r5, 5s 0.0 3.46 0.74 1.71
HGr5, 5s 0.45 3.05 0.0 0.0

Table 4.2: Regret of our methods with respect to SC

optimize with respect to these distributions. Such strategies, which we denote SC, were found in
an study employing empirical game-theoretical analysis by Wellman et al. [2017] to be effective
against a broad range of bidding strategies from prior literature.

The idea of a self-confirming price prediction (SCPP) is that it summarizes opponents’ be-
havior near an equilibrium. Assuming all the N ´ 1 opponents employ some strong heuristic
bidding strategies, SC computes an approximate best response to the resulted SCPP, using a hand-
crafted bid-generation methods. Since the calculation involves searching for an optimal bundle
with respect to predicted price, effectively enumerating all possible bundles, SC generally takes
exponential time in the number of goods. This also makes it more expensive to evaluate an action,
compared with one forward pass of the neural strategies.

The version of SC we adopt in the following experiments is LocalBid initialized with Expect-
edMU64 [Wellman et al., 2017]. Due to the exponential computational cost we are only able to
test on MBS r5, 5s and HGr5, 5s environments.

First we compare the robustness of SC equilibrium to our methods, by measuring their regret
values with our restricted set S, as shown in Table 4.1. The performances of our methods are
measured by taking the outputs of the last iteration, averaged across different runs. The results
showed that in MBS r5, 5s the SC equilibrium surpasses only self-play in terms of stability, while in
HGr5, 5s it is more robust than methods SP, FP, RD, but is still inferior to MM. This demonstrates
that our methods produce comparably or even more quality equilibria than SC globally.

Next we investigate more on the strategic dependencies among these strategies, by testing the
robustness of our methods against SC. We here measure the regret values of our methods to SC,
shown in Table 4.2. The results shows that SC especially exploits MM in both environments. This
validates that MM produces near-equilibrium strategies and SC exploits such class of strategies
according to its designs. We further consider the results suggest a strategic dependency among
different strategies and illustrate that there exist no single strategy that can outperform the others
in all cases.
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4.7 Conclusion

In contrast to classic works in auction theory that seek analytical solutions, we formulate the prob-
lem of computing BNE as an empirical optimization problem. Scaling computational methods to
the dimensions of types and actions as well as player number immediately calls for tractable solu-
tion representation and efficient optimization techniques. We found that combining the expressive
power of deep models with NES as a black-box optimization technique effectively supports solu-
tion of a general class of complex symmetric Bayesian games.

Our pure equilibrium computation method, minimax-NES, parallels the classical analytical
approach and could be regarded as a high-dimensional generalization of the global convergence
method of Vorobeychik and Wellman [2008]. By exploiting player symmetry, the method employs
NES for best-response optimization and regret minimization. Here two NES processes are inte-
grated in one algorithm to reach minimax solutions. Our mixed equilibrium computation method,
ISG, employs NES as both best-response optimizer and strategy generator. We tested our meth-
ods on two simultaneous-auction games with qualitatively different properties, and found that the
mixed equilibria showed lower regret on environments with more complex strategic landscape,
while the solutions output by minimax-NES appeared to be more robust in games with smoother
topology.

Our methods rely on the power of NES as a function searching tool in the strategy space. But
since it is difficult to reach the true optimum in such function space we hypothesize certain biases
could be introduced by the algorithm NES itself. Our evaluation approach was designed to mitigate
this by measuring regret with respect to all the pure strategies we generated across experiment
runs. In future work, we are interested in testing other optimization alternatives including genetic
algorithms [Such et al., 2017] and comparing them with NES.

4.8 Appendix

4.8.1 More Implementation Details

All of our deep models and training processes are implemented by PyTorch, with ReLU as the
nonlinear activation function and Xavier-uniform as the initialization method. Furthermore to
prevent the action values explode to infinity we truncate the output of the last linear layer to r0, ts,
where t is the upper bound on the action values. t “ 50 for MBS and t “ 128 for HG. The value
networks are trained with SmoothL1Loss with batch normalization.

For implementation of RD, we combine a support enumeration approach with the vanilla RD
to search for a low-support Nash equilibrium. More concretely, for current support S P S, we test
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whether there is a strategy in the remaining restricted strategy set SzS with beneficial deviation.
If the beneficial deviation of a strategy is larger than some threshold, we will add this strategy to
support S, and recalculate the Nash mixture focusing on S.

Algorithm 7 RD with Support Exploration
Input: Finite strategy set S, current support S P S, payoff oracle O, Nash-Solver RD, initial

mixture σ, threshold E
Output: Support S P S, a mixture σ over S

5 repeat
6 for s P SzS do
7 if Ops,σq ą Opσ,σq ` E then
8 S Ð S Y s
9 end

10 end
11 σ Ð RDpO, Sq

12 until Convergence;

4.8.2 Time Scales

We test the computational cost for all of our methods, as shown in Table 4.3. The computational
time is measured on 2x 3.0 GHz Intel Xeon Gold 6154 with 4 cores and RAM 32GB.

Instance SP[s] MM[s] FP[s] RD[s]
MBS r5, 5s 8.49 272 11.0 240
MBS r10, 10s 25.6 780 28.8 1015
MBS r15, 15s 52.7 2331 62.0 2767
HGr5, 5s 7.22 212 10.7 486
HGr10, 10s 21.9 829 27.3 2166
HGr15, 15s 53.5 1052 61.1 4015

Table 4.3: Average computational time per iteration

4.8.3 Hyperparameter Selection

The detailed process for tuning hyperparameters is as follows. For minimax-NES we fix α1 “

0.01, ν1 “ 0.1 as we found the selections differs a little. We tune α2 by applying a grid search
in range t0.01, . . . , 0.1u, and ν2 in t0.01, . . . , 0.1u. The configuration we employed in our experi-
ments is provided in Table 4.4.

77



Instance α2 ν2
MBS r5, 5s 0.05 0.05
MBS r10, 10s 0.04 0.04
MBS r15, 15s 0.02 0.08
HGr5, 5s 0.05 0.1
HGr10, 10s 0.06 0.04
HGr15, 15s 0.05 0.07

Table 4.4: Hyperparameter selection for minimax-NES

0 25 50 75 100 125
Valuation Input

0

20

40

60

80

100

B
id

O
u

tp
u

t

Analytic solution for AP[2]

Analytic solution for AP[3]

Analytic solution for AP[4]

Learned AP[2]

Learned AP[3]

Learned AP[4]

Figure 4.4: Point plot for strategy functions learned by minimax-NES in games with known ana-
lytical solutions

4.8.4 More Experiments

We test minimax-NES on unit-itemN -player all-pay auction, denoted asAP rN s. For uniform dis-
tribution U r0, ts, the canonical solution for all-pay auction is [Krishna, 2009]: sptq “ pN´1

N
q tN

t
N´1 .

As shown in figure 4.4, we find minimax-NES tends to converge to linear solutions under current
architecture, where we let t “ 128.
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CHAPTER 5

Combining Game Tree-Search and Population-Based
Reinforcement Learning for Solving Large

Extensive-Form Games

Algorithms that combine deep reinforcement learning and search to train agents, such as Alp-
haZero, have demonstrated remarkable success in producing human-level game-playing AIs for
large adversarial domains. We propose a like combination that can be applied to general-sum, im-
perfect information games, by integrating a novel search procedure with a population-based deep
RL training framework. The outer loop of our algorithm is implemented by Policy Space Re-
sponse Oracles (PSRO), which generates a diverse population of rationalizable policies by inter-
leaving game-theoretic analysis and deep RL. We train each policy using an Information-Set Monte
Carlo Tree Search (IS-MCTS) procedure, with concurrent learning of a deep generative model for
handling imperfect information during search. We furthermore propose two new meta-strategy
solvers for PSRO based on the Nash bargaining solution. Our approach thus combines planning,
inferring environmental state, and predicting opponents’ strategies during online decision-making.
To demonstrate the efficacy of this training framework, we evaluate PSRO’s ability to compute
approximate Nash equilibria in benchmark games. We further explore its performance on two ne-
gotiation games: Colored Trails, and Deal-or-No-Deal. Employing our integrated search method,
we conduct behavioral studies where human participants negotiate with our agents. We find that
search with generative modeling finds stronger policies during both training time and test time, en-
ables online Bayesian co-player prediction, and can produce agents that achieve comparable social
welfare negotiating with humans as humans trading among themselves.

5.1 Introduction

Computer game research has witnessed tremendous progress over the past decade, marked promi-
nently by the development of human-level game-playing bots in the games of Go [Silver et al.,
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2018], Poker [Brown et al., 2020, Schmid et al., 2023], and Diplomacy [Bakhtin et al., 2023]. Two
broad algorithmic techniques are primarily responsible for this success: (1) deep reinforcement
learning (RL) and (2) game-tree search. Deep RL methods are capable of training quality value
functions or policies represented by neural nets which generalize well across large state spaces.
Search techniques such as Monte Carlo Tree Search (MCTS) [Browne et al., 2012] leverage com-
putational resources at decision time to improve the strength of a strategy. AlphaZero [Silver
et al., 2018] provides an elegant framework that coherently combines the power of both methods:
a deep policy-and-value network (PVN) is trained using self-play trajectories generated by MCTS,
and the updated PVN further guides the search procedure and improves the quality of the trajec-
tory data. By iteratively training the PVN and simulating self-play matches, AlphaZero produces
progressively stronger play, which eventually surpass professional human players without any hu-
man data. Outside recreational game domains, AlphaZero-style methods also achieved remarkable
successes in discovering faster matrix completion methods [Fawzi et al., 2022] and sorting algo-
rithms [Mankowitz et al., 2023].

AlphaZero was originally designed to master large, adversarial, perfect-information games.
There are several barriers to generalization of this approach to general-sum, imperfect informa-
tion domains. First, self-play training is specifically geared to two-player zero-sum domains and
implicitly depends on transitivity of the game [Balduzzi et al., 2019]. For games that are not
purely adversarial, issues like equilibrium selection appear: agents trained entirely through self-
play optimize to their opponents at training time, thus may not perform well to opponents at test
time, which may correspond to alternative equilibria. In cooperative settings like coordination
or common-interest games, this issue can be alleviated by publishing the algorithms and random
seeds as mutual knowledge among players [Foerster et al., 2019, Lerer et al., 2020]. However, this
is generally an unreasonable assumption for games involving mixed cooperative and competitive
elements. Population-based training methods provide one approach to dealing with this issue. By
training against a diverse population of opponents, the agent optimizes against a variety of oppo-
nent strategies. Population-based training has shown success in pure coordination settings [Lupu
et al., 2021] as well as completely adversarial games [Vinyals et al., 2019].

A second major barrier is reasoning with imperfect information. In partially observable envi-
ronments (e.g., Poker), an agent needs to maintain its belief over world states (e.g., the hands of the
opponents) during a planning procedure. Specific techniques such as counterfactual regret mini-
mization (CFR) were developed [Zinkevich et al., 2008, Brown et al., 2020, Schmid et al., 2023]
for computer poker, where belief states can be characterized exactly [Moravčík et al., 2017]. Exact
reasoning about belief states can be intractable for domains with more complex forms of imperfect
information, such as Stratego [Perolat et al., 2022]. Approaches such as particle filtering may be
applicable [Silver and Veness, 2010], but are also subject to scaling challenges.
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We propose a general-purpose multiagent RL training regime to address the above issues, and
extend AlphaZero-style RL and MCTS methods to large general-sum, imperfect information do-
mains. The outer loop adopts a population-based training framework instantiated by Policy Space

Response Oracles (PSRO) [Lanctot et al., 2017]. PSRO incrementally generates a set of diverse
opponents by repeating the following two steps: the i) meta-strategy solver (MSS) step, which com-
putes a distribution over existing strategies via empirical game-theoretic analysis (EGTA) [Well-
man, 2006], and ii) the best response (BR) step, which computes approximate best response poli-
cies using deep RL against the MSS distribution, adding them to the pool. This procedure effec-
tively builds a belief hierarchy consisting of game-theoretic rationalizable strategies [Bernheim,
1984], bearing some resemblance to the K-level cognitive hierarchy [Camerer et al., 2004, Cui
et al., 2021] of behavioral game theory and recursive reasoning in multiagent applications [Gmy-
trasiewicz and Durfee, 2000].

We employ an enhanced version of AlphaZero-style MCTS to train each best response strategy,
thereby equipping our agent with the capability to both plan and infer the environmental state as
well as opponents’ strategic choices during online decision-making. This novel search method in-
tegrates deep RL with Information Set MCTS (IS-MCTS). To handle large imperfect information,
we augment a deep generative model that samples world states at the root of the search tree, and
iteratively refine its quality together with a PVN using RL trajectory data during the training loop.
On each simulation step, a world state is sampled, and posterior mixed strategies of the opponents
are updated, given the history implied by this world state. Then the opponent nodes are replaced
with a sampled pure strategies from this distribution. Each pure strategy in the opponent pool
serves as a “type” [Harsanyi, 1967] of play by viewing the environment as a Bayesian game. This
type-based reasoning is also reflected by a recent work on Diplomacy [Bakhtin et al., 2023]. While
their work generates different types by sampling different regularization parameters of human poli-
cies, our approach automates the generations of types during the best response step, and calibrates
the type distribution during the MSS step. Therefore, our agent is capable of performing test-time
search while automatically inferring opponents’ types given an observation history.

Experimentally, we first assess the capacity of PSRO to compute a Nash equilibrium across
various benchmark games. We then test on two negotiation game domains: colored-trails and
deal-or-no-deal. Our negotiation-based PSRO agents, selected using fairness criteria, reach Pareto
frontier and achieve and a social welfare when negotiating with humans that is comparable to
humans trading among themselves. Importantly, as was recently demonstrated in the cooperative
game Overcooked [Strouse et al., 2021], this is achieved without using any human data in the
training procedure.
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…

Player 1 Player 2

Figure 5.1: Example negotiation game in extensive-form. In “Deal or No Deal”, the game starts at
the empty history (H), chance samples a public pool of resources and private preferences for each
player, then players alternate proposals for how to split the resources.

5.2 Background and Related Work

An N -player normal-form game consists of a set of players N “ t1, 2, . . . , Nu, N finite pure
strategy sets Πi (one per player) with joint strategy set Π “ Π1 ˆ Π2 ˆ ¨ ¨ ¨ΠN , and a utility
tensor (one per player), ui : Π Ñ R, and we denote player i’s utility as uipπq. Two-player (2P)
normal-form games are called matrix games. A two-player zero-sum (purely adversarial) game is
such that, N “ 2 and for all joint strategies π P Π :

ř

iPN uipπq “ 0, whereas a common-payoff
(purely cooperative) game: @π P Π , @i, j P N : uipπq “ ujpπq. A general-sum game is one
without any restrictions on the utilities. A mixed strategy for player i is a probability distribution
over Πi denoted σi P ∆pΠiq, and a strategy profile σ “ σ1 ˆ ¨ ¨ ¨ ˆ σN , and for convenience we
denote uipσq “ Eπ„σruipπqs. By convention, ´i refers to player i’s opponents. A best response
is a strategy bipσ´iq P BRpσ´iq Ď ∆pΠiq, that maximizes the utility against a specific opponent
strategy: for example, σ1 “ b1pσ´1q is a best response to σ´1 if u1pσ1, σ´1q “ maxσ1

1
u1pσ

1
1, σ´1q.

An approximate ϵ-Nash equilibrium is a profile σ such that for all i P N , uipbipσ´iq, σ´iq ´

uipσq ď ϵ, with ϵ “ 0 corresponding to an exact Nash equilibrium.
A “correlation device”, µ P ∆pΠ q, is a distribution over the joint strategy space, which secretly

recommends strategies to each player. Define uipπ1
i, µq to be the expected utility of i when it

deviates to π1
i given that other players follow their recommendations from µ. Then, µ is coarse-

correlated equilibrium (CCE) when no player i has an incentive to unilaterally deviate before

receiving their recommendation: uipπ1
i, µq ´ uipµq ď 0 for all i P N , π1

i P Πi. Similarly, define
uipπ

1
i, µ|π2

i q to be the expected utility of deviating to π1
i given that other players follow µ and player

i has received recommendation π2
i from the correlation device. A correlated equilibrium (CE) is

a correlation device µ where no player has an incentive to unilaterally deviate after receiving their
recommendation: uipπ1

i, µ|π2
i q ´ uipµ|π2

i q ď 0 for all i P N , π1
i P Πi, π

2
i P Πi.
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In an extensive-form game, play takes place over a sequence of actions a P A. Examples of
such games include chess, Go, and poker. An illustrative example of interaction in an extensive-
form game is shown in Figure 6.1. A history h P H is a sequence of actions from the start of the
game taken by all players. Legal actions are at h are denoted Aphq and the player to act at h as τphq.
Players only partially observe the state and hence have imperfect information. There is a special
player called chance that plays with a fixed stochastic policy (selecting outcomes that represent
dice rolls or private preferences). Policies πi (also called behavioral strategies) is a collection of
distributions over legal actions, one for each player’s information state, s P Si, which is a set
of histories consistent with what the player knows at decision point s (e.g.all the possible private
preferences of other players), and πipsq P ∆pApsqq.

There is a subset of the histories Z Ă H called terminal histories, and utilities are defined over
terminal histories, e.g. uipzq for z P Z could be –1 or 1 in Go (representing a loss and a win for
player i, respectively). As before, expected utilities of a joint profile π “ π1 ˆ ¨ ¨ ¨ ˆ πN is defined
as an expectation over the terminal histories, uipπq “ Ez„πruipzqs, and best response and Nash
equilibria are defined with respect to a player’s full policy space.

5.2.1 EGTA and Policy-Space Response Oracles

Empirical game-theoretic analysis (EGTA) [Wellman, 2006] is an approach to reasoning about
large sequential games through normal-form empirical game models, induced by simulating enu-
merated subsets of the players’ full policies in the sequential game. Policy-Space Response Oracles
(PSRO) [Lanctot et al., 2017] uses EGTA to incrementally build up each player’s set of policies
(“oracles”) through repeated applications of approximate best response using RL. Each player’s
initial set contains a single policy (e.g.uniform random) resulting in a trivial empirical game U0

containing one cell. On epoch t, given N sets of policies Π t
i for i P N , utility tensors for the em-

pirical game U t are estimated via simulation. A meta-strategy solver (MSS) derives a profile σt,
generally mixed, over the empirical game strategy space. A new best response oracle, say btipσ

t
´iq,

is then computed for each player i by training against opponent policies sampled from σt´i. These
are added to strategy sets for the next epoch: Π t`1

i “ Π t
i Y tbtipσ

t
´iqu. Since the opponent poli-

cies are fixed, the oracle response step is a single-agent problem [Oliehoek and Amato, 2014], and
(deep) RL can feasibly handle large state and policy spaces.

5.2.2 Algorithms for Meta-Strategy Solvers

A key motivation for introducing the MSS abstraction in PSRO [Lanctot et al., 2017] was the
observation that best-responding to exact Nash equilibrium tended to produce new policies overfit
to the current solution. Abstracting the solver allows for consideration of alternative response
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Algorithm 8 Policy-Space Response Oracles (PSRO)
Input: Game G, Meta Strat. Solver MSS, oracle BR.
function PSRO(G, MSS, BR)

Initialize strategy sets @i,Πi “ tπ0
i u. Initialize mixed strategies σipπ0

i q “ 1, @i, payoff tensor
U0.
for t P t0, 1, 2 ¨ ¨ ¨ , T u do

for i P N do
Πi Ð Πi

Ť

tBRpi, σ, num_epsqu

end for
Update missing entries in U t via simulations
σ Ð MSSpU tq

end for
return Π “ pΠ1,Π2, ¨ ¨ ¨ ,ΠNq, σ

end function

targets, for example those that ensure continual training against a broader range of past opponents,
and those that keep some lower bound probability γ{|Πi| of being selected.

The current work considers a variety of previously proposed MSSs: uniform (correspond-
ing to fictitious play [Brown, 1951]), projected replicator dynamics (PRD), a variant of replica-
tor dynamics with directed exploration [Lanctot et al., 2017], α-rank [Omidshafiei et al., 2019,
Muller et al., 2020], maximum Gini (coarse) correlated equilibrium (MGCE and MGCCE)
solvers [Marris et al., 2021], and exploratory regret-matching (RM) [Hart and Mas-Colell, 2000],
a parameter-free regret minimization algorithm commonly used in extensive-form imperfect infor-
mation games [Zinkevich et al., 2008, Moravčík et al., 2017, Brown et al., 2020, Schmid et al.,
2023]. We also use and evaluate ADIDAS [Gemp et al., 2021] as an MSS for the first time. ADI-
DAS is a recently proposed general approximate Nash equilibrium (limiting logit equilibrium /
QRE) solver.

5.2.3 Combining MCTS and RL for Best Response

The performance of EGTA and PSRO depend critically on the quality of policies found in the best-
response steps; to produce stronger policies and enable test-time search, AlphaZero-style combined
RL+MCTS [Silver et al., 2018] can be used in place of the RL alone. This has been applied
recently to find exploits of opponent policies in Approximate Best Response (ABR) [Timbers
et al., 2022, Wang et al., 2023] and also combined with auxiliary tasks for opponent prediction
in BRExIt [Hernandez et al., 2023]. This combination can be particularly powerful; for instance,
ABR found an exploit in a human-level Go playing agent trained with significant computational
resources using AlphaZero.

When computing an approximate best response in imperfect information games, ABR uses a
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variant of Information Set Monte Carlo tree search [Cowling et al., 2012] called IS-MCTS-BR.
At the root of the IS-MCTS-BR search (starting at information set s), the posterior distribution
over world states, Prph | s, π´iq is computed explicitly, which requires both (i) enumerating every
history in s, and (ii) computing the opponents’ reach probabilities for each history in s. Then,
during each search round, a world state is sampled from this belief distribution, then the game-
tree regions are explored in a similar way as in the vanilla MCTS, and finally the statistics are
aggregated on the information-set level. Steps (i) and (ii) are prohibitively expensive in games
with large belief spaces. Hence, we propose learning a generative model online during the BR step;
world states are sampled directly from the model given only their information state descriptions,
leading to a succinct representation of the posterior capable of generalizing to large state spaces.

5.3 Search-Improved Generative PSRO

Our main algorithm has three components: the main driver (PSRO) [Lanctot et al., 2017], a search-
enhanced BR step that concurrently learns a generative model, and the search with generative world
state sampling itself. The main driver (Algorithm 8) operates as described in Subsection 5.2.1. In
classical PSRO, the best response oracle is trained entirely via standard RL. For the first time, we
introduce Approximate Best Response (ABR) as a search-based oracle in PSRO with a generative
model for sampling world states.

The approximate best response step (Algorithm 9) proceeds analogously to AlphaZero’s self-
play based training, which trains a value net v, a policy net p, along with a generative network
g using trajectories generated by search. There are some important differences from AlphaZero.
Only one player is learning (e.g.player i). The (set of) opponents are fixed, sampled at the start
of each episode from the opponent’s meta-distribution σ´i. Whenever it is player i’s turn to play,
since we are considering imperfect information games, it runs a POMDP search procedure based
on IS-MCTS (Algorithm 12) from its current information state si. The search procedure produces
a policy target π˚, and an action choice a˚ that will be taken at si at that episode. Data about the
final outcome and policy targets for player i are stored in data sets Dv and Dp, which are used
to improve the value net and policy net that guide the search. Data about the history, h, in each
information set, sphq, reached is stored in a data set Dg, which is used to train the generative
network g by supervised learning.

The MCTS search we use (Algorithm 12) is based on IS-MCTS-BR in [Timbers et al., 2022]
(described in Section 5.2.3) and POMCP [Silver and Veness, 2010]. Here it utilizes value net v to
truncate the search at an unexpanded node and policy net p for action selection at an expanded node
s using the PUCT [Silver et al., 2018] formula: MaxPUCTps,pq “ argmaxaPApsq

s.childpaq.value
s.childpaq.visits

`

cuct ¨ pps, aq ¨
?
s.total_visits

s.childpaq.visits`1
, for some constant cuct. Then at the end of the search call, it returns
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Algorithm 9 ABR with generative model learning
function ABR(i, σ, num_eps)

Initialize value nets v,v1, policy nets p,p1, generative nets g, g1, data buffers Dv, Dp, Dg

for eps “ 1, . . . , num_eps do
h Ð initial state. T “ tsiphqu

Sample opponents π´i „ σ´i.
while h not terminal do

if τphq “ chance then
Sample chance event a „ πc

else if τphq ­“ i then
Sample a „ πτphq

else
a, π Ð Searchpsiphq, σ,v1,p1, g1q

Dp Ð Dp

Ť

tpsiphq, πqu

Dg Ð Dg

Ť

tpsiphq, hqu

end if
h Ð h.applypaq, T Ð T

Ť

tsiphqu

end while
Dv Ð Dv

Ť

tps, rq | s P T u, where r is the payoff of i in this trajectory
v,p, g Ð Updatepv,p, g, Dv, Dp, Dgq

Replace parameters of v1,p1, g1 by the latest parameters of v,p, g periodically.
end for
return Searchp¨, σ,v,p, gq, or policy network p, or greedy policy towards v

end function

an action a˚ which receives the most visits at the root node, and a policy π˚ representing the action
distribution of the search at the root node.

Algorithm 12 has two important differences from previous methods. Firstly, rather than com-
puting exact posteriors, we use the deep generative model g learned in Algorithm 9 to sample
world states. As such, this approach may be capable of scaling to large domains where previous
approaches such as particle filtering [Silver and Veness, 2010, Somani et al., 2013] fail. Secondly,
in the context of PSRO the imperfect information of the underlying POMDP consists of both (i)
the actual world state h and (ii) opponents’ pure-strategy commitment π´i. We make use of the
fact Prph, π´i | s, σ´iq “ Prph | s, σ´iqPrpπ´i | h, σ´iq such that we approximate Prph | s, σ´iq by
g and compute Prpπ´i | h, σ´iq exactly via Bayes’ rule. Computing Prpπ´i | h, σ´iq can be inter-
preted as doing inference over opponents’ types [Albrecht et al., 2016, Kreps and Wilson, 1982a,
Hernandez-Leal and Kaisers, 2017, Kalai and Lehrer, 1993] or styles during play [Synnaeve and
Bessiere, 2011, Ponsen et al., 2010].
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Algorithm 10 IS-MCTS-BR with generative sampling
function Search(s, σ, v,p, g)

for iter “ 1, . . . , num_sim do
T “ tu

Sample a world state (gen. model): h „ gph | sq
Sample an opponent profile using Bayes’ rule: π1

´i „ Prpπ´i | h, σ´iq. Replace opponent
nodes with chance events according to π1

´i

while do
if h is terminal then
r Ð payoff of i. Break

else if τphq “ chance then
a Ð sample according to chance

else if siphq not in search tree then
Add siphq to search tree.
r Ð vpsiphqq

else
a Ð MaxPUCTpsiphq,pq

T Ð T Y tpsiphq, aqu

end if
h.applypaq

end while
for ps, aq P T do
s.childpaq.visits Ð s.childpaq.visits ` 1
s.childpaq.value Ð s.childpaq.value ` r
s.total_visits Ð s.total_visits ` 1

end for
end for
return action a˚ that receives max visits among children of s, and a policy π˚ that represents
the visit frequency of children of s

end function

5.3.1 Extracting a Final Agent at Test Time

How can a single decision-making agent be extracted from Π ? The naive method samples πi „ σi

at the start of each episode, then follows σi for the episode. The self-posterior method resamples

a new oracle πi P Π T
i at information states each time an action or decision is requested at s. At

information state s, the agent samples an oracle πi from the posterior over its own oracles: πi „

Prpπi | s, σiq, using reach probabilities of its own actions along the information states leading to s
where i acted, and then follows πi. The self-posterior method is based on the equivalent behavior
strategy distribution that Kuhn’s theorem [Kuhn, 1953] derives from the mixed strategy distribution
over policies. The aggregate policy method takes this a step further and computes the average
(expected self-posterior) policy played at each information state, π̄Ti psq, exactly (rather than via
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Algorithm Abbreviation Independent/Joint Solution Concepts Description
α-Rank — Joint MCC [Omidshafiei et al., 2019, Muller et al., 2020]
ADIDAS — Independent LLE/QRE [Gemp et al., 2021]
Max Entropy (C)CE ME(C)CE Joint (C)CE [Ortiz et al., 2007]
Max Gini (C)CE MG(C)CE Joint (C)CE [Marris et al., 2021]
Max NBS (C)CE MN(C)CE Joint (C)CE Sec 5.4.3
Max Welfare (C)CE MW(C)CE Joint (C)CE [Marris et al., 2021]
Nash Bargaining Solution (NBS) NBS Independent P-E Sec 5.4.2
NBS Joint NBS_joint Joint P-E Sec 5.4.2
Projected Replicator Dynamics PRD Independent ? [Lanctot et al., 2017, Muller et al., 2020]
Regret Matching RM Independent CCE [Lanctot et al., 2017]
Social Welfare SW Joint MW Sec 5.4
Uniform — Independent ? [Brown, 1951, Shoham and Leyton-Brown, 2009]

Table 5.1: Meta-strategy solvers. For each MSS, we indicate whether its output is over joint or
individual strategy spaces, and the solution concept it captures. P-E stands for Pareto efficiency.

samples); it is described in detail in [Lanctot et al., 2017, Section E.3]. The rational planning
method enables decision-time search instantiated with the final oracles: it assumes the opponents at
test time exactly match the σ´i of training time, and keeps updating the posterior Prph, π´i | s, σ´iq

during an online play. Whenever it needs to take an action at state s at test time, it employs
Algorithm 12 to search against this posterior. This method combines online Bayesian opponent
modeling and search-based best response, which resembles the rational learning process [Kalai
and Lehrer, 1993].

5.4 New Meta-Strategy Solvers

Recall from Section 5.2 that a meta-strategy solver (MSS) selects a strategy profile from the current
empirical game for use as best-response target. This target can take the form of either: (i) µ, a joint
distribution over Π, or (ii) pσ1, σ2, . . . , σNq, a set of (independent) distributions over Πi, respec-
tively. These distributions (µ´i or σ´i) are used to sample opponents when player i is computing
an approximate best response. We use many MSSs: several new and from previous work, sum-
marized in Appendix 5.7.1 and Table 5.1. We present several new MSSs for general-sum games
inspired by bargaining theory, which we now introduce.

5.4.1 Bargaining Theory and Solution Concepts

The Nash Bargaining solution (NBS) selects a Pareto-optimal payoff profile that uniquely satisfies
axioms specifying desirable properties of invariance, symmetry, and independence of irrelevant
alternatives [Nash, 1950a, Ponsati and Watson, 1997]. The axiomatic characterization of NBS
abstracts away the process by which said outcomes are obtained through strategic interaction.
However, Nash showed that it corresponds to a strategic equilibrium if threats are credible [Nash,
1953], and in fact, in bargaining games where agents take turns, under certain conditions the perfect
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equilibrium corresponds to the NBS [Binmore et al., 1986].
Define the set of achievable payoffs as all expected utilities uipµq under a joint-policy profile

µ [Harsanyi and Selten, 1972, Morris, 2012]. Denote the disagreement outcome of player i, which
is the payoff it gets if no agreement is achieved, as di. The NBS is the set of policies that maximizes
the Nash bargaining score (A.K.A. Nash product):

max
µP∆pΠ q

ΠiPN puipµq ´ diq , (5.1)

which, when N “ 2, leads to a quadratic program (QP) with the constraints derived from the
policy space structure [Griffin, 2010]. However, even in this simplest case of two-player matrix
games, the objective is non-concave posing a problem for most QP solvers. Furthermore, scaling
to N players requires higher-order polynomial solvers.

5.4.2 Empirical Game Nash Bargaining Solution

Instead of using higher-order polynomial solvers, we propose an algorithm based on (projected)
gradient ascent [Singh et al., 2000, Boyd and Vandenberghe, 2004]. Let x P ∆pΠ q represent a
distribution over joint strategies in an empirical game. Let uipxq “ Eπ„xruipπqs be the expected
utility for player i under the joint distribution x. Let ΠiPN puipxq ´diq be the Nash product defined
in Equation 5.1. In practice, di is either clearly defined from the context, or is set as a value that
is lower than the minimum achievable payoff of i in ∆pΠ q. We restrict uipxq ´ di ą 0 for all
i,x. Note that the Nash product is non-concave, so instead of maximizing it, we maximize the log
Nash product gpxq “

log pΠiPN puipxq ´ diqq “
ÿ

iPN

logpuipxq ´ diq, (5.2)

which has the same maximizers as (5.1), and is a sum of concave functions, hence concave. The
process is depicted in Algorithm 11; Proj is the ℓ2 projection onto the simplex.

Theorem 5.4.1. Assume any deal is better than no deal by κ ą 0, i.e., uipxq ´ di ě κ ą 0 for

all i,x. Let txtu be the sequence generated by Algorithm 11 with starting point x0 “ |Π |´11 and

step size sequence αt “
κ
?

p|Π |´1q{|Π |

umaxN
pt ` 1q´1{2. Then, for all t ą 0 one has

max
xP∆|Π |´1

gpxq ´ max
0ďsďt

gpxsq ď
umaxN

a

|Π |

κ
?
t ` 1

(5.3)

where umax “ maxi,x uipxq, |Π | is the number of possible pure joint strategies, and x is assumed

to be a joint correlation device (µ).
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Algorithm 11 NBS by projected gradient ascent
Input: Initial iterate x, payoff tensor U .
function NBS(x0, U )

Let gpxq be the log Nash product defined in eqn (5.2)
for t “ 0, 1, 2 ¨ ¨ ¨ , T do
yt`1 Ð xt ` αt∇gpxtq
xt`1 Ð Projpyt`1q

end for
Return argmaxxt“0:T gpxtq

end function

For a proof, see Appendix 5.7.2.

5.4.3 Max-NBS (Coarse) Correlated Equilibria

The second new MSS we propose uses NBS to select a (C)CE. For all normal-form games, valid
(C)CEs are a convex polytope of joint distributions in the simplex defined by the linear constraints.
Therefore, maximizing any strictly concave function can uniquely select an equilibrium from this
space (for example Maximum Entropy [Ortiz et al., 2007], or Maximum Gini [Marris et al., 2021]).
The log Nash product (Equation (5.2)) is concave but not, in general, strictly concave. Therefore to
perform unique equilibrium selection, a small additional strictly concave regularizer (such as max-
imum entropy) may be needed to select a uniform mixture over distributions with equal log Nash
product. We use existing off-the-shelf exponential cone constraints solvers (e.g., ECOS [Domahidi
et al., 2013], SCS [O’Donoghue et al., 2021]) which are available in simple frameworks (CVXPY
[Diamond and Boyd, 2016, Agrawal et al., 2018]) to solve this optimization problem.

NBS is a particularly interesting selection criterion. Consider the game of chicken in where
players are driving head-on; each may continue (C), which may lead to a crash, or swerve (S),
which may make them look cowardly. Many joint distributions in this game are valid (C)CE
equilibria (Figure 5.2). The optimal outcome in terms of both welfare and fairness is to play SC
and CS each 50% of the time. NBS selects this equilibrium. Similarly in Bach-or-Stravinsky where
players coordinate but have different preferences over events: the fairest maximal social welfare
outcome is a compromise, mixing equally between BB and SS.

5.4.4 Social Welfare

This MSS selects the pure joint strategy of the empirical game that maximizes the estimated social
welfare.
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Figure 5.2: (C)CE polytopes in Chicken (left) and Bach-or-Stravinsky (right) showing NBS equi-
librium selection.

5.5 Experiments

We initially assessed PSRO as a general approximate Nash equilibrium solver and collection of
MSSs over 12 benchmark games commonly used throughout the literature. The full results are
presented in Appendix 5.5.1.

Then we focus our evaluation on negotiation, a common human interaction and important class
of general-sum games with a tension between incentives (competing versus cooperating).

5.5.1 Approximate Nash Equilibrium Solving on Benchmark Games

Here we evaluate the capacity of PSRO with different meta-strategy solvers 1 to act as a gen-
eral Nash equilibrium solver for sequential N -player games. For these initial experiments, we
run PSRO on its own without search. Since these are benchmark games, they are small enough
to compute exact exploitability, or the Nash gap (called NASHCONV by Lanctot et al. [2017,
2019]), and search is not necessary. We run PSRO using 16 different meta-strategy solvers across
12 different benchmark games (three 2P zero-sum games, three N -player zero-sum games, two
common-payoff games, and four general-sum games): instances of Kuhn and Leduc poker, Liar’s
dice, Trade Comm, Tiny Bridge, Battleship, Goofspiel, and Sheriff. These games have recurred
throughout previous work, so we describe them in Appendix 5.7.3; they are all partially-observable
and span a range of different types of games.

A representative sample of the results is shown in Figure 5.3, whereas all the results are shown
below. NASHCONVpπ̄q “

ř

iPN uipbipπ̄´iq, π̄´iq ´ uipπ̄q, where bi is an exact best response, and

1For simplicity we use the same MSS for both guiding the BR step (strategy exploration) and evaluating
NASHCONV at each iteration. Firmer conclusions about relative effectiveness for strategy exploration would require
defining a fixed solver for evaluation purposes [Wang et al., 2021b].
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Figure 5.3: NASHCONV and social welfare along PSRO iterations across game types. NASHCONV

in 3P Leduc poker using (a) DQN oracles vs. (d) exact oracles. NASHCONV (b) and (e) social
welfare in Sheriff. NASHCONV (c) and social welfare (f) in 2P Tiny Bridge.

π̄ is the exact average policy using the aggregator method described in Section 5.3.1. A value of
zero means π̄ is Nash equilibrium, and values greater than zero correspond to an gap from Nash
equilibrium. Social welfare is defined as SWpπ̄q “

ř

i uipπ̄q.
Most of the meta-strategy solvers seem to reduce NASHCONV faster than a completely un-

informed meta-strategy solver (uniform) corresponding to fictitious play, validating the EGTA
approach taken in PSRO. In three-player (3P) Leduc, the NashConv achieved for the exact best
response is an order of magnitude smaller than when using DQN. ADIDAS, regret-matching, and
PRD are a good default choice of MSS in competitive games. The correlated equilibrium meta-
strategy solvers are surprisingly good at reducing NASHCONV in the competitive setting, but can
become unstable and even fail when the empirical game becomes large in the exact case. In the
general-sum game Sheriff, the reduction of NASHCONV is noisy, with several of the meta-strategy
solvers having erratic graphs, with RM and PRD performing best. Also in Sheriff, the Nash bar-
gaining (and social welfare) meta-strategy solvers achieve significantly higher social welfare than
most meta-strategy solvers. Similarly in the cooperative game of Tiny Bridge, the MSSs that reach
closest to optimal are NBS (independent and joint), social welfare, RM, PRD, and Max-NBS-
(C)CE. Many of these meta-strategy solvers are not guaranteed to compute an approximate Nash
equilibrium (even in the empirical game), but any limiting logit equilibrium (QRE) solver can get
arbitrarily close. ADIDAS does not require the storage of the meta-tensor U t, only samples from
it. So, as the number of iterations grow ADIDAS might be one of the safest and most memory-
efficient choice for reducing NASHCONV long-term.
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Figure 5.4: Three-Player Colored Trails.
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Figure 5.5: Empirical reduction in Pareto Gap
on test game configurations, and example evo-
lution toward Pareto front (right).

5.5.2 Negotiation Game: Colored Trails

We start with a highly configurable negotiation game played on a grid [Gal et al., 2010a] of colored
tiles, which has been actively studied by the AI community [Grosz et al., 2004, Ficici and Pfeffer,
2008b, Gal et al., 2010b]. Colored Trails does not require search since the number of moves is
small, so we use classical RL based oracles (DQN and Boltzmann DQN) to isolate the effects
of the new meta-strategy solvers. Furthermore, it has a property that most benchmark games do
not: it is parameterized by a board (tile layout and resource) configuration, which allows for a
training/testing set split to evaluate the capacity to generalize across different instances of similar
games.

We use a three-player variant [Ficici and Pfeffer, 2008a, de Jong et al., 2011] depicted in Fig-
ure 5.4. At the start of each episode, an instance (a board and colored chip allocation per player) is
randomly sampled from a database of strategically interesting and balanced configurations [de Jong
et al., 2011, Section 5.1]. There are two proposers (P1 and P2) and a responder (R). R can see all
players’ chips, both P1 and P2 can see R’s chips; however, proposers cannot see each other’s chips.
Each proposer, makes an offer to the receiver. The receiver than decides to accept one offer and
trades chips with that player, or passes. Then, players spend chips to get as close to the flag as
possible (each chip allows a player to move to an adjacent tile if it is the same color as the chip).
For any configuration (player i at position p), define SCOREpp, iq “ p´25qd ` 10t, where d is the
Manhattan distance between p and the flag, and t is the number of player i’s chips. The utility for
player i is their gain: score at the end of the game minus the score at the start.

This game has been decomposed into specific hand-crafted meta-strategies for both proposers
and receiver [de Jong et al., 2011]. These meta-strategies cover the Pareto-frontier of the payoff
space by construction. Rather than relying on domain knowledge, we evaluate the extent to which
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Figure 5.6: Best response performance using different generative models, against (left) uniform
random opponent, (middle) DQN response to uniform random, (right) self-play DQN opponent.
Uniform samples a legal preference vector uniformly at random, bad1 always samples the first
legal instance in the database, bad2 always samples the last legal instance in the database, cheat
always samples the actual underlying world state, exact samples from the exact posterior, simple
learn is the method described in Algorithm 9 (detailed in Appendix 5.7.4.1), and DQN is a simple
DQN responder that does not use a generative model nor search.

PSRO can learn such a subset of representative meta-strategies. To quantify this, we compute the
Pareto frontier for a subset of configurations, and define the Pareto Gap (P-Gap) as the minimal ℓ2
distance from the outcomes to the outer surfaces of the convex hull of the Pareto front, which is
then averaged over the set of configurations in the database.

Figure 5.5 shows representative results of PSRO agents on Colored Trails (for full graphs, and
evolution of score diagrams, see Appendix 5.7.5.1). The best-performing MSS is NBS-joint, beat-
ing the next best by a full 3 points. The NBS meta-strategy solvers comprise five of the six best
MSSs under this evaluation. An example of the evolution of the expected score over PSRO itera-
tions is also shown, moving toward the Pareto front, though not via a direct path.

5.5.3 Negotiation Game: Deal or No Deal

“Deal or No Deal” (DoND) is a simple alternating-offer bargaining game with incomplete infor-
mation, which has been used in many AI studies [DeVault et al., 2015, Lewis et al., 2017, Cao
et al., 2018, Kwon et al., 2021]. Our focus is to train RL agents to play against humans without

human data, similar to previous work [Strouse et al., 2021]. An example game of DoND is shown
in Figure 6.1. Two players are assigned private preferences w1 ě 0,w2 ě 0 for three different
items (books, hats, and basketballs). At the start of the game, there is a pool c of 5 to 7 items drawn
randomly such that: (i) the total value for a player of all items is 10: w1 ¨ c “ w2 ¨ c “ 10, (ii)
each item has non-zero value for at least one player: w1 `w2 ą 0, (iii) some items have non-zero
value for both players, w1 d w2 ­“ 0, where d represents element-wise multiplication.

The players take turns proposing how to split the pool of items, for up to 10 turns (5 turns
each). If an agreement is not reached, the negotiation ends and players both receive 0. Otherwise,
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the agreement represents a split of the items to each player, o1 ` o2 “ c, and player i receives a
utility of wi ¨oi. DoND is an imperfect information game because the other player’s preferences are
private. We use a database of 6796 bargaining instances made publicly available in [Lewis et al.,
2017]. Deal or No Deal is a significantly large game, with an estimated 1.32 ¨ 1013 information
states for player 1 and 5.69 ¨ 1011 information states for player 2 (see Appendix 5.7.3.2 for details).

5.5.3.1 Generative World State Sampling

We now show that both the search and the generative model contribute to achieving higher reward
(in the BR step of PSRO) than RL alone. The input of our deep generative model is one’s private
values vi and public observations, and the output is a distribution over v´i (detailed in the Ap-
pendix). We compute approximate best responses to three opponents: uniform random, a DQN
agent trained against uniform random, and a DQN agent trained in self-play. We compare differ-
ent world state sampling models as well to DQN in Figure 5.6, where the deep generative model
approach is denoted as simple_learn.

The benefit of search is clear: the search methods achieve a high value in a few episodes, a level
that takes DQN many more episodes to reach (against random and DQN response to random) and
a value that is not reached by DQN against the self-play opponent. The best generative models
are the true posterior (exact) and the actual underlying world state (cheat). However, the exact
posterior is generally intractable and the underlying world state is not accessible to the agent at
test-time, so these serve as idealistic upper-bounds. Uniform seems to be a compromise between
the bad and ideal models. The deep generative model approach is roughly comparable to uniform
at first, but learns to approximate the posterior as well as the ideal models as data is collected.
In contrast, DQN eventually reaches the performance of the uniform model against the weaker
opponent but not against the stronger opponent even after 20000 episodes.

5.5.3.2 Studies with Human Participants

We recruited participants from Prolific [Pe’er et al., 2021, Peer et al., 2017] to evaluate the perfor-
mance of our agents in DoND (overall 346; 41.4% female, 56.9% male, 0.9% trans or nonbinary;
median age range: 30–40). Crucially, participants played DoND for real monetary stakes, with an
additional payout for each point earned in the game.

Participants first read game instructions and completed a short comprehension test to ensure
they understood key aspects of DoND’s rules. Participants then played five episodes of DoND
with a randomized sequence of opponents. Episodes terminated after players reached a deal, after
10 moves without reaching a deal, or after 120 seconds elapsed. After playing all five episodes,
participants completed a debrief questionnaire collecting standard demographic information and
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Name Values
Individual return (IR) ri
Inequity aversion [Fehr and Schmidt, 1999] (IE) ri ´ 0.5 ¨ maxtr´i ´ ri, 0u [Gal et al., 2010a]
Social welfare (SW) ri ` r´i

Nash bargaining score (NBS) ri ¨ r´i

Table 5.2: Different tree back-propagation value types. ri is the return for player i.

open-ended feedback on the study.

Training Details Our infrastructure restricts that each human participant can only play five
matches with our bots. Therefore we decided to select five different agents so every participant
can play each of these once. For comparison, we decided to include one independent RL agent and
four search-improved PSRO agents of different playing styles.

For the independent RL agent, we trained two classes of independent RL agents in selfplay: (1)
DQN [Mnih et al., 2015] and Boltzmann DQN [Cui and Koeppl, 2021], and (2) policy gradient al-
gorithms such as A2C, QPG, RPG and RMPG [Srinivasan et al., 2018]. For DQN and Boltzmann
DQN, we used replay buffer sizes of 105, ϵ decayed from 0.9 Ñ 0.1 over 106 steps, a batch size of
128, and swept over learning rates of t0.01, 0.02, 0.005u. For Boltzmann DQN, we varied the tem-
perature η P 0.25, 0.5, 1. For all self-play policy gradient methods we used a batch size of 128, and
swept over critic learning rate in t0.01, 0.001u, policy learning rate in t.001, 0.0005, 0.0001u, num-
ber of updates to the critic before updating the policy in t1, 4, 8u, and entropy cost in t0.01, 0.001u.
DQN trained with the settings above and a learning rate of 0.005 was the agent we found to achieve
highest individual returns (and social welfare, and Nash bargaining score), so we select it as the
representative agent for the independent RL category.

For PSRO agents, we consider 16 different meta-strategy solvers, and 4 different back-
propagating value types during the tree search procedure, making it 64 different combination in
total. Notice that the original MCTS algorithm (Algorithm 12) back-propagates individual rewards
during each simulation phase for the search agent. We also explore other choices such as social
welfare and inequity aversion in our DoND human behavioral studies, as listed in Table 5.2.

We consider self-posterior (SP) and rational planning (RP) methods described in Section 5.3.1
to extract a final decision agent, as the other approaches are either infeasible computationally or
is subsumed by the current methods. That makes it 128 agents totally in principle. We train the
neural networks for 3 days, and screen out those combination that cannot make it to the 3rd PSRO
iteration (due to break of the MSS optimizer). We eventually have 112 different PSRO agents at
hand. As detailed in App. 5.7.5.2, we apply empirical game-theoretic analysis on the resulting
112 ˆ 112 meta-game and using different categories to select the final four PSRO agents. We
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Agent ūHumans ūAgent ūComb NBS
IndRL 5.86 r5.37, 6.40s 6.50 r5.93,7.06s 6.18 r5.82, 6.56s 38.12

Comp1 5.14 r4.56, 5.63s 5.49 r4.87, 6.11s 5.30 r4.93, 5.76s 28.10
Comp2 6.00 r5.49, 6.55s 5.54 r4.96, 6.10s 5.76 r5.33, 6.12s 33.13

Coop 6.71 r6.23, 7.20s 6.17 r5.66, 6.64s 6.44 r6.11, 6.75s 41.35
Fair 7.39 r6.89,7.87s 5.98 r5.44, 6.49s 6.69 r6.34,7.01s 44.23

Table 5.3: Humans vs. agents performance with 129 human participants, 547 games total. ūX

refers to the average utility to group X (for the humans when playing the agent, or for the agent
when playing the humans), Comb refers to Combined (human and agent). Square brackets indicate
95% confidence intervals. IndRL refers to Independent RL (DQN), Comp1 and Comp2 are the two
top-performing competitive agents, Coop is the most cooperative agent, and Fair is fairest agent.
NBS is the Nash bargaining score (Eq 5.1).

eventually selected: (i) two most competitive agents (Comp1, Comp2) (maximizing utility), (ii)
the most cooperative agents (Coop) (maximizing social welfare), the (iii) the fairest agent (Fair)
(minimizing social inequity [Fehr and Schmidt, 1999]); (iv) a separate top-performing independent
RL agent (IndRL) trained in self-play (DQN). Here Comp1, Comp2 are extracted using SP while
Coop and Fair are using RP. Both Coop and Fair are using Nash product as the back-propagating
values during tree search, while Comp1 uses inequity aversion and Comp2 uses individual rewards.
Comp1, Comp2 and Fair are trained using Max-Gini CE or CCE MSS, while Coop uses uniform
distribution as the MSS.

Results We collect data under two conditions: human vs. human (HvH), and human vs. agent
(HvA). In the HvH condition, we collect 483 games: 482 end in deals made (99.8%), and achieve a
return of 6.93 (95% c.i. [6.72, 7.14]), on expectation. We collect 547 games in the HvA condition:
526 end in deals made (96.2%; see Table 5.3). DQN achieves the highest individual return. By
looking at the combined reward, it achieves this by aggressively reducing the human reward (down
to 5.86)–possibly by playing a policy that is less human-compatible. The competitive PSRO agents
seem to do the same, but without overly exploiting the humans, resulting in the lowest social
welfare overall. The cooperative agent achieves significantly higher combined utility playing with
humans. Better yet is Human vs. Fair, the only Human vs. Agent combination to achieve social
welfare comparable to the Human vs. Human social welfare.

Another metric is the objective value of the empirical NBS from Eq. 5.1, over the symmetric
game (randomizing the starting player) played between the different agent types. This metric fa-
vors Pareto-efficient outcomes, balancing between the improvement obtained by both sides. From
App 5.7.5.2, the NBS of Coop decreases when playing humans, from 44.51 Ñ 41.35– perhaps
due to overfitting to agent-learned conventions. Fair increases slightly (42.56 Ñ 44.23). The NBS
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of DQN rises from 23.48 Ñ 38.12. The NBS of the competitive agents also rises playing against
humans (24.70 Ñ 28.10, and 25.44 Ñ 28.10), and also when playing with Fair (24.70 Ñ 29.63,
25.44 Ñ 28.73).

The fair agent is both adaptive to many different types of agents, and cooperative, increasing
the social welfare in all groups it negotiated with. This could be due to its MSS (MGCE) putting
significant weight on many policies leading to Bayesian prior with high support, or its backpropa-
gation of the product of utilities rather than individual return.

5.6 Conclusion and Future Work

We proposed a general-purpose multiagent training regime that combines the power of MCTS
search and a population-based training framework, for general-sum imperfect information do-
mains. We developed a novel search technique that combines IS-MCTS with a deep belief learning
module coupled with the RL training loop, which scale to large belief and state spaces. The outer
loop of our algorithm is implemented by PSRO, which iteratively trains and adds search strategies
guided by game-theoretic analysis. On one hand, search serves as a strong best response method
within the PSRO loop, which provides an instance of the framework of its own interests. On the
other hand, PSRO automatically produces a belief hierarchy over the opponents’ strategies, which
endows the search with the capability of inferring opponent types during online decision makings.
This dual view of the whole training architecture illustrates its effectiveness in producing agents
that are capable of opponent modeling through game-theoretic analysis and planning forward at
test-time.

Our experimental results found that ADIDAS, regret-matching, and PRD MSSs work well gen-
erally and even better in competitive games. In cooperative, general-sum games and negotiation
games, NBS-based meta-strategy solvers can increase social welfare and find solutions closer to
the Pareto frontier. In our human-agent study of a negotiation game, self-play DQN exploits hu-
mans most, and agents trained with PSRO (selected using fairness criteria) adapt and cooperate
well with humans.

Future work could further enhance the best response by predictive losses [Hernandez et al.,
2023], scale to even larger domains, and convergence to other solution concepts such as self-
confirming or correlated equilibria.
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5.7 Appendix

5.7.1 Meta-Strategy Solvers

In this section, we describe the algorithms used for the MSS step of PSRO, which computes a set
of meta-strategies σi or a correlation device µ for the normal-form empirical game.

5.7.1.1 Classic PSRO Meta-Strategy Solvers

Projected Replicator Dynamics (PRD) In the replicator dynamics, each player i used by mixed
strategy σti , often interpreted as a distribution over population members using pure strategies. The
continuous-time dynamic then describes a change in weight on strategy πk P Πi as a time deriva-
tive:

dσtipπkq

dt
“ σtipπkqruipπk, σ´iq ´ uipσqs.

The projected variant ensures that the strategies stay within the exploratory simplex such σti
remains a probability distribution, and that every elements is subject to a lower-bound γ

|Πi|
. In

practice, this is simulated by small discrete steps in the direction of the time derivatives, and then
projecting σti back to the nearest point in the exploratory simplex.

Exploratory Regret-Matching Regret-Matching is based on the algorithm described in [Hart
and Mas-Colell, 2000] and used in extensive-form games for regret minimization [Zinkevich et al.,
2008]. Regret-matching is an iterative solver that tabulates cumulative regrets RT

i pπq, which ini-
tially start at zero. At each trial t, player i would receive uipσti , σ

t
´iq by playing their strategy σti .

The instantaneous regret of not playing pure strategy πk P Πi is

rtpπkq “ uipπk, σ
t
´iq ´ uipσ

t
i , σ

t
´iq.

The cumulative regret over T trials for the pure strategy is then defined to be:

RT
i pπkq “

T
ÿ

t“1

rtpπkq.

Define pxq` “ maxp0, xq. The policy at time t ` 1 is derived entirely by these regrets:

σt`1
i,RMpπkq “

RT,`
i pπkq

ř

π1
kPΠi

RT,`
i pπ1

kq
,
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if the denominator is positive, or 1
|Πi|

otherwise. As in original PSRO, in this work we also add
exploration:

σt`1
i “ γUNIFORMpΠiq ` p1 ´ γqσt`1

i,RM .

Finally, the meta-strategy returned for all players at time t is their average strategy σ̄T .

5.7.1.2 Joint and Correlated Meta-Strategy Solvers

The jointly correlated meta-strategy solvers were introduced in [Marris et al., 2021], which was
the first to propose computing equilibria in the joint space of the empirical game. In general, a
correlated equilibrium (and coarse-correlated equilibrium) can be found by satisfying a number of
constraints, on the correlation device, so the question is what to use as the optimization criterion,
which effectively selects the equilibrium.

One that maximizes Shannon entropy (ME(C)CE) seems like a good choice as it places maximal
weight on all strategies, which could benefit PSRO due to added exploration among alternatives.
However it was found to be slow on large games. Hence, Marris et al. [Marris et al., 2021] propose
to use a different but related measure, the Gini impurity, for correlation device µ,

GINIIMPURITYpµq “ 1 ´ µTµ,

which is a form of Tsallis entropy. The resulting equilibria Maximum Gini (Coarse) Correlated
Equilibria (MG(C)CE) have linear constraints and can be computed by solving a quadratic pro-
gram. Also, Gini impurity has similar properties to Shannon entropy: it is maximized at the
uniform distribution and minimized when all the weight is placed on a single element.

In the Deal-or-no-Deal experiments, 4 of 5 selected winners of tournaments used MG(C)CE
(see Section 5.7.5.2, including the one that cooperated best with human players, and the other
used uniform. Hence, it is possible that the exploration motivated my high-support meta-strategies
indeed does help when playing against a population of agents, possibly benefiting the Bayesian
inference implied by the generative model and resulting search.

5.7.1.3 ADIDAS

Average Deviation Incentive with Adaptive Sampling (ADIDAS) [Gemp et al., 2021] is an al-
gorithm designed to approximate a particular Nash equilibrium concept called the limiting logit

equilibrium (LLE). The LLE is unique in almost all N -player, general-sum, normal-form games
and is defined via a homotopy [McKelvey and Palfrey, 1995]. Beginning with a quantal response
(logit) equilibrium (QRE) under infinite temperature (known to be the uniform distribution), a con-
tinuum of QREs is then traced out by annealing the temperature. The LLE, aptly named, is the
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QRE defined in the limit of zero temperature. ADIDAS approximates this path in a way that avoids
observing or storing the entire payoff tensor. Instead, it intelligently queries specific entries from
the payoff tensor by leveraging techniques from stochastic optimization.

5.7.2 Nash Bargaining Solution of Normal-form games via Projected Gra-
dient Ascent

In this section, we elaborate on the method proposed in Section 5.4.2. As an abuse of notation, let
ui denote the payoff tensor for player i flattened into a vector; similarly, let x be a vector as well.
Let d be the number of possible joint strategies, e.g., MN for a game with N agents, each with
M pure strategies. Let ∆d´1 denote the pd ´ 1q-simplex, i.e.,

řd
k“1 xk “ 1 and xk ě 0 for all

k P t1, . . . , du. We first make an assumption.

Assumption 5.7.1. Any agreement is better than no agreement by a positive constant κ, i.e.,

uJ
i x ´ di ě κ ą 0 @ i P t1, . . . , Nu,x P ∆d´1. (5.4)

Lemma 5.7.2. Given Assumption 5.7.1, the negative log-Nash product, fpxq “ ´
ř

i logpuJ
i x ´

diq, is convex with respect to the joint distribution x.

Proof. We prove fpxq is convex by showing its Hessian is positive semi-definite. First, we derive
the gradient:

∇fpxq “ ´
ÿ

i

ui
uJ
i x ´ di

. (5.5)

We then derive the Jacobian of the gradient to compute the Hessian. The kl-th entry of the Hessian
is

Hkl “
ÿ

i

uikuil
puJ

i x ´ diq2
. (5.6)

We can write the full Hessian succinctly as

H “
ÿ

i

uiu
J
i

puJ
i x ´ diq2

“
ÿ

i

uiu
J
i

γ2i
. (5.7)

Each outer product uiuJ
i is positive semi-definite with eigenvalues ||ui|| (with multiplicity 1) and

0 (with multiplicity MN ´ 1).
Each γi is positive by Assumption 5.7.1, therefore, H , which is the weighted sum of uiuJ

i is
positive semi-definite as well.
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We also know the following.

Lemma 5.7.3. Given Assumption 5.7.1, the infinity norm of the gradients of the negative log-Nash

product are bounded by umaxN
κ

where umax “ maxi,kruiks.

Proof. As derived in Lemma 5.7.2, the gradient of fpxq is

∇fpxq “ ´
ÿ

i

ui
uJ
i x ´ di

. (5.8)

Using triangle inequality, we can upper bound the infinity (max) norm of the gradient as

||∇fpxq||8 “ ||
ÿ

i

ui
uJ
i x ´ di

||8 (5.9)

ď
ÿ

i

||
ui

uJ
i x ´ di

||8 (5.10)

“
ÿ

i

||ui||8

γi
(5.11)

ď
umaxN

κ
(5.12)

where umax “ maxi,kruiks.

Theorem 5.7.4. Let txtu be the sequence generated by Algorithm 11 with starting point x0 “ d´11

and step size sequence αt “

?
pd´1q{d

||g1pxsq||2
pt ` 1q´1{2. Then, for all t ą 0 one has

max
xP∆d´1

gpxq ´ max
0ďsďt

gpxsq ď

a

2Bψpx˚,x0q||g1pxsq||2
?
t ` 1

(5.13)

ď

b

d´1
d

||g1pxsq||2
?
t ` 1

(5.14)

ď

?
d||g1pxsq||8

?
t ` 1

. (5.15)

where gpxq “ ´fpxq is the log-Nash product defined in Sec 5.4.2.

Proof. Given Assumption 5.7.1, fpxq is convex (Lemma 5.7.2) and its gradients are bounded in
norm (Lemma 5.7.3). We then apply Theorem 4.2 of [Beck and Teboulle, 2003] with fpxq “

´gpxq, ψpxq “ 1
2
||x||22 and note that Bψpx˚,x0q ď 1

2
pd ´ 1q{d to achieve the desired result.

Theorem 5.7.5. Let txtu be the sequence generated by EMDA [Beck and Teboulle, 2003] with

starting point x0 “ d´11 and step size sequence αt “

?
2 logpdq

||g1pxsq||8
pt` 1q´1{2. Then, for all t ą 0 one
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Game N Type Description From
Kuhn poker (2P) 2 2P Zero-sum [Lockhart et al., 2019]
Leduc poker (2P) 2 2P Zero-sum [Lockhart et al., 2019]
Liar’s dice 2 2P Zero-sum [Lockhart et al., 2019]
Kuhn poker (3P) 3 NP Zero-sum [Lockhart et al., 2019]
Kuhn poker (4P) 4 NP Zero-sum [Lockhart et al., 2019]
Leduc poker (3P) 3 NP Zero-sum [Lockhart et al., 2019]
Trade Comm 2 Common-payoff [Sokota et al., 2021, Lanctot et al., 2019]
Tiny Bridge (2P) 2 Common-payoff [Sokota et al., 2021, Lanctot et al., 2019]
Battleship 2 General-sum [Farina et al., 2019]
Goofspiel (2P) 2 General-sum [Lockhart et al., 2019]
Goofspiel (3P) 3 General-sum [Lockhart et al., 2019]
Sheriff 2 General-Sum [Farina et al., 2019]

Table 5.4: Benchmark games. N is the number of players.

has

max
xPX

gpxq ´ max
0ďsďt

gpxsq ď

?
2 log d||g1pxsq||8

?
t ` 1

(5.16)

where gpxq “ ´fpxq is the log-Nash product defined in Sec 5.4.2.

Proof. Given Assumption 5.7.1, fpxq is convex (Lemma 5.7.2) and its gradients are bounded in
norm (Lemma 5.7.3). We then apply Theorem 5.1 of [Beck and Teboulle, 2003] with fpxq “

´gpxq.

This argument concerns the regret of the joint version of the NBS where x is a correlation
device. However, it also makes sense to try compute a Nash bargaining solution where players use
independent strategy profiles (without any possibility of correlation across players), σ “ pσ1 ˆ

¨ ¨ ¨ σNq. In this case, x represents a concatenation of the individual strategies σi and the projection
back to the simplex is applied to each player separately. Ensuring convergence is trickier in this
case, because the expected utility may not be a linear function of the parameters which may mean
the function is nonconcave.

5.7.3 Game Domain Descriptions and Details

This section contains descriptions of the benchmark games and a size estimate for Deal-or-no-Deal.
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5.7.3.1 Benchmark Games

In this section, we describe the benchmark games used in this chapter. The game list is show in
Table 5.4. As they have been used in several previous works, and are openly available, we simply
copy the descriptions here citing the sources in the table.

Kuhn Poker Kuhn poker is a simplified poker game first proposed by Harold Kuhn. Each player
antes a single chip, and gets a single private card from a totally-ordered pn ` 1q-card deck, e.g. J,
Q, K for the pn “ 2q two-player case. There is a single betting round limited to one raise of 1 chip,
and two actions: pass (check/fold) or bet (raise/call). If a player folds, they lose their commitment
(2 if the player made a bet, otherwise 1). If no player folds, the player with the higher card wins the
pot. The utility for each player is defined as the number of chips after playing minus the number
of chips before playing.

Leduc Poker Leduc poker is significantly larger game with two rounds and a two suits with
pN ` 1q cards each, e.g. JS,QS,KS, JH,QH,KH in the pN “ 2q two-player case. Like Kuhn,
each player initially antes a single chip to play and obtains a single private card and there are three
actions: fold, call, raise. There is a fixed bet amount of 2 chips in the first round and 4 chips in
the second round, and a limit of two raises per round. After the first round, a single public card is
revealed. A pair is the best hand, otherwise hands are ordered by their high card (suit is irrelevant).
Utilities are defined similarly to Kuhn poker.

Liar’s Dice Liar’s Dice(1,1) is dice game where each player gets a single private die in
t1, . . . , 6u, rolled at the beginning of the game. The players then take turns bidding on the out-
comes of both dice, i.e. with bids of the form q-f referring to quantity and face, or calling “Liar”.
The bids represent a claim that there are at least q dice with face value f among both players. The
highest die value, 6, counts as a wild card matching any value. Calling “Liar” ends the game, then
both players reveal their dice. If the last bid is not satisfied, then the player who called “Liar” wins.
Otherwise, the other player wins. The winner receives +1 and loser -1.

Trade Comm Trade Comm is a common-payoff game about communication and trading of a
hidden item. It proceeds as follows.

1. Each player is independently dealt one of num items with uniform chance.

2. Player 1 makes one of num utterances utterances, which is observed by player 2.

3. Player 2 makes one of num utterances utterances, which is observed by player 1.
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4. Both players privately request one of the num items ˆ num items possible trades.

The trade is successful if and only if both player 1 asks to trade its item for player 2’s item and
player 2 asks to trade its item for player 1’s item. Both players receive a reward of 1 if the trade is
successful and 0 otherwise. We use num items = num utterances = 10.

Tiny Bridge A very small version of bridge, with 8 cards in total, created by Edward Lockhart,
inspired by a research project at University of Alberta by Michael Bowling, Kate Davison, and
Nathan Sturtevant.

This smaller game has two suits (hearts and spades), each with four cards (Jack, Queen, King,
Ace). Each of the four players gets two cards each.

The game comprises a bidding phase, in which the players bid for the right to choose the trump
suit (or for there not to be a trump suit), and perhaps also to bid a ’slam’ contract which scores
bonus points.

The play phase is not very interesting with only two tricks being played, so it is replaced with a
perfect-information result, which is computed using minimax on a two-player perfect-information
game representing the play phase.

The game comes in two varieties - the full four-player version, and a simplified two-player
version in which one partnership does not make any bids in the auction phase.

Scoring is as follows, for the declaring partnership:

• +10 for making 1H/S/NT (+10 extra if overtrick)

• +30 for making 2H/S

• +35 for making 2NT

• -20 per undertrick

Doubling (only in the 4p game) multiplies all scores by 2. Redoubling by a further factor of 2.
An abstracted version of the game is supported, where the 28 possible hands are grouped into

12 buckets, using the following abstractions:

• When holding only one card in a suit, we consider J/Q/K equivalent

• We consider KQ and KJ in a single suit equivalent

• We consider AK and AQ in a single suit equivalent (but not AJ)
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Battleship Sheriff is a general-sum variant of the classic game Battleship. Each player takes
turns to secretly place a set of ships S (of varying sizes and value) on separate grids of size HˆW .
After placement, players take turns firing at their opponent—ships which have been hit at all the
tiles they lie on are considered destroyed. The game continues until either one player has lost all
of their ships, or each player has completed r shots. At the end of the game, the payoff of each
player is computed as the sum of the values of the opponent’s ships that were destroyed, minus γ
times the value of ships which they lost, where γ ě 1 is called the loss multiplier of the game.

In this work we use γ “ 2, H “ 2,W “ 2, and r “ 3. The OpenSpiel game string is:

battleship(board_width=2,board_height=2,

ship_sizes=[1;2], ship_values=[1.0;1.0],

num_shots=3,loss_multiplier=2.0)

Goofspiel Goofspiel or the Game of Pure Strategy, is a bidding card game where players are
trying to obtain the most points. shuffled and set face-down. Each turn, the top point card is
revealed, and players simultaneously play a bid card; the point card is given to the highest bidder
or discarded if the bids are equal. In this implementation, we use a fixed deck of decreasing points.
In this work, we an imperfect information variant where players are only told whether they have
won or lost the bid, but not what the other player played. The utility is defined as the total value of
the point cards achieved.

In this work we use K “ 4 card decks. So, e.g. the OpenSpiel game string for the three-player
game is:

goofspiel(imp_info=True,returns_type=total_points,

players=3,num_cards=4)

Sheriff Sheriff is a simplified version of the Sheriff of Nottingham board game. The game mod-
els the interaction of two players: the Smuggler—who is trying to smuggle illegal items in their
cargo– and the Sheriff– who is trying to stop the Smuggler. At the beginning of the game, the
Smuggler secretly loads his cargo with n P t0, ..., nmaxu illegal items. At the end of the game,
the Sheriff decides whether to inspect the cargo. If the Sheriff chooses to inspect the cargo and
finds illegal goods, the Smuggler must pay a fine worth p ¨ n to the Sheriff. On the other hand,
the Sheriff has to compensate the Smuggler with a utility if no illegal goods are found. Finally,
if the Sheriff decides not to inspect the cargo, the Smuggler’s utility is v ¨ n whereas the Sheriff’s
utility is 0. The game is made interesting by two additional elements (which are also present in
the board game): bribery and bargaining. After the Smuggler has loaded the cargo and before the
Sheriff chooses whether or not to inspect, they engage in r rounds of bargaining. At each round
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Hyperparameter Name Values in DoND Values in CT (PSRO w/ DQN BR)
AlphaZero training episodes num_eps 104 104

Network input representation an infoset vector P R309 implemented in [Lanctot et al., 2019] an infoset vector P R463

Network size for policy & value nets [256, 256] for the shared torso [1024, 512, 256]
Network optimizer SGD SGD
UCT constant cuct 20 for IR and IE, 40 for SW, 100 for NP
Returned policy type greedy towards v argmax over learned q-net
# simulations in search 300
Learning rate for policy & value net 2e-3 for IR and IE, 1e-3 for SW, 5e-4 for NP 1e-3
Delayed # episodes for replacing v,p, g 200 200
Replay buffer size |D| 216

Batch size 64 128
PSRO empirical game entries # simulation 200 2000
L2 coefficient in evaluator c1 1e-3
Network size for generator net [300, 100] MLP
Learning rate for generator net 1e-3
L2 coefficient in generator net c2 1e-3
PSRO minimum pure-strategy mass lower bound 0.005 0.005

Table 5.5: Hyper-parameters.

i “ 1, ..., r, the Smuggler tries to tempt the Sheriff into not inspecting the cargo by proposing a
bribe bi P t0, ...bmaxu, and the Sheriff responds whether or not they would accept the proposed
bribe. Only the proposal and response from round r will be executed and have an impact on the
final payoffs—that is, all but the rth round of bargaining are non-consequential and their purpose
is for the two players to settle on a suitable bribe amount. If the Sheriff accepts bribe br, then the
Smuggler gets p ¨ n ´ br, while the Sheriff gets br.

In this work we use values of nmax “ 10, bmax “ 2, p “ 1, v “ 5, and r “ 2. The OpenSpiel
game string is:

sheriff(item_penalty=1.0,item_value=5.0,

max_bribe=2,max_items=2,num_rounds=2,

sheriff_penalty=1.0)

5.7.3.2 Approximate Size of Deal or No Deal

To estimate the size of Deal or No Deal described in Section 5.5.3, we first verified that there are
142 unique preference vectors per player. Then, we generated 10,000 simulations of trajectories
using uniform random policy computing the average branching factor (number of legal actions per
player at each state) as b « 23.5.

Since there are 142 different information states for player 1’s first decision, about 142bb player
1’s second decision, etc. leading to 142p1`b2`b4`b8q « 13.2ˆ1012 information states. Similarly,
player 2 has roughly 142p1 ` b1 ` b3 ` b5 ` b7q “ 5.63 ˆ 1011 information states.
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5.7.4 Hyper-parameters and Algorithm Settings

We provide detailed description of our algorithm in this section. Our implementation differs from
the original ABR [Timbers et al., 2022] and AlphaZero [Silver et al., 2018] in a few places. First,
instead of using the whole trajectory as a unit of data for training, we use per-state pair data. We
maintain separate data buffers for policy net, value net, and generate net, and collect corresponding
psi, rq, psi, pq, psi, hq to them respectively. On each gradient step we will sample a batch from
each of these data buffer respectively. The policy net and value net shared a torso part, while
we keep a separate generative net (detailed in Section 5.7.4.1). The policy net and value net are
trained by minimizing loss pr ´ vq2 ´ π˚T log p ` c1∥θ∥22, where (1) π˚ are the policy targets
output by the MCTS search, (2) p are the output by the policy net, (3) v are the output by the
value net, (4) r are the outcome value for the trajectories (5) θ are the neural parameters. During
selection phase the algorithm select the child that maximize the following PUCT [Silver et al.,
2018] term: MaxPUCTps,pq “ argmaxaPApsq

s.childpaq.value
s.childpaq.visits

` cuctc ¨ ppsqa ¨
?
s.total_visits

s.childpaq.visits`1
. Other

hyperparameters are listed in Table 5.5.

5.7.4.1 Generative Models

Deal or No Deal In DoND given an information state, the thing we only need to learn is the
opponent’s hidden utilities. And since the utilities are integers from 0 to 10, we design our gen-
erative model as a supervised classification task. Specifically, we use the 309-dimensional state
si as input and output three heads. Each head corresponds to one item of the game. each head
consists of 11 logits corresponding to each of 11 different utility values. Then each gradient step
we sample a batch of psi, hq from the data buffer. And then do one step of gradient descent to
minimize the cross-entropy loss ´hT log gpsq ` c2∥θ1∥22, where here we overload h to represent a
one-hot encoding of the actual opponent utility vectors. And each time we need to generate a new
state at information state si, we just feed forward si and sample the utilities according to the output
logits. But since we have a constraints v1 ¨ p “ v2 ¨ p “ 10, the sampled utilities may not always
be feasible under this constraint. Then we will do an additional L2 projection on to all feasible
utility vector space and then get the final results.

5.7.5 Additional Results

The full analysis of empirical convergence to approximate Nash equilibrium and social welfare are
shown for various settings:

• Two-player Zero-Sum Games: Figure 5.7.

• N -player Zero-Sum Games: Figure 5.8.
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Figure 5.7: Empirical Convergence to Nash Equilibria using Exact vs. DQN Best Response versus
in Two-Player Zero-Sum Benchmark Games.

• Common Payoff Games: Figure 5.9.

• General-Sum Games: Figure 5.10.

5.7.5.1 Colored Trails

The full Pareto gap graphs as a function of training time is shown in Figure 5.11. Some examples
of the evolution of expected outcomes over the course of PSRO training are shown in Figure 5.12.

5.7.5.2 Deal or No Deal

In this section, we described how we train and select the PSRO agents in DoND human behavioral
studies. Due the experimental limitation, we can only select 5 of our agents to human experiments.
For convenience from now on we label a PSRO agent as pMSS,BACKPROP_TYPE,FINAL_TYPEq

if it is trained under meta-strategy solver MSS, its back-propagation type is BACKPROP_TYPE

and we use FINAL_TYPE as its decision architecture. We apply standard empirical game theoretic
analysis [Wellman, 2006, Jordan et al., 2007] on our agent pool: we create a 113x113 symmetric
empirical game by simulating head to head results between every pair of our agents. During each
simulation we toss a coin to assign the roles (first-mover or second-mover in DoND) to our agents.
Then we decide the selected agents based on this empirical game matrix.

Specifically, we want to select: (1) the most competitive agents (2) the most collaborative agents
and (3) the fairest agent in our pool in a principled way. Now we explain how we approach these
criterions one by one.
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Figure 5.8: Empirical Convergence to Nash Equilibria using Exact vs. DQN Best Response in
N -Player Zero-Sum Benchmark Games.

For (1), we apply our competitive MSSs (e.g., ADIDAS, CE/CCE solvers) on this empirical
game matrix and solve for a symmetric equilibrium. Then we rank the agents according to their
expected payoff when the opponents are playing according to this equilibrium. This approach is
inspired by Nash-response ranking in [Jordan et al., 2007] and Nash averaging in [Balduzzi et al.,
2018b] which is recently generalized to anyN -player general-sum games [Marris et al., 2022]. We
found that Independent DQN, (MGCE, IA, SP) (denoted as Comp1), (MGCCE, IR, SP) (denoted
as Comp2) rank at the top under almost all competitive MSS.

For (2), we create two collaborative games where the payoffs of agent1 v.s. agent2 are their
social welfare/Nash product. We conduct the same analysis as in (1), and found the agent (uniform,
NP, RP) normally ranks the first (thus we label it as Coop agent).

For (3), we create an empirical game where the payoffs of agent1 v.s. agent2 are the negative
of their absolute payoff difference, and apply the same analysis. We also conduct a Borda voting
scheme: we rank the agent pairs in increasing order of their absolute payoff difference. Each of
these agent pairs will got a Borda voting score. Then the score of an agent is the summation of the
scores of agents pairs that this agent is involved in. In both approaches, we find the agent (MGCE,
NP, RP) ranks the top. Therefore we label it as Fair agent.

To summary, the five agents we finally decided to conduct human experiments are (1) DQN
trained through self-play (IndRL) (2) (MGCE, IA, SP) (Comp1) (3) (MGCCE, IR, SP) (Comp2)
(4) (uniform, NP, RP) (Coop) (5) (MGCE, NP, RP) (Fair).

We show the head-to-head empirical game between these five agents in Table 5.6, social-welfare
in Table 5.7, empirical Nash product in Table 5.8.
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Agent z Opponent IndRL Com1 Com2 Coop Fair
IndRL 4.85 4.98 5.02 7.05 6.96
Com1 3.75 4.97 4.66 7.19 6.70
Com2 3.20 5.30 5.04 6.84 6.86
Coop 5.63 4.43 4.32 6.67 6.64
Fair 5.47 4.43 4.19 6.59 6.52

Table 5.6: Head-to-head empirical game matrix among our selected agents . The pi, jq-th entry is
the payoff of the i-th agent when it is playing with the j-th agent.

Agent z Opponent IndRL Com1 Com2 Coop Fair
IndRL 9.70 8.73 8.22 12.68 12.42
Com1 8.73 9.94 9.96 11.62 11.12
Com2 8.22 9.96 10.09 11.16 11.05
Coop 12.68 11.62 11.16 13.34 13.22
Fair 12.42 11.12 11.05 13.22 13.05

Table 5.7: Head-to-head empirical social welfare matrix among our selected agents . The pi, jq-th
entry is the social welfare of when i-th agent is playing with the j-th agent.

Agent z Opponent IndRL Com1 Com2 Coop Fair
IndRL 23.48 18.69 16.05 39.66 38.02
Com1 18.69 24.70 24.68 31.84 29.63
Com2 16.05 24.68 25.44 29.57 28.73
Coop 39.66 31.84 29.57 44.51 43.70
Fair 38.02 29.63 28.74 43.70 42.56

Table 5.8: Head-to-head empirical Nash product matrix among our selected agents . The pi, jq-th
entry is the Nash product when i-th agent is playing with the j-th agent.
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Figure 5.9: Empirical Convergence to Nash Equilibria and Social Welfare in Common Payoff
Benchmark Games.
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Figure 5.10: Empirical Convergence to Nash Equilibria and Social Welfare in General-Sum Bench-
mark Games.
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Figure 5.11: Average Pareto gap using DQN best response (top: (a) and (b)) and Boltzmann DQN
(bottom: (c) and (d)), training gap (left: (a) and (c)) and gap on held-out test boards (right: (b) and
(d)).
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Figure 5.12: Evolution of the expected outcomes of the PSRO agents using the DQN best response
type and social welfare MSS. Each diagram depicts the outcome of the agent for a single configura-
tion of Colored Trails: circles represent the rational outcomes (pure joint strategies where players
have non-negative gain). The outer surface of the convex hull represents the Pareto front/envelope.
To make a 2D image, the proposers’ gains are aggregated and only the winning proposer’s value
is included in the outcome computation. The blue directed path represents the PSRO agents’ ex-
pected outcomes at iterations t P t0, 1, ¨ ¨ ¨ , 15u, where each point estimated from 100 samples.
Note that values can be negative due to sampling approximation but also due to choosing legal
actions that result in negative gain. 115



CHAPTER 6

From Solutions to Evaluation: A Meta-Game
Analysis Framework for Evaluating Interactive AI

Algorithms

Evaluating interactive AI algorithms, such as deep multiagent reinforcement learning (MARL)
algorithms, is complicated by stochasticity in training and sensitivity of agent performance to
the behavior of other agents. We propose a meta-game evaluation framework for deep MARL,
by framing each MARL algorithm as a meta-strategy, and repeatedly sampling normal-form em-
pirical games over combinations of meta-strategies resulting from different random seeds. Each
empirical game captures both self-play and cross-play factors across seeds. These empirical games
provide the basis for constructing a sampling distribution, using bootstrapping, over a variety of
game analysis statistics. We use this approach to evaluate state-of-the-art deep MARL algorithms
on a class of negotiation games. From statistics on individual payoffs, social welfare, and empir-
ical best-response graphs, we uncover strategic relationships among self-play, population-based,
model-free, and model-based MARL methods. We also investigate the effect of run-time search as
a meta-strategy operator, and find via meta-game analysis that the search version of a meta-strategy
generally leads to improved performance.

Evaluating complex AI algorithms requires careful attention to stochastic factors. Deep rein-
forcement learning (RL) algorithms in particular are subject to randomness within the algorithm
and the operational environment, and variations with choices of hyperparameters and initial condi-
tions. It is conventional to address these uncertainties in part by aggregating results across multi-
ple runs [Bellemare et al., 2013, Machado et al., 2018]. Deep multiagent RL (MARL) algorithms
present these issues, and additional challenges due to agent interactions. Evaluating performance
against humans has been one source of compelling demonstrations [Silver et al., 2016, Vinyals
et al., 2019, Wurman et al., 2022, Perolat et al., 2022], but this approach is limited by the range of
tasks for which human expertise exists, and the cost of engaging it when it is available. Generally
speaking, we lack evaluation protocols for comparing different MARL methods in a statistically
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principled way.
In purely adversarial (i.e., two-player zero-sum) environments, distance to Nash equilibrium

may be a sufficient evaluation metric [Brown et al., 2020, Schmid et al., 2023], as all equilibria
are interchangeably optimal. More generally, where there are multiple equilibria or where we
do not necessarily expect equilibrium behavior, the metrics for MARL performance may be less
clear. In collaborative domains, global team return is the common objective [Foerster et al., 2018,
Rashid et al., 2020], however complex learning dynamics may lead agents using the same MARL
algorithm to equilibria of distinct machine conventions in different runs [Hu et al., 2020, Bakhtin
et al., 2021].

We seek an approach to evaluating deep MARL in general-sum domains. We propose a meta-

game evaluation framework (§6.4), which frames MARL algorithms as meta-strategies: mapping
games and random seeds to joint policies. We sample seed combinations to generate meta-game
instances, from which we compute evaluation metrics of interest based on game-theoretic solution
concepts. Through resampling and bootstrap techniques, we generate a statistical characterization
of algorithm performance in these games. Our contributions:

• The meta-game evaluation framework.

• A new search algorithm for imperfect information games, Gumbel Information-Set Monte

Carlo Tree Search (§6.5), based on the recent development of Gumbel AlphaZero [Danihelka
et al., 2022].

• Extensive experiments on state-of-the-art MARL algorithms (§6.6.2) on a class of negoti-
ation games (§6.6.1), illustrating the framework and providing new evidence regarding the
algorithms studied.

6.1 Related Work

While evaluating single-agent deep RL algorithms is well-studied [Henderson et al., 2018, Jordan
et al., 2020, Agarwal et al., 2021], there are relatively few works that consider evaluation principles
for deep MARL [Gronauer and Diepold, 2022]. Typically, agents are evaluated against a selected
set of background opponents or emergent behaviors in certain contexts [Lowe et al., 2017, Li et al.,
2019, Song et al., 2020, Leibo et al., 2021]. Other work has defined evaluation protocols for
cooperative settings [Papoudakis et al., 2020, Gorsane et al., 2022], where a global team reward is
well-defined. Our scenario falls into the agent-vs-agent category of Balduzzi et al. [2018b], who
argue for the necessity of comprehensively considering the possible joint interactions.

Kiekintveld and Wellman [2008] employed a concept of meta-games for evaluating general
game-playing methods. In their setting, meta-strategies map normal-form game specifications to
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strategy choices. Treutlein et al. [2021] construct label-free coordination (LFC) games among
instances of a cooperative MARL algorithm, in order to study zero-shot coordination [Hu et al.,
2020]. LFC games are a kind of meta-game in our sense, as they take dynamic game descriptions
(Dec-POMDPs) as input.

Bootstrapping is a non-parametric statistical approach that constructs sampling distributions for
any specified statistic by resampling from the original dataset [Davison and Hinkley, 1997]. Boot-
strapping techniques have been applied in machine learning methods such as aggregating decision-
tree models [Breiman, 1996]. Wiedenbeck et al. [2014] applied the bootstrap for statistical analysis
of game-theoretic models estimated from simulations.

We test our methods on a class of sequential bargaining games, specifically a bilateral
alternating-offer negotiation version developed for recent studies in multiagent emergent com-
munication [Lewis et al., 2017, Cao et al., 2018]. These games also resemble the multi-issue nego-
tiation settings explored in multiagent systems research, exemplified in the Automated Negotiation
Agent Competition [Baarslag et al., 2012]. Much research on agent-based negotiation focuses on
heuristic, knowledge-based strategies [Jennings et al., 2001, Fatima et al., 2014]. A few recent
works apply RL methods for bargaining games. Bakker et al. [2019] proposed Q-learning-based
negotiation strategies with domain knowledge incorporated. Higa et al. [2023] employed policy
gradient approaches and Chen et al. [2023] trained deep RL strategies using off-line interaction
data with humans.

6.2 Game Theory Preliminaries

A normal-form representation of a game G consists of a player set N “ t1, . . . , Nu, and for
each player i P N a pure strategy space Πi and a utility function ui : Π Ñ R. Π “ Π1 ˆ

¨ ¨ ¨ ˆ ΠN is the joint pure strategy space. A mixed strategy σi P ∆pΠiq for player i defines a
probability distribution over that player’s pure strategy space. Player i’s payoff for choosing σi
while others play σ´i “ pσjqj‰i is given by expectation over the respective mixtures: uipσq “

Eπi„σi,π´i„σ´i
rupπi, π´iqs.

The regret of player i who plays σi when others are playing σ´i is REGRETipσi, σ´iq “

maxπ1
iPΠi

uipπ
1
i, σ´iq ´ uipσi, σ´iq. A Nash equilibrium (NE) is a mixed strategy profile σ such

that nobody has positive regret: @i. REGRETipσi, σ´iq “ 0. As a measure of approximation to NE,
we define NASHCONVpσq “

ř

i REGRETipσi, σ´iq.
If a game is known to be symmetric, we can reduce its normal-form description complexity.

Formally, in a symmetric game, players share the same strategy space Π1 “ ¨ ¨ ¨ “ ΠN “ Π , and
utility function u1 “ ¨ ¨ ¨ “ uN “ u. Furthermore, each player’s utility is permutation-invariant to
other players’ strategies. For symmetric games we overload Π to refer to the common individual
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strategy space, rather than the joint space. In a symmetric profile, every player adopts the same
(generally mixed) strategy. Solutions in symmetric profiles are guaranteed to exist in relevant
settings [Nash, 1951, Cheng et al., 2004, Hefti, 2017], and are generally preferred absent any basis
for breaking symmetry [Kreps, 1990].

Also given symmetry, let upσ1,σq be the expected payoff of a player when it chooses a
strategy σ1 P ∆pΠ q while the other N ´ 1 play the same mixed strategy σ P ∆pΠ q. We
thus have REGRETpσ1, σq “ maxπ1PΠ upπ1,σq ´ upσ1,σq. A symmetric NE strategy σ satisfies
REGRETpσ, σq “ 0.

An extensive-form game (EFG) representation goes beyond normal form to include temporal
and information structure. Effectively, an EFG defines a dynamical system (usually visualized by
a tree) with a world state or history h that is not necessarily fully observable by every player. At
each state h, starting with the initial state h0, there is a single player τphq P N Ytcu, where c is the
chance player, designated to select an action a P Aphq. The chance player chooses according to
a fixed random policy. Player i P N chooses according to its information state/set, siphq, which
comprises the information that i has observed at h. Often siphq is represented by a concatenation
of public and private action-observation histories. Following action a, the world transits to h1 “ ha

until a terminal state z P Z is reached. Then each player i P N receives a utility uipzq as a function
of z. A behavioral strategy or policy, πi, of player i is a mapping from i’s infostates to distributions
over actions. For EFGs we overload Πi to refer to the set of behavioral strategies of player i. A
joint behavioral strategy profile π thus induces a probability distribution over the terminal states
and we define uipπq as the expected payoff for player i under this distribution. In this paper, we
consider EFGs with perfect recall, that is, information sets siphq distinguish all actions i had taken
to reach h. A consequence is that any mixed strategy σi P ∆pΠiq is payoff-equivalent to some
behavioral strategy πi P Πi [Aumann, 1964].

6.3 Multiagent Training Algorithms

We define a multiagent training algorithm (MATA) M as a stochastic procedure that produces
a policy profile π “ MpG,Θ, ωq for an EFG. In general, the input EFG G cannot be tractably
represented as an explicit game tree. Instead, we assume the game is given in the form of a black-
box simulator that the algorithm can exercise by submitting actions and receiving observations
and rewards. Θ is the set of hyperparameters of the algorithm, and ω is a random seed. If G is
symmetric, then it is often natural to constrain the output π to be likewise symmetric (i.e., single
policy to be played by all). More generally, π is a policy profile. For the AlphaZero MATA,
for example, G could be represented by a Go simulator, and Θ would include the learning rate
schedule and neural architecture. The output profile π specifies Go-playing policies for white and
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black, respectively.
A MATA is effectively a form of meta-strategy: a procedure that given a game G, generates a

strategy profile for G. We can employ the MATA to play from the perspective of any particular
player i, simply by selecting the ith element πpiq of the output profile.

A key issue for analysis of MATAs is uncertainty in strategy generation. It has been well
observed (e.g., by Hu et al. [2020] and Bakhtin et al. [2021]) that a MATA with the same G and
Θ but different ω may generate policies with vastly different strategic behaviors. For example, in
a negotiation game, different runs of a MATA may lead to strategies that adopt distinct offering
conventions. In the present work, we assume the hyperparameters Θm for each MATA Mm have
been fixed, so the uncertainty in behavior of a training algorithm is fully captured by the random
seeds. Note that there is always discretion about what one considers a distinct MATA M versus
a parametric variation, so it is possible to bring choice among hyperparameter settings within the
scope of our analysis framework.

6.4 Meta-Game Evaluation Framework

Given M different MATAs tpM1,Θ1q, . . . , pMM ,ΘMqu with associated hyperperameters, how
can we evaluate their relative performance with respect to a given game G? Viewing the MATAs
simply as game-solvers, we could focus on measures of their effectiveness in deriving a solution—
for example, time and accuracy of convergence to Nash equilibrium. Viewing the MATAs’ role as
generating strategies to play a game, however, requires a different focus that considers the interac-
tion with other strategy generators. This is particularly salient for games that have a multiplicity
of solutions (the general case), or for which the operable solution concept may be open to ques-
tion. Consequently, we propose to analyze competing MATAs by framing their interaction as itself
a game. As MATAs are meta-strategies, we refer to this approach as a meta-game evaluation
framework.

As noted above, we are particularly concerned with uncertainty in the results of multiagent
training. In analysis of the MATA meta-game, therefore, we aim to characterize the implications
of this uncertainty in probabilistic form.

6.4.1 Empirical Game-Theoretic Analysis

Our approach employs empirical game-theoretic analysis (EGTA), a methodology for reasoning
about games through agent-based simulation [Tuyls et al., 2020, Wellman, 2016]. EGTA aligns
with our assumption that the game of interest G is defined by a black-box simulator. In the typical
framing, EGTA operates by estimating an empirical game model in normal form over an enumer-
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ated strategy set. The enumerated strategies are a small selection from the full strategy space of
the extensive game represented by the simulator.

We employ EGTA with respect to an N -player game of interest G, and strategies defined by
the output of MATAs. The meta-game is likewise over N players, and is symmetric regardless
of whether G is symmetric or not. Let π̂m denote the output from MATA m, for instance π̂m “

MmpG,Θm, ωq: the result from running the MATA on G for a particular random seed. We also
allow that π̂m be an aggregate of policy profiles from multiple random seeds. From these MATA-
generated policy profiles Π̂ “ tπ̂1, . . . , π̂Mu, we construct an empirical meta-game MGpΠ̂ q over
policy space Π̂ as follows.

If the base game G is symmetric, then the π̂m are single-player policies, and we estimate the
meta-game utility function by the standard EGTA approach of simulating profiles over Π̂ . If
G is not symmetric, then each π̂ P Π̂ is an N -player profile for G. Simulating a meta-game
profile pπ̂1, . . . , π̂Nq of these base-game profiles entails first assigning the π̂ to players, according
to a random permutation perm drawn uniformly from the N ! possibilities. Then it simulates a
play where player i of MG plays π̂ippermpiqq as if it is player permpiq in G. This construction
also corresponds to an EFG beginning with a root chance node that uniformly chooses among N !

different outcomes, each followed by a copy of the original EFG with player indices permuted.
Symmetry of the meta-game reflects a view that, for multiagent training, developing effective

strategies for each of the player positions is equally important. If this were not the case, or if
one wished to perform an analysis of the differential effectiveness of various MATAs from the
perspectives of different players or roles, a non-symmetric (or role-symmetric) meta-game model
could be constructed instead.

6.4.2 Meta-Game Evaluation Procedure

Just as single-agent RL algorithms are statistically evaluated by return performance across different
random seeds, we can analyze strategic properties among MATAs across different combinations of
seeds. Let X denote statistics characterizing the strategic properties of interest (discussed below).
Given anN -player game G and parametrized MATAs tpM1,Θ1q, . . . , pMM ,ΘMqu, our evaluation
procedure comprises of the following steps:

1. Select a finite set of seeds Ωm for each MATA m. Generate π̂mpωq “ MmpG,Θm, ωq for
each ω P Ωm.

2. For each m, uniformly sample |Ωm| seeds from Ωm with replacement, yielding the sequence
pω1, . . . , ω|Ωm|q. Let π̂m be a profile that that is payoff-equivalent to a uniform mixture over
the multiset tπ̂mpω1q, . . . , π̂

mpω|Ωm|qu.
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3. Given Π̂ “ tπ̂1, . . . , π̂Mu, estimate the symmetric empirical meta-game MGpΠ̂ q as de-
scribed in §6.4.1.

4. Compute the statistics-of-interest X from MGpΠ̂ q

5. Repeat Steps 2 through 4. Estimated profile payoffs should be memoized for reuse across
iterations. Obtain an empirical distribution of X and report statistical properties of X .

One way to understand this evaluation procedure is to view each MATA as a mixed strategy,
selecting policies uniformly over the possible random seeds. The “ground-truth" meta-game rep-
resents an expectation over the results of this randomization. The empirical meta-game estimates
this from finite samples Ωm. By resampling from these seeds at hand, Step 2 constructs multiple
empirical games among MATAs, from which we construct sampling distributions over X using
bootstrapping.

There are a variety of choices for statistics X to gather. The only requirement is that X can be
computed from the information in a normal-form game model. For example, one possible metric
on MATA performance is uniform-score: average payoff against a uniform distribution over other
MATAs. Such scores have been employed in a variety of contexts, however putting equal weight on
the possible counterparts is questionable, as they are not equally relevant [Balduzzi et al., 2018b].

An alternative proposed by Jordan et al. [2007] is NE-regret: REGRETpπ, σ˚q, where σ˚ is
a symmetric mixed equilibrium of MGpΠ̂ q. The motivation for this measure is that it focuses
on behavior against rational opponents. Performance against obviously flawed opponents should
carry much less weight, as they are less likely to be encountered in practice, all else equal.1 For
games with multiple equilibria, however, NE-regret is sensitive to the choice of solutions σ˚. This
sensitivity is inherent to situations with multiple equilibria, but it can still be helpful to adopt a focal
equilibrium to reduce ambiguity in analysis. Balduzzi et al. [2018b] proposed Nash averaging,
which is essentially NE-regret with respect to the max-entropy equilibrium. The intuition for
preferring to evaluate with respect to higher-entropy solutions is that they reflect diversity, and
thus reward robustness to a wide range of rational opponents.

6.4.3 Max-Entropy Nash Equilibrium

Computing max-entropy NE is hard in general, but practically feasible to approximate for bi-matrix
games of modest size. We adapt the mixed-integer programming formulation of Sandholm et al.

1If however there is some basis to expect opponents who are flawed or boundedly rational in some particular way,
then by all means it would make sense to measure regret with respect to a solution concept capturing that basis.
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[2005]:
min
σ˚

ÿ

πPΠ̂

σ˚
pπq log σ˚

pπq

s.t. @π P Π̂ . uπ “
ÿ

π1PΠ̂

σ˚
pπ1

qupπ,π1
q,

u˚
ě uπ, u˚

´ uπ ď Ubπ, σ˚
pπq ď 1 ´ bπ,

σ˚
pπq ě 0,

ÿ

π

σ˚
pπq “ 1, bπ P t0, 1u,

(6.1)

with real variables σ˚pπq, uπ, binary variables bπ for each strategy π, and an equilibrium payoff
real variable u˚. U is the maximum difference across payoffs. The variables bπ indicate whether
strategy π is outside the equilibrium support. That is, bπ “ 1 iff σ˚pπq “ 0. Otherwise uπ “ u˚:
strategies in the support have the same payoff.

In practice, it might be expensive to directly optimize the objective, due to the nonlinearity of
the entropy function. We instead optimize a piecewise linear approximation of the objective. We
have the following result (details in App. 6.8.1).

Theorem 6.4.1. Given ϵ ą 0, an ϵ-maximum-entropy symmetric Nash can be solved by a mixed-

integer linear program based on (6.1) with an additional Op|Π̂ |2{ϵq linear constraints.

Although approximate or even exact max-entropy NE is not generally unique, it narrows the
possibilities considerably compared to unconstrained (approximate or exact) NE.

6.5 Search as a Meta-Strategy Operator

Many MATAs produce a policy network p that maps directly from an infostate to a distribution
over actions in a forward pass for every player. Recent work has found that leveraging computation
at run-time and adding search to p can improve performance in large EFG domains [Silver et al.,
2018, Brown et al., 2020, Schmid et al., 2023]. As a case study for our meta-game evaluation
framework, we apply it to investigate the effect of search as a general policy improver.

Toward that end, we propose a heuristic search method for large EFGs based on information-
set MCTS (IS-MCTS) [Cowling et al., 2012] and Gumbel AlphaZero [Danihelka et al., 2022].
Details of this procedure, Gumbel IS-MCTS, are specified in Alg. 12. Parameterized by a policy
net p and a value net v, the procedure conducts multiple passes over the game-tree guided by v

and p at an input infostate s, and outputs an action a for decision-making. We can apply this
procedure to a variety of underlying MATAs, as a meta-strategy operator: transforming M to M1

(with additional hyperparameters like simulation budget). The meta-strategy M1 in effect adds
run-time search to the output policy p of M. Notice that unlike AlphaZero—which uses the same
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Algorithm 12 Gumbel IS-MCTS
1: function Gumbel-Search(s, v,p)
2: @ps, aq. Rps, aq Ð 0, Cps, aq Ð 0
3: @a P Apsq. sample gpaq „ Gumbelp0q, Â Ð Apsq
4: repeat
5: Sample a world state: h „ Prph | s,pq

6: while do
7: if h is terminal then
8: r Ð payoffs of players Break
9: else if i fi τphq is chance then

10: a Ð sample according to chance
11: else if siphq not in search tree then
12: Add siphq to search tree
13: r Ð vpsiphqq. Break
14: else if siphq is root node s then
15: a, Â Ð one step of sequential halving (Alg. 14) based on GS ps, aq and remaining

actions in Â
16: else
17: Select a according to Eq.(6.3) in App. 6.8.2.2.
18: end if
19: h Ð ha
20: end while
21: for psi, aq in this trajectory do
22: Increment Rpsi, aq by ri, Cpsi, aq by 1.
23: end for
24: until num_sim simulations done
25: return Action a that remains in Â
26: end function

MCTS method for training and run-time, with meta-strategy operators we can explore a variety
of MATAs as training-time methods which produce v and p for search at test-time [Sokota et al.,
2023] (details in §6.6.2.4).

We next explain the key design of Gumbel IS-MCTS and how it differs from previous search
methods. We defer further technical details in App. 6.8.2. Just like MCTS, IS-MCTS incremen-
tally builds and traverses a search tree and aggregates statistics such as visit counts Cps, aq and
aggregated values Rps, aq for visited ps, aq pairs. During each simulation of the search (line 5), a
world state is sampled from a posterior belief Prph | s,pq, which is computed via Bayes’s rule,
assuming the opponent were acting according to the policy net p prior to s.

The key feature of Gumbel IS-MCTS is how it selects actions at the search nodes. At the
beginning of the search (line 3), a Gumbel random variable, gpaq, is sampled i.i.d. for each legal
action a of the root, for later use in action selection. At the root (line 15), the algorithm treats
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Figure 6.1: Example start of sequential bargaining game instance.

each legal action as an arm of a stochastic bandit, and uses a sequential-halving algorithm [Pepels
et al., 2014] (Alg. 14) to distribute the simulation budget. Sequential-halving algorithms usually
are designed for minimizing the simple regret [Bubeck et al., 2009], which is the regret at the last-
iteration action recommendation. By contrast, UCB-styled algorithms are usually designed for
minimizing the accumulated regret during an online learning process. For a game-playing search
algorithm, minimizing simple regret makes more sense in terms of producing a single optimal
action at a decision point.

We assign to each arm a a Gumbel score GS ps, aq “ gpaq ` logit pps, aq ` Gpq̂ps, aqq. The
second term is the logit of a produced by p, and the third term is a monotone transformation
of the action value q̂ps, aq, which is estimated by Rps, aq, Cps, aq, and v. The intuition is that
a high q̂ps, aq value indicates a direction for policy improvement. Indeed, the improved policy
Impppqps, aq fi SoftMaxplogit pps, aq ` Gpq̂ps, aqqq provably achieves higher expected values
Danihelka et al. [2022, App. B]. The forms of G and q̂ is detailed in App. 6.8.2.1.

Adding Gumbel noise gpaq implements the “Gumbel top-K-trick”: deterministically selecting
the top K actions according to GS ps, aq is equivalent to sampling K actions from Impppqps, aq

without replacement [Huijben et al., 2022]. The Gumbel score induces a low-variance non-
deterministic action selection of the root node during the sequential halving process, which en-
courages exploration while distributing the simulation budget toward actions likely to yield higher
expected values.

At a non-root node (line 17), an action is selected to minimize the discrepancy between Impppq

and the produced visited frequency (details in App. 6.8.2.2). At the end of the search, Gumbel
IS-MCTS outputs the action a that survives the sequential halving procedure.
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6.6 Evaluation Study

6.6.1 Domain: Alternating Negotiation

We test our MATAs and evaluation framework on the same class of negotiation games “Deal-or-
No-Deal” (DoND) [Lewis et al., 2017] we tested in Section 5.5.3. Here we consider a general
game parametrization: for the game instance BargpT, ε, γq, the game ends if either (1) a deal is
made, (2) a maximum number of rounds T is reached, or (3) chance decides to terminate the game,
which happens at every round with probability ε. If an agreement po1,o2q was reached at the tth

round, player i receives payoff γtwi ¨ oi. Otherwise both players receive zero payoff.
DoND is a family of challenging general-sum environments with imperfect information. Play-

ers have a common interest in reaching a deal (and quickly, for γ ă 1), and the different ways of
dividing the pool have different total value. In our studies, we sample configurations uniformly
from a database of 6796 published by Lewis et al. [2017]. This leads to prohibitive complexity:
a game with T “ 10 has Op1011q infosets for every player, which is intractable for enumeration
(detailed in App. 5.7.3.2), and grows exponentially with T .

6.6.2 Benchmark Algorithms

Our meta-game evaluation considers the following M “ 17 MATAs. These algorithms represent a
comprehensive set of state-of-the-art MARL algorithms, including methods using self-play based
training, population based training, and model-free and model-based approaches. Details are below
and in App. 6.8.4.

6.6.2.1 Independent/Multiagent PPO (IDPPO/MAPPO)

Both IDPPO and MAPPO train policy and value nets using self-play trajectories by minimizing the
trust-region clipped loss [Schulman et al., 2017] using the generalized advantage estimator (GAE)
[Mnih et al., 2016]. Value nets are trained by minimizing L2 loss from the targets produced by
GAEs. In IDPPO each player maintains its own policy and value nets whereas in MAPPO [Yu
et al., 2022] players share the same neural nets.

6.6.2.2 Regularized Nash Dynamics (R-NaD) and NFSP

Both R-NaD [Perolat et al., 2021] and Neural Fictitious Self-Play (NFSP) [Heinrich and Silver,
2016] are self-play model-free MARL algorithms originally designed for purely adversarial set-
tings. R-NaD has recently shown success in producing human-level agents in Stratego [Perolat
et al., 2022], where it iteratively trains policy nets by minimizing NeuRD loss [Hennes et al.,
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2020] and value nets using the V-Trace estimator [Espeholt et al., 2018] on a sequence of regu-
larized games. NFSP mimics the classic fictitious play algorithm [Heinrich and Silver, 2016] by
alternating between training a supervised learning net that summarizes historical plays and training
a DQN policy that serves as a best response.

6.6.2.3 Policy Space Response Oracles (PSRO) and FCP

PSRO [Lanctot et al., 2017] and Fictitious Co-Play (FCP) [Strouse et al., 2021] are two population-
based MARL algorithms. PSRO is an EGTA method that iteratively adds policies that are best
responses to the current solution. We use max-entropy Nash as the solution concept (solving an
asymmetric version of (6.1)), and PPO as the best-response method. We consider two ways of
extracting the final agents: (i) PSRO: using the final-iteration solution and (ii) PSRO-LAST: using
the final-iteration best-response policies. FCP has notably demonstrated success in collaborating
with humans from scratch [Strouse et al., 2021]. FCP builds a population by picking policies
of different skill levels on multiple self-play runs, and trains final best responses against such
populations. Our implementation of FCP uses IDPPO to generate self-play runs, picks the agents
based on social welfare, and uses PPO as the best-response method.

6.6.2.4 Gumbel Search and Vanilla AlphaZero-style Search

We include the following variants of Gumbel IS-MCTS: (i) G-Search: Using Gumbel IS-MCTS
for both training the networks (Alg. 15) at training time and conducting search at test time. (ii) G-
Search-PN: Using search at training time, but only policy net without search at test time. (iii) G-
Search-IDPPO: Using IDPPO to train the policy and value nets, based on which Gumbel IS-MCTS
executes test-time search. (iv) G-Search-MAPPO and (v) G-Search-R-NaD are similarly defined.
In addition, we implement an extension of the original AlphaZero-style MCTS to IS-MCTS. The
differences between this search method (Alg. 13 in App. 6.8.3) and Gumbel IS-MCTS are in the
mechanisms for exploration (e.g., Dirichlet noise) and action selection (e.g., PUCT) within the
search tree. We include (vi) VA-Search: Using this search for both training time and test time, and
(vii) VA-Search-PN: similarly defined as (ii).

6.6.2.5 Heuristic Strategies

We further include the following baseline bargaining strategies: (i) Uniform, which uniformly
samples among all legal actions at each decision point. (ii) Tough, which never agrees, and always
proposes uniformly among offers that maximize its own payoff. (iii) Soft, which always agrees, or
uniformly proposes among all offers if it is the first-mover.
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MATA Name NE-Regret-Score Uniform-Score NE-NBS MATA Name NE-Regret-Score Uniform-Score NE-NBS
G-Search-R-NaD 0.002˘0.020 6.158˘0.040 44.010˘0.794 MAPPO 0.721˘0.059 5.602˘0.035 32.832˘0.818

G-Search 0.010˘0.046 6.215˘0.015 44.345˘0.496 IDPPO 0.766˘0.133 5.645˘0.050 30.240˘2.051
R-NaD 0.045˘0.043 5.977˘0.027 42.008˘0.738 NFSP 0.806˘0.050 5.766˘0.014 36.534˘0.721

VA-Search 0.092˘0.023 6.074˘0.029 40.836˘0.551 VA-Search-PN 0.843˘0.071 5.570˘0.026 36.540˘0.717
G-Search-MAPPO 0.354˘0.047 6.038˘0.027 37.808˘0.962 FCP 1.116˘0.096 5.804˘0.013 38.665˘1.092

PSRO-LAST 0.414˘0.051 5.890˘0.026 39.187˘0.762 Tough 1.801˘0.093 4.017˘0.031 6.581˘0.137
PSRO 0.417˘0.055 5.904˘0.022 38.288˘0.873 Soft 3.189˘0.098 3.773˘0.013 27.023˘0.855

G-Search-IDPPO 0.480˘0.062 6.088˘0.031 36.385˘1.317 Uniform 4.274˘0.062 2.391˘0.004 11.980˘0.494
G-Search-PN 0.575˘0.048 5.811˘0.013 42.174˘0.493

Table 6.1: Results for Bargp10, 0, 1q, with 95% confidence intervals. MATAs are listed in increas-
ing order of NE-Regret.

MATA Name NE-Regret-Score Uniform-Score NE-NBS MATA Name NE-Regret-Score Uniform-Score NE-NBS
G-Search-R-NaD 0.000˘0.001 6.147˘0.013 43.681˘0.497 PSRO 0.488˘0.056 5.688˘0.052 39.851˘0.728

G-Search 0.005˘0.033 6.078˘0.019 43.198˘0.545 G-Search-MAPPO 0.729˘0.095 5.656˘0.056 32.983˘0.994
R-NaD 0.045˘0.010 6.121˘0.012 44.072˘0.417 IDPPO 0.749˘0.059 5.504˘0.042 36.350˘0.685

VA-Search 0.075˘0.023 6.058˘0.014 42.605˘0.610 PSRO-LAST 0.906˘0.213 5.391˘0.161 35.723˘2.119
G-Search-PN 0.294˘0.019 5.833˘0.016 42.285˘0.448 MAPPO 1.135˘0.144 5.306˘0.086 31.878˘1.378

FCP 0.360˘0.026 5.864˘0.013 43.321˘0.265 Soft 1.918˘0.018 4.352˘0.011 35.990˘0.267
VA-Search-PN 0.412˘0.033 5.668˘0.014 40.314˘0.325 Uniform 4.161˘0.031 2.370˘0.007 12.562˘0.211

NFSP 0.421˘0.011 5.786˘0.014 39.151˘0.481 Tough 4.542˘0.082 2.685˘0.025 2.270˘0.097
G-Search-IDPPO 0.450˘0.038 5.820˘0.019 36.997˘0.432

Table 6.2: Results for Bargp30, 0.125, 0.935q, with 95% confidence intervals. MATAs are listed
in increasing order of NE-Regret.

6.6.3 Experimental Setup

All methods are implemented within the programming model of OpenSpiel [Lanctot et al., 2019].
Each MATA that involves neural training uses models of approximately equal size (e.g., number
of layers, hidden nodes). The neural net inputs are likewise the same across all MATAs, and in-
clude complete history information (i.e., losslessly represent infosets) for the DoND game. For
procedures that involve self-play or RL training we employ roughly the same number of training
trajectories. For all search methods we use 200 simulations per call. We fine-tuned the learn-
ing rates based on NASHCONV performance. Most of the MATAs reliably produce approximate
equilibria. Details are in App. 6.8.5.

We set |Ωm| “ 10, m P t1, . . . ,Mu. To simplify the evaluation procedure, we pre-compute an
empirical payoff matrix covering every policy pair: pπ̂m1 pωq, π̂m

1

2 pω1qq, for m,m1 P t1, . . . ,Mu, ω
and ω1 among the seeds sampled for Mm and Mm1 , respectively. For each payoff entry we run
2 ˆ 104 simulations to compute the expected payoff. We then sample and analyze 106 M ˆ M

empirical meta-games from this matrix, per Steps 2–4 of §6.4.2, to obtain distributions over the
statistics of interest.
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6.6.4 Results

We test all 17 MATAs on two DoND instances: Barg(10, 0, 1) and Barg(30, 0.125, 0.935).
The two settings are qualitatively different. The latter includes discounting and per-round ending
probability, incentivizing the players to find and agree on a good deal in early rounds. Without
these factors, the first game reduces to an ultimatum-game-like environment. Meta-game statistics
are reported in Tables 6.1 and 6.2.

In addition to NE-Regret and uniform scores, we also report a statistic we term the NE-Nash-
Bargaining-Score (NE-NBS). The NE-NBS for MATA m in an empirical game is defined as the
utility-product between πm and an opponent strategy σ˚: upπm,σ˚q ¨ upσ˚,πmq. Here σ˚ is a
max-entropy Nash computed by (6.1). This statistic is intended to measure the effectiveness of an
agent in achieving high social welfare and fairness with a rational opponent.

From the tables we can see that while there is positive correlation between NE-Regret Scores
and Uniform Scores, NE-Regret Scores are better at identifying the most robust MATAs. The
rankings of the top four MATAs in NE-regret scores are the same for both environments, and
from the empirical distribution plots in App. 6.8.6 we can see G-Search-R-NaD and G-Search
consistently produce strategies that are selected in a max-entropy equilibrium support with high
probability. By contrast uniform-score comparisons can be distorted by non-salient success against
weak strategies. It is also interesting to note positive correlation between NE-Regret and NE-NBS.
This reflects the non-zero-sum nature of these environments.

The performance of search-based agents is especially noteworthy. Three of the top four MATAs
employ search at test time. All search methods are stronger than their policy net counterparts,
confirming that IS-MCTS is a policy-improver in imperfect information games. We hypothesize
that this is because a search-based algorithm is usually a better responder to its policy network
counterpart, while both behave strategically similarly against other methods. The relative strength
among search-based algorithms mirrors that of their policy-net counterparts. In both environments,
G-Search and VA-Search are among the top four. This suggests that using search at training time is
compatible with the same search at test time, and produces better policy and value nets compared
with other methods.

We notice some algorithms behave qualitatively differently in these two environments. We
found FCP consistently produces collaborative strategies with rather high agreement probability.
This may explain its better performance in the second environment, which encourages settling a
deal in early rounds. Likewise, Soft achieves higher individual scores and NE-NBS in the second
environment. By contrast, while Tough achieves better individual performance than Soft in the
ultimatum game, it is still worse than all learning methods, as shown by its terrible NE-NBS
values for both environments.

Another interesting view is provided by best-response graphs. In a best-response graph for
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a game instance, strategies are vertices, and there is a directed edge pm1 Ñ m2q iff m2 “

argmaxm1 upπm
1

,πm1q. We generate an aggregate graph for a MATA meta-game by recording
the frequency of such edges in the sampled empirical games. These are shown for the two game
settings in Fig. 6.2.

The empirical best-response graphs support several observations. First, many MATA vertices
such as IDPPO and MAPPO have self-edges with non-negligible frequencies. This is consistent
with previous observations that self-play MARL algorithms are likely to produce agents that overfit
to themselves [Hu et al., 2020]. However, self-edges do not necessarily suggest poor generalization
performances. For example, G-Search-NaD has a self-edge with a high probability in both environ-
ments, but still performs the best. Self-edges persist even after applying search as policy-improver
at test time. For example, there are self-edges for G-Search-IDPPO and G-Search-MAPPO. This
may suggest that there are certain strategic correlations between a search agent and its policy net
counterpart. Interestingly, we also observe certain self-edge probabilities for PSRO and PSRO-
LAST, which are normally regarded as population-based training methods. It could be that the
equilibria selected at each iteration introduce correlations between different players. By contrast,
NFSP and FCP are two MATAs without strong self-edges; both use a uniform distribution for
opponent modeling, which may reduce the correlation between player positions.

Edges across MATAs illuminate strategic interaction structure. Tough is unsurprisingly the best
response to Soft. G-Search-NaD is a strong attractor in both graphs, as G-Search is in the first.
Sometimes a search-based MATA is a best response to its policy-net counterpart, as illustrated
by R-NaD to G-Search-R-NaD, and VA-Search-PN to VA-Search. This could also explain why
MATAs such as G-Search-PN and VA-Search-PN do not have apparent self-edges.
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Figure 6.2: Empirical best-response graphs for Barg(10, 0, 1) and Barg(30, 0.125, 0.935).
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6.7 Conclusion

We propose a meta-game evaluation framework for MARL in general-sum environments. Our
approach is analogous to the evaluation process for single-agent RL, effectively aggregating the
strategic analysis procedures across possible worlds defined by different seed combinations. We
illustrated the method by constructing a meta-game model over a comprehensive set of multia-
gent training algorithms using deep RL on a class of negotiation games. The meta-game analysis
evaluated the algorithms in multiple ways, most prominently through max entropy NE-regret rank-
ing and the structure of best-response graphs. Bootstrap statistics provide a basis for assessing
uncertainty in evaluation results.

Experimental results support several interesting observations about Gumbel IS-MCTS as a
meta-strategy operator, especially regarding the value of search at both training time and test time,
and on patterns of strategic interactions among the algorithms.

A key feature of our evaluation framework is the flexibility to investigate a variety of statistics
of interest through a carefully structured process. Future work will focus on understanding the
robustness of alternative measures that can be employed for algorithm assessment through meta-
games, and developing effective tools for statistical analysis.
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6.8 Appendix

6.8.1 Max-Entropy Nash

6.8.1.1 Proof of Theorem 6.4.1

Proof. The idea is to transform (6.1) into the following mixed-integer linear program:

min
σ˚

ÿ

πPΠ̂

γπ

s.t. @π P Π̂ ,

@k P rKs, γπ ě lkpσ˚
pπqq

uπ “
ÿ

π1PΠ̂

σ˚
pπqupπ,π111

q

u˚
ě uπ

u˚
´ uπ ď Ubπ

σpπq ď 1 ´ bπ

σ˚
pπq ě 0

ÿ

π

σ˚
pπq “ 1

bπ P t0, 1u

(6.2)

Where lkpxq “ fp k
K

q `
fp k`1

K
q´fp k

K
q

1
K

px ´ fp k
K

qq is the k-th piecewise linear segment of the
function fpxq “ x log x, for a total of K segments. Denote the convex envelope of all these K
segments as lpxq. The additional constraints are γπ ě lkpσ˚pπqq. When we solve (6.2) exactly, one
of these K inequalities will be satisfied at equality.

Let fpx˚q be the minimum of f and lpx1q be the minimum of the piecewise approximation.
Then if |f ´ l|8 ă ϵ, we can see that fpx˚q ě lpx˚q ´ ϵ ě lpx1q ´ ϵ. Then x1 is an ϵ-optimal
solution of f .

Then to achieve an ϵ-optimal solution of (6.1) we need to choose some K, such that |f ´ l|8 ă

ϵ

|Π̂ | .
For the segment Ik “ r k

m
, k`1
m

s, by elementary calculus we can find gpkq “ maxxPIk |x log x ´

lkpxq| “ k`1
eK

p1 ` 1
k
qk ´

kpk`1q

K
logp1 ` 1

k
q. This happens when x “ k`1

eK

`

1 ` 1
k

˘k.
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We will now prove

g1
pkq “

e `

´

`

1 ` 1
k

˘k
p1 ` kq ´ ep1 ` 2kq

¯

log
`

1 ` 1
k

˘

eK
ă 0

To show this, by arranging the numerator, we need to show that

˜

k ` p1 ` kq

˜

1 ´
1

e

ˆ

1 `
1

k

˙k
¸¸

log

ˆ

1 `
1

k

˙

ą 1

First notice that

1 ´
1

e

ˆ

1 `
1

k

˙k

“ 1 ´ ek logp1` 1
k

q´1

“ 1 ´ e´ 1
2k

` 1
3k2

´ 1
4k3

` 1
5k4

`...

ě 1 ´ e´ 1
2k

` 1
3k2

ě p´
1

2k
`

1

3k2
q ´

1

2

ˆ

´
1

2k
`

1

3k2

˙2

“
1

2k
´

11

24k2
`

1

6k3
´

1

18k4

Then when k ě 7

p1 ` kq

˜

1 ´
1

e

ˆ

1 `
1

k

˙k
¸

ěp1 ` kq

ˆ

1

2k
´

11

24k2
`

1

6k3
´

1

18k4

˙

“
1

2
`

1

24k
´

7

24k2
`

1

9k3
´

1

18k4
ą

1

2

Therefore
˜

k ` p1 ` kq

˜

1 ´
1

e

ˆ

1 `
1

k

˙k
¸¸

log

ˆ

1 `
1

k

˙

ą

ˆ

k `
1

2

˙

log

ˆ

1 `
1

k

˙

Let hpkq “
`

k ` 1
2

˘

log
`

1 ` 1
k

˘

. Then h1pkq “ log
`

1 ` 1
k

˘

´ 1
2k

´ 1
2pk`1q

h2pkq “ ´ 1
kpk`1q

`

1
2k2

` 1
2pk`1q2

ą 0. Therefore h1pkq increases. And since limkÑ8 h
1pkq “ 0 we can deduce

h1pkq ă 0. Therefore hpkq is decreasing. And since limkÑ8 hpkq “ 1 we can see that hpkq ą 1.
Therefore the we have proved g1pkq ă 0 for k ě 7 is decreasing. It is easy to verify it also holds
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for k ă 7. So gpkq achieves maximum 1
eK

when k “ 0.
Then we have when K “

Y

|Π̂ |
eϵ

]

` 1, we can obtain an ϵ-optimal maximum entropy Nash by

solving (6.2) with additional K ¨ p|Π |q “ O
´

|Π̂ |2
ϵ

¯

linear constraints.

6.8.1.2 Setup

We use GUROBI [Gurobi Optimization, LLC, 2023] as the solver. In our experiments we always
solve for a 0.05-optimal max-entropy Nash.

6.8.2 Details of Gumbel IS-MCTS

6.8.2.1 Value Estimation

When Cps, aq ą 0, we simply let q̂ps, aq “
Rps,aq

Cps,aq
. When Cps, aq “ 0, following [Danihelka et al.,

2022], we let

q̂ps, aq “
1

1 `
ř

bCps, bq

¨

˝vps, aq `

ř

bCps, bq
ř

b:Cps,bqą0 pps, bq

ÿ

b:Cps,bqą0

Rps, bq

Cps, bq
pps, bq

˛

‚

as an estimator. And we use Gpq̂ps, aqq “ c2pc1 ` maxbCps, bqqq̂ps, aq, for some c1, c2 ą 0.

6.8.2.2 Action Selection at Non-Root Nodes

At a non-root node, an action is selected to minimize the discrepancy between Impppq and the
produced visited frequency:

argmin
a

ÿ

b

ˆ

Impppqpsi, bq ´
Cpsi, bq ` 1ta “ bu

1 `
ř

cCpsi, cq

˙2

(6.3)

6.8.3 Algorithms Pseudocode

6.8.3.1 Vanilla AlphaZero Search

Pseudocode presented as Alg. 13.

6.8.3.2 Sequential Halving

Pseudocode presented as Alg. 14.
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Algorithm 13 Vanilla AlphaZero-styled IS-MCTS
1: function VA-Search(s, v,p)
2: @ps, aq, Rps, aq “ 0, Cps, aq “ 0.
3: @a P Apsq, sample dpaq „ Dirichletpαq

4: for iter “ 1, . . . , num_sim do
5: Sample a world state: h „ Prph | s,pq

6: while do
7: if h is terminal then
8: r Ð payoffs of players. Break
9: else if i fi τphq is chance then

10: a Ð sample according to chance
11: else if siphq not in search tree then
12: Add siphq to search tree.
13: r Ð vpsiphqq. Break
14: else if siphq is root node s then

15: a Ð argmaxa
Rpsi,aq

Cpsi,aq
` cpuctpp1 ´ ϵqpps, aq ` ϵdpaqq

?
Cpsi,aq

1`
ř

b Cpsi,bq
.

16: else
17: a Ð argmaxa

Rpsi,aq

Cpsi,aq
` cpuctpps, aq

?
Cpsi,aq

1`
ř

b Cpsi,bq

18: end if
19: h Ð ha
20: end while
21: for psi, aq in this trajectory do
22: Rpsi, aq `“ ri, Cpsi, aq `“ 1
23: end for
24: end for
25: return Action a “ argmaxCps, aq, (During training) a policy target that is the normalized

visited count of s.
26: end function

6.8.3.3 Self-play based Training

Pseudocode presented as Alg. 15.

6.8.4 Hyperparameters

6.8.4.1 Input Representation

We use the infostate_tensor in OpenSpiel [Lanctot et al., 2019] as the representation of infostate.
In Bargaining games, this includes information (1) which player the current agent is playing (2)
pool configuration (3) the player’s own private valuation (4) the current round number.
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Algorithm 14 Sequential Halving

1: function Seq-Hal(Â, K)
2: Maintain a static variable epoch across different calls of this function, initialized as 0
3: if epoch ““ 0 then
4: Â Ð K actions with largest gpaq ` logit pps, aq

5: epoch `“ 1
6: end if
7: a Ð an action that has not been visited t sim_num

K

2epoch´1 log2K
u times at current epoch in Â

8: if All actions in Â have been visited t sim_num
K

2epoch´1 log2K
u times in current epoch then

9: Â Ð Top t K
2epoch

u actions in Â based on gpaq ` logit pps, aq ` Gpq̂ps, aqq

10: epoch Ð epoch ` 1
11: end if
12: return a, Â.
13: end function

6.8.4.2 PPO Algorithms

We use the same PPO hyperparameters for every place when it is used. See Table 6.3. For

Hyperparameter Name Values
Learning rate 2e ´ 4
Optimizer Adam
Batch size 16
Number of minibatch 4
Number of updates per epoch 10
Number of steps per PPO trajectory 64
Number of game trajectories in total 1e6
Entropy weight 0.01
Clipped parameter ϵ 0.2
GAE lambda 0.95
RL discount factor 1
Torso for policy nets [256, 256]
Torso for value nets [256, 256]

Table 6.3: Hyper-parameters for PPO.

single-agent PPO and IDPPO, the PPO algorithm trains policy nets by minimizing the clipped
loss Et

”

min
´

πθpat|stq

πoldpat|stq
Ât, clip

´

πθpat|stq

πoldpat|stq
, 1 ` ϵ, 1 ´ ϵ

¯

Ât

¯ı

, where At is estimated by general-
ized advantage estimation (GAE) [Schulman et al., 2016]. Value nets are updated by minimizing
L2 loss from the value targets produced by GAE. For MAPPO, the loss are simply the summation
of individual PPO losses of every player.
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Algorithm 15 Self-Play Training for Search Methods
1: function Self-Play-Train(G)
2: Initialize v,v1,p,p1

3: Dv “ tu, Dp “ tu

4: for iter “ 1, . . . , num_epoch do
5: h Ð Initial state h0 of G
6: while do
7: if h is terminal then
8: r Ð payoffs of players Break
9: else if i fi τphq is chance then

10: a Ð sample according to chance
11: else
12: a, π Ð SEARCHpsiphq,v1,p1q

13: Dp Ð Dp Y tpsiphq, πqu, π is the visiting frequency during search
14: end if
15: h Ð ha
16: end while
17: for si in this trajectory do
18: Dv Ð Dv Y tsi, riu
19: end for
20: v,p Ð UPDATEpDv, Dpq

21: Replace parameters of v1,p1 with the latest parameters of v,p periodically.
22: end for
23: return v,p
24: end function

6.8.4.3 R-NaD

We fine-tuned the learning rate to be 1e-3, the total number of game trajectories to be around 1e6.
Others are the same as the default hyperparameters in OpenSpiel [Lanctot et al., 2019].

6.8.4.4 NFSP

See Table 6.4.

6.8.4.5 PSRO

See Table 6.5.

6.8.4.6 FCP

See Table 6.6
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Hyperparameter Name Values
RL network Learning rate 0.01
DQN buffer size 217

SL network learning rate 0.01
Optimizer Adam
Batch size 256
Number of game trajectories in total 1e6
Torso for RL net [256, 256]
Torso for SL net [256, 256]

Table 6.4: Hyper-parameters for NFSP.

Hyperparameter Name Values
Number of PSRO iterations 32
best-response method PPO
Number of game trajectories to train each BR 1e6
Meta-strategy solver Max-entropy Nash

Table 6.5: Hyper-parameters for PSRO.

6.8.4.7 Gumbel Search

See Table 6.7.

6.8.4.8 VA Search

See Table 6.8.

6.8.5 NASHCONV Results

All NASHCONVs are estimated using PPO as a best response method. The results are reported
across three random seeds.

6.8.5.1 Bargp10, 0, 1q

See Figures 6.3.

6.8.5.2 Bargp30, 0.125, 0.935q

See Figures 6.4.
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Hyperparameter Name Values
Number of self-play runs 32
Number of checkpoint strategies considered per run 100
Strategies picked each run The first one, the last one, and the one that just achieves half of the social welfare of the last one
Self-play method IDPPO
best-response method PPO

Table 6.6: Hyper-parameters for FCP.

Hyperparameter Name Values
Learning rate 2e ´ 4
Optimizer SGD
Batch size 256
Max buffer size 217

c1 50
c2 0.1
sim_num 200
K 16
Network delayed period 1000
Number of game trajectories in total 1e6
Torso for PVN [256, 256]

Table 6.7: Hyper-parameters for Gumbel Search.

6.8.6 Empirical Distribution of REGRET

6.8.6.1 Bargp10, 0, 1q

See Figures 6.5.

6.8.6.2 Bargp30, 0.125, 0.935q

See Figures 6.6

139



Hyperparameter Name Values
Learning rate 1e ´ 3
Optimizer SGD
Batch size 256
Max buffer size 217

cpuct 20
sim_num 200
Dirichlet α 1

|A| ¨ 1

ϵ 0.25
Network delayed period 1000
Number of game trajectories in total 1e6
Torso for PVN [256, 256]

Table 6.8: Hyper-parameters for VA Search.
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Figure 6.3: NASHCONV of Bargp10, 0, 1q

140



0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

FCP

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

G-Search

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

IDPPO

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

MAPPO

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

NFSP

0 5 10 15 20 25 30
PSRO Iterations

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Na
sh

Co
nv

PSRO

0 5 10 15 20 25 30
PSRO Iterations

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Na
sh

Co
nv

PSRO-LAST

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

R-NaD

0.0 0.2 0.4 0.6 0.8 1.0
Number of Trajectories 1e6

0

2

4

6

8

10

Na
sh

Co
nv

VA-Search

Figure 6.4: NASHCONV of Bargp30, 0.125, 0.935q
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Figure 6.5: Empirical Distribution of NE-Regret of Bargp10, 0, 1q
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Figure 6.6: Empirical Distribution of NE-Regret of Bargp30, 0.125, 0.935q
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CHAPTER 7

Conclusions and Future Works

Understanding intelligence has been one of the most fundamental questions and has been progress-
ing along with the development of computation, psychology, statistics, and many other interdisci-
plinary domains. The emergence of human intelligence is already the most amazing phenomenon
that has taken place in the universe where we are currently situated: everyone is born as an infant
who can barely understand basic arithmetic, yet nowadays humans are able to manage nuclear
energy and explore outer space. The power of artificial intelligence is even more unimaginable:
leveraging computation and a huge corpus of empirical data, we may create artifacts that surpass
the capability of human brains. For example, the AlphaGo agent made moves that could beat clas-
sical human strategic patterns accumulated through thousands of years of history. On one hand,
the capability of human intelligence is largely bounded by biological limitations which are hard to
break through only millions of years of evolution. On the other hand, the limitations of computers
are far from known under the classical computational model, not to mention the development of
hardware keeps improving as well as several possible new computational models such as quantum
computers. During the time when I was writing this thesis, the world was revolutionized by the
development of large language models (LLM) –– those large deep neural nets (usually variants
of the transformer architecture [Vaswani et al., 2017]) trained by large amounts of text data on
webs using self-supervised learning. LLMs are able to condense and transfer the latent structure
of existing human knowledge to achieve a variety of tasks such as question-answering and code
generation in the format of dialogues. This marks an influential achievement towards the path
of artificial general intelligence –– a computation entity that can achieve a variety of tasks on or
beyond human level. We are in the most exciting age of AI in history.

These achievements could not happen without two factors: the transfer of knowledge and skills
across generations, and interactions, particularly collaboration, of individuals and organizations. In
other words, it is not only individual intelligence but perhaps the multi-agent social learning aspect
that really prosper our humans as a species. This thesis studies the applications of AI algorithms
on games and the implications of intelligence through multi-agent lens at the same time. For
multi-agent research, economists and social scientists have developed mathematical theories for
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markets and games for decades, while computer scientists and AI practitioners devised concrete
algorithms for these multi-agent systems. And since computational agents are bounded rational,
careful designs need to be made to confront the uncertainty and dynamic of the environments as
well as to reason strategically about other decision-makers, who are also probably computational.
Therefore artificial intelligence algorithms suit perfectly well for these cases, especially when the
problems are so complex that no analytical solutions can be derived.

In this thesis, I particularly studied three of the most fundamental multi-agent representations
ranging from the most elementary one to the most expressive one: normal-formal representation
which has a minimal structure, Bayesian games which incorporates beliefs over other-players’ un-
certainty, and extensive-form game which models temporal and information structure of a game.
And in the last part of this thesis, I use game theory to evaluate the interaction among AI algo-
rithms themselves. I employ a variety of artificial intelligence algorithms to reason these game
representations: supervised learning, unsupervised learning, graphical models, game-tree search,
deep reinforcement learning and so on. I obtain results and observations over a variety of many-
player, general-sum games, with applications on auctions, negotiations, and security domains.

7.1 Summary of Contributions

7.1.1 Solving Normal-Form Games

Normal-form is the most elementary representation of a game: it specifies the joint utilities for an
arbitrary joint strategy input as the only description of a game. Every game has a normal-form
representation, but it does not exploit the structure of the strategy space if one is known or can be
approximately inferred. In Chapter 3, I considered one direction of normal-form complexity ––
the player set. A direct tabular encoding of a N -player and M -strategy normal-form game needs
OpNMNq real values which is prohibitive to reason when N is large.

Regularity of structure can afford compact representation and efficient reasoning for many-
player games. Therefore, I employ machine learning techniques to recover these structures using
black-box simulation data for efficient equilibrium computation. The kinds of structure I con-
sidered are symmetry and sparsity, and I utilize unsupervised learning and unsupervised learning
methods as the main approaches to learning such structures. I found my methods recover ground-
truth structures quickly during the training processes, and provide quality equilibrium solutions
more efficiently. My methods scale to games with hundreds of players, without storing the whole
game tensor. We even found a class of games that can fit either category of structure as a game
parameter varies. This suggests a broader application of my framework – we can solve a many-
player game by first learning an approximate concise structure of it and then solving this learned
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approximated game.

7.1.2 Solving Bayesian Games

The second game representation I considered is Bayesian game representation, which models in-
complete information by a concept called types. Types usually refer to the hidden information
of opponents, either the parameters of their utility functions or their strategy choices. Using the
Harsanyi formulation [Harsanyi, 1967], I only consider the former concept of type. And the un-
certainty of types is usually encoded in a probability distribution.

I considered a standard version of Bayesian games in auction theory: types are i.i.d. for ev-
ery player, and the game is symmetric. By exploiting this particular structure, I transformed the
equilibrium computation into a bi-level optimization problem. I then employed an approach from
deep reinforcement learning to develop the concrete optimization process: viewing the strategy
as a function mapping types to actions, I can parameterize the strategy as a neural net, and use a
zero-order method called natural evolution strategy to optimize the neural net. This particular opti-
mization method is well-suited for Bayesian games since many of the standard games like auctions
involve discontinuity and lack access for first-order gradient.

I developed one algorithm for computing pure equilibria, and another for mixed equilibria based
on double-oracle where NES is used for best response step. My methods scale to high-dimensional
domains where there is no analytical solution. For some who do have, my method can even recover
these mathematical results. We also compare my methods with heuristic-based strategies, where
we find certain strategic dependencies among these strategies.

7.1.3 Solving Extensive-Form Games

My last development for solving games is on the extensive-form game representation. EFG is prob-
ably the most expressive of game forms –– it allows fine-grained encoding of temporal structure
and information perfectness.

In Chapter 5, I studied solving general-sum, imperfect EFG, and a natural idea is to exploit
the structure of the game tree. I particularly consider the adaptation of AlphaZero-styled MCTS
method for game solving and agent construction. However to handle large imperfect information
the vanilla MCTS needs to be modified –– I incorporate a deep generative model to represent the
root belief state, and use this belief distribution to guide the search procedure. For the outer training
loop, I use PSRO, a population-based training regime based on EGTA to train the neural nets. I
discovered a negotiation agent that can achieve human-level performance in a class of negotiation
games, where I found one of my agents could achieve comparable social welfare with humans
when humans are trading with themselves.
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7.1.4 Evaluating Interactive AI Algorithms

In the final piece of this thesis, I consider the problem of evaluation, instead of game-solving, of
different interactive AI algorithms. The motivation of this work is largely due to the applicability of
solution concepts in multi-agent environments in general: Nash equilibria are not interchangeable
in general-sum environments. So if the opponent at test-time is trained by a different AI algorithm,
or even by the same algorithm but with a different random seed, then there is nothing to guarantee
by merely minimizing the distance to the set of Nash equilibria.

We define the concept of meta-game as a means to evaluate interactive AI algorithms. A meta-
game is a symmetric normal-form game where the strategies are the AI algorithms, and the payoffs
are defined as the expected values marginalized across random seeds. My meta-game concept is
constructed to capture both the self-play and cross-play information among different AI algorithms.
By resampling different combinations of random seeds, my meta-game evaluation framework uses
multiple approximated meta-game samples to construct confidence intervals of certain statistics.
We discover a variety of properties among different multi-agent RL algorithms.

7.2 Future Works

The applications of modern AI methods in computational game theory are far broader than game-
solving algorithms. In this section, I highlight a few future directions that naturally extend the
development of this thesis.

7.2.1 Advanced Machine Learning Methods and Game Structures for Game
Solving

The idea of structure learning generalizes beyond the sparsity and symmetry I considered in Chap-
ter 3. There are more interesting structures that are worth studying. For example, the action-graph
game representation I mentioned in Section 2.1.7.3 considers locality and symmetry of the strategy
space [Jiang et al., 2011]. A possible combination of the sparsity and symmetry structure learning
can be devised for learning action-graph games. Another idea is to automatically cluster similar
strategies based on their payoff performances [Bard et al., 2015] and solve a fewer-strategy game
thereafter.

The current state-of-the-art machine learning methods for solving many-player games use
stochastic gradient descent (SGD) methods by designing a proper loss function for equilibrium
computation [Gemp et al., 2021, 2023]. It may be possible to interleave this SGD method with
structure learning or incorporate structural inductive biases into the loss functions.
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Furthermore, the idea of structure learning extends beyond non-cooperative games. A recent
work by Xu et al. [2023] studies how to learn coalition structures for cooperative games and apply
game-solving methods thereafter. It may be possible to adopt a similar EGTA setting for coopera-
tive game theory for scenarios like voting and coalition formation.

7.2.2 Learning Analytical Solutions in Bayesian Games

My pure equilibrium computation method for Bayesian games in Chapter 4 can recover analytical
solutions in simple auction games. However for more complex analytical games such as all-pay
auctions, the classical solution seems to be more difficult to be recovered. This also leaves an open
question –– investigating the effects of neural parameterization in these delicate games with prob-
ably a more sophisticated optimization procedure. During the completion of this thesis, I noticed
recent works [Thoma et al., 2023, Pieroth et al., 2023] developed learning algorithms that can re-
cover analytical equilibria even in sequential auctions, where the work by Pieroth et al. [2023] used
a similar algorithm based on evolution strategies. This further shows that employing learning meth-
ods in incomplete information games is promising. Furthermore, one may ask can these learning
methods be applied beyond independent type settings and recover some classical economic anoma-
lies like the winner’s curse [Thaler, 1988] or the declining price anomaly [McAfee and Vincent,
1993] in some format? Can these learning methods further guide the analytical understanding of
complex auction games?

7.2.3 Advanced Search Methods and Solution Concepts for Extensive-Form
Games

My methods developed in Chapter 5 combine tree-search with normal-form level analysis. How-
ever, the IS-MCTS is mainly used for single-agent best response search, and the equilibrium anal-
ysis on the normal-form level abstracts the EFG structure away. A follow-up question is whether
we can exploit more of the EFG representations. For example, is it possible to utilize search on
a multi-agent level for general-sum imperfect information games such as the ones proposed by
Lerer et al. [2020], Sokota et al. [2021] and more recently in Kubicek et al. [2023]? Can we
improve the game-theoretic analysis by using more refined notions of Nash, such as sequential
equilibrium [Kreps and Wilson, 1982b], trembling-hand perfect equilibrium [Farina et al., 2018],
self-confirming equilibrium [Fudenberg and Levine, 1993], or extensive-form correlated equilib-
rium [Von Stengel and Forges, 2008]?
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7.2.4 Re-Evaluating Meta-Game Evaluation

My meta-game evaluation framework was developed in part to address the impracticability of
pursuing equilibrium as a solution concept in general-sum games. Yet, I am still performing game-
theoretic analysis on the meta-game instances based on which I conclude the performances of
different algorithms. This brings a profound question in general: while it is clear that interactive
AI algorithms have a multi-agent perspective of interpretations, is non-cooperative game theory the
ultimate tool we can resort to? Or, can we utilize other frameworks, e.g., social choice theory, to
provide a more theoretically sound evaluation protocol? Another concurrent work [Lanctot et al.,
2023] may provide useful insights for this question. For example, instead of bootstrapping normal-
form empirical games, a notion of empirical voting matrices can be developed for evaluation.

Another direction is to consider a variety of environments for meta-game evaluation. In my
current work, I only use a single environment to evaluate the performance of an algorithm as a
means to produce effective strategies. But such performance should be assessed across a variety
of games if the meta-strategy is designed to be general-purpose. Many of the current deep MARL
algorithms are indeed agnostic to the environments. Then a follow-up question is how do we select
the priorities over different environments? This is related to the agent-vs-task setting by [Balduzzi
et al., 2018b], and what I am thinking of is a “agent-vs-agent-vs-task” setting.

Furthermore, it is even reasonable to consider meta reinforcement learning in this context ——
developing algorithms that perform well across a variety of environments. A typical setup for
meta-RL is to search for the best hyperparameters (e.g., initial hyperparameters) for a class of RL
algorithm (say PPO) given a distribution of tasks. My meta-game construction open a new revenue
for studying meta multi-agent reinforcement learning methods.

7.2.5 Scaling Dynamic Empirical Mechanism Design via Stackelberg Deep
Multi-Agent Reinforcement Learning

In Section 2.4, I mentioned mechanism design as another application of computational game the-
ory. The idea is that a designer may publish the rule of a mechanism, and then the players play and
reach some equilibrium under this rule. The designer’s goal is to select the rule that maximizes its
own payoff considering the players’ responses.

Standard mechanism design problems in auction theory usually consider one-shot auctions,
where the players bid once and receive outcomes accordingly. However in real-world auction
systems, such as advertising auctions, players are involved in auctions repeatedly, and now players’
strategies become policies that map historical outcomes to bids at the current stage. This is called
dynamical mechanism design [Bergemann and Välimäki, 2019].

As a concrete example, consider a seller that is selling an item multiple times for H rounds
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Algorithm 16 Stackelberg Double Oracle
1: function Stackelberg-DO()
2: Initialize Ŝ “ tπ0

l u, T̂ “ tπ0
fu

3: for i “ 1, . . . do
4: Compute πil “ argminπl uf pπl, BR

ipπlqq

5: Ŝ Ð Ŝ Y tπilu
6: Simulate the empirical game matrix Ĝi defined on Ŝ and T̂
7: Solve for an empirical SSE δil , δ

i
f on Ĝi by using the multiple LP [Conitzer and Sandholm,

2006]
8: πif Ð argmaxπf uf pδil , πf q

9: T̂ Ð T̂ Y tπifu

10: end for
11: end function

to a single buyer. At each round t, the buyer draws its valuation vt „ F . The seller decided a
price pt, as a function of the outcome of previous rounds. Then the buyer decides whether or not
to buy this item as a function of pt and the outcome of previous rounds. The buyer could also
potentially communicate with the seller before deciding to buy or not, e.g., reporting its valuation,
or just selecting one of many symbolic tokens for communication. In this dynamic game, the goal
of the seller is to learn the valuation distribution F as well as to become aware of the buyer’s
potential capability to misreport its valuation or manipulate the seller’s future pricing strategy by
deliberately not buying in early rounds.

In contrast to standard mechanism design theory, the above complex scenario may not have a
tractable analytical solution. I aim to solve this class problem computationally, or even approx-
imately using modern AI methods. This is related to automated mechanism design [Sandholm,
2003] or empirical mechanism design [Vorobeychik et al., 2006]. Since now I am considering a
policy strategy space, I may also term it dynamic empirical mechanism design.

Another way to think this problem is to view mechanism design as a Stackelberg game: the
mechanism designer first commits to a policy, and then the followers decide their policies as a
function of the mechanism. Vorobeychik and Singh [2012], Letchford et al. [2012] provided results
for tabular cases. For high-dimensional cases, I may need to resort to deep reinforcement learning
methods. One possible approach is to modify the update the rule of a joint-action Q-learner or
multi-agent policy gradient update such that it incorporates a bi-level structure in the optimization
[Sengupta and Kambhampati, 2020, Zhang et al., 2020]. Another approach I think of is to adopt a
double-oracle-like approach. While there are already several works used DO in Stackelberg game
settings [Karwowski and Mańdziuk, 2020, Černỳ et al., 2018, Durkota et al., 2015], they all require
some kind of structure of strategy space (e.g., tree policy). I consider a Stackelberg double oracle
plainly from the normal-form level in Algorithm 16.
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Here Ŝ, T̂ are the constrained strategy space for the leader and the follower. ul, uf are their
utility functions. A crucial definition is BRipπlq “ argmaxπfPT̂ uf pπl, πf q, where assume the
follower is choosing best responses in the current constrained set. The idea of this algorithm is that
the leader is trying to induce a novel follower strategy by deliberatively minimizing its payoff. This
is trying to prevent the algorithm from being stuck at a local Stackelberg leader strategy where the
follower already has exact best response in the constrained set, while the global Stackelberg leader
strategy is still not recovered.
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