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ABSTRACT

This dissertation presents the measurements and searches of four-top-quark (tt̄tt̄) pro-

duction with same-sign dilepton and multilepton final states in proton-proton collision

data collected using the ATLAS detector at the LHC. Four-top-quark production, a rare

process in the Standard Model (SM) with a cross section around 12 fb at a center-of-mass

energy of 13 TeV, is one of the heaviest final states produced at the LHC, and it is naturally

sensitive to beyond SM (BSM) physics. An early analysis by the ATLAS experiment (re-

ferred to as the tt̄tt̄ evidence analysis) resulted in an evidence for SM tt̄tt̄ production with

a significance of 4.3 standard deviations with respect to the background-only hypothesis,

but the measured tt̄tt̄ cross section is twice the SM prediction. This dissertation focuses

on three major topics on the tt̄tt̄ production: the observation of the SM tt̄tt̄ production, a

search of BSM tt̄tt̄ production (tt̄H/A→ tt̄tt̄) predicted in the type-II Two-Higgs-Doublet

Model (2HDM), and a reinterpretation analysis of BSM tt̄tt̄ search in a 2HDM+a combi-

nation analysis.

The first is the observation of four-top-quark production with same-sign dilepton and

multilepton final states in an integrated luminosity of 140 fb−1 of proton-proton collision

data at a center-of-mass energy of 13 TeV collected using the ATLAS detector. The analy-

sis is based on the tt̄tt̄ evidence analysis with additional optimizations on object selection,

background estimation, and a novel multivariate technique. Looser lepton identification

requirements and lower jet pT criteria are employed to maximize the tt̄tt̄ signal accep-

tance. A new tt̄W data-driven background estimation is utilized to improve the modeling

of tt̄W jet multiplicity distribution. A novel graph neural network is used to separate

the signal from the background. A simultaneous fit to both signal and control regions is

xxxii



performed to extract the signal strength and constrain various background contributions.

The tt̄tt̄ cross section is measured to be 22.5+6.6
−5.5 fb, consistent with the SM prediction

of 12.0 ± 2.4 fb within 1.8 standard deviations. The corresponding observed (expected)

significance of tt̄tt̄ production is found to be 6.1 (4.3) standard deviations with respect

to the background-only hypothesis. Additional interpretations are explored, including

limits on three-top-quark production, constraints on the Higgs-top Yukawa coupling, and

effective field theory operator coefficients affecting tt̄tt̄ production.

The second is the search for a new heavy scalar or pseudo-scalar Higgs boson (H/A)

predicted by the type-II 2HDM. The heavy Higgs boson is produced in association with

a pair of top quarks (tt̄H/A), with the Higgs boson decaying into a pair of top quarks

(H/A → tt̄), leading to tt̄tt̄ production (tt̄H/A → tt̄tt̄). This analysis (referred to as the

BSM tt̄tt̄ analysis) targets same-sign dilepton and multilepton final states with data corre-

sponding to an integrated luminosity of 139 fb−1. The analysis is based on the tt̄tt̄ evidence

analysis with improved jet and b-jet algorithms. Two classifiers using Boosted Decision

Trees are utilized to discriminate the signal and backgrounds. No significant excess of

events is observed over the SM prediction. The observed (expected) upper limit at 95%

confidence level on the tt̄H/A cross section times the branching ratio of H/A→ tt̄ ranges

between 14 (10) fb and 6 (5) fb for a heavy Higgs boson mass of 400 GeV and 1000 GeV.

Constraints on tan β are derived under different scenarios. Assuming only one particle,

either H or A, contributes to tt̄tt̄ production, tan β values below 1.2 or 0.5 are excluded

for a heavy Higgs mass of 400 GeV or 1000 GeV. Assuming both H and A particles

contribute to tt̄tt̄ production, tan β values below 1.6 or 0.6 are excluded for a heavy Higgs

mass of 400 GeV or 1000 GeV.

The third is the combination of BSM searches to constrain the parameters of type-II

2HDM with an additional pseudo-scalar (a) mediating the interaction between ordinary

matter and dark matter. The tt̄tt̄ process can be produced either from an s-channel dia-

gram through a heavy Higgs boson (H/A/a) decaying to a pair of top quarks or a t-channel

xxxiii



diagram coupling with a heavy Higgs boson. This analysis follows the same strategy as

the BSM tt̄tt̄ analysis to reinterpret with tt̄tt̄ production predicted in 2HDM+a, but

uses different final discriminating distributions in the signal region. Constraints on the

parameters of 2HDM+a are derived in several benchmark scenarios.
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CHAPTER I

Introduction

What is our universe made of? This profound question was first posed a long time

ago by the ancient Greek philosophers. Prior to the late 19th century, substantial de-

velopments in classical mechanics, electromagnetism, and thermodynamics initiated a

transformative period in the understanding of the physical world. The dawn of the 20th

century opened a new chapter in particle physics with groundbreaking discoveries and

theoretical advancements. These included the discoveries of the radioactivity beta decay,

electron, and proton, and the establishment of the atomic model. Subsequently, Quan-

tum Mechanics and the Theory of Relativity were developed to describe the physics of

microscopic and macroscopic worlds, respectively. Paul Dirac’s pioneering work unified

Quantum Mechanics with Special Relativity, leading to the prediction of antiparticles.

In the 1940s, Quantum Electrodynamics (QED) [1–6] was formulated as the first quan-

tum relativistic perturbation theory of electromagnetism. Contrary to expectations, the

beta decay was anticipated to yield a discrete energy solution for the electrons. However,

the observed energy spectrum of the electrons was surprisingly found to be continuous

[7], which violated the conservation law. This paradox prompted the hypothesis of the

neutrino to elucidate the mechanism of beta decay [8; 9]. Simultaneously, advancements

in gauge theory using non-abelian groups [10; 11] laid the groundwork towards under-

standing the weak interaction. These collective works unify the electromagnetic and weak
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forces, forming the electroweak (EW) theory [12–14]. Subsequently, the Higgs mechanism

[15–17] was developed to explain the origin of the mass of elementary particles. In the

1960s, the discovery of numerous particles at high-energy accelerators led to what was

known as the ’particle zoo’, a chaotic period in particle physics. This complexity was

later explained by Quantum Chromodynamics (QCD), which predicts how the strong

force binds gluons and quarks together, resulting in various particle states. In the 1970s,

these advancements of EW and QCD led to the establishment of a comprehensive theory

of particle physics known as the Standard Model (SM). Many SM particles were verified

experimentally since its establishment, but some particles were not yet observed. In the

1980s, W± and Z bosons, predicted in the SM EW theory, were observed by the UA1

and UA2 experiments using the Super Proton–Antiproton Synchrotron at the European

Organization for Nuclear Research (CERN) [18–20]. In 1995, the top quark, the heavi-

est quark predicted in the SM, was discovered by the CDF and D∅ experiments at the

Tevatron proton-anitproton (pp̄) collider at Fermilab [21; 22]. Finally, the Higgs boson,

the last important piece of the SM, was discovered in 2012 by the A Toroidal LHC Ap-

paratus (ATLAS) and Compact Muon Solenoid (CMS) experiments at the Large Hadron

Collider (LHC) [23; 24]. The SM is the most successful theoretical framework for describ-

ing the fundamental constituents and the forces of the universe. Despite its remarkable

achievements, the SM is not without its unresolved problems. These include the accom-

modation of neutrino masses [25–27], the hierarchy problem [28; 29], the integration of

gravity, matter-antimatter asymmetry, and other significant quandaries. New physics is

needed to solve these problems.

The same-sign dilepton and multilepton (SSML) final states provide a great portal

to examine the SM and explore new physics at the LHC. Both SM and beyond the

Standard Model (BSM) processes can produce the SSML final states with different b-jet

multiplicities. The SM predicts several rare but important processes that can produce the

SSML final states, including the four-top-quark (tt̄tt̄) production, three-top-quark (tt̄t)
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production, tt̄ associated production with bosons (tt̄X), di-boson and multi-boson (V V

and V V V ), Higgs pair production with tt̄ and vector bosons (tt̄HH and V HH), and

multiple Higgs production (HHH and HHHH). Additionally, BSM scenarios can con-

tribute to SSML final states with production such as the seesaw mechanism [30–34],

supersymmetry (SUSY) [35–40], vector-like quarks [41–50], and interactions involving

dark matter (DM). Any observed deviation from SM predictions could indicate new

physics, which makes the accurate measurement of these rare SM processes crucial. Sub-

sequent investigations can determine whether these deviations align with a specific BSM

model.

The SSML final states are produced with low cross sections due to the small branching

fraction of the leptonic decays. However, this characteristic results in a higher signal-to-

background ratio than in hadronic channels. In the latter, hadronic final states from the

same SM processes are associated with significantly higher cross sections, leading to sub-

stantial background rates. Due to the low rates of SSML events, dedicated measurements

in the SSML final states became more feasible and precise after the Run 2 operation of

LHC (detailed in Section 3.1) due to increased statistics. Measurements of SM processes

decaying into SSML have shown small deviations from SM predictions, such as tt̄W [51]

and tt̄tt̄ [52] production, on the order of 2 standard deviations (σ). Furthermore, the

kinematics of these processes have not been extensively studied.

In 2020, evidence for the SM tt̄tt̄ production was achieved with the measured cross

section twice of the SM prediction [52]. Further investigations are essential to understand

the discrepancies. This analysis also identified limitations in the tt̄W modeling. A region

with charge asymmetry, enriched by tt̄W , had shown an unexpectedly higher number of

data events, with positive total electric charges of the leptons, than the SM prediction.

Similar discrepancies on tt̄W production were found in tt̄H and tt̄W measurements [51].

This discrepancy on the tt̄W production results in large ad-hoc tt̄W systematic uncer-

tainties assigned to tt̄W backgrounds at high jet multiplicities, which limit the sensitivity
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of the analysis.

This dissertation describes three analyses focusing on the tt̄tt̄ production. These in-

clude the first observation of SM tt̄tt̄ production (referred to as the SM tt̄tt̄ analysis), a

search of BSM tt̄tt̄ production predicted by the type-II Two-Higgs-Doublet Model (2HDM)

(referred to as the BSM tt̄tt̄ analysis), and a combination of BSM searches within the

type-II 2HDM with a pseudo-scalar mediator a (2HDM+a) (referred to as the 2HDM+a

combination analysis). The dissertation is organized as follows. Chapter II introduces the

SM and BSM theories. The LHC and the phenomenology of LHC physics are discussed in

Chapter III. Chapter IV outlines an overview of the ATLAS detector. Chapter V discusses

an overview of particle identification and reconstruction in the ATLAS detector. Chap-

ter VI introduces the common strategies for the SSML analyses. Chapter VII presents

the first observation of the SM tt̄tt̄ production in the SSML final states. Chapter VII

presents the search of BSM tt̄tt̄ production in the SSML final states. Chapter IX presents

the 2HDM+a combination analysis reinterpreted from BSM tt̄tt̄ analysis. Finally, the

summary and outlook are discussed in Chapter X.
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CHAPTER II

Standard Model and Beyond

2.1 Standard Model

The SM describes the fundamental elementary particles and their interactions that

build the universe. The elementary particles of SM are categorized into fermions and

bosons: fermions are particles with half-integer spin following Fermi-Dirac statistics, while

bosons are particles with integral spin obeying Bose–Einstein statistics. In the SM, quarks

and leptons are fermions and serve as the building blocks of the matter, while bosons are

force carriers and serve as the mediator for the interactions. A schematic summary of SM

is shown in Figure 2.1.

Quarks, with a spin of 1/2, contain six flavors: up (u), down (d), charm (c), strange

(s), bottom (b), and top (t). They are further grouped into three generations of doublets,

with each doublet formed with an up (electric charge of +2/3) and down (electric charge

of −1/3) type of quark. Each quark carries a color charge, which can be one of three

colors: red (R), green (G) and blue (B). Due to the color confinement, quarks are never

found in isolation. Instead, the bound state of quarks, known as hadron, is observed. A

hadron can only be a neutral color charge, with a total color charge of white. The white

color can be formed with a set of (R,G,B) or a pair of colors and anticolors, for example,

(R, R̄). Quarks are the only elementary particles that interact with all forces in SM.
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Leptons, similar to quarks with a spin of 1/2, contain six flavors and three generations

of doublets: electron (e), electron neutrino (νe), muon (µ), muon neutrino (νµ), tau (τ)

and tau neutrino (ντ ). Each charged lepton (e, µ, and τ) carries an electric charge of

−1, while its antiparticle carries an electric charge of +1. Neutrinos (νe, νµ and ντ )

are charge neutral. The charged leptons undergo electromagnetic and weak interactions,

while neutrinos only experience weak interactions.

Bosons act as mediators for all types of interactions. There are two types of bosons

in the SM: the scalar boson with spin 0 and the vector gauge boson with spin 1. In the

SM, the only scalar boson is the Higgs boson, while the vector gauge bosons are gluons

(g), photon (γ), W± and Z bosons. The gluons serve as mediators for the strong force,

with each gluon carrying a color charge from one of eight color states. In total, there are

eight gluons of different color states. The photon is the mediator for the electromagnetic

interactions, with each photon carrying an electric charge of 0. Both gluons and photons

are massless. The W± and Z bosons are massive mediators for the weak force with a W±

boson carrying an electric charge of ±1 and a Z boson carrying an electric charge of 0.

Finally, the Higgs boson provides the rest mass of the elementary particles through the

Higgs mechanism. The Higgs boson is massive and has no electric or color charge.

2.1.1 Formalism of Standard Model

The SM is described by a Lagrangian (L) in the formalism of Quantum Field Theory

(QFT) under global Poincaré symmetry [54] and local symmetry of SU(3)C × SU(2)L ×

U(1)Y group. By Noether’s theorem [55], each symmetry provides invariant quantities due

to the invariance of a Lagrangian under transformations. The global Poincaré symmetry

indicates that the Lagrangian of SM is invariant under the space-time transformations:

translation, rotation, and Lorentz boost. These symmetries imply energy, momentum, and

angular momentum conservation laws. The local symmetry of SU(3)C ×SU(2)L×U(1)Y

implies the three fundamental interactions of the strong, weak, and electromagnetic forces.
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Figure 2.1: The building blocks of the SM [53].

The SM Lagrangian can be separated into QCD and EW terms,

LSM = LQCD + Lgauge + Lfermion + LHiggs + LYukawa︸ ︷︷ ︸
LEW

. (2.1)

QCD theory is described in Section 2.1.1.1, and EW theory is presented in Section 2.1.1.2

and Section 2.1.1.3.

2.1.1.1 Quantum Chromodynamics

QCD describes the strong interactions, which is based on the Yang-Mills theory [10; 11]

with the SU(3)C gauge group. The symbol C represents the color charge, conserved with

the SU(3)C symmetry. The quark is represented by a 3-dimensional field of SU(3)C under

the basis of color charges of R, G, and B. The fields of quark (ψ) are under the SU(3)C

transformation as,
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ψ → eig1θ(x)Taψ, (2.2)

where Ta = λa/2 are the generators of SU(3)C with λa being the Gell-Mann matrices and

index a is a discrete integer in a range of 1 to 8. The g1 represents the QCD coupling

constant, and θ(x) is an arbitrary function of space-time. The free Dirac Lagrangian,

L = ψ̄(iγµ∂µ −m)ψ, (2.3)

is invariant under global SU(3) transformation. However, it is no longer invariant un-

der the local SU(3)C group. To construct an invariant Lagrangian under local SU(3)C

transformations, a covariant derivative (Dµ) on the field is introduced,

Dµψ = (∂µ − ig1G
a
µT

a)ψ, (2.4)

where Ga
µ is the vector field of gluons. In addition, the kinematic term for the gauge fields

is introduced as,

Lgauge = −1

4
Ga

µνG
a µν , (2.5)

where the Ga
µν is the color field tensor written as,

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − g1f

abcGb
µG

c
ν , (2.6)

where fabc is the structure constant of SU(3)C group. The QCD Lagrangian can be

written as,

LQCD = −1

4
Ga

µνG
a µν︸ ︷︷ ︸

Gluon self-coupling

+
∑

f=quarks

ψ̄f (iγ
µ∂µ −m)ψf︸ ︷︷ ︸

Kinematic term

+ ψ̄α
f g1γ

µ(T a)αβG
a
µψ

β
f︸ ︷︷ ︸

Quark-gluon interaction

, (2.7)
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where α and β are the color indices (α = 1, 2, 3 and β = 1, 2, 3). This Lagrangian describes

the interactions between quarks and gluons and the gluon self-interaction.

2.1.1.2 Electroweak Theory

The weak and electromagnetic interactions are unified as an EW theory, which is based

on the SU(2)L × U(1)Y gauge group. The symbol L represents the left-handed chirality

of weak interactions. This implies that the weak force only interacts with left-handed

fermions, which was experimentally confirmed by Wu experiment [56]. The corresponding

quantum number is the weak isospin (I). On the other hand, the symbol Y stands for

the weak hypercharge, which is another quantum number associated with the EW theory.

The electric charge (Q) is related to the SU(2)L and U(1)Y symmetry through Gell-Mann-

Nishijima relation [57],

Q = I3 +
1

2
Y, (2.8)

where I3 is the third component of weak isospin. This relation ensures the electric charge

conservation under SU(2)L × U(1)Y symmetry. The fermion fields are divided into left-

handed doublets and right-handed singlets under the SU(2)L group. The left-handed

doublets with isospin I = 1/2 are written as,

νe
eL

 ,

νµ
µL

 ,

ντ
τL


 u

dL

 ,

 c

sL

 ,

 t

bL

 , (2.9)

where the neutrinos are left-handed only in the SM. The I3 of the up (down) type in the

doublet is +1/2 (-1/2). The right-handed singlets with isospin I = 0 are written as,

eR, µR, τR, uR, dR, cR, sR, tR, bR, (2.10)
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where the I3 is 0 for right-handed fermions. These properties of the fermions are summa-

rized in Table 2.1.

Fermion family Left-chiral fermions Right-chiral fermions
Particles Q I3 Y Particles Q I3 Y

Leptons νe, νµ, ντ 0 +1
2

−1 νR (not exist in SM)
e−, µ−, τ− −1 −1

2
−1 e−R, µ

−
R, τ

−
R −1 0 −2

Quarks u, c, t +2
3

+1
2

+1 uR, cR, tR +2
3

0 +4
3

d, s, b −1
3

−1
2

−1 dR, sR, bR −1
3

0 −2
3

Table 2.1: The properties of fermions in terms of the electric charge Q, the third com-
ponent of weak isospin I3, and hypercharge Y . The quantities follow the Gell-Mann-
Nishijima relation.

The fermion fields are transformed under U(1)Y as,

L =

νe
eL

→ eiY θ(x)/2

νe
eL

 , R = eR → eiY θ(x)/2eR. (2.11)

The invariance under the local U(1)Y transformation is achieved by introducing a covari-

ant derivative with a vector boson gauge field (Bµ). The transformation of Bµ under

U(1)Y group is defined as,

Bµ → Bµ +
1

g2
∂µθ(x), (2.12)

where g2 is the coupling constant between Bµ and the fermions. The covariant derivative

for U(1)Y is introduced as,

Dµψ = (∂µ − ig2
Y

2
Bµ)ψ (2.13)

On the other side, the fermion fields are transformed under SU(2)L as,

L =

νe
eL

→ ei
~I3 ~θ(x)·~σ/2

νe
eL

 , R = eR → eR, (2.14)
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where ~I3 represents the projection of the weak isospin at the third component. The ~σ/2

are generators of SU(2)L, which are proportional to the Pauli matrices (~σ). The invariance

of the Lagrangian under the local SU(2)L transformation is preserved by introducing the

covariant derivative with three additional gauge fields, W a
µ (a = 1, 2, 3), which transform

as,

W a
µ → W a

µ +
2

g3
∂µθ

a(x) + εabcθb(x)W c
µ, (2.15)

where g3 is the coupling constant between W a
µ and the fermions, and εabc is the structure

constant for SU(2)L which is total asymmetric. The covariant derivative for SU(2)L is

written as,

Dµ

νe
eL

 = (∂µ − ig3
σi

2
W i

µ)

νe
eL

 . (2.16)

Under the SU(2)L × U(1)Y symmetry, the covariant derivatives acting on the fermion

fields are

Dµ

νe
eL

 = (∂µ − ig2
Y`L
2
Bµ − ig3

σi

2
W i

µ)

νe
eL

 , DµeR = (∂µ − ig2
Y`R
2
Bµ)eR, (2.17)

where Y`L and Y`R are the weak hypercharges of left-handed and right-handed fermions.

With the covariant derivative from Equation (2.17), the fermion Lagrangian can be written

as,

Lfermion =
∑

f=LL,LR,QL,uR,dR

ψ̄f iγ
µ∂µψf (2.18)

+
∑

f=LL,LR,QL,uR,dR

ψ̄f iγ
µ(ig2

Y

2
Bµ)ψf −

∑
f=LL,QL

ψ̄f iγ
µ(ig3

σi

2
W i

µ)ψf︸ ︷︷ ︸
Interaction term

, (2.19)

where LL and QL represent left-handed doublets of each generation of leptons and quarks.

The LR denotes the singlet of leptons, while uR and dR denote the singlets of the up
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and down type of the quark. The interaction terms of the Lagrangian, as presented

in Equation (2.18), and following the treatment in Ref. [58], can be rewritten with an

example using the first generation doublet as,

Lνe,e =
∑

f=νe,e

eQψ̄fγ
µψfAµ︸ ︷︷ ︸

Electromagnetic interaction

+
e

2 sin θW cos θW

∑
f=νe,e

ψ̄fγ
µ(vf − afγ5)ψfZµ︸ ︷︷ ︸

Neutral current interaction

+
g3√
2
(ν̄eγ

µeLW
+
µ + ēLγ

µνeW
−
µ )︸ ︷︷ ︸

Charged current interaction

,

(2.20)

where af = I3 and vf = I3(1 − 4|Q| sin2 θW ). Equation (2.20) is a result of reparame-

terization from Equation (2.33) and Equation (2.34), described in Section 2.1.1.3. The

interaction term contains the electromagnetic interaction with photons and fermions, neu-

tral current interaction with Z bosons and fermions, and charged current interaction with

W bosons and fermions. The kinematic term for the gauge field is introduced as,

Lgauge = −1

4
W a

µνW
a µν − 1

4
BµνB

µν , (2.21)

where

W a
µν = ∂µW

a
ν − ∂νW

a
µ − g3ε

abcW b
µW

c
ν , (2.22)

Bµν = ∂µBν − ∂νBµ, (2.23)

are the field strength of SU(2)L and U(1)Y .

In the EW theory, the mass term would connect the left-handed and right-handed

fields. The introduction of the mass term would result in either fermion or gauge fields
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breaking the local SU(2)L gauge invariance. The construction of the mass terms is later

solved by the introduction of the Higgs mechanism.

2.1.1.3 The Higgs Mechanism

The Brout-Englert-Higgs mechanism [15–17], known as the Higgs mechanism, is intro-

duced to include the mass terms of the fermions and gauge bosons in the SM Lagrangian.

The Higgs field Φ is introduced as,

Φ =

φ+

φ0

 , (2.24)

where Φ is a SU(2)L doublet, and φ+ and φ0 are complex scalar fields carrying the electric

charges of +1 and 0. The Higgs Lagrangian is defined as

LHiggs = (DµΦ)
†(DµΦ)− V (Φ†Φ), (2.25)

where Dµ is the covariant derivative in the EW theory shown in Equation (2.17). The

Higgs potential V (Φ†Φ) is described as

V (Φ†Φ) = µ2Φ†Φ + λ(Φ†Φ)2, (2.26)

where µ2 and λ are independent parameters, with requirement of λ > 0 . If µ2 > 0,

the potential would become stable equilibrium with a minimum at Φ = 0, and the W

and Z boson would remain massless. If µ2 < 0, the Higgs potential is no longer stable

equilibrium at Φ = 0. Instead, the minimum of the Higgs potential is located at

Φ†Φ = −µ
2

λ
≡ v2, (2.27)
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where v is the Vacuum Expectation Value (VEV). Therefore, the stable equilibrium point

of the Higgs potential is at

Φ =
1√
2

0

v

 . (2.28)

Figure 2.2 illustrates the Higgs potential in the case of µ2 > 0 and µ2 < 0. The Higgs field

acquires the vacuum state and results in the electroweak symmetry breaking (EWSB).

V(
)

> 0, 2 > 0

0

(a)

V(
) > 0, 2 < 0

0 +

(b)

Figure 2.2: The potential V of the scalar field φ in the case of µ2 > 0 (left) and µ2 < 0
(right).

The EWSB breaks the SU(2)L × U(1)Y symmetry into U(1)EM symmetry, which

conserves the electric charge. Therefore, the component of Φ obtaining the VEV must

be an electric charge of 0. The Higgs field with perturbations around the VEV, in the

unitary gauge, can be written as

Φ =
1√
2

 0

v + h

 , (2.29)

where h represents the excitation of the Higgs field, which is the Higgs boson. The Higgs
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potential around the vacuum state becomes

V (Φ†Φ) = λv2h2 + λvh3 +
λ

4
h4 + constant, (2.30)

where λv2h2 represents the mass term of the Higgs boson with mh =
√
2λv2 =

√
−2µ2.

Moreover, the kinematic term of Higgs Lagrangian, shown in Equation (2.25), becomes

(DµΦ)
†(DµΦ) =

1

2
(∂µh)

2 +
g23
8
(W 1

µ + iW 2
µ)(W

1µ − iW 2µ)(v + h)2 (2.31)

+
1

8
(g3W

3
µ − g2Bµ)(g3W

3µ − g2B
µ)(v + h)2, (2.32)

where the gauge fields of Bµ and W a
µ do not correspond to the physical W±, Z and γ

bosons. A reparameterization is performed to satisfy charge conservation and to convert

them to mass eigenstates. Charged vector gauge bosons W± can be written as a linear

combination of W 1
µ and W 2

µ ,

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ). (2.33)

The gauge fields of Bµ and W 3
µ are both electrically neutral and the mass eigenstates of

the photon field Aµ and massive Z boson vector field Zµ are mixed due to the spontaneous

symmetry breaking,

Aµ =
1√

g22 + g23
(g2W

3
µ + g3Bµ), (2.34)

Zµ =
1√

g22 + g23
(g3W

3
µ − g2Bµ). (2.35)

The couplings can be written as,

e =
g2g3√
g22 + g23

, cos θW =
g3√
g22 + g23

, sin θW =
g2√
g22 + g23

, (2.36)
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where θW is the weak mixing angle, which is the relation between gauge and mass eigen-

states. The Higgs Lagrangian can be written as

LHiggs =
1

2
(∂µh)

2︸ ︷︷ ︸
Kinematic term

+ 02AµA
µ︸ ︷︷ ︸

Massless photon

+
g23v

2

4
W−

µ W
+µ︸ ︷︷ ︸

Mass term of W boson

+
(g22 + g23)v

2

8
ZµZ

µ︸ ︷︷ ︸
Mass term of Z boson

+
g23v

2
(hW−

µ W
+µ)︸ ︷︷ ︸

hWW coupling

+
(g22 + g23)v

4
(hZµZ

µ)︸ ︷︷ ︸
hZZ coupling

+
g23
4
(hhW−

µ W
+µ)︸ ︷︷ ︸

hhWW coupling

+
(g22 + g23)

8
(hhZµZ

µ)︸ ︷︷ ︸
hhZZ coupling

− λv2h2︸ ︷︷ ︸
Mass term of Higgs boson

− λvh3︸︷︷︸
Trilinear Higgs self-coupling

− λ

4
h4︸︷︷︸

Quartic Higgs self-coupling

,

(2.37)

where masses of W and Z bosons are defined as

mW =
g3v

2
, mZ =

√
g22 + g23v

2
. (2.38)

The fermions obtain mass through the interaction with the Higgs field. The Yukawa

Lagrangian around the minimum is written as

LYukawa =
∑
f

yfv√
2
f̄f︸ ︷︷ ︸

Fermion mass

+
yf√
2
hf̄f︸ ︷︷ ︸

Higgs-Fermion interaction

, (2.39)

where yf represents the Yukawa coupling of fermions. The fermion mass is defined as

mf =
yfv√

2
, and the coupling between Higgs and fermions is proportional to the fermion

mass.

2.1.2 Open Questions of the Standard Model

The SM has been a successful theory predicting numerous phenomena in particle

physics. However, there are several problems that cannot be answered by the SM. A list
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of open questions and limitations of SM related to studies included in this dissertation

are outlined in the following.

2.1.2.1 Hierarchy problem

The hierarchy problem indicates the large discrepancy in the scales between the weak

force and gravity. To be more specific, quantum corrections to the Higgs mass-squared

parameter become quadratically divergent at the Planck scale in contradiction to the

observed Higgs mass. A fine-tuning on the bare mass is required to make cancellations

that result in the observed Higgs mass. Several BSM scenarios are proposed to resolve the

hierarchy problem such as SUSY [35–40], extra dimensions [59; 60], Composite Higgs [42;

43] and Little Higgs [45; 61] models.

2.1.2.2 Dark Matter

Several astrophysical measurements supports the existence of DM including rotational

speed of stars in galaxies [62–64], cosmic microwave background [65; 66], and gravitational

lensing [67–69]. Nonetheless, the fundamental mechanism of the DM remains unknown.

A few BSM scenarios are proposed to explain the DM, such as axions [70–74] or Weakly

Interacting Massive Particles (WIMPs) [75]. In addition, a portal connecting the SM and

DM sectors is needed to observe. This dissertation introduces a pseudo-scalar mediator

to link these two sectors, detailed in Section 2.2.1.

2.1.2.3 Matter-antimatter asymmetry

Equal amounts of matter and antimatter are expected to be produced from the Big

Bang, but an observable imbalance between matter and antimatter is found in our current

universe. Andrei Sakharov proposed three necessary conditions for the matter and anti-

matter asymmetry [76]. These include violations of baryon number conservation, charge

symmetry, charge-parity (CP) symmetry, and deviations from thermal equilibrium.
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2.2 Physics beyond the Standard Model

After discovering the Higgs boson, multiple studies have been conducted to explore

the possibility of new physics. Exploration of new physics categorizes precise measure-

ments with model-independent interpretation and model-dependent BSM searches. Mea-

surements aim to examine the SM precisely to check if there is any deviation from the

SM. The measured cross section can be interpreted with model-independent parameters

to search for anomalies. This approach can potentially discover unexpected new physics,

but it might lack the precision to detect subtle effects. Alternatively, the model-dependent

BSM searches provide a clear theoretical hypothesis with analysis strategies that aim to

extract the signal as best as possible. This approach is sensitive to the studied model but

can be insensitive to other new physics. Therefore, both strategies are important to have

complete pictures to explore new physics.

Several BSM models are proposed for the model-dependent approaches. The most

famous one is SUSY, proposing a supersymmetric partner for each boson and fermion

in the SM. This results in the cancellation of quadratically divergent terms and the

preservation of the small Higgs mass in a natural way. A significant assumption of SUSY

is the introduction of a new Higgs doublet. The presence of an extended Higgs sector

provides a clear pathway to explore new physics before the SUSY itself. The 2HDM [77]

provides a simple extension to include an additional Higgs doublet. An additional Higgs

doublet is not just a solution for solving the hierarchy problem. It can also address the

strong CP problem in Peccei–Quinn model [77; 78] and the matter-antimatter asymmetry

[77; 79]. The theoretical framework will be discussed in Section 2.2.1.

For the model-independent approach, Effective Field Theory (EFT) can be used to

establish model-independent constraints on BSM physics when the energy scale Λ char-

acterizing new physics is larger than what LHC can directly probe. An overview of EFT

is summarized in Section 2.2.2.
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2.2.1 Two-Higgs-Doublet Model and its Extension

An additional Higgs doublet is introduced in the 2HDM, following Ref. [77]. This

results in the scalar potential for two doublets Φ1 and Φ2 to be,

V = m2
11Φ

†
1Φ1 +m2

22Φ
†
2Φ2 −m2

12(Φ
†
1Φ2 + Φ†

2Φ1) +
λ1
2
(Φ†

1Φ1)
2 +

λ2
2
(Φ†

2Φ2)
2

+ λ3Φ
†
1Φ1Φ

†
2Φ2 + λ4Φ

†
1Φ2Φ

†
2Φ1 +

λ5
2

[
(Φ†

1Φ2)
2 + (Φ†

2Φ1)
2
]
.

(2.40)

The minimization of this potential leads to the following VEV,

〈Φ1〉0 =
1√
2

 0

v1

 , 〈Φ2〉0 =
1√
2

 0

v2

 , (2.41)

where the combination of v1 and v2 gives the SM electroweak VEV as,

v√
2
=

√
(
v1√
2
)2 + (

v2√
2
)2. (2.42)

The two scalar SU(2) doublets can be expanded around their VEVs in terms of eight real

scalar fields:

Φa =

 φ+
a

(va + ρa + iηa)/
√
2

 , a = 1, 2. (2.43)

After EWSB, the eight real scalar fields mix into five physical scalar mass eigenstates and

three Goldstone bosons. Three Goldstone bosons become the longitudinal components of

the SM W± and Z bosons. The five physical Higgs bosons correspond to two CP-even (h,

H) scalars, one CP-odd (A) scalar , and two charged (H±) scalars. The 2HDM model has

six free parameters: four Higgs masses (mh, mH , mA and mH±), the ratio of two VEVs

(tan β = v2/v1), and the mixing angle (α) that diagonalizes the matrix of mass squares

of the scalars.

A wide range of parameter spaces are available within the current experimental con-
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straints. To be consistent with the SM theory, an additional constraint is required to

avoid Flavor Changing Neutral Currents (FCNC) at the tree level. This results in four

possible sets of Yuakwa couplings between the Higgs doublets and SM fermions, listed

in Table 2.2. The type-II 2HDM is the most studied model, as the coupling of 2HDM

contains the Minimal Supersymmetric Standard Model (MSSM) as a subset. In type-II

2HDM, Φ1 couples to down-type fermions and Φ2 couples only to up-type fermions. The

Yukawa couplings depend on the α and β, outlined in Table 2.3.

The experimental results constrain 2HDM parameter space to lie in the alignment

limit. Figure 2.3 presents the exclusion limit from the ATLAS experiment [80]. This

indicates the alignment limit to be cos(β − α) → 0, where the mass eigenbasis of the

CP-even scalar sector of the 2HDM aligns with the SM gauge eigenbasis. Consequently,

the lightest CP-even scalar behaves like the SM Higgs boson.

The type-II 2HDM is utilized in both BSM tt̄tt̄ and 2HDM+a combination analyses

shown in Chapter VIII and Chapter IX. In addition, 2HDM+a combination analysis

targets to include a portal to the DM χ [81]. An additional pseudo-scalar (CP-odd)

mediator a is introduced with Yukawa-like couplings to both the SM fermions and the

Dirac DM particles. This allows for interactions between SM and DM sectors. The

interaction terms [81] are included as

VP =
1

2
m2

PP
2 + P

(
ibPH

†
1H2 + h.c.

)
+ P 2

(
λP1H

†
1H1 + λP2H

†
2H2

)
, (2.44)

where mP and bP are parameters with dimensions of mass. This portal coupling bP

mixes the two neutral CP-odd weak eigenstates with a mixing angle θ. The charged mass

eigenstates (H±) are assumed to be equal mass and to be identical to the mass of CP-odd

Higgs boson (A).
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Model uiR diR eiR
Type I Φ2 Φ2 Φ2

Type II Φ2 Φ1 Φ1

Lepton-specific Φ2 Φ2 Φ1

Flipped Φ2 Φ1 Φ2

Table 2.2: Coupling relations between Higgs doublets and right-handed fermions in dif-
ferent types of 2HDM [77]. The coupling scheme with right-handed fermion is considered
to suppress the FCNC at the tree level.

0.3 0.2 0.1 0.0 0.1 0.2 0.3
cos( )

10 1

100

101

ta
n

EFT Exp. 95% CL
EFT Obs. 95% CL
 Exp. 95% CL
 Obs. 95% CL

SM-like coupling

ATLAS
s  = 13 TeV, 36.1 - 139 fb 1

mh = 125.09 GeV
2HDM Type-II

Figure 2.3: Exclusion contour in two-dimension of cos(β−α) and tan β within the context
of the type-II 2HDM parameter space [80]. The SM Higgs measurements are interpreted
with κ- and EFT-frameworks, with coupling modifiers shown in Table 2.2 and Wilson
coefficients on the dimensional-6 operators in the SMEFT Lagrangian [82], respectively.
A small allowed region for large tan β and cos(β−α) ≈ 0.2 is presented due to the opposite
sign of fermion couplings in the same magnitude, which is not sufficiently well constrained
by current experimental measurements. Details can be found in Ref. [80].
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Model Type II
ξuh cosα/ sin β
ξdh − sinα/ cos β
ξ`h − sinα/ cos β
ξuH sinα/ sin β
ξdH cosα/ cos β
ξ`H cosα/ cos β
ξuA cot β
ξdA tan β
ξ`A tan β

Table 2.3: Coupling modifiers of fermions (u, d, `) to the neutral Higgs bosons (h, H, A)
in the type-II 2HDM model [77]. These modifiers alter coupling strengths relative to that
in the SM.

2.2.2 Effective Field Theory

The SMEFT [83] expands the SM Lagrangian with higher-order operators, including

composite operators of SM fields. The EFT Lagrangian can be written as

LEFT = L(4)
SM +

1

Λ

∑
k

C
(5)
k Q

(5)
k +

1

Λ2

∑
k

C
(6)
k Q

(6)
k + ..., (2.45)

where L(4)
SM is the SM Lagrangian which consists of dimension-2 and dimension-4 oper-

ators. The Λ represents the scale of new physics, with each term suppressed by Λ with

order n− 4. The Q(n)
k represents dimension-n operators, and C(n)

k the dimensionless cou-

pling parameters, known as Wilson coefficients, associated with each Q(n)
k . The operators

with odd dimensions violate baryon and lepton number conservation [84], resulting in the

leading baryon and lepton number conserving term being the dimension-6 operator. This

dissertation focuses on the interpretation with dimension-6 operators. In addition, the

dimension-6 operator can be expressed in terms of different bases, such as Warsaw basis

[85], HISZ basis [86], and SILH basis [87]. In this dissertation, the Warsaw basis is used

for EFT interpretation and can provide a complete set of dimension-6 operators allowed

by SM gauge symmetries [85]. The SM tt̄tt̄ cross section is interpreted with SMEFT
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dimension-6 four-fermion operators [88–91] and Higgs oblique parameter [92], discussed

in Section 3.2.2.1 and Section 7.6.
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CHAPTER III

Phenomenology of LHC Physics

3.1 Large Hadron Collider

The LHC [93] is the world’s largest particle collider built by CERN. It is located

underground on the border between France and Switzerland, with a circumference of

27 kilometers. The LHC collides proton-proton (pp), proton-lead (pPb), and lead-lead

(PbPb) beams at the TeV scale, with collisions happening at the center of four major

experiments. The ATLAS [94] and CMS [95] detectors are general-purpose detectors built

to explore SM, BSM and heavy-ion physics. A Large Ion Collider Experiment (ALICE)

[96] focuses on dedicated heavy-ion physics. Large Hadron Collider beauty (LHCb) [97]

experiment measures the properties of b-hadrons such as the CP violation to understand

the matter-antimatter asymmetry.

The LHC has been collecting pp and heavy-ion collision data since 2010. The LHC’s

schedule is divided into data-taking periods, referred to as ’Runs’, and shutdown periods,

known as ’Long Shutdowns’ (LS). The first two data-taking periods, Run 1 and Run 2,

have finished. Run 1 operation started from 2010 to 2012 with center-of-mass energies

(
√
s) of 7 TeV and 8 TeV. Run 2 operated from 2015 to 2018 with

√
s = 13 TeV, followed

by LS2 to upgrade the detectors for increased luminosity. Run 3 operation started in 2022

and will continue through 2025 at
√
s = 13.6 TeV. The High-Luminosity (HL) LHC will
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Figure 3.1: Layout of LHC and four major experiments [93].

begin an approximated 10-year data-taking period in 2029 onwards with
√
s = 13.6− 14

TeV, after the detector upgrades in LS3.
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Figure 3.2: The schedule of LHC and HL LHC with the expected beam energy of pp
collisions and proposed luminosity [98].
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For the LHC to reach the collision energy, sections of accelerators sequentially increase

proton beam energy, as shown in Figure 3.3. The injection complex is changed after 2020

(the latter is shown in parentheses). The proton beam sources start from Linac 2 (Linac

4), accelerating hydrogen ions up to 50 MeV (160 MeV). The ions are stripped of their

electrons to leave only protons, which are injected into the Proton Synchrotron Booster.

After injection, the proton beams are accelerated up to 1.6 (2) GeV for another injection

into the Proton Synchrotron. The beam energy is further increased to 25 (26) GeV and

injected into the Super Proton Synchrotron, increasing the energy to 450 GeV. Finally,

the proton beams are injected into the LHC beam pipes in opposite directions. The

beams are further ramped up to 6.5 TeV per beam to achieve a center-of-mass energy of

13 TeV for the collisions in Run 2.

Figure 3.3: The layout of accelerator complex of LHC in 2022 following Ref. [99]. The
layout in 2016 can be found in Ref. [100].
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3.1.1 Luminosity

The instantaneous luminosity (L) is an important indicator of the LHC performance

[101]. It is defined through
dR

dt
= L · σp, (3.1)

where dR
dt

represents the number of events per unit time, and σp is the cross section of a

particular process. Following Ref. [102], the luminosity of the collisions of proton beams,

assuming a Gaussian beam profile, can be written as

L =
N2

b nfrγ

4πεnβ∗ F, (3.2)

where Nb is the number of protons per bunch, n is the number of bunches per beam,

fr is the revolution frequency, γ is the relativistic factor, εn is the normalized transverse

emittance, β∗ is the beta function at the collision point, and F is the geometry luminosity

reduction factor accounting for the crossing angle at the interaction point (IP). The F is

defined as

F =
1√

1 +
(
θcσz

2σ∗

) , (3.3)

where θc is the full crossing angle at the IP, θz is the Root Mean Square (RMS) bunch

length, and σ∗ is the transverse RMS beam size at the crossing point. The conditions for

pp collisions in the LHC Run 2 operation [103] are shown in Table 3.1.

The integrated luminosity is taken by integrating the instantaneous luminosity over

time to represent the accumulated data size from the data-taking periods. The integrated

luminosity is written as

Lint =

∫
Ldt, (3.4)

where the unit is proportional to the inverse of the cross section. The typical unit of

integrated luminosity is the inverse femtobarn (fb−1). The total integrated luminosity
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Parameter 2015 2016 2017 2018
Maximum number of colliding bunch pairs (nb) 2232 2208 2544/1909 2544
Bunch spacing [ns] 25 25 25/8b4e 25
Typical bunch population [1011 protons] 1.1 1.1 1.1/1.2 1.1
β∗ [m] 0.8 0.4 0.3 0.3–0.25
Peak luminosity Lpeak [1033 cm−2s−1] 5 13 16 19
Peak number of inelastic interactions/crossing (〈µ〉) ∼ 16 ∼ 41 ∼ 45/60 ∼ 55
Luminosity-weighted mean inelastic interactions/crossing 13 25 38 36
Total delivered integrated luminosity [fb−1] 4.0 39.0 50.6 63.8

Table 3.1: Beam conditions for pp collisions in the Run 2 LHC operation [103]. The ’8b4e’
presents a pattern of eight bunches separated by 25 ns followed by a four bunch-slot gap.

delivered by LHC and recorded by the ATLAS detector in Run 2 is summarized in Fig-

ure 3.4. An integrated luminosity of 139 ± 1.7% fb−1 in pp collisions at
√
s = 13 TeV in

Run 2 had been measured with good data quality, reported in Ref. [104]. A dedicated

legacy measurement [103] of the integrated luminosity of Run 2 has been updated to be

140± 0.83% fb−1, superseding Ref. [104].

Month in Year
Jan '15

Jul '15
Jan '16

Jul '16
Jan '17

Jul '17
Jan '18

Jul '18

-1
fb

T
ot

al
 In

te
gr

at
ed

 L
um

in
os

ity
 

0

20

40

60

80

100

120

140

160
ATLAS
Preliminary

LHC Delivered

ATLAS Recorded

Good for Physics

 = 13 TeVs

-1 fbDelivered: 156
-1 fbRecorded: 147

-1 fbPhysics: 139

2/19 calibration

Figure 3.4: The integrated luminosity delivered by LHC (green), recorded by ATLAS
(yellow), and certificated with good data quality (blue) during the stable beam of pp
collisions at

√
s = 13 TeV from 2015 to 2018 [104].
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3.1.2 Proton-Proton Collisions

The pp collisions at the LHC can be described by the physics of scattering of quarks

and gluons [105], which are collectively named partons. Scattering of partons can be

categorized as hard or soft. Hard scattering involves a large momentum exchange between

two partons, which can be predicted using perturbation theory. Soft scattering is a low

energy exchange between two partons in the non-perturbative QCD regime.

As illustrated in Figure 3.5, when two protons collide, protons emit partons to ex-

change momentum, which is described by the parton distribution function (PDF) shown

in Section 3.1.2.1. The emitted partons are highly accelerated, and radiation can be

emitted before or after hard scattering, known as initial-state radiation (ISR) and final-

state radiation (FSR), described in Section 3.1.2.2. The remaining partons in the proton,

which do not participate in the primary collision, can also interact. These interactions are

named underlying events (UE). Finally, the probability of producing a physics process

from the hard scattering is quantified by a cross section, discussed in Section 3.1.2.3.

Figure 3.5: The schematic diagram of the pp collision [105; 106].
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3.1.2.1 Parton Distribution Function

The PDF, fi(x,Q2), describes the probability function to interact with a particular

parton (labeled i) carrying a momentum fraction x of the proton, with a momentum

exchange Q2. The PDF is extracted from global fits to data from scattering and col-

lider experiments since it is not calculable in non-perturbative QCD [107]. Various PDF

sets are available from different collaborations such as CTEQ [108], MSTW2008 [109],

and NNPDF [110]. A PDF uncertainty is commonly assigned to account for the differ-

ence between the PDF sets. Figure 3.6 illustrates the PDF of the gluon and quarks in

NNPDF3.0 at next-to-next-to-leading order (NNLO) QCD.

Figure 3.6: PDF of gluon and quarks, xf(x,Q2), in NNPDF3.0 at NNLO QCD accuracy
with energy scale Q2 = 10 GeV2 and Q2 = 104 GeV2 [107].
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3.1.2.2 Parton Shower and Hadronization

Hard scattering provides highly accelerated and unstable particles that result in addi-

tional radiation in the initial or final states, known as ISR and FSR, respectively. These

radiated particles can undergo further QCD and QED radiations, leading to a cascade

known as a parton shower (PS). QCD showers further combine into colorless hadrons, a

process known as fragmentation and hadronization.

3.1.2.3 Cross section

At the LHC, the most common physical observable is the cross section, which is

typically measured and used to compare with the theoretical prediction. The cross section

of the particular physics process in hard scattering can be described by QCD factorization

theorem [106] with leading logarithm corrections. The cross section of pp collision [105]

can be written as

σpApB→X =

∫
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )×

[
σ̂0 + αs(µ

2
R)σ̂1 + . . .

]
pApB→X

, (3.5)

where fa/A(xa, µ2
F ) and fb/B(xb, µ

2
F ) represent the PDF in terms of the fraction of mo-

mentum in the hadron (xa and xb) and the factorization scale (µF ), which separates the

long- and short-distance physics and is used to minimize the logarithms in perturbative

calculations. The last term represents the parton-level cross section calculated in the per-

turbation theory, with the dependency on the QCD running coupling αs in a function of

renormalization scale (µR). In the absence of the complete set of corrections, the choices

of the µR and µF become important to calculate predictions. Typically, the µR and µF

are set to be equal at the order of hard scattering scales. In addition, the different choices

of µR and µF are commonly used as uncertainties to account for missing higher-order

corrections.
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3.2 Physics at the LHC

The cross sections of the SM processes in pp collisions measured by ATLAS at the LHC

are summarized in Figure 3.7. Overall, good agreement has been found between measure-

ments and SM predictions. However, several measurements exhibit mild deviations from

the SM and warrant further investigation.

This dissertation focuses on the tt̄tt̄ production with its decay to the SSML final

states with multiple b-jets. The other important SM processes are tt̄X, where X can be

a top quark or a H/W/Z boson. These SM processes produce the SSML final states with

multiple b-jets and have relatively small cross sections at the LHC. The phenomenology

of these processes is discussed in the following sections.

3.2.1 Higgs Boson Phenomenology at the LHC

The Higgs boson was discovered by the ATLAS and CMS collaborations at the LHC

in 2012 [23; 24]. The Higgs boson is predicted to be a scalar particle characterized by its

CP-even property (JCP = 0++) and has a predicted total width of 4.1 MeV. Within the

SM, the Higgs mass is a free parameter that must be measured. Recent measurements

showed the Higgs mass to be 125.11± 0.11 GeV [112]. In addition, the total width of the

Higgs boson was measured to be 4.5+3.3
−2.5 MeV [113], agreeing with the prediction. The

spin of the Higgs boson has been determined to be 0, consistent with SM expectations

[114; 115]. Moreover, the Higgs boson is measured to be a CP-even quantum state, but

the admixtures of CP-even and CP-odd states are not completely excluded [114; 115].

The Higgs boson can be produced in pp collisions at the LHC with four leading pro-

duction processes: gluon fusion (ggF), vector boson fusion (VBF), associated production

with a vector boson (V H), associated production with a pair of top quarks (tt̄H). The

associated production with a pair of bottom quarks (bb̄H) is experimentally indistin-

guishable from the ggF production due to the low identification efficiency of b-jets. The
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Figure 3.7: Summary of the cross sections of the SM processes from inclusive and fiducial
measurements in different center-of-mass energies [111].
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associated production with a single top quark (tH) production can also produce the Higgs

boson but has a smaller cross section than the leading processes. Examples of Feynman

diagrams for Higgs production and decay mode are shown in Figure 3.8.

Figure 3.8: Examples of Feynman diagrams for Higgs production and decay mode [116].

(a) (b)

Figure 3.9: The predicted Higgs boson production cross sections in term of (a)
√
s with

mH = 125 GeV and (b) mH at
√
s = 13 TeV [117].

ggF production is a dominant process at the LHC with 90% of the total production

cross section of the Higgs boson. Since the Higgs boson does not directly couple to the

gluon, a fermion loop is required in this process. The fermion loop is dominated by the
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top quark, given its largest coupling with the Higgs boson. Therefore, ggF production is

sensitive to the Higgs-top Yukawa coupling. VBF production has the second largest cross

section, with the Higgs boson, produced from the fusion of W/Z bosons. VBF production

is characterized by two forward jets. The V H process is produced with a W/Z radiating

the Higgs boson. tt̄H production has a smaller cross section due to the large energy

required to produce a tt̄ pair and a Higgs boson. This mechanism is sensitive to Higgs-top

Yukawa coupling due to the direct couplings between the Higgs boson and the top quark.

The tH process is associated with a single top quark and a light quark or a W boson (tHq

or tHW ), respectively. It provides a cross section smaller than tt̄H due to electroweak

coupling instead of QCD couplings in tt̄H production.

Couplings with Higgs bosons are proportional to the mass of the particles. Therefore,

the Higgs bosons predominately decay to heavier particles kinematically allowed. The

Higgs decay modes are summarized in Figure 3.10. The H → bb̄ decay provides the

largest branching ratio. However, identifying a b-jet is relatively difficult compared to the

leptons. This results in difficulty measuring the Higgs boson with bb̄ final states. The

H → WW ∗ has the second largest branching fraction. The leptonic decay of the W

boson (W → `ν) provides cleaner final states to explore the coupling between Higgs and

W bosons. However, the leptonic decay of the W boson also produces neutrinos, which

cannot be detected. This results in a limitation of the sensitivity. The H → γγ and

H → ZZ∗ → 4` provide clear signatures with good mass resolution and high signal-to-

background ratios despite the low branching ratios of these decays.

For the SSML and multiple b-jets final states, the tt̄H production is the most important

background compared to other Higgs production. The H → WW ∗ decay is the dominant

decay for the tt̄H production to produce the SSML final state. The tt̄H production in

SSML final states is discussed in the following.
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Figure 3.10: Branching ratios of Higgs boson decays and their uncertainties [117].

3.2.1.1 tt̄H Production

The most accurate theoretical tt̄H cross section is computed at NNLO QCD and

next-to-leading order (NLO) EW [118] providing

σtt̄H = 507 +5
−15 fb. (3.6)

A significant reduction in the scale uncertainties is achieved with the NNLO QCD cal-

culation compared to the prediction at NLO [117]. Dedicated measurements on tt̄H in

SSML final states by the ATLAS [51] and CMS [119] collaborations show consistent re-

sults between theoretical and measured tt̄H cross section, as reported in Figure 3.11. The

combined signal strength (µ), defined as the ratio of the measured cross section to the

theoretical prediction, of tt̄H in the SSML is consistent with the SM prediction and within

the uncertainties. However, the central value of the ATLAS measurement deviates slightly

from the SM prediction due to the large correlation between tt̄H and tt̄W production.
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Figure 3.11: Comparisons between signal strengths µ of tt̄H production in different final
states by the ATLAS [51] and CMS [119] collaborations. The µ is defined as the ratio of
the measured cross section to the theoretical prediction.

3.2.2 Top Quark Phenomenology at the LHC

The top quark was discovered by the CDF and D∅ experiments at Tevatron pp̄ collider

at Fermilab in 1995 [21; 22]. Since then, a variety of its properties have been measured.

They include mass, couplings to vector bosons and the Higgs boson, spin correlation and

entanglement in tt̄ production, and the top-related production and decays. With its large

mass, the top quark has the largest coupling to the Higgs boson. This is the reason that

the leading Higgs production at LHC comes from the gluon fusion via a top-quark loop

and tt̄H production. In addition, the top-quark mass and Higgs-top Yukawa coupling

play an important role in the stability of the universe. A small variation can lead to a

new minimum of the effective potential at large values of the Higgs field, which would

lead to our vacuum being metastable [120]. Figure 3.12 presents the SM phase diagram

in terms of the Higgs boson and the top quark mass [121].

The following sub-sections introduce the important processes associated with top

quarks: tt̄tt̄, tt̄t, tt̄W , and tt̄Z production processes. The processes are important to be

37



precisely measured since BSM physics can introduce a modification of the top-quark cou-

plings, resulting in deviations from the SM. In the SSML and multiple b-jets final states,

tt̄Wand tt̄Z are dominant background sources, similar to tt̄H production described in Sec-

tion 3.2.1.1. The latest experimental results of these production processes are summarized

in Figure 3.13.

Figure 3.12: The 2σ contour of mH and mpole
t with experimental results from Tevatron

and LHC with areas showing the SM vacuum to be absolutely stable, metastable and
unstable up to the Planck scale. A projection is also performed for the potential new
collider, the International Linear Collider (ILC). Figure comes from Ref. [120].

3.2.2.1 Four-top-quark production

Four-top-quark production is a rare process in the SM with a predicted cross section

of σtt̄tt̄ = 12 ± 2.4 fb at NLO including EW corrections [123]. By including threshold

resummation at NLO, logarithmic accuracy increases the total production cross section

by approximately 12% and significantly reduces the scale uncertainty, leading to σtt̄tt̄ =

13.4+1.0
−1.8 fb [124]. Examples of Feynman diagrams are shown in Figure 3.14. The tt̄tt̄

decays into four W bosons and four b quarks, as the top quark decays into a W boson
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Figure 3.13: Comparison between observed and expected cross sections of tt̄X production,
where X = W , Z or γ [122].

and a b quark with almost a 100% branching fraction. The final states depend on whether

the W boson decays leptonically or hadronically, with the branching fraction for four W

boson decays illustrated in Figure 3.15. These final states include all hadronic decays,

one lepton or two leptons with opposite electric charge (1LOS) and SSML. While all

hadronic and 1LOS final states have a high branching fraction, they suffer from significant

background contamination from tt̄. In contrast, despite its smaller branching fraction, the

SSML channel has the advantage of lower background levels, offering better sensitivity

compared to other channels due to reduced background contamination.

Both ATLAS and CMS experiments have reported evidence for tt̄tt̄ production in
√
s =

13 TeV pp collisions at the LHC. The ATLAS result combined 1LOS and SSML channels

using an integrated luminosity of 139 fb−1 at
√
s =13 TeV. This combination results in a

measured cross section of 24+7
−6 fb, corresponding to an observed (expected) significance of

4.7 (2.6) standard deviations over the background-only hypothesis. The CMS result also

combined several measurements using an integrated luminosity of 138 fb−1 at
√
s =13 TeV,

in channels with all hadronic decays, 1LOS and SSML. The tt̄tt̄ cross section measured

by the CMS collaboration is 17± 5 fb, yielding an observed (expected) significance of 4.0
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(3.2) standard deviations. In 2023, the first observation of tt̄tt̄ production was achieved

in the SSML channel by the ATLAS experiment using an integrated luminosity of 140

fb−1 [125]. This analysis will be presented in Chapter VII.

tt̄tt̄ production is also an excellent candidate to examine the properties of SM and

is sensitive to potential BSM physics. First, the tt̄tt̄ can be produced via off-shell Higgs

boson decaying to tt̄, as illustrated in Fig. 3.14b. Therefore, the tt̄tt̄ cross section is sen-

sitive to the Higgs-top Yukawa coupling and the Higgs CP properties [126; 127]. tt̄tt̄ can

also be influenced by various four-fermion interactions [88–91] and the Higgs oblique pa-

rameter [92] within an EFT framework. Numerous BSM scenarios predict an increased

tt̄tt̄ cross section. These include SUSY particle productions such as gluino pair production

[128; 129] or scalar gluon pair production [130; 131]. Moreover, the associated production

of BSM particles with tt̄ can also contribute to tt̄tt̄ events. Examples of such contribu-

tions come from a heavy pseudoscalar (A) or scalar boson (H) from type-II 2HDM [77],

or a top-philic vector resonance (Z ′) in the composite Higgs scenarios [43; 132–134]. The

associated BSM particles will further decay into tt̄ to produce tt̄tt̄ events.

(a) QCD diagrams (b) EW diagrams

Figure 3.14: Examples of Feynman diagrams of the SM tt̄tt̄ production. The mediator
connecting two top quarks can be a gluon, γ, Z, or a Higgs boson.
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Figure 3.15: The branching fractions of the decays of four W bosons. The ’l’ denotes the
leptons, including an electron or a muon. The ’h’ stands for the hadronic product from
the decay. The ’OS’ represents a dilepton event with opposite-sign electric charges, and
’SS’ stands for a dilepton event with same-sign electric charges.

3.2.2.1.1 Higgs-Top Yukawa coupling and Higgs CP

The Lagrangian of the Higgs-top Yuakwa coupling of tt̄tt̄ takes the form,

L = −mt

v
[ψ̄tκt (cosα + i sinαγ5)ψt]H, (3.7)

where mt is the top quark mass, v is the Higgs VEV, κt is the Higgs-top Yukawa coupling

strength modifier, and α is the mixing angle between the CP-even and CP-odd Higgs-top

couplings. The SM corresponds to the CP-even coupling with κt = 1 and α = 0◦, while

the non-SM pure CP-odd coupling has κt = 1 and α = 90◦. The dependence of the

tt̄tt̄ cross section on the Yukawa coupling has been studied at leading order (LO) [127]:

σtt̄tt̄ = 9.998− 1.522a2t + 2.883b2t + 1.173a4t + 2.713a2t b
2
t + 1.827b4t fb, (3.8)

where at (bt) corresponds to κt cosα (κt sinα). The SM corresponds to at = 1 and bt = 0

in this parameterization. The tt̄tt̄ cross section is interpreted as a function of κt and α,

discussed in Section 7.6.1.
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3.2.2.1.2 Effective Field Theory

The tt̄tt̄ production cross section can be enhanced by EFT interactions between third-

generation quarks. The four heavy-flavor fermion operators [88–91] affecting the tt̄tt̄ pro-

duction are,

O1
tt = (t̄Rγ

µtR)(tRγµt̄R) (3.9)

O1
QQ = (Q̄Lγ

µQL)(QLγµQ̄L) (3.10)

O1
Qt = (Q̄Lγ

µQL)(tRγµt̄R) (3.11)

O8
Qt = (Q̄Lγ

µTAQL)(tRγµT
At̄R). (3.12)

where QL and tR are left-handed third-generation quark doublet and right-handed top-

quark singlet. The tt̄tt̄ cross section can be parameterized as,

σtt̄tt̄ = σSM
tt̄tt̄ +

1

Λ2

∑
k

Ckσ
(1)
k +

1

Λ4

∑
jk

CjCkσ
(2)
j,k (3.13)

where Ckσ
(1)
k is the linear term, representing the interference of dimension-6 operators

with SM operators. The CjCkσ
(2)
j,k is the quadratic term, which includes the square of one

EFT operator or the interference of different EFT operators.

In addition, tt̄tt̄ can also be enhanced by the Higgs oblique parameter (Ĥ). The Ĥ

[92] is a self-energy correction applied to EW propagator in the SM. The self-energy

correction to the Higgs boson can be parameterized by the Ĥ, with Ĥ = 0 corresponding

to the SM. Similar to Yukawa coupling, the Ĥ parameter affects the tt̄tt̄ through the

off-shell Higgs interaction. The deviation of the tt̄tt̄ cross section from the SM value from

Ĥ at
√
s = 14 TeV is

δσtt̄tt̄ ≡
σĤ − σSM
σSM

≈ 0.03

(
Ĥ

0.04

)
+ 0.15

(
Ĥ

0.04

)2

. (3.14)
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where σĤ represents the cross section enhanced by Ĥ.

3.2.2.1.3 Type-II Two-Higgs-Doublet Model and its Extension

Type-II 2HDM includes heavy scalar and pseudo-scalar bosons after EWSB. tt̄tt̄ can

be produced through a H or A boson production in association with tt̄, in which H

or A also decay into tt̄. Furthermore, a light pseudo-scalar mediator (a) can be in-

cluded associated with the type-II 2HDM, forming a 2HDM+a model. The light pseudo-

scalar mediator provides a portal to couple with DM particles. Feynman diagrams of

tt̄(H/A/a) → tt̄tt̄ production are shown in Figure 3.16, including both s- and t-channel

diagrams. In the type-II 2HDM and 2HDM+a, the Yukawa couplings between H/A/a

bosons and the top quarks are dependent on β, summarized in Table 2.3. The tt̄tt̄ pro-

duction is sensitive in the low tan β regime, which maximizes the branching fraction of

H/A/a→ tt̄.

A search of tt̄H/A → tt̄tt̄ production within type-II 2HDM in the SSML channel by

the ATLAS experiment using an integrated luminosity of 139 fb−1 [135] will be presented

in Chapter VIII. A combination of 2HDM+a searches will be summarized in Chapter IX.

g

g

t

t̄

t

t̄

H/A/a

(a) s-channel

g

t

t̄

t

t̄

g

H/A/a

(b) t-channel

Figure 3.16: Example of Feynman diagrams for tt̄(H/A/a) → tt̄tt̄ production in the (a)
s-channel and (b) t-channel.
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3.2.2.2 tt̄t Production

The tt̄t production, which includes tt̄tW and tt̄tq processes, is predicted to have a cross

section of O(1) fb at 13 TeV in the SM. Due to similar kinematics, the tt̄t production is

hardly distinguishable from tt̄tt̄ production. At LO, the tt̄tt̄ overlaps the tt̄tW production

in the 4-flavor scheme (FS). The 4FS treats the b quark as a massive particle at short

distances, so it does not appear in the initial state. However, a gluon splitting (g →

bb̄) can occur in the initial state, providing a b quark as an initial-state particle for

tt̄tW production and emitting an additional b quark. Fig. 3.17a presents the example

Feynman diagram of tt̄tW production at LO in 4FS. At short distances, the 5FS treats

b quark as a massless particle, allowing for production with b-quark initial states. The

overlap between tt̄tt̄ and tt̄tW at the LO are removed with 5FS. For the NLO prediction,

the overlap becomes complicated. The tt̄tt̄ overlaps with the production of tt̄tW with an

extra parton emission. In addition, the tt̄tW overlaps with the production of tt̄tq with

an extra parton emission. These overlaps are removed using a diagram-removal scheme

at NLO. The most accurate calculation of tt̄t production is predicted at NLO QCD and

LO EW with diagram removal in the 5FS [125]. The tt̄tW and tt̄tq cross sections are 1.02

and 0.65 fb at NLO QCD, respectively. The LO EW correction provides additional 0.28

and 0.06 fb to tt̄tW and tt̄tq production, respectively. The LO EW was not included in

tt̄t production. Instead, an uncertainty is assigned to account for this missing term.

The tt̄t production can be sensitive to the BSM physics. Moreover, it has never been

studied. In this dissertation, a limit on tt̄t cross section is performed.

3.2.2.3 tt̄W Production

The most precise theoretical prediction of the tt̄W cross section, following Ref. [136],

is

σ(tt̄W ) = 745± 50 (scale) ± 13 (2-loop approx.) ± 19 (PDF, αs) fb. (3.15)
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Figure 3.17: Examples of Feynman diagrams for tt̄tW production in (a) 4FS and (b) 5FS.

This is calculated at NNLO in QCD, including NLO EW corrections. In addition,

tt̄W cross section is also predicted by a NLO multileg-merged FxFx technique, following

Ref. [137], to be

σ(tt̄W ) = 722 +70
−78(scale) ± 7(PDF) fb, (3.16)

predicted at NLO QCD and NLO EW. The NLO FxFx technique captures a significant

fraction of the NNLO QCD contributions to the cross section. Other calculations are

available though provide less precision, as shown in Ref. [117; 123; 137–147]. The tt̄W cross

section at different orders of correction is summarized in Table 3.2. Dedicated tt̄W cross

section measurements are performed in the SSML final states using the full Run 2 data

collected by the ATLAS [148] and CMS [149] detectors. The measured inclusive tt̄W cross

sections from ATLAS and CMS, shown in Fig. 3.18a, are higher than the most accurate

theoretical prediction. Given the nature of the charge asymmetry of the tt̄W process, it

is important to understand the cross sections of σ(tt̄W+) and σ(tt̄W−). The tt̄W+/tt̄W−

ratio is shown in Fig. 3.18b. A two-dimensional contour of σ(tt̄W+) and σ(tt̄W−) is shown

in Figure 3.19. The measured cross sections of σ(tt̄W+) and σ(tt̄W−) deviate from the

prediction of NNLOQCD + NLOEW, but are within uncertainties [136].
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As tt̄W is a dominant process in SSML, the kinematics of the tt̄W must be well

understood. The jet multiplicity in the same-sign dilepton and trilepton final states are

depicted in Figure 3.20. With the fit adjusting tt̄W to a higher normalization, the data

and the post-fit predictions show good agreement. However, an excess of data over the

post-fit predictions is observed in the high jet multiplicity region for events with positive

total charges of 2` and 3`. This discrepancy highlights the difficulty of the tt̄W modeling

in the signal enriched phase space for the tt̄tt̄ analyses.

NNLO [136] FxFx [137]
Order σ [fb] Order σ [fb]

LO QCD: α2
sα 420 +106

−79

NLO QCD: +α3
sα 622 +79

−72 tt̄W+0,1,2j@NLO 691 +66
−74

NNLO QCD: +α4
sα 711 +35

−46 ± 14

NLO EW: +αsα
3 + α2

sα
2 + α4 745± 50± 13

+αsα
3 739 +75

−81

+α2
sα

2 + α4 722 +70
−78

Table 3.2: Summary of the tt̄W cross section predicted at the NNLOQCD +NLOEW [136]
and at NLOQCD + NLOEW using FxFx multijet merging [137]. In both calculations, the
first uncertainty is from the choice of the µR and µF . The second uncertainty in the NNLO
calculation corresponds to the approximation used in the 2-loop calculation. Uncertainties
on PDF and αs are omitted. Table comes from Ref. [148].

3.2.2.4 tt̄Z Production

The most accurate theoretical tt̄Z cross section is predicted at NLO QCD with NLO

EW [117; 150]. A next-to-next-to-leading-logarithm (NNLL) calculation with a resum-

mation of soft gluon corrections has been matched to NLO results at
√
s = 13 TeV [117],

providing an NLO+NNLL cross section prediction [138],

σtt̄Z = 0.86 +0.07
−0.08 (scale)± 0.02 (PDF⊕ αs) pb. (3.17)
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Figure 3.18: Comparison between measurements from ATLAS [148] and CMS [149] ex-
periments and various theoretical predictions [136; 137; 140] on (a) the inclusive tt̄W cross
section and (b) the tt̄W+/tt̄W− cross-section ratio. Figure comes from Ref. [148].

Figure 3.19: Comparison between theoretical prediction, at NNLOQCD + NLOEW, and
measured cross sections from ATLAS and CMS at 68% (solid) and 95% (dashed) CL.
Figure comes from Ref. [136].
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Figure 3.20: Comparisons on the jet multiplicity between data and post-fit predictions in
the same-sign dilepton and trilepton regions with different total charges of leptons [148].
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Dedicated measurements from ATLAS [151] and CMS [152] show consistent results be-

tween theoretical and measured tt̄Z cross section, as reported in Figure 3.13.
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CHAPTER IV

The ATLAS Detector

The ATLAS detector [94] is a multipurpose detector designed to study the physics

of SM and BSM in pp and heavy-ion collisions at the TeV scale. The ATLAS detector

is the world’s largest detector for a particle collider, 44 meters long and 25 meters in

diameter. Figure 4.1 presents the schematic view of the ATLAS detector. It is designed

to be cylindrical symmetric, covering almost 4π solid angle around the IP, with multiple

layers of sub-detector to identify and reconstruct individual types of particles. Four

major sub-detectors and two magnetic systems from the innermost to outermost are the

inner detector (ID), the solenoid magnet, electromagnetic (EM) calorimeters, hadronic

calorimeters, toroid magnets, and the muon spectrometer (MS). Table 4.1 summarizes

the performance of sub-detectors in the ATLAS detector. Different sub-detectors are

discussed in separate sections in the following.

Detector component Required resolution η coverage
Measurement Trigger

Tracking σpT /pT = 0.05%⊕ 1% ±2.5

EM calorimeter σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic calorimeter (jets)
Barrel and end-cap σE/E = 50%/

√
E ⊕ 3% ±3.2 ±3.2

Forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4

Table 4.1: General performance of the sub-detectors in the ATLAS detector [94].
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Figure 4.1: Schematic view of the ATLAS detector [94].

As reported in Ref. [94], the ATLAS detector uses a right-handed cartesian coordinate

system, with the IP defined as the origin of the coordinate system. The beam direction is

the z-axis, while the transverse plane to the beam direction is the x-y plane. The positive

x-axis is defined as pointing from the IP to the center of the LHC ring. Therefore, with

the right-handed cartesian coordinate system, the y-axis points upwards. The ATLAS

detector also utilizes polar coordinates (r, θ, φ), with θ representing the polar angle from

the beam axis and φ standing for the azimuthal angle in the x-y plane.

Several observables can describe the characteristics of the particles in the ATLAS

detector. The rapidity (y) describes the location within the detector for massive particles.

The y is defined as

y =
1

2
ln

(
E + pz
E − pz

)
. (4.1)

For massless or ultra-relativistic particles, the rapidity can be approximately expressed
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by pseudorapidity (η). The η is defined as

η =
1

2
ln

(
|~p|+ pz
|~p| − pz

)
= − ln

[
tan

(
θ

2

)]
. (4.2)

Based on the pseudorapidity, the ATLAS detector is separated into barrel and end-cap

regions, emphasizing different physics regimes. The separation in the detector between

two physics objects is measured using the angular distance (∆R) defined as

∆R =
√

(∆η)2 + (∆φ)2. (4.3)

The observables in the transverse plane are also crucial in collider physics. The transverse

energy (ET ) of the particle is defined as ET = E sin θ =
√
p2T +m2, where the transverse

momentum (pT ) of the particle is defined as pT =
√
p2x + p2y.

4.1 Inner Detector

The ID [94], the innermost sub-detector in the ATLAS detector, provides measure-

ments on the charged particles with excellent momentum resolution and primary and

secondary vertex reconstruction for charged tracks with pT above 0.5 GeV and within

|η| < 2.5. It also identifies electrons with a pT range between 0.5 GeV and 150 GeV with

|η| < 2.0. The ID layout is presented in Figure 4.2. The ID contains three independent

layers of sub-detector from the innermost to the outermost: Pixel Detector, Semiconductor

Tracker (SCT), and Transition Radiation Tracker (TRT). A solenoid magnet surrounding

the ID provides a 2 tesla (T) magnetic field to bend the charged particles. Figure 4.3

shows the structures of the ID sub-systems in detail.
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Figure 4.2: Cut-away view of the ID in the ATLAS detector [94].

Figure 4.3: Schematic view of sensors and structural elements traversed by a charged
track with pT of 10 GeV in the barrel ID (η = 0.3) [94].
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4.1.1 Pixel Detector and Insertable B-Layer

The pixel detector [94] utilizes the semiconductor pixel structure, with 250 µm thick

silicon for the detector and sensor. The detection in the pixel relies on the electron-hole

pair production when charged particles pass through. The produced electron would drift

to an electrode under the applied electric field, resulting in an electric signal. The pixel

detector provides high-efficiency and high-resolution measurements of charged particles

due to the low energy required to create an electron-hole pair in silicon, as well as the

small volume of pixels.

The pixel detector determines the impact parameter resolution and the vertex identi-

fication for the reconstruction of the short-lived particles such as b quarks and τ leptons.

In the Run 2 operation of the LHC, the pixel detector consists of four cylindrical layers in

the barrel region and three disk layers in the end-cap region of both sides. These layers

ensure at least three space points for the tracks and cover the full η range of |η| < 2.5.

Four layers in the barrel region are Insertable B-Layer (IBL) [153], B-layer, layer 1, and

layer 2. The IBL was inserted in the LS1 to improve hit and vertex resolutions. Figure 4.3

shows the radii of pixel layers in the barrel region. The pixel layers are segmented in R-φ

and z with a minimum size in R-φ× z to be 50× 400 µm2, while the IBL has a smaller

size of 50 × 250 µm2. There are about 86 million readout channels in total for the pixel

detector, including 6 million for the IBL. The typical spatial hit resolution reaches 10

(10) µm in R-φ plane and 67 (115) µm along z for IBL (rest of the layers) [94; 154].

4.1.2 Semiconductor Tracker

The SCT [94] is positioned around the pixel detector and employs a semiconductor

microstrip structure. Utilizing a technology similar to the pixel system, the SCT precisely

measures charge particles’ momentum, impact parameters, and vertex position. The SCT

consists of four layers in the barrel region and nine disks on both sides of the end-cap
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region, covering the range of |η| < 2.5. Both barrel and end-cap regions utilize the stereo

strips inclined at a small angle of 40 milliradians to measure both R-φ and z coordinates.

The strip pitch is 80 µm in the barrel region and is approximately the same in the end-cap

regions. The SCT is equipped with roughly 6.3 million channels for the readout. The

intrinsic accuracies per layer reach 17 µm in the R-φ plane and 580 µm along the z (R)

axis in the barrel (disks of end-cap) region [94].

4.1.3 Transition Radiation Tracker

The TRT [94] utilizes straw tubes of 4 mm diameter to provide tracking measurements

in the outermost area of the ID system. The straw tube is filled with a xenon-based gas

mixture (70% Xe + 27% CO2 + 3% O2) with a 30 µm gold-plated wire placed in the

center. The gas mixture can be ionized with charged particles passing through the tubes,

producing free electrons. The electrons drift toward the wire under an electric field,

producing electric signals. The TRT consists of 52544 straw tubes of 1.5 m in length in

the barrel region (|η| < 1) and 122880 straw tubes of 0.4 m long on each side of the end-

cap region (1 < |η| < 2). The TRT provides an average of 36 space-point measurements

per track on R-φ coordinates with an intrinsic accuracy of 130 µm per straw tube [94]. In

addition to the tracking measurements, the xenon-based gas mixture allows the detection

of the transition-radiation photons, enhancing the electron identification capability.

4.2 Calorimeters

The ATLAS calorimeter system, surrounding the ID and the solenoid magnet, is di-

vided into two sub-detectors: EM and hadronic calorimeters. The calorimeter system

covers a wide range of |η| < 4.9. Figure 4.4 presents a schematic view of the ATLAS

calorimeter system.

The ATLAS calorimeter system uses sampling calorimeters. The sampling calorimeter
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follows a destructive method by alternating passive and active material layers, with the

passive material stopping the incoming particles and the active material providing signals

for readout. When an incoming particle passes through the calorimeters, it initiates

a cascade of EM or hadronic interactions. The energies are further deposited in the

calorimeters and converted into electric signals for readout. Therefore, the calorimeters

provide energy measurements of the showers from both electrically charged and neutral

particles.

The shower structure can be described with longitudinal and angular profiles. In the

context of the EM shower, a gamma function can be used to describe the longitudinal

shower profile
dE

dt
= E0t

αe−βt, (4.4)

where α and β are model parameters, t is the depth, and E0 is the energy of incoming

particle. The length of the shower is then approximately determined as

X = X0
ln(E0/Ec)

ln 2
, (4.5)

where X0 is the radiation length of the matter, and Ec is the critical energy when

bremsstrahlung and ionization rates are equal. The Moliere radius (RM) is defined as

the radius of a cylinder to contain 90% of the energy deposition of an EM shower. It

describes the angular profile as

RM = X0

(
21.2 MeV

Ec

)
. (4.6)

On the other hand, the nuclear interaction length (λI) is used to describe the hadronic

shower. The λI is defined as the mean path length required to reduce the particle intensity

by a factor of exponential when the showers pass through the material. The λI can be
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approximately written as

λI = 35 · A1/3 g/cm2, (4.7)

where A is the atomic mass number. The λI is approximately larger than the X0 with a

factor of A4/3. Two primary active detector mediums are used in the ATLAS calorimeter

system: liquid-argon (LAr) [155] and scintillator tiles [156].

The energy resolution of the calorimeter [157] can be described as

σ(E)

E
=

a√
E

⊕ b

E
⊕ c, (4.8)

where ⊕ represents a quadratic sum. The first term, a√
E

, stands for the stochastic term,

including the shower intrinsic fluctuations. The second term, b
E

, is the noise term de-

pending on the detector technique, which is generally related to the electronic readout

noise. The third term is the constant term related to the instrumental effects such as

nonuniform response and mechanical imperfections.

4.2.1 Electromagnetic Calorimeter

The EM calorimeter [94] provides precision energy measurements of electrons and

photons covering the η region matched to the ID and the full φ range. It utilizes lead as

the passive medium and LAr as the active medium. An electron or a photon initiates a

cascade, dominated by pair production and bremsstrahlung processes, in both LAr and

lead absorber. The LAr is ionized, producing signals that can be measured.

The EM calorimeter is divided into a barrel (|η| < 1.475) and two end-cap parts

(1.375 < |η| < 3.2). The transition region between the barrel and end-cap regions (1.375 <

|η| < 1.52) contains additional material for the cooling system for the ID. This region is

generally excluded from analyses requiring precision measurement with electrons. Each

end-cap calorimeter is divided into an outer wheel (1.375 < |η| < 2.5) and an inner wheel
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Figure 4.4: Cut-away view of the calorimeter systems in the ATLAS detector [94].

(2.5 < |η| < 3.2). In the EM calorimeter, the region of |η| < 2.5 is often used for precision

physics.

The total thickness of the EM calorimeter is > 22 X0 in the barrel region and > 24

X0 in the end-cap regions to ensure the majority of electrons and photons are contained

within the EM calorimeter [94]. The lead thickness has been optimized as a function of η

to improve energy resolution. The design energy resolution of the EM calorimeter [94] is

σ(E)

E
=

10%√
E

⊕ 0.7%. (4.9)

4.2.2 Hadronic Calorimeter

The hadronic calorimeter [94] measures the energy of the hadronic showers, covering

the range of |η| < 4.9 and the full φ range. Hadronic showers are from a series of inelastic

QCD interactions, including multi-particle production and nuclear decay of excited nuclei.
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Similar to the EM calorimeter, a passive material is used to stop the hadrons and an

active material to measure the energy deposits. The hadronic calorimeter has a total

thickness of 11λI at η = 0 [158]. This allows most particle showers to be contained in the

calorimeters and prevents punch-through to the muon detector. The hadronic calorimeter

includes the tile calorimeter, the liquid-argon hadronic end-cap calorimeter (HEC), and

the liquid-argon forward calorimeter (FCal).

The tile calorimeter is positioned outside the EM calorimeter with the barrel region

of |η| < 1.0 and the end-cap region of 0.8 < |η| < 1.7. It uses steel as the passive medium

and plastic scintillating tiles as the active medium. The charged particles would produce

fluorescence photons passing through the plastic scintillators, creating electric signals with

the photomultiplier.

The HEC contains two independent wheels on each side of the end-cap, placed outside

the end-cap EM calorimeter. The HEC covers a region of 1.5 < |η| < 3.2, which overlaps

with the tile calorimeter and FCal to reduce the drop off of material density in the

transition region. The HEC uses copper plates as the absorber and LAr as the active

medium.

The FCal provides the uniformity of the calorimeter coverage in a range of 3.1 < |η| <

4.9. This also reduces radiation backgrounds in the muon system. The FCal consists

of three modules in each end-cap region: the first uses copper and the other two use

tungsten. The module with copper is optimized for the EM measurements, while the

modules with tungsten predominantly measure the hadronic interactions.

The designed energy resolution of the hadronic calorimeter [94] in the barrel and

end-cap regions is
σ(E)

E
=

50%√
E

⊕ 3%, (4.10)
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while the resolution in forward regions is

σ(E)

E
=

100%√
E

⊕ 10%. (4.11)

4.3 Muon Spectrometer

The MS [94], the outermost subsystem of the ATLAS detector, measures the momenta

and charge of muons in a range of |η| < 2.7. The momentum measurements of muons

depend on their deflection from the magnetic field produced by toroid magnets. The

magnetic fields are provided with a large barrel toroid (|η| < 1.4) and two smaller end-

cap toroids (1.6 < |η| < 2.7). The barrel toroid provides approximately 0.5 T, and

the end-cap toroid provides about 1 T. In the transition region of 1.4 < |η| < 1.6,

the magnetic bend is determined by a combination of fields from the barrel and enc-

cap magnets. The muon detector includes separate high-precision tracking chambers and

trigger detectors in different η ranges: Monitored Drift Tubes (MDT) and Cathode Strip

Chambers (CSC) for the tracking system, and Resistive Plate Chambers (RPC) and Thin

Gap Chambers (TGC) for the trigger system. In addition, an alignment system of the

muon chambers is designed using optical alignment. The accuracy of the posistions of the

muon chambers is generally around 50 µm, allowing for the track resolution being around

10% in the muon momentum measurements with pT = 1 TeV [159]. Figure 4.5 shows

the schematic view of the ATLAS muon system. Table 4.2 presents the performance and

configurations of the four sub-detectors in the ATLAS muon system.

Type Function Chamber resolution (RMS) in Measurements/track Number of
z/R φ time barrel end-cap chambers channels

MDT tracking 35 µm (z) — — 20 20 1088 (1150) 339k (354k)
CSC tracking 40 µm (R) 5 mm 7 ns - 4 32 30.7k
RPC trigger 10 mm (z) 10 mm 1.5 ns 6 — 544 (606) 359k (373k)
TGC trigger 2–6 mm (R) 3–7 mm 4 ns - 9 3588 318k

Table 4.2: Performances and configurations of the four sub-detectors in the ATLAS muon
system [94].
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Figure 4.5: Cut-away view of the MS in the ATLAS detector [94].
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The MDT system [94] provides precision tracking measurements of the muons, covering

the range of |η| < 2.7. They consist of multiple layers of drift tubes of a 30 mm in diameter

filled with a gas mixture of Ar (93%) and CO2 (7%) at a pressure of 3 bar. A tungsten-

rhenium wire of 50 µm in diameter is placed at the center of each tube and is applied

with a potential of 3080 V . When a muon passes through the MDT, it will ionize the

gas in the tubes, producing the electric signals. The tubes that provide the electric signal

would form the track in the MDT. The average resolutions are 35 µm per chamber and

80 µm per tube [94].

The CSC [94] are multiwire proportional chambers filled with a similar gas mixture of

Ar (80%) and CO2 (20%) as the MDT chambers. The CSC provides a better capability of

dealing with high background rates than the MDT due to its shorter drift time. Therefore,

the CSC system is placed in the innermost tracking layer (2.0 < |η| < 2.7) to provide

high-precision tracking measurements in a region with high background rates. The spatial

resolution of CSC is 40 µm in the bending plane and 5 µm in the transverse plane.

The RPC [94] provides fast triggering and position measurements of η and φ in the

barrel region of |η| < 1.05. The RPC is a gaseous parallel electrode-plate detector with

a gas mixture of C2H2F4 (94.7%), C4H10 (5%), and SF6 (0.3%). High voltage is applied

between the plates, creating a uniform electric field. Avalanches would be produced by

the passing of a charged particle, leading to an instantaneous signal after the passage.

This provides the capability to deal with high background rates and rate-independent

time resolution.

The TGC [94] provides the triggering and position measurements of η and φ in the

end-cap region of 1.05 < |η| < 2.5. The TGC are multiwire proportional chambers with a

gas mixture of CO2 and C5H12. The TGC is structured with small wire-to-wire distances,

with a high electric field applied around TGC wires. This results in good time resolution,

4 ns, for most tracks.

The momentum resolution of the muon system [160] depends on the η. For a given η,
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the muon momentum resolution can be further parameterized as

σpT
pT

=
pMS
0

pT
⊕ pMS

1 ⊕ pMS
2 · pT , (4.12)

where the ⊕ represents the quadratic sum. The pMS
0 , pMS

1 , and pMS
2 are the coefficients

related to the energy loss in the calorimeter material, multiple scattering, and intrinsic

resolution terms, respectively [160]. The ATLAS muon spectrometer is optimized to

provide the resolution to be

σpT
pT

≈ 10% at pT = 1 TeV. (4.13)

4.4 Magnetic systems

The ATLAS magnetic system [94] provides magnetic fields to bend charged particles.

The system includes solenoid and toroid magnets, which are superconducting systems

cooled by liquid helium to around 4.5 K.

The solenoid magnet has a diameter of 2.56 m and an axial length of 5.8 m. It provides

a 2 T magnetic field enclosing the inner detector. The toroid magnet has a barrel toroid

and two end-cap toroids. The barrel toroid contains eight superconducting coils, with

25.3 m in length and inner and outer diameters of 9.4 m and 20.1 m, providing magnetic

fields of approximately 0.5 T. The end-cap toroid is assembled as a cold mass, containing

eight racetrack-like coils and eight keystone wedges. The overall size of the end-cap toroid

is 5.0 m in length, and its inner and outer diameters are 1.65 m and 10.7 m, respectively.

The end-cap toroid provides approximately 1 T magnetic field. Figure 4.6 shows the

schematic view of the magnetic field direction in the ATLAS detector.
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Figure 4.6: Illustration of the directions of the magnetic field from the solenoid and
toronoid magnets in the ATLAS detector [161].

4.5 Trigger and Data Acquisition

The ATLAS Trigger and Data Acquisition (TDAQ) system [162] handles online pro-

cessing, selecting, and recording interested events. It is crucial to skim data sizes to

keep events potentially from interesting physics processes for offline analyses. The TDAQ

system in Run 2 has two stages: Level-1 (L1) trigger and High-Level Trigger (HLT). Fig-

ure 4.7 shows the data of the ATLAS TDAQ system. The L1 trigger utilizes electronics

hardware for triggering in both calorimeter and muon systems. The HLT is a software-

based trigger with dedicated fast trigger algorithms taking inputs from L1 triggers. The

L1 triggers are separated into two main parts: the L1 calorimeter (L1Calo) and the L1

muon (L1Muon) triggers. The L1Calo trigger collects the calorimeter information as input

and sends it to the preprocessors to identify particle objects. The L1Calo is responsible

for rapidly selecting relatively high-pT objects such as electrons, muons, photons, jets, and

hadronic τ , and the missing transverse momentum (Emiss
T ). The L1Muon trigger selects

with the hit information from RPC and TGC. An additional L1 topological (L1Topo)
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trigger integrates the information from L1Calo and L1Muon and provides a topological

selection with L1Calo and L1Muon objects. Results from L1Calo, L1Muon, and L1Topo

are further processed by the Central Trigger Processor (CTP). The CTP forms the final

trigger decisions within a latency of 2.5 µs. The L1 triggers also identify Regions of Inter-

est (ROIs) in η and φ, which are processed by the HLT. The information of L1 accepted

events is read out by the Front-End (FE) detector electronics. Those data are sent to the

ReadOut Drivers (RODs) to preprocess the data and then to the ReadOut System (ROS)

to buffer the data. Finally, the data are propagated to the HLT for offline-level selections

on a dedicated computing farm. The computing farm would make the decisions within a

few hundred milliseconds. The HLT is primarily based on the ATLAS Athena framework

[163]. Once the HLT selects the events, the data will be sent to the storage for the offline

physics analysis. The events failing the HLT selections are permanently lost.

With the sequence of selections from TDAQ, the collision data rate can be reduced

from 40 MHz (with a 25 ns bunch crossing) to 100 kHz with L1 triggers. The rates are

further reduced to 1 kHz with the HLT triggers. In addition, the data size is further

reduced with L1 triggers and HLT. The original collision data size rate is approximate

O(10) TB/s, assuming a single raw event has an O(1) MB size. The rates can be reduced

to O(1) GB/s with the selections of L1 triggers and HLT.
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[162].

66



CHAPTER V

Particle Reconstruction and Identification

The ATLAS detector records physics events as different formations of electronic sig-

nals. This chapter describes the reconstruction and identification of physics objects from

the detector signals in the triggered events, including light leptons (electrons and muons),

jets, and Emiss
T . Figure 5.1 illustrates the particle identification in the ATLAS detector.

Figure 5.1: Particle identification in the ATLAS detector [164].
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5.1 Tracking of Charged Particles

Charged-particle tracks are reconstructed with data recorded by the ID or MS. A

track reconstruction software [165] was designed to provide a common event data model

[166; 167] and detector description [168] to perform both the ID and MS reconstructions.

The ID track reconstruction contains two algorithm chains: inside-out and outside-in

track reconstructions [165; 169]. The inside-out track reconstruction starts with forming

space points in the pixel and SCT and drift circles in the TRT. A combinatorial Kalman

filter [170] is used to find and form the track candidates with the space points from pixel

and SCT, followed by a track scoring strategy [171] to resolve the shared hits in different

tracks and reject fake tracks. Finally, the track candidates are further extended to the

matching drift circles in the TRT to form the final tracks. Followed by the inside-out

algorithm, an outside-in algorithm starts from the segments in the TRT. It extends

inward to the pixel and SCT to improve the tracking efficiency for secondary tracks from

conversions or decays of long-lived particles.

The tracks in the ID are described in perigee representation [166] with five parameters

(d0, z0, φ, θ, q/p) and a reference point. Figure 5.2 presents the schematic view of the track.

The reference point is the beam spot position, the average position of the pp collision.

The d0 and z0 are the transverse and longitudinal impact parameters relative to the beam

spot position. The φ and θ are the azimuthal and polar angles of the track, respectively.

The q/p represents the ratio of the track’s charge to the track’s momentum.

The MS track reconstruction is performed independently in the ID and MS. The

information from both detectors is combined to form muon tracks for physics analysis.

Muon reconstruction in the ID follows the abovementioned approaches. Muon recon-

struction in the MS [172] begins with segment reconstruction from hits in different muon

sub-detectors. The segment reconstruction of MDT fits straight-line functions to the hits

found in each layer. Separate combinatorial searches are performed in the η and φ de-
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•
IP

Figure 5.2: Illustration of the track parameters in the perigee representation [167].

tector planes to build the segments in the CSC. The RPC and TGC hits determine the

coordinate perpendicular to the bending plane. The muon track candidates are further

built with fits to the hits from the segments in different layers. Once the MS track can-

didate is formed, the hits associated with the track candidate are further fitted with a

global χ2 fit. Track candidates are then selected based on the χ2 quality. Track fits are

performed iteratively for hit removal and recovery procedures to remove unwanted hits

and recover the necessary hits for tracks.

5.2 Primary Vertex and Pile-up

The primary vertices (PVs) are defined as the pp interaction points in space. The

reconstruction of PVs is essential to the reconstruction of the complete kinematic prop-

erties of an event, allowing the proper assignment of charged-particle trajectories to the
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hard-scattering PV [173]. Multiple inelastic pp interactions can occur in an pp collision

event and produce many PVs. These additional PVs are usually from the soft QCD in-

teractions, called pile-up. The mean number of inelastic pp collisions per bunch crossing,

〈µ〉, quantifies the pile-up effects [174]. The 〈µ〉 is directly related to the instantaneous

luminosity, introduced in Section 3.1.1. Figure 5.3 presents the 〈µ〉 for Run 2 pp collisions

at
√
s = 13 TeV.
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Figure 5.3: The integrated luminosity as a function of 〈µ〉 for Run 2 2015-2018 pp collisions
at

√
s = 13 TeV. The 〈µ〉 corresponds to the mean of Poisson distribution of the number

of inelastic interactions per bunch crossing [174].

The reconstruction of PVs is performed in two stages: vertex finding and vertex fitting

[175]. The vertex-finding stage associates the reconstructed tracks with vertex candidates,

and the vertex-fitting stage reconstructs the correct vertex position and covariance matrix

with an adaptive vertex-fitting algorithm [176]. Ref. [173] summarizes this strategy in

detail. A vertex is considered a valid PV if the vertex has at least two associated tracks.

5.3 Leptons: Electrons and Muons

Electrons and muons, collectively called leptons, can be produced from the heavy-

particle decays, such as W , Z, or Higgs bosons from the hard scattering. These leptons
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are known as the prompt leptons. On the other side, leptons can also arise from photon

conversions and b/c-hadron decays, which are denoted as non-prompt leptons. Therefore,

the reconstruction and identification of these leptons are significant to comprehending the

underlying physics. The following sections will discuss the reconstruction and identifica-

tion of the leptons and the suppression of the non-prompt lepton.

5.3.1 Electrons

5.3.1.1 Electron Reconstruction

When an electron passes through, it interacts with the detector materials, radiating

photons through Bremsstrahlung. The emitted photon may produce an electron-positron

pair with interaction with detector mediums. These processes would lead to a collimated

object, which can typically be reconstructed in the same EM cluster. Such interactions can

leave multiple tracks in the ID and produce EM showers in the calorimeter. Therefore, the

electron reconstruction in the ATLAS detector is based on the following characteristics:

localized clusters of energy deposits in the EM calorimeter, the tracks left in the ID, and

close matching in η × φ space of the tracks to the clusters [177].

The electron reconstruction, in a range of |η| < 2.47, starts with forming the clusters

of calorimeter cells, known as topo-clusters, with a dynamic and variable-size topological

cell clustering algorithm [178; 179]. The variable-size clusters allow energy recovery from

bremsstrahlung photons or electrons from photon conversions. An electron candidate is

reconstructed as the topo-cluster matched to the ID track, not associated with a conversion

vertex. The track is re-fitted once the match is found to account for the Bremsstrahlung.

An unconverted photon is defined when topo-clusters are matched to neither an electron

ID track nor a conversion vertex. A converted photon is determined when a cluster

matches a conversion vertex (or vertices). The fraction of converted photons varies from

20% in the barrel region to 65% in the end-cap regions.
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5.3.1.2 Electron Identification

The electron identification is performed with a multivariate analysis (MVA) method

using likelihood (LH) [177; 178]. This LH-based identification allows the suppression of

the background from hadronic jets or converted photons being reconstructed as electrons.

The inputs for the LH discriminant contain measurements from the ID and calorimeter

systems and quantities combined with information from both systems. In the building

of the LH, the signal is the prompt leptons, while the background is from the electrons

arising from jets, photon conversions, or decay of heavy-flavor (HF) hadrons.

Three major working points (WPs) for physics analysis are Loose, Medium, and Tight.

These WPs are optimized in bins of ET and |η| to meet the efficiency requirement. The

WPs are defined based on the LH discriminant with a trade-off between signal efficiency

and background rejection. Figure 5.4 presents the efficiencies of different WPs. These

efficiencies are estimated from J/Ψ → ee and Z → ee with tag-and-probe methods [177].

The analyses discussed in this dissertation use the Tight WP.
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Figure 5.4: The efficiency of electron identification measured from the Z → ee data
events as a function of (a) ET and (b) η for different WPs [178].
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5.3.1.3 Electron Charge Identification

The electric charge of an electron is identified through the curvature of its associ-

ated tracks within the ID. However, misidentification can occur for two primary reasons.

Firstly, electrons with high momentum have very slight track curvatures, which can lead

to incorrect charge determination. Secondly, when an electron undergoes Bremsstrahlung,

it can produce ’trident’ electrons through electron-positron pair production, which may

result in the misattribution of the track with an incorrect charge to the electron. Such

background is named as Charge mis-assigned electrons (QmisID). The QmisID back-

ground can be further suppressed with an MVA discriminant based on Boosted Decision

Trees (BDT) trained with the TMVA toolkit [180], known as Electron Charge ID Selec-

tor (ECIDS). The ECIDS is trained with data from Z → ee events using input variables,

including observables from ID and EM calorimeter and their combined quantities [178].

Using data events instead of Monte Carlo (MC) simulation, used in the previous ver-

sion of BDT [177], minimizes efficiency losses due to the mismodeling of input variables.

The efficiency of BDT is 98% in the Z → ee events for electrons satisfying the Tight

WPs. Figure 5.5 shows the charge misidentification probability with and without the

BDT selection.

5.3.1.4 Electrons from Photon Conversion

Electrons originating from photon conversion can arise through internal or material

conversions. Electrons can be produced at the hard-scattering level with photon radia-

tion followed by the electron-positron pair production, referred to as internal conversions.

Electrons can also originate from photon radiations that interact with the detector mate-

rial, known as material conversions. These conversions can be selected as electrons due to

the features from the ATLAS conversion reconstruction [181]. First, a conversion vertex

is reconstructed if the radius of a pair of tracks containing at least seven hits in the silicon
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Figure 5.5: Charge misidentification probabilities in Z → ee data as a function of (a) ET

and (b) |η| [178].

pixel detector and best matched to the electron candidate is larger than 20 mm. The

conversions with a radius less than 20 mm are considered electrons, whereas the internal

conversion is likely to fall into this category. Secondly, the conversion candidates with two

tracks are regarded as electrons when one track has a hit on the innermost silicon layer,

and the other does not, where a hit is expected. This feature matches the properties of the

material conversion. Therefore, the reconstruction and identification of these converted

electrons are essential to reject these backgrounds.

The converted electrons tend to have more than one track associated with the cluster

[51; 182]. The conversion can be reconstructed with this feature by pairing the electron

best-match track and the second-best-match silicon track of opposite charge. An invari-

ant mass of this track pair at the hard-scattering PV (mtrk,trk@PV) is calculated. This

invariant mass identifies the internal conversions, providing a narrow peak from the re-

construction of massless photons from internal conversions. The mtrk,trk@PV distribution

of material conversions is wider than that of internal conversions, given material conver-

sions are not reconstructed at their actual vertices. Thus, another vertex is built as the
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conversion vertex for material conversion by finding a point where two tracks are parallel

in the transverse plane. An invariant mass of the track pair at the conversion vertex

(mtrk,trk@CV) is calculated, which provides a narrow peak for the massless converted

photons from material conversions. The radius of the conversion vertex (RCO) is also

used to separate the internal and material conversions. These observables are shown in

Figure 5.6.

An additional photon conversion tagger is built to categorize events with electrons to

be prompt leptons, internal conversions, and material conversions based on the conversion

observables (mtrk,trk@PV, mtrk,trk@CV and RCO). An electron is declared prompt lepton

if a second track or conversion vertex is not found. An electron would be classified as

from internal or material conversions if the second track and conversion vertex are found.

The material conversion is first identified with RCO > 20 mm and mtrk,trk@CV < 0.1

GeV. The internal conversion is defined as failing the material conversion selection and

passing the selection with mtrk,trk@PV < 0.1. This allows a rejection of 40% of photon

conversion in the electrons. The BSM tt̄tt̄ analysis directly uses the conversion variables

(mtrk,trk@PV and mtrk,trk@CV), while the SM tt̄tt̄ analysis utilizes the photon conversion

tagger to identify the converted electrons.

(a) mtrk,trk@PV (b) mtrk,trk@CV (c) RCO

Figure 5.6: Conversion observables used to define the photon conversion tagger: (a)
mtrk,trk@PV, (b) mtrk,trk@CV, and (c) RCO [51; 182; 183].
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5.3.2 Muons

5.3.2.1 Muon Reconstruction

The muon reconstruction is performed with various algorithms, taking information

from the ID, calorimeters, and MS. Four types of muon reconstructions [172; 184] are

shown below,

• Combined (CB) muon: The CB muon is the primary reconstruction method in

ATLAS. Track reconstructions are performed independently in the ID and MS,

followed by a global re-fit to form the combined track from hits in the MS and ID.

The muons are reconstructed with the outside-in method as the default. The muons

are first reconstructed in the MS and extrapolated to the ID. An inside-out method

is used as the complementary method.

• Segment-tagged (ST) muons: The ST muons are used when the muon pT is low or

in the regions with low MS acceptance, where the muons only cross one layer of the

MS chambers. The muon is reconstructed if the ID track matches at least one local

track segment in the MDT or CSC chambers.

• Calorimeter-tagged (CT) muons: The CT muons are reconstructed for the region

where the MS is partially instrumented due to the cabling and services of ID or

calorimeters. The CT muons are reconstructed with an ID track matched to the

energy deposit in the calorimeter compatible with a minimum-ionizing particle. This

muon type is optimized for |η| < 0.1 and 15 < |pT | < 100 GeV.

• Extrapolated (ME) muons: The ME muon extends the MS acceptance in 2.5 <

|η| < 2.7, where no ID is available. The ME muons are reconstructed only with MS

tracks with loose requirements to be compatible with originating from the IP.
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The overlaps between these four muon types are resolved before forming the muon collec-

tions for physics analyses.

5.3.2.2 Muon Identification

Muon identification [172; 184] is performed to select the prompt leptons with high ef-

ficiency and ensure a robust momentum measurement. Muons are identified with several

quality requirements to suppress backgrounds from pion and kaon decays. Muon candi-

dates from the in-flight hadron decays can be characterized by the reconstructed track’s

distinctive ’kink’ topology. This results in the incompatibility of the track’s momentum

measured in the ID and MS and a poor fit quality of the combined track. The identifica-

tion utilizes the ID and MS track quantities to discriminate the prompt muons from the

backgrounds shown below for CB muons:

• q/p significance is defined as

q

p
significance =

∣∣∣ q
pT,ID

− q
pT,MS

∣∣∣√
σ2
pT,ID

+ σ2
pT,MS

, (5.1)

where q
pT,ID

( q
pT,MS

) is the ratio of the charge and momentum of the muons measured

in the ID and MS, and σpT,ID (σpT,MS) is the corresponding uncertainty.

• ρ′ is defined as

ρ′ =
pT,ID − pT,MS

pT,CB
, (5.2)

where the pT,ID (pT,MS) is the pT measured in the ID (MS), and pT,CB is the pT of

the combined track.

• Normalized χ2 of the combined track fit.

• Number of hits in ID and MS.
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Three major WPs are available for physics analysis: Loose, Medium, and Tight. The

Loose WP, designed for analyses with multiple leptons, is optimized to maximize the

reconstruction efficiency with less purity. The Tight WP maximizes prompt muons’ pu-

rity and limits the non-prompt muon background. The Medium WP is optimized to

minimize systematic uncertainties and balances efficiency and purity. The Medium WP

is the default selection for muons in ATLAS. Figure 5.7 shows the reconstruction and

identification efficiencies with different WPs.
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Figure 5.7: Efficiencies of muon reconstruction and identification for Loose, Medium, and
Tight criteria as a function of (a) pT and (b) η [184]. The efficiencies are evaluated using
(a) both J/Ψ → µµ and Z → µµ, and (b) Z → µµ events. The predicted efficiencies
are illustrated as open markers, while filled markers show the measured results from the
collision data.

5.3.3 Lepton Isolation

The lepton isolation [172; 178; 184; 185] measures the detector activity around leptons.

Both eletron and muon isolations are based on a track-based isolation variable (pvarconeXX
T )

and a calorimeter-based isolation variable (EtopoconeXX
T ), where XX refers to the cone size.

The pvarconeXX
T is the scalar sum of the pT of the selected tracks with pT > 1 GeV within

a variable cone size ∆R around the lepton, excluding the lepton itself. The variable ∆R
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is defined as

∆R = min

(
10

pT [GeV]
,∆Rmax

)
, (5.3)

where ∆Rmax is the maximum cone size, defined by XX in the variable name. This cone

size is chosen to be pT -dependent to improve the performance of lepton with large pT . The

pvarconeXX
T is primarily independent of the pile-up effects due to the track rejection from

pile-up or large d0 relative to PV. The EtopoconeXX
T is the sum of the ET of topological cell

clusters around the lepton in ∆R, with subtraction of the contribution from the lepton

itself and the correction for pile-up effects. The BSM tt̄tt̄ analysis uses the Tight WP,

defined in Table 5.1.

Isolation WP Definition Lepton
FixedCutTight pvarcone20

T /pT < 0.06, Etopocone20
T /pT < 0.06 e

FixedCutTightTrackOnly pvarcone30
T /pT < 0.06 µ

Table 5.1: Definitions of the lepton isolation used in the BSM tt̄tt̄ analysis [172; 178; 184;
185].

An MVA discriminant, the prompt lepton BDT, is developed for the tt̄H measurement

[182] to reject the non-prompt lepton backgrounds. An improved version of the BDT

discriminant, Prompt Lepton Improved (PLImproved) BDT, is studied for electrons and

muons [148; 186]. Three BDT are trained for muons, eletrons in barrel region (|η| < 1.37)

and eletrons in end-cap region (|η| > 1.37). The tt̄ MC simulation is used for the prompt

and non-prompt lepton samples. The input variables for BDT include information related

to the lepton-track relationship, isolation variables, lifetime variables, and lepton pT bin

number. The lepton pT bin number parameterizes the pT dependence of the BDT. The

PLImproved WPs (PLImprovedTight and PLImprovedVeryTight) are defined with the

prompt lepton BDT cuts in bins of lepton pT . The PLImprovedTight trades off the

prompt efficiency but provides better rejection of non-prompt lepton background than the

FixedCutTight, defined in Table 5.1. The PLImprovedTight provides the prompt muons

(barrel/end-cap electrons) with an efficiency of around 60% (60%/70%) for pT around
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20 GeV and reaching a plateau of 95% (95%/90%) for pT around 40 (40/65) GeV. The

corresponding rejection factor is defined as the reciprocal of the efficiency. The rejection

factor against muons (electrons) from the b-hadron decays ranges from 33 to 50 (20 to

50) for the PLImprovedTight WP, depending on pT and η [148]. The PLImprovedTight

WP is used in the SM tt̄tt̄ analysis.

5.4 Jets

Given the nature of color confinement in QCD, quarks and gluons cannot be ob-

served individually in detectors. They undergo the hadronization process, producing a

narrow and collimated cone of color-neutral hadrons, known as a jet. The jet reconstruc-

tion [187] is performed by forming the topo-clusters from the calorimeter cells using a

nearest-neighbor algorithm at the EM scale [179], referred to as EMTopo jets. An addi-

tional particle flow (PFlow) algorithm [187] was introduced by combining the information

from ID and calorimeter systems for the jet reconstruction. The energy deposited in the

calorimeter by charged particles is subtracted from the topo-cluster calculation and re-

placed by the momenta of tracks matched to the topo-clusters. This results in the PFlow

jets having improved energy and angular resolutions, reconstruction efficiency, and pile-

up stability compared to EMTopo jets [179; 187]. The jets used in this dissertation are

reconstructed with PFlow and anti-kt algorithms [188] using a radius parameter R = 0.4.

Jets are reconstructed at the energy of the EM scale, which does not accurately account

for the energy scale of hadronic interactions. To correct the reconstructed jets to have

a reasonable energy scale to that of jets reconstructed at the particle level, a jet energy

scale (JES) calibration [189] is performed. A sequence of the calibrations is taken, as

shown in Figure 5.8. In addition, the jet energy resolution (JER) calibration is also

performed to match the jet resolution in simulation to data with dijet events [190].

Pile-up interactions are often reconstructed as jets in the final states. However, these
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Figure 5.8: The JES calibration procedure for the EM-scale jets [189].

jets are not associated with the hard-scattering PV. A jet vertex tagger (JVT) algorithm

[191] is introduced to discriminate the hard-scattering and pile-up jets. The JVT uses two-

dimensional likelihood with observables built from tracking information associated with

the reconstructed jet from PV or pile-up interactions. The JVT is applied to reconstructed

jets with pT < 60 GeV and |η| < 2.4 in both SM and BSM tt̄tt̄ analyses in this dissertation.

5.4.1 Flavor Tagging

The jets containing HF hadrons, including b- and c-hadrons, likely originate from the

hadronization of the b and c quarks, known as b-jets and c-jets, respectively. On the other

hand, the jets arising from the light-flavor (LF) quarks are referred to as light-flavor jets

(or simply light jets). Identifying b-jets and c-jets is called ’flavor tagging’. The flavor

tagging is essential to many aspects of the physics programs in the ATLAS experiment.

For example, the leading Higgs boson decay mode is the H → bb̄ channel, or the top

quark decays to a W boson and a b quark with a branching ratio of almost 100%. The

production with final states, including c quarks, has a small cross section or branching

ratio. However, the identification of c-jet plays a vital role in the H → cc̄ measurement.

The b- and c-hadrons have a larger mass, higher decay multiplicity of b- and c-hadrons,

longer lifetime, and intrinsic properties of heavy-quark fragmentation. The typical life-

81



time of b-hadron is about 1.5 ps (〈cτ〉 ≈ 450 µm), which leads to at least one vertex

displaced by a few mm from the hard-scattering PV for b-jets with pT > 20 GeV. Various

low-level flavor tagging algorithms are designed to reconstruct the characteristic features

of b-jets [192]. These algorithms use the information from impact parameters of the tracks

originating from the b-hadron decays [193], track impact parameters with Recurrent Neu-

ral Network (RNN) [194], secondary vertex reconstruction [195], reconstruction of b- and

c-hadron entire decay chains [196]. The outputs of these low-level algorithms are further

fed into deep-learning classifiers with multi-layer feed-forward neural networks (NNs),

referred to as the DL1r algorithm. The DL1r classifier has 3-dimensional outputs corre-

sponding to the probabilities for a jet to be a b-jet (pb), a c-jet (pc), or a light jet (plight).

The final DL1r b-tagging discriminant output is defined as

DDL1r = ln

(
pb√

fc · pc + (1− fc) · plight

)
, (5.4)

where fc is the c-jet fraction in the background. The fc is optimized with a posteriori

(fc = 0.018) [192] to ensure good rejection factors for both c-jet and light jets in a

considerable b-tagging efficiency (εb) range across several analyses, such as V H,H → bb̄

[197] and tt̄H,H → bb̄ [198] measurements. Figure 5.9 shows the raw output of pb and

final DL1r b-tagging discriminant output. The DL1r has a higher efficiency and better

rejection of the c-jets and light jets than the previous ATLAS MV2 b-tagging algorithm

[199]. Figure 5.10 presents the comparisons between DL1r and MV2 algorithms.

The flavor tagging is available for the jets with pT > 20 GeV and |η| < 2.5. Different

WPs are provided based on the selections of the DL1r final discriminant. These include the

WPs with average b-jet efficiencies of 60%, 70%, 77%, and 85%. Figure 5.11 shows the b-jet

efficiency and background rejections with different WPs. In addition, pseudo-continuous

b-tagging (PCBT) scores are defined to provide dedicated information to quantify how

likely the jet is a b-jet by giving an integer score to the jet. A jet is assigned a score of
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Figure 5.9: Distributions of (a) DL1r pb output and (b) final DL1r b-tagging discriminant
for b-jets, c-jets, and light jets in the tt̄ simulated sample [192].
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five, four, three, two, and one if the jet passes a b-tagging WP of 60%, 70%, 77%, 85%,

and none of WP, respectively. Both SM and BSM tt̄tt̄ analyses optimize the choices of

the WP and use 77% as the WP to define b-tagged jets. In addition, both analyses utilize

the PCBT scores in the MVA.
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Figure 5.11: The (a) b-tagging efficiency, as well as (b) c-jet and (c) light-jet rejection
factors as a function of jet pT [192].

Additional calibrations for the flavor tagging are required due to the imperfect de-

scription of the detector response and physics modeling effects in MC simulation. Two

efficiencies are measured to calibrate the difference between data and MC simulations

[200] and between MC simulations with different configurations [201]. The calibration

measures the b-jet efficiency with data using events enriched with tt̄ dilepton decays. The

events are further categorized into different bins of pT of the two jets, invariant masses

(mj1,` and mj2,`) of the lepton and jet which are paired to be from the same top decay, and

DL1r b-tagging discriminant. A log-likelihood function is built with control and signal

regions to simultaneously estimate the b-tagging probabilities and flavor compositions.

The scale factors (SFs), defined as the efficiency ratio between data and MC simulation

(SF = εdata/εMC), are derived in bins of pT and η. The pT ranges of calibration are dif-

ferent for b-jet, c-jet, and light-jet tagging: 20 ≤ pT ≤ 400 GeV for b-jets, 20 ≤ pT ≤ 250

GeV for c-jets, 20 ≤ pT ≤ 300 GeV for light jets. The SFs are then applied to the MC

simulations on a per-jet basis in the physics analysis. Figure 5.12 shows the SFs for
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b-tagging efficiency, c-jet mistag rate, and light-jet mistag rate.
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Figure 5.12: The data/MC SFs for (a) b-tagging efficiency, (b) c-jet mistag rate, and (c)
light-jet mistag rate of the DL1r tagger with PFlow jets using 70% WP. The calibration
is performed with tt̄ simulated events for b-tagging efficiency and c-jet mistag rate and
with Z boson + jets simulated events for light-jet mistag rate [192; 202].

5.5 Missing Transverse Momentum

At the LHC, the proton beams collide in opposite directions along the z direction of

the ATLAS coordinate. Because of the momentum conservation, the momenta of all final

state particles should be conserved in the transverse plane to the beam axis. Therefore,

the vector sum of the momenta of all particles in the transverse plane should be zero. A

momentum imbalance can be produced due to invisible particles, which are not detectable

by the ATLAS detectors. The known invisible particles in the SM are neutrinos, which

are charge-neutral and only interact through weak interaction. Potential momentum

imbalance can also arise from the unknown new particles introduced by the BSM. This

momentum imbalance is reconstructed as the missing transverse momentum (Emiss
T ).

The reconstruction of Emiss
T [203] is performed by calculating the missing pT with

the calibrated objects in the detectors. These objects include electrons, photons, muons,

hadronically decaying τ leptons, and jets. The x and y components of missing transverse

85



momentum vector ( ~Emiss
T ) are defined as

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,µ

x(y) + Emiss,τ
x(y) + Emiss,jets

x(y) + Emiss,soft
x(y) , (5.5)

where the terms are calculated as the negative vectorial sum of pT of the calibrated

objects. Additional soft term (Emiss,soft
x(y) ) is included to account for the reconstructed

tracks originating from hard-scattering PV that are not associated with the reconstructed

objects. The ~Emiss
T can be further separated as two terms, the magnitude (Emiss

T ) and

azimuthal angle φmiss, which are defined as

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2, (5.6)

φmiss = arctan
(
Emiss

y /Emiss
x

)
. (5.7)

Due to the uses of reconstructed objects to reconstruct Emiss
T , several factors can also

impact the Emiss
T , such as the detector noise, detector mismodeling, the coverage of the

detector, or the miscalibration of the reconstructed objects.

5.6 Overlap Removal

An overlap removal procedure is employed to avoid the same calorimeter energy deposit

or the same track being reconstructed as different objects in the same event. Table 5.2

summarizes the sequence of criteria applied to remove objects. This method is used in all

analyses shown in this dissertation.
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Reject Against Criteria
Electron Electron Shared track, pT,1 < pT,2

Muon Electron Is CT Muon and shared ID track
Electron Muon Shared ID track
Jet Electron ∆R < 0.2
Electron Jet ∆R < 0.4
Jet Muon Number of tracks < 3 and (ghost-associated or ∆R < 0.2)
Muon Jet ∆R < min(0.4, 0.04 + 10 GeV/pT (µ))

Table 5.2: Overlap removal procedure used in the analyses of this dissertation. The
procedure starts from the top to the bottom.
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CHAPTER VI

Common Features for the Same-sign Dilepton and

Multilepton Final States

This chapter discusses common elements for the SSML final states used in SM and

BSM tt̄tt̄ analyses1. The two analyses largely share the same strategy with subtle differ-

ences because they target the same phase space in the SSML final states. The same trigger

selections used in both analyses are shown in Section 6.1. The physics processes can be

categorized into signal and background in an analysis. The signal is the physics process

of interest in an analysis, while the backgrounds are the other physics processes that can

produce the same final states. Both analyses share the same background processes, and

mostly the same MC simulations are used to describe these backgrounds. Section 6.2 sum-

marizes the common MC simulations. Moreover, the same data-driven approach is used

in the background estimation strategy for mis-reconstructed or misidentified leptons. Sec-

tion 6.3 describes common approaches for background estimations. In addition, the two

analyses share the common sources of systematic uncertainties. Section 6.4 introduces

the configurations of systematic uncertainties. Finally, both analyses utilize statistical

methods to quantify the consistency between observed data and theoretical predictions.

Section 6.5 presents the statistical methods used in both analyses.
1The 2HDM+a combination analysis reinterprets the BSM tt̄tt̄ analysis using the same strategy, so

the following sections will only focus on the setups in the SM and BSM tt̄tt̄ analyses.
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6.1 Trigger Selection

The SM and BSM tt̄tt̄ analyses use the same HLT strategy following tt̄tt̄ evidence

analysis [52]. Single lepton and dilepton triggers are used in both analyses. Table 6.1

summarizes the HLT triggers in the different data periods. A matching between online

objects firing the trigger and the offline reconstructed object is required. The trigger

efficiency uncertainties are summarized in Section 6.4.1.

Trigger name Data periods
2015 2016 2017 2018

Single electron triggers
e24_lhmedium_L1EM20VH X - - -
e26_lhtight_nod0_ivarloose - X X X
e60_lhmedium X - - -
e60_lhmedium_nod0 - X X X
e120_lhloose X - - -
e140_lhloose_nod0 - X X X

Single muon triggers
mu20_iloose_L1MU15 X - - -
mu26_ivarmedium - X X X
mu50 X X X X

Di-electron triggers
2e12_lhloose_L12EM10VH X - - -
2e17_lhvloose_nod0 - X - -
2e17_lhvloose_nod0_L12EM15VHI - - - X
2e24_lhvloose_nod0 - - X X

Di-muon triggers
2mu10 X - - -
2mu14 - X X X
mu18_mu8noL1 X - - -
mu22_mu8noL1 - X X X

Electron-muon triggers
e7_lhmedium_mu24 X - - -
e7_lhmedium_nod0_mu24 - X X X
e17_lhloose_mu14 X - - -
e17_lhloose_nod0_mu14 - X X X

Table 6.1: List of single lepton and dilepton HLT triggers used in the analyses per data
period. A logical OR is used for a given data period year.
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6.2 Monte Carlo Simulation

MC simulations [204] rely on random sampling to produce the possible output fol-

lowing certain probability density functions. The MC simulations provide a statistical

framework to model the physics of the pp collisions. The MC simulations of the physics

processes from pp collisions can be broken down into a few parts: matrix element (ME),

PDF, PS, and hadronization, UE, and detector response simulation.

The ME describes dynamical information of the physics process from particle inter-

actions. The squared matrix element provides the probability density function of a given

physics process. The matrix element of a physics process in an available phase space de-

scribes the partonic cross section under QCD perturbation theory. The ME MC generators

use the complete matrix element to offer reliable physics descriptions in the perturbative

QCD regime. These generators include MadGraph5_aMC@NLO [205] and Powheg-

Box [206–208]. They are integrated with different PDF sets, described in Section 3.1.2.1,

to describe the probability of interacting with specific partons from a proton. Three PDF

sets are commonly used: CTEQ [108], MSTW2008 [109], and NNPDF [110]. In this

dissertation, the samples are produced with the NNPDF sets.

Collinear and soft emissions are the so-called parton showers. Fragmentation or

hadronization refers to the process that quarks and gluons turn into colorless hadrons.

The PS generator is designed to describe the collinear and soft emissions of the radiative

process following the primary process. The PS algorithm is further integrated with the

ME calculation via jet matching and merging techniques to prevent double counting in

the multi-jet phase space. There are three General-purpose Monte Carlo (GPMC) gen-

erators providing both the ME calculation and computations of PS and UE [204]: Her-

wig [209–211], Pythia [212; 213], and Sherpa [214; 215]. The Herwig and Pythia are

commonly used as PS generators only, combined with the ME generators such as Mad-

Graph5_aMC@NLO and PowhegBox. This is most of the cases in this dissertation.
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On the other hand, Sherpa is commonly used to provide both the ME and PS calcula-

tions.

The PS generator models contain several free parameters when modeling the PS,

hadronization, and UE. These parameters are tuned to experimental data with the ob-

servables sensitive to the PS, hadronization, and UE physics. The ATLAS experiment

provides a standalone tune for Pythia8, ’A14’ tune, with different PDF sets [216]. De-

fault tunes are provided by Herwig [211], named as H7UE, and Sherpa [214; 215].

Generated MC events are processed with Geant4 [217; 218] or ATLFAST2 [219] to

simulate the geometry and response of the ATLAS detector. This allows the MC simula-

tions to have the correct description and to compare with the real data observed in the

ATLAS detector. The detector simulation with Geant4 is known as the ’full simulation’,

and it provides the complete description of the ATLAS detector. However, the full sim-

ulations with Geant4 take a huge amount of computational time. The ATLFAST2 al-

gorithm, known as AF2, had been developed to provide faster detector simulation with

reasonable precision and accuracy. After the detector simulations, MC events are further

processed by the reconstruction algorithms, described in Chapter V. Finally, theoretical

cross sections are used to normalize the simulated MC events to describe the physics

processes in the analyses. Table 6.2 summarizes the MC generator configurations used

in the analyses of this dissertation. The following sections discuss the MC simulations

of the SM processes used in both analyses. The BSM signal samples (tt̄H/A → tt̄tt̄ and

tt̄(H/A/a) → tt̄tt̄) are discussed in Section 8.1 and Section 9.1, respectively.

6.2.1 tt̄tt̄

The tt̄tt̄ production is simulated using MadGraph5_aMC@NLO 2.6.2 at NLO in

QCD with NNPDF3.1nlo PDF set. The µR and µF scales are set to mT/4, with mT

being the scalar sum of the transverse mass (
√
m2 + p2T ) of the particles generated from

the ME [123]. Top quark decays are simulated at LO with MadSpin, preserving spin
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Process Generator ME order PDF PS Tune Detector Analysis

tt̄H/A → tt̄tt̄ MadGraph5 LO NNPDF3.1lo Pythia8 A14 AF2 BSM tt̄tt̄

tt̄(H/A/a) → tt̄tt̄ MadGraph5 LO NNPDF3.0nlo Pythia8 A14 AF2 2HDM+a

tt̄tt̄ MadGraph5_aMC@NLO NLO NNPDF3.1nlo Pythia8 A14 AF2 Both

(MadGraph5_aMC@NLO) (NLO) (NNPDF3.1nlo) (Herwig7) (H7UE) (AF2) Both

(Sherpa 2.2.10) (NLO) (NNPDF3.0nnlo) (Sherpa) (Sherpa) (Full) BSM tt̄tt̄

(Sherpa 2.2.11) (NLO) (NNPDF3.0nnlo) (Sherpa) (Sherpa) (Full) Both

(MadGraph5) (LO QCD) (NNPDF3.1lo) (Pythia8) (A14) (AF2) Both

tt̄tt̄ κt MadGraph5 LO (NNPDF3.1lo) Pythia8 A14 AF2 SM tt̄tt̄

tt̄tt̄ EFT MadGraph5 LO (NNPDF3.1lo) Pythia8 A14 AF2 SM tt̄tt̄

tt̄t MadGraph5 LO in 5 FS NNPDF2.3lo Pythia8 A14 Full SM tt̄tt̄

(MadGraph5) (LO in 4 FS) (NNPDF2.3lo) (Pythia8) (A14) (Full) BSM tt̄tt̄

tt̄W Sherpa 2.2.10 MEPS@NLO NNPDF3.0nnlo Sherpa Sherpa Full Both

(MadGraph5_aMC@NLO) (NLO) (NNPDF3.0nlo) (Pythia8) (A14) (Full) BSM tt̄tt̄

(MadGraph5_aMC@NLO) (FxFx) (NNPDF2.3lo) (Pythia8) (A14) (Full) SM tt̄tt̄

tt̄W EW Sherpa 2.2.10 LO NNPDF3.0nnlo Sherpa Sherpa Full Both

(MadGraph5) (LO) (NNPDF2.3lo) (Pythia8) (A14) (Full) Both

tt̄Z/γ∗ [MadGraph5_aMC@NLO] [NLO] [NNPDF3.0nlo] [Pythia8] [A14] [Full/AF2] Both

Sherpa 2.2.1 MEPS@NLO NNPDF3.0nnlo Sherpa Sherpa Full BSM tt̄tt̄

(Sherpa 2.2.11) (MEPS@NLO) (NNPDF3.0nnlo) (Sherpa) (Sherpa) (Full) SM tt̄tt̄

tt̄H PowhegBox NLO NNPDF3.0nlo Pythia8 A14 Full Both

(PowhegBox) (NLO) (NNPDF3.0nlo) (Herwig7) (H7UE) (Full) SM tt̄tt̄

(MadGraph5_aMC@NLO) (NLO) (NNPDF3.0nlo) (Pythia8) (A14) (Full) Both

tt̄ PowhegBox NLO NNPDF3.0nlo Pythia8 A14 Full Both

tW PowhegBox NLO NNPDF3.0nlo Pythia8 A14 Full Both

tWZ MadGraph5_aMC@NLO NLO NNPDF3.0nlo Pythia8 A14 Full Both

tZq MadGraph5 LO NNPDF2.3lo Pythia8 A14 Full Both

tt̄V V MadGraph5 LO NNPDF2.3lo Pythia8 A14 AF2 Both

tt̄HH MadGraph5 LO NNPDF2.3lo Pythia8 A14 AF2 Both

V Sherpa 2.2.1 MEPS@NLO NNPDF3.0nnlo Sherpa Sherpa Full Both

V V ,V V V Sherpa 2.2.2 MEPS@NLO NNPDF3.0nnlo Sherpa Sherpa Full Both

V H Pythia8 LO NNPDF23lo Pythia8 A14 Full Both

Table 6.2: Summary of the MC generator configurations used in SM tt̄tt̄, BSM tt̄tt̄, and
2HDM+a combination analyses. The 2HDM+a combination analysis uses exactly the
same MC generators as BSM tt̄tt̄ except for the additional signal samples. The sam-
ples with parentheses are used to estimate the systematic uncertainties, while those with
brackets are used as either nominal or alternative samples for systematic uncertainties in
different analyses. The symbol V refers to an EW boson (W or Z/γ∗). The ME order
refers to the order in QCD of the perturbative calculation. The FS is specified in tt̄t sam-
ples, to highlight the FS choice used in the PDF. The PDF used for the ME is shown
in the table. Tune refers to the UE tune of the PS generator. The MEPS@NLO and
FxFx refer to the methods used to match the ME to the PS in Sherpa [220–223] and in
MadGraph5_aMC@NLO [224], respectively. Detector refers to the detector simula-
tion, where ’Full’ represents full simulation and ’AF2’ represents ATLFAST2 simulation.
The analysis column summarizes in which analyses the sample is used, where ’Both’ stands
for SM and BSM tt̄tt̄ analyses. The table is modified from Ref. [125].
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Process SM tt̄tt̄ BSM tt̄tt̄ Unit Reference Note

tt̄tt̄ 11.97 11.97 fb [123] Inclusive

tt̄t 1.67 1.64 fb [125] Inclusive

tt̄W QCD+EW 722.48 639.11 fb [123; 137] Inclusive

tt̄Z 878.30 878.30 fb [117] Inclusive

tt̄H 507.01 507.01 fb [117] Inclusive

tt̄ 831.77 831.77 pb [109; 225–236] Inclusive

tW 71.71 71.71 pb [237–239] Inclusive

tWZ 16.05 16.05 fb [205; 239] Leptonic Z-boson decay

tZq 240.37 240.37 fb [205] Non all-hadronic decays

tt̄ZZ 1.83 1.83 fb [117] Inclusive

tt̄WW 9.88 9.88 fb [117] Inclusive

tt̄WZ 3.90 3.90 fb [117] Inclusive

tt̄HH 0.75 0.75 fb [117] Inclusive

tt̄WH 1.58 1.58 fb [117] Inclusive

V 240.86 240.86 nb [111; 240; 241] Inclusive

V V 40.03 40.03 pb [242] Non all-hadronic decays

V V V 14.88 14.88 fb [242] Only leptonic decays

V H 2.25 2.25 fb [117] Inclusive

Table 6.3: Summary of cross sections used in the SM and BSM tt̄tt̄ analyses.
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correlations. Events are interfaced with Pythia8.2 for PS and hadronization, using A14

tune and NNPDF2.3lo PDF.

An alternative sample is produced by using the alternative Herwig7.04 showering

model with the H7UE tune and NNPDF3.1nlo to evaluate PS and hadronization effects.

For generator uncertainty, tt̄tt̄ events are simulated at NLO in QCD using Sherpa 2.2.11

with NNPDF3.0nnlo PDF for SM tt̄tt̄ analysis and Sherpa 2.2.10 for BSM tt̄tt̄ analysis.

The µR and µF scales are set to HT/2, where HT is the scalar sum of the transverse mo-

mentum of all final state particles. Sherpa 2.2.11 tt̄tt̄ sample includes EW contributions

(LO2+LO3+NLO2) [123], but only part of EW NLO2 is remained due to cancellations.

EW contribution is considered as an additional uncertainty in the BSM tt̄tt̄ analysis but

omitted in the SM tt̄tt̄ analysis due to negligible impact.

An additional tt̄tt̄ sample is generated at LO in QCD using MadGraph5 with the

same configuration as the nominal sample to prevent negative weights in the MVA train-

ing. Additional samples are produced to simulate BSM effects, such as various non-SM

Higgs-top Yukawa couplings (denoted as tt̄tt̄ κt) and EFT operators (denoted as tt̄tt̄

EFT). The EFT operators include four-fermion and Higgs oblique parameters. Different

Universal FeynRules Output (UFO) models [243] are implemented in MadGraph5 with

FeynRules [243; 244] to simulate the BSM physics. The tt̄tt̄ κt sample is simulated with

the Higgs Characterization model [245]. The tt̄tt̄ EFT samples are generated with the

SMEFT@NLO model [246] and the Higgs oblique UFO model [92]. These BSM sam-

ples are produced with MadGraph5 at LO in QCD with NNPDF3.1lo. Events are

showered by Pythia8 with A14 tune and NNPDF2.3lo.

6.2.2 tt̄t

The tt̄t production, including tt̄tW and tt̄tq, is modeled using MadGraph5 at LO

in QCD with NNPDF3.0nlo. Two samples are produced in 4FS and 5FS, discussed

in Section 3.2.2.2. The simulated events are showered using Pythia8 with A14 tune
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and NNPDF2.3lo. The µR and µF scales are set to the default choice in MadGraph5,

which is the transverse mass of the 2 → 2 system resulting from the kt clustering algorithm

[247]. The BSM tt̄tt̄ analysis uses the 4FS tt̄t with a cross section from MadGraph5.

The SM tt̄tt̄ analysis utilizes the 5FS tt̄t to prevent the overlap with tt̄tt̄ at LO. The tt̄tW

and tt̄tq are normalized to cross sections of 1.02 fb and 0.65 fb, respectively, calculated

at NLO in QCD with MadGraph5_aMC@NLO using HT/2 dynamical scales and

NNPDF2.3nlo [125].

6.2.3 tt̄W

The tt̄W production process is simulated with Sherpa 2.2.10 at NLO in QCD with

NNPDF3.0nnlo, including up to one extra parton at NLO and two at LO, matched

and merged with PS based on Catani-Seymour dipole factorization [222] in Sherpa.

MEPS@NLO prescription [223; 248–250] with a 30 GeV merging scale is used. The virtual

QCD correction for ME at NLO is provided by OpenLoops [220; 251; 252]. The µR and µF

scales are set to mT/2. The cross section is predicted to be 597 fb from sample production.

Higher-order corrections [215; 253; 254] are included as internal weights, combining

NLO in QCD and EW contributions (NLO2+LO3) following Ref. [137]. A separate

Sherpa 2.2.10 sample at LO covers sub-leading EW NLO3 corrections, presenting a cross

section of 42.1 fb. The tt̄W sample in BSM tt̄tt̄ analysis includes NLO in QCD and sub-

leading EW NLO3 corrections, with a cross section of 639.11 fb. The tt̄W sample in SM

tt̄tt̄ analysis includes NLO in QCD and higher-order corrections (NLO2+LO3+NLO3),

normalized to 722 fb calculated with hard non-logarithmically enhanced radiation at NLO

in QCD [137].

Systematic models vary between SM and BSM tt̄tt̄ analyses, with separate samples

covering generator differences at NLO in QCD and sub-leading EW NLO3 corrections.

The BSM tt̄tt̄ analysis uses an alternative tt̄W sample at NLO in QCD without additional

partons using MadGraph5_aMC@NLO 2.3.3 and NNPDF3.0nlo. Events are inter-
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faced with Pythia8.210 using A14 tune and NNPDF2.3lo. For the SM tt̄tt̄ analysis, a

separate NLO tt̄W sample with up to one extra parton at NLO and up to two at LO is

generated using MadGraph5_aMC@NLO, merged using the FxFx prescription [224]

with a 30 GeV merging scale. Events are interfaced with Pythia8.210 using A14 tune

and NNPDF2.3lo. Both analyses use MadGraph5 to simulate the tt̄W+jets sample

for EW NLO3 correction with NNPDF2.3lo, showered by Pythia8.2 using A14 tune

and NNPDF2.3lo.

6.2.4 tt̄Z and tt̄H

The tt̄Z/γ∗ samples used for the SM and BSM tt̄tt̄ analyses are produced from different

generators covering on-shell and off-shell Z and γ∗ contributions with dilepton invariant

mass (m``) exceeding 1 GeV. For the BSM tt̄tt̄ analysis, tt̄Z/γ∗ form`` > 5 GeV is modeled

with Sherpa 2.2.1 at NLO using NNPDF3.0nnlo. For 1 < m`` < 5 GeV, tt̄Z/γ∗ is simu-

lated with MadGraph5_aMC@NLO 2.3.3 at NLO interfaced with Pythia8.210 using

A14 tune and NNPDF2.3lo. An alternative m`` > 5 GeV sample is generated using

MadGraph5_aMC@NLO 2.3.3 interfaced with Pythia8 to account for the gener-

ator uncertainty. In the SM tt̄tt̄ analysis, tt̄Z/γ∗ NLO production, including off-shell

Z/γ∗ contributions (m`` > 1 GeV), is generated with MadGraph5_aMC@NLO 2.8.1

and NNPDF3.0nlo. Events are interfaced with Pythia8.210 using A14 tune and

NNPDF2.3lo. tt̄Z/γ∗ with Sherpa 2.2.11 at NLO using the NNPDF3.0nnlo is sim-

ulated for the generator uncertainty.

The tt̄H production process is produced using PowhegBox [208; 255] at NLO with

NNPDF3.0nlo, showered using Pythia8.230 with A14 tune and NNPDF2.3lo. An

alternative MadGraph5_aMC@NLO 2.3.3 sample with NNPDF3.0nlo is simulated

for generator uncertainty. Both analyses use the same nominal and alternative MC sam-

ples. In SM tt̄tt̄ analysis, an additional NLO sample is simulated by showering the nominal

PowhegBox sample with Herwig7.04 to evaluate the PS and hadronization impacts.
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6.2.5 Other Backgrounds

The tt̄ and single-top (tW ) production processes [256] are simulated using Powheg-

Box [208; 257] at NLO in QCD with NNPDF3.0nlo. The hdamp parameter2 is set to

1.5 mtop [258]. The tW can be produced with an additional b-quark at NLO in QCD. This

tW process overlaps with tt̄ production at LO. A diagram removal scheme is performed

to the tW to remove the interference with tt̄ production [258; 259]. For both samples,

events are interfaced with Pythia8.230 using the A14 tune and NNPDF2.3lo.

V+jets, V V , and V V V are modeled with Sherpa 2.2.1 and 2.2.2 at NLO in QCD

[242]. V+jets is normalized to NNLO [240], while V V and V V V are normalized to NLO

calculations [242]. The V H process, where V = W,Z, is generated with Pythia8.230

using A14 tune and NNPDF2.3lo and normalized to theoretical cross sections at NNLO

in QCD and NLO in EW [117].

Rare production processes of tZq, tt̄WW , tt̄HH, tt̄WH, tt̄ZZ, and tt̄WZ are gener-

ated with MadGraph5 at LO interfaced with Pythia8 using the A14 tune. The tWZ is

generated with MadGraph5_aMC@NLO 2.3.3 at NLO using NNPDF3.0nlo, inter-

faced with Pythia8.212 using the A14 tune and NNPDF2.3lo. These rare processes

are normalized to their NLO theoretical cross sections [117; 205].

6.3 Background Estimation

Several SM processes can decay into the SSML final state, resulting in different types of

background processes. These backgrounds can be divided into two categories: irreducible

and reducible. Irreducible backgrounds are characterized by SM processes that lead to

the SSML final states, with all selected leptons being prompt. These prompt leptons

primarily originate from the decays of H/W/Z bosons, τ -leptons, or internal conversions

(discussed in Section 5.3.1.4). Major contributions to irreducible backgrounds include
2The hdamp parameter controls ME and PS matching and regulates the high-pT radiation [258].
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tt̄tt̄ (for the BSM tt̄tt̄ analysis only), tt̄W+jets, tt̄Z+jets and tt̄H+jets production where

jets include both light-flavor jets and b-jets. Smaller contributions come from V V , V V V ,

V H, and rare processes including tt̄V V , tWZ, tZq and tt̄t. Irreducible backgrounds are

estimated using MC simulations normalized to their theoretical cross sections, as described

in Section 6.2. Additional corrections are applied to tt̄W and internal conversion. The

tt̄W background is estimated using either a floating normalization or a Njets parameterized

function in different analyses, summarized in Section 6.3.3. The internal conversion is

estimated with the template method [51; 52], described in Section 6.3.2, in both SM and

BSM tt̄tt̄ analyses.

The reducible background primarily arises from tt̄+jets, V+jets, and tW+jets. These

processes do not inherently produce SSML final states but are reconstructed as SSML

due to misidentified and mis-reconstructed leptons. The background sources are summa-

rized into three categories: QmisID, fake leptons, and non-prompt leptons. The QmisID

background is from reconstructed electrons with a sign flip of electrical charge, described

in Section 5.3.1.3. This background is evaluated using a data-driven method for the

charge flip rates, as outlined in Section 6.3.1. On the other hand, the fake/non-prompt

lepton background, discussed in Section 5.3.1.4 and Section 5.3.3, mainly arises from the

following sources:

• Events with one non-prompt electron (muon) originating from semi-leptonic decays

of b- and c-hadrons are known as HF decays, HF e (HF µ).

• Events with one non-prompt electron originating from photon conversion in the

detector material are named material conversion (Mat. Conv.).

• Events with a virtual photon (γ∗) leading to an e+e− pair are referred to as internal

conversion (Low mγ∗).

Minor components of the fake/non-prompt lepton background, originating from events
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with a lepton arising from LF meson decays or with a jet misidentified as a lepton (re-

ferred to as ’other fakes’), are determined from the MC simulations. The intricate nature

of these sources presents challenges in accurately simulating the fake/non-prompt lepton

background. Consequently, data-driven methods are predominantly employed with com-

mon approaches, including the matrix method [182] and the template method, to model

the fake/non-prompt lepton backgrounds. Both SM and BSM tt̄tt̄ analyses utilize the

template method instead of the matrix method due to its sensitivity to tt̄W contribution

variations. The variations of tt̄W can significantly affect the fake efficiency calculations

with large correlations between tt̄W and fake contributions. Section 6.3.2 summarizes the

template method to estimate the fake/non-prompt lepton backgrounds.

6.3.1 Charge Misidentification

Lepton charge is determined from track curvature. The charge misidentification is

mainly caused by bremsstrahlung, resulting in trident leptons, or due to incorrect charge

assignment. The charge misidentification is primarily relevant for electrons (see Sec-

tion 5.3.1.3), as it is significantly rare for muons due to the infrequency of bremsstrahlung

and precise charge determination facilitated by the ID and MS. The primary source of

QmisID background in electrons is trident electron production, influenced by the mate-

rial amount traversed by the electrons in the detector, which varies with |η|. In addition,

the misidentification is particularly significant at high transverse momentum due to track

curvature mismeasurement. Therefore, in both SM and BSM tt̄tt̄ analyses, a data-driven

method using a Poisson likelihood fit based on pT and |η| is utilized to estimate the QmisID

background [260]. The electron charge flip rate (ε) is determined from Z → e+e− events

within a Z-boson mass window cut, without requirement on the charge of the electron

tracks. It is assumed that the charge flip rates of electrons in an event are uncorrelated

and independent of (pT ,|η|) bins. Therefore, the number of measured same-sign events

NSS
ij , where one electron is in the ith bin of (pT ,|η|) and the other is jth bin of (pT ,|η|), is
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expected to be

NSS
ij = Nij(εi(1− εj) + εj(1− εi)), (6.1)

where Nij is the total number of events in ith bin and jth bin regardless of electric charges.

The charge flip rates are estimated by maximizing the Poisson likelihood function, equiv-

alently as minimizing the negative logarithm of the likelihood function,

− ln[L(ε|NSS, N)] = − ln

∏
ij

N
NSS

ij

ij · eNij

NSS
ij !

 (6.2)

=
∑
ij

−NSS
ij ln[Nij(εi(1− εj) + εj(1− εi))] +Nij(εi(1− εj) + εj(1− εi)),

(6.3)

where NSS represents the number of observed events where both electrons are with the

same electric charge, andN represents the number of dielectron events without any specific

charge requirement. Since the electron requirement varies in different regions, the charge

flip rates are extracted from likelihood fits with different region definitions using opposite-

sign (OS) events. The following weight is then applied to OS ee and eµ events to account

for the same-sign (SS) events that pass the region definition in an analysis,

w =
εi + εj − 2εiεj

1− εi − εj + 2εiεj
. (6.4)

Additional setups are used given different object and region definitions, with details shown

in Section 7.2.1 for SM tt̄tt̄ analysis and Section 8.3.1 for BSM tt̄tt̄ analysis. The common

approaches for systematic uncertainties on QmisID are shown in Section 6.4.2.
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6.3.2 Fake and Non-prompt Lepton

The template method is a semi-data-driven approach used to estimate fake/non-

prompt lepton background in the tt̄H multilepton analysis [51] and the subsequent tt̄tt̄ ev-

idence analysis [52]. It relies on the general kinematic description of MC, while the nor-

malizations of various fake/non-prompt backgrounds are determined with fits to data.

In this method, events with fake/non-prompt leptons are classified based on their truth

information, and each main contribution is assigned a free-floating normalization fac-

tor (NF). Both SM and BSM tt̄tt̄ analyses use the same set of NFs in the fit to adjust

the fake/non-prompt lepton backgrounds:

• NFHF e: NF applied to events with one non-prompt electron from HF decay.

• NFHF µ: NF applied to events with one non-prompt muon from HF decay.

• NFMat. Conv.: NF applied to events with one non-prompt electron originating from

photon conversion in the detector material (Mat. Conv.).

• NFLow mγ∗ : NF applied to events with a virtual photon (γ∗) leading to an e+e− pair

(Low mγ∗).

Dedicated control regions (CRs) have been established to measure and constrain NFs

for fake/non-prompt lepton backgrounds. Additionally, validation regions (VRs) are em-

ployed to evaluate the modeling of the main backgrounds. The definitions of the CRs and

VRs of SM and BSM tt̄tt̄ analyses are summarized in Section 7.2 and Section 8.3, respec-

tively. Moreover, the template method relies significantly on MC simulations to describe

the kinematics of processes. Consequently, systematic uncertainties are necessary to ad-

dress potential bias in the kinematic distributions. These systematic uncertainties used in

SM and BSM tt̄tt̄ analyses are summarized in Section 7.4 and Section 8.5, respectively.
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6.3.3 tt̄W Estimation

The tt̄W cross section has been consistently measured higher than the current pre-

dictions in tt̄H and tt̄W multilepton measurements [51; 148] and tt̄tt̄ evidence analysis

[52]. The tt̄W NF was left free-floating in these analyses, allowing for adjustment of the

tt̄W normalization. In the tt̄tt̄ evidence analysis, the tt̄W modeling was checked in a

tt̄W VR defined based on the charge asymmetry of the tt̄W process. However, a discrep-

ancy in the tt̄W VR, particularly at high jet multiplicity (Njets), emerged between the

data and the post-fit tt̄W background after applying with tt̄W NF. Substantial uncer-

tainties of 125% and 300% are applied to tt̄W events with Njets = 7 and Njets ≥ 8 to cover

the observed discrepancy. These uncertainties have become one of the most significant

systematic uncertainties.

In both SM and BSM tt̄tt̄ analyses, tt̄W production is a significant source of back-

ground contamination. In the BSM tt̄tt̄ analysis, the tt̄W estimation follows tt̄tt̄ evidence

analysis, where a tt̄W NF is kept free-floating, and large ad-hoc uncertainties are as-

signed to tt̄W events with high jet multiplicity due to the mis-modelings. Conversely, the

SM tt̄tt̄ analysis introduces a new data-driven method for tt̄W , which was employed in

the R-parity-violating SUSY search [261] for describing the tt̄V and tt̄ backgrounds. The

tt̄W data-driven method is a semi-data-driven approach with kinematic distributions from

tt̄W MC simulation corrected by Njets distribution from a fitted parameterized function.

By adopting this data-driven method, the dominant systematic uncertainties in the anal-

ysis shift from modeling uncertainties to those inherent in the data-driven method, which

is now predominantly statistical. The details of setups are described in Section 7.2.3 and

Section 8.3.2 for SM and BSM tt̄tt̄ analyses, respectively.
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6.4 Systematic Uncertainties

The uncertainties in measuring a physics process contain two sources: statistical and

systematic uncertainties. The statistical uncertainties arise from the sampling size of the

MC simulation and observed data and the uncertainties of free parameters in the likeli-

hood fits, discussed in Section 6.5. The systematic uncertainties originate from theoretical

modeling (’theoretical uncertainties’) and experimental effects (’experimental uncertain-

ties’). The SM and BSM tt̄tt̄ analyses study similar physics phase space and use the

common objects for the SSML final states. Both analyses share common sources of sys-

tematic uncertainties. This section will discuss the systematic uncertainties used in both

studies. Section 6.4.1 summarizes the experimental uncertainties. Section 6.4.2 presents

the QmisID systematic uncertainties. The theoretical uncertainties are summarized in

Section 7.4 and Section 8.5 for different analyses, respectively.

6.4.1 Experimental Uncertainties

The experimental uncertainties can be categorized into luminosity, pile-up reweighting,

and reconstruction and identification of the physics objects. Table 6.4 summarizes the

experimental uncertainties used in both analyses and their typical sizes.

6.4.1.1 Luminosity and Pile-up Reweighting

Both luminosity and pile-up reweighting uncertainties are independent of the physics

processes. The luminosity measurements are performed with the LUCID-2 Cherenkov

detector [262], complemented by the ID and calorimeters. The uncertainty on the inte-

grated luminosity of the entire Run 2 dataset is initially measured to be 1.7% with the

preliminary measurement [104], which is used in the BSM tt̄tt̄ analysis. The final uncer-

tainty is reduced to 0.83% in the legacy measurement with improved calibrations [103].

This reduced uncertainty is used in the SM tt̄tt̄ analysis. The luminosity uncertainty is
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Systematic uncertainty Application SM tt̄tt̄ BSM tt̄tt̄ Typical size [%]
Luminosity Normalization 1 1 O(1)

Pile-up reweighting Weight 1 1 O(1) ∼ O(10)

Electrons
Electron trigger efficiency Weight 1 1 O(10−2) ∼ O(10−1)

Electron reconstruction efficiency Weight 1 1 O(10−1) ∼ O(1)

Electron identification efficiency Weight 1 1 O(10−1) ∼ O(1)

Electron isolation efficiency Weight 1 1 O(10−1) ∼ O(1)

Electron energy scale Kinematics 1† 1† O(10−2) ∼ O(10−1)

Electron energy resolution Kinematics 1 1 O(10−2) ∼ O(10−1)

Electron ECIDS efficiency Weight 1 1 O(10−1) ∼ O(1)

Muons
Muon trigger efficiency (stat & syst) Weight 2 2 O(10−1) ∼ O(1)

Muon track-to-vertex efficiency (stat & syst) Weight 2 2 O(10−2) ∼ O(10−1)

Muon identification efficiency (stat & syst) Weight 2 2 O(10−1) ∼ O(1)

Muon isolation efficiency (stat & syst) Weight 2 2 O(10−1) ∼ O(1)

Muon momentum resolution (ID & MS) Kinematics - 2 O(10−1) ∼ O(1)

Muon momentum resolution (CB) Kinematics 1 - O(10−2) ∼ O(10−1)

Muon charge-independent momentum scale Kinematics 1 1 O(10−2) ∼ O(10−1)

Muon charge-dependent momentum scale Kinematics 1 2 O(10−2) ∼ O(10−1)

Muon charge-dependent corrections (stat) Kinematics 1 - O(10−2) ∼ O(10−1)

Jets
JES effective NP Kinematics 15 15 O(10−2) ∼ O(1)

JES η intercalibration Kinematics 6 6 O(10−1) ∼ O(1)

JES flavor composistion and response Kinematics 2∗ 2∗ O(1) ∼ O(10)

JES pile-up Kinematics 4 4 O(10−1) ∼ O(10)

JES punch-through Kinematics 1† 1† < O(10−2)

JES AF2 non-closure Kinematics 1 1 O(10−2) ∼ O(10−1)

JES high-pT single-particle Kinematics 1 1 < O(10−2)

JES b-jet response Kinematics 1 1 O(10−1) ∼ O(1)

JER effective NP Kinematics 12 7 O(10−1) ∼ O(1)

JER data/MC Kinematics 1† 1† O(10−1) ∼ O(1)

JVT efficiency Weight 1 1 O(10−1) ∼ O(1)

b-tagging efficiencies for b-jets Weight 45 45 O(10−2) ∼ O(1)

b-tagging efficiencies for c-jets Weight 20 20 O(10−2) ∼ O(1)

b-tagging efficiencies for light jets Weight 20 20 O(10−2) ∼ O(1)

b-tagging efficiencies for high pT Weight 3 - O(10−2) ∼ O(10−1)

Missing transverse momentum
Emiss

T scale and resolution on soft term Kinematics 3 3 O(10−2) ∼ O(10−1)

Table 6.4: Summary of the experimental systematic uncertainties in the analyses. The
’application’ column indicates the implementation of the systematic uncertainties. The
’weight’ stands for the event reweighting of an event. The ’kinematics’ represents rescaling
the object’s kinematics in an event such as pT or energy corrections. The ’normalization’
represents the overall uncertainty applied to an event. The symbol † represents the sys-
tematic uncertainty that is decorrelated for samples simulated with AF2 or full detector
simulations. The value with ∗ symbol represents the flavor composition systematic uncer-
tainty is decorrelated into signal and background terms, where tt̄tt̄ (tt̄tt̄ and BSM signal)
events are considered in the signal term in the SM (BSM) tt̄tt̄ analysis. The ’Typical size’
summarizes ranges of uncertainty sizes in the signal region. Both analyses have similar
levels of uncertainties.
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applied to all MC simulated samples, affecting their overall normalization. The pile-up

modeling in MC simulations matches the data through pile-up reweighting, with an SF of

1.0/1.03 applied to the number of PVs in the data. Variations of the SF are assigned as

the pile-up reweighting uncertainty. These uncertainties correspond to an up variation of

1.0/1.07 and a down variation of 1.0/0.99 to the nominal value. The pile-up reweighting

uncertainties are applied to all MC simulated samples, affecting overall normalization and

kinematics.

6.4.1.2 Uncertainties on Physics Objects

6.4.1.2.1 Electrons and Muons

The reconstruction, identification, isolation, and trigger efficiencies of electrons and

muons differ between data and MC simulations. Additional SFs are applied to correct

the differences. These SFs are measured with the tag-and-probe method using Z → ``

and J/Ψ → `` samples in data and MC simulations [172; 178]. The uncertainties arising

from these corrections are evaluated by varying the SFs. Moreover, additional uncertainty

is applied to the electrons to account for the efficiency of ECIDS. These uncertainties

result in five independent components for electrons and eight for muons with decorrelated

statistical and systematic effects.

The scale and resolution of electron energy and muon momentum are corrected in MC

simulations to match those in the data. The associated uncertainties are estimated by re-

simulating the events with varying energy/momentum scale and resolution with ±1σ. The

uncertainty of muon momentum resolution can be derived in different schemes, ID+MS

and CB schemes. The uncertainty in the CB scheme, used for SM tt̄tt̄ analysis, is evaluated

by varying the CB muon track resolution, resulting in one component. The uncertainties

in the ID+MS scheme, used for BSM tt̄tt̄ analysis, are derived by varying the ID and MS

track resolution, resulting in two independent components. The uncertainties of the muon

momentum scale include three components in both SM and BSM tt̄tt̄ analyses. SM tt̄tt̄
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analysis considers the uncertainties from the charge-independent and charge-dependent

momentum scales and the statistical uncertainty on the charge-dependent corrections.

BSM tt̄tt̄ analysis considers one term for the charge-independent momentum scale and

two for the charge-dependent momentum scale. The uncertainties of electron energy scale

and resolution result in two components. As a result, two independent components are

considered for electron energy scale and resolution. Four (five) components are considered

for the muon momentum scale and resolution in the SM (BSM) tt̄tt̄ analysis.

6.4.1.2.2 Jets

The uncertainties on jets arise from the calibration of the JES and JER [190; 263; 264]

and the SFs applied to correct the JVT selection efficiency difference between data and

MC [265].

The JES and its associated uncertainties are estimated with information from MC

simulations and data from test-beam and collisions at the LHC [189; 190]. The JES un-

certainties are estimated by varying the JES measurements with a shift of ±1σ. Therefore,

the uncertainties can vary the pT and η in the MC simulation, resulting in different kine-

matics of an event. The JES uncertainties arise from eight various sources with definitions

from Ref. [190],

• pT -dependent in situ uncertainty components (denoted as Effective nuisance

parameters (NPs)) are grouped into 15 reduced components based on their origin

(detector, statistical, modeling, or mixed) using the category reduction.

• η intercalibration corrects the forward jets (0.8 ≤ |ηdet| < 4.5) to have the same

energy scale as the central jets (|ηdet| < 0.8). The uncertainties of η intercalibra-

tion contain six terms: systematic effects, statistical uncertainties, and non-closure

terms.

• Flavor dependence uncertainties contain two components accounting for rela-
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tive flavor compositions and differing responses to quark- and gluon-initiated jets

[266; 267].

• Pile-up effect uncertainties contain four components accounting for offset and

pT dependence in 〈µ〉 and NPV and event topology dependence of the density metric

ρ.

• Punch-through uncertainties account for the mis-modeling of the correction to

jets, which pass through the calorimeters and into the muon system. The difference

in jet response between data and MC simulation is estimated as uncertainty. This is

decorrelated as two terms applied to samples with AF2 and full detector simulations.

• Non-closure uncertainty is applied to AF2 MC simulated samples to account

for the difference between samples simulated with AF2 and those with full detector

simulations.

• High-pT ‘single particle’ uncertainty accounts for the response to individual

hadrons in the high pT region.

• b-jet response uncertainty accounts for the difference in response between jets

from light- versus heavy-flavor quarks.

The JER was measured with the dijet events in the Run 2 data of the LHC in bins

of pT and η [190]. Smearing procedures match the JER in MC simulation (JERMC) to

that in data (JERdata) when JERdata is larger than JERMC. The JER-associated uncer-

tainties are evaluated by the quadratic difference (or difference) between data and MC

simulations when JERdata > JERMC (JERdata < JERMC). The JER uncertainties are

provided in two reduction schemes, full and simple correlation schemes. The full correla-

tion scheme contains 13 components, while the simple correlation scheme provides eight

components. In both schemes, the uncertainties are categorized into one term accounting
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for the difference between data and MC simulations and the rest accounting for various

sources. Similar to JES, the JER uncertainties affect the pT and η of an event, resulting

in different kinematics. The SM tt̄tt̄ analysis uses the full correlation scheme, and the

BSM tt̄tt̄ analysis utilizes the simple correlation scheme.

The JVT uncertainty [265] is considered by varying the SFs up and down within their

uncertainties to correct the JVT efficiencies in the MC simulations. A single component

is considered for this uncertainty.

6.4.1.2.3 Flavor-tagging for Jets

The flavor-tagging efficiencies are corrected in simulated samples to match the data

using SFs [200]. Section 5.4.1 describes the SFs as a function of the pT for the b-jets,

c-jets, and light jets. The uncertainties of the b-tagging efficiencies are evaluated through

the impacts on the SFs, containing O(100) independent components from a mixture of

the statistical, experimental, and modeling uncertainties. An eigenvector reduction is

performed by an eigenvalue decomposition of the covariance matrix of systematic and

statistical variations [268]. It results in 45, 20, and 20 independent components of uncer-

tainties for b-jets, c-jets, and light jets, respectively.

Three additional components are evaluated to account for b-tagging efficiency for high

pT jets due to the lack of calibration in this region. The uncertainties are derived by

independently extrapolating the highest pT bins below the threshold from the simulations

for b-/c-/light jets. These uncertainties are considered only in the SM tt̄tt̄ analysis.

6.4.1.2.4 Missing Transverse Momentum

The uncertainties on the Emiss
T [269] arise from the possible miscalibration of its soft-

track component. Three components are estimated with the scale and resolution of the

soft term. The scale uncertainty for Emiss
T varies the scale of the soft term up and down

in the direction of pT of the hard object (pHard
T ). The hard objects include electrons,
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photons, muons, hadronically decaying τ leptons, and jets. Two resolution uncertainties

are considered parallel or perpendicular to the pHard
T .

6.4.2 Charge Misidentification

The sources of systematic uncertainties on the charge flip rates are considered in both

SM and BSM tt̄tt̄ analyses:

• The statistical uncertainty from the Poisson likelihood fit.

• Variation in the size of the side-band regions used to subtract the background from

the Z-boson mass window.

• Difference between the rates with the likelihood method and the truth-matching

method using MC Z → ee simulation.

The total uncertainty is calculated with a quadrature sum of different sources of uncer-

tainties. The final QmisID systematic uncertainty is estimated with a variation of the

weight ∆w defined as

∆w =

√
(1− 2ε1)2∆ε22 + (1− 2ε2)2∆ε21 + (1− 2ε1)(1− 2ε2)ρ12∆ε1∆ε2

(1− ε1 − ε2 + 2ε1ε2)2
, (6.5)

where ∆ε1 and ∆ε2 stand for the uncertainties on the charge flip rates of the first and the

second electron, and the ρ12 stands for the correlation between ε1 and ε2. Section 7.2.1 and

Section 8.3.1 summarize the final systematic uncertainties for SM and BSM tt̄tt̄ analyses.

6.5 Statistical Interpretation

6.5.1 Likelihood Function

The statistical interpretation aims to estimate the unknown physics parameters with a

collection of data and MC simulated samples. The interpretation relies on the maximum
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likelihood method with a set of independent measured quantities xi from the probability

density function f(xi;α), where α represents an unknown set of parameters. This method

maximizes the joint probability density functions in the likelihood function defined as

L(α) =
∏
i

f(xi;α). (6.6)

The estimate of α can be obtained with the derivative of α to be zero. However, it is more

usual to take the derivative on lnL(α), which can turn the products into summations.

Therefore, the estimate of α is written as

∂ lnL(α)

∂α
= 0. (6.7)

In the large sample case, the L(α) follows Gaussian distribution, leading lnL(α) to be a

parabola with s standard-deviation errors as

lnL(α′) = lnLmax −
s2

2
, (6.8)

where Lmax is the value at the solution point.

The parameter α to be measured in the analyses of this dissertation contains the

parameter of interest (POI), NPs (θ), and background NFs. The POI is the quantity

that the analysis targets to measure. In this dissertation, the POI is the µ of a physics

process, defined as the ratio of the measured cross section to its theoretical prediction.

The NPs are considered to estimate the impact of the systematic uncertainties on the

signal and background simulations. In addition, background normalizations, known as

the NFs, correct the overall yields of background processes that do not have a well-known

cross section. The background NFs are simultaneously measured with the signal strength.

Both SM and BSM tt̄tt̄ analyses use a binned likelihood function, which divides the

total number of events into bins of signal and control regions based on kinematics. The
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probability in each bin i follows a Poisson distribution to estimate the probability of

observing exactly Ni events when the event rate is expected to be ni,

PPoisson =
nNi
i e

−ni

Ni!
. (6.9)

The Poisson distribution can be rewritten by dividing the expected event rate into events

from signal and background with parameters to be measured,

PPoisson

(
Ni|µsi(θ) +

∑
j

κjbij(θ)

)
=
e
−
(
µsi(θ)+

∑
j κjbij(θ)

)
Ni!

(
µsi(θ) +

∑
j

κjbij(θ)

)Ni

,

(6.10)

where si(θ) is the signal yields in the bin i of all regions, and bij represents the background

yields in the bin (index i) of all regions for different background sources (index j). The NPs

θ can modify the normalization and/or kinematics on either a single process or multiple

processes depending on the construction of the associated systematic uncertainties. The µ

stands for the signal strength of the signal process, and the κj represents the background

NFs for different sources of backgrounds for which the theoretical predictions are not fully

reliable.

The NPs are estimated from auxiliary measurements [270]. The probability function

f(ap|αp, σp) of the auxiliary measurement of NP can be generally described by a Gaussian

function as

fp(ap|αp, σp) =
1√
2πσ2

p

exp

[
−(ap − αp)

2

2σ2
p

]
, (6.11)

where αp is the parameter to be measured, ap is the maximum likelihood esimate of the

αp, and σp is the standard error. However, using the Gaussian function is problematic for

the non-negative parameters, such as event yields and energy scale uncertainties. A log-
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normal distribution is used to describe the constraint term for positive-only parameters,

fp(ap|αp, σp) =
1√

2π lnκ

1

ap
exp

[
−(ln(ap/αp))

2

2(lnκ)2

]
, (6.12)

where κ = 1 + σp/αp.

The full likelihood function is built with products of Poisson distributions and the

auxiliary measurements of NPs, and written as

L(N |µ,θ,κ) =

 ∏
i∈bin,reg

PPoisson(Ni|µsi(θ) +
∑
j

κjbij(θ))

 ·
∏
θ∈θ

f(θ̃|θ), (6.13)

where the additional arguments are described below,

• N = (N0, ..., NNbin×Nreg) is the pseudo- or observed data in every bins of every

region.

• θ = (θ0, ..., θNsyst) is the NPs associated to the systematic uncertainties with total

number Nsyst.

• κ = (κ0, ..., κNbkg
) is the NFs of background sources with not well known cross-

section predictions.

• PPoisson(n|λ) is the Poisson probability to observe n events while λ events are ex-

pected.

• f(θ̃|θ) is the probability function from auxiliary measurements with θ̃ being the

maximum likelihood estimate for θ.

In the likelihood, the µ for signal and κ for backgrounds are unconstrained parameters,

which are free-floating in the likelihood fit. Conversely, the NPs are included as con-

strained terms.
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6.5.2 Statistical Test

The sensitivity of a new physics process is set with a statistical test following Ref. [271].

A null hypothesis (H0) is defined as known background processes to test against an al-

ternative hypothesis (H1) that includes background and new signals. While setting the

limits, the signal-plus-background hypothesis model is treated as theH0 and tested against

the background-only hypothesis H1. A p-value describes the probability of incompatibility

between the observed data and the hypothesis model. The p-value is commonly converted

into the Z-value, known as the signal significance, to describe the number of standard

deviations away from the mean in a Gaussian distribution. The relation between p-value

and Z-value is defined as

Z = Φ−1(1− p), (6.14)

where Φ−1 is the quantile of the standard Gaussian. Table 6.5 summarizes the relation

between the area of tail α (corresponding to p-value) and standard deviation δ (corre-

sponding to Z-value), assuming the area of tails on both sides. However, the µ has a

non-negative value leading to a one-side Gaussian distribution. Therefore, the one-side

assumption leads to half of the α values in Table 6.5. Discovery of a physics process is

defined as having a Z = 5 to reject the background-only hypothesis, corresponding to a

p-value of 2.87×10−7. The exclusion of a signal hypothesis at a 95% confidence level (CL)

is set with a p-value of 0.05, corresponding to Z = 1.64.

The likelihood-ratio test, known as a profile likelihood ratio, is performed to quantify

the goodness of fit between two statistical models. The profile likelihood ratio is defined

to test a hypothesized µ as

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
, (6.15)

where ˆ̂
θ is the conditional maximum-likelihood estimator of θ, which maximizes the like-

lihood for a specific µ. The µ̂ and θ̂ are the maximum-likelihood estimators for the un-
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α δ α δ

0.3173 1σ 0.2 1.28σ

4.55× 10−2 2σ 0.1 1.64σ

2.7× 10−3 3σ 0.05 1.96σ

6.3× 10−5 4σ 0.01 2.58σ

5.7× 10−7 5σ 0.001 3.29σ

2.0× 10−9 6σ 10−4 3.89σ

Table 6.5: The area of tail α outside ±δ from the mean of a Gaussian distribution. The
tail area is halved for the one-side Gaussian distribution [204].

conditional maximized-likelihood function. The λ(µ) ranges between 0 to 1, with λ = 1

(λ = 0) indicating good (bad) agreement between data and the hypothesized value of µ.

The test statistic (tµ) is defined with the profile likelihood ratio as

tµ = −2 lnλ(µ) (6.16)

to evaluate the compatibility between observed data and the hypothesis model. In large

statistics, the distribution of tµ can be approximated as a chi-square (χ2) distribution by

Wilks’ Theorem [272] and written as

tµ = −2 lnλ(µ) =

(
µ− µ̂

σµ

)2

. (6.17)

The lower value of tµ means the good compatibility between data and the hypothesized

µ, while the higher values of tµ indicate the incompatibility between data and the hy-

pothesized µ. The disagreement between the data and hypothesis model is quantified as

p-value calculated as

pµ =

∞∫
tµ,obs

f(tµ|µ)dtµ, (6.18)

where tµ,obs is the observed test statistic from data and f(tµ|µ) is the probability density
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function of tµ with the assumption of µ.

The Gaussian distributed data allows the relation of the least χ2 method and maximum

likelihood method as

2∆ lnL = ∆χ2 = F−1
χ2
M
(1− α), (6.19)

where the F−1
χ2
M

is the chi-square quantile for M degree of freedom [204]. Table 6.6 sum-

marizes the relation between probability and values of 2∆ lnL or ∆χ2.

(1− α) (%) M = 1 M = 2 M = 3
68.27 1.00 2.30 3.53
90. 2.71 4.61 6.25
95. 3.84 5.99 7.82
95.45 4.00 6.18 8.03
99. 6.63 9.21 11.34
99.73 9.00 11.83 14.16

Table 6.6: Values of 2∆ lnL or ∆χ2 corresponding to a coverage probability 1− α for M
degree of freedom [204].

6.5.2.1 Signal Significance

The presence of the signal process increases the event rate compared to the event rate

from the background alone, resulting in an assumption of the µ ≥ 0. Therefore, a test

statistic is constructed for µ ≥ 0, where if the µ̂ < 0, the best agreement with data occurs

when µ = 0. The profile likelihood ratio λ̃(µ) [271] with the assumption of µ ≥ 0 is

defined as

λ̃(µ) =


L(µ,

ˆ̂
θ(µ))

L(µ̂,θ̂)
if µ̂ ≥ 0,

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

if µ̂ < 0,

(6.20)
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where ˆ̂
θ(0) and ˆ̂

θ(µ) are the conditional maximum-likelihood estimators of θ given the

signal strength to be 0 and µ, respectively. The t̃µ is then defined as

t̃µ = −2 ln λ̃(µ) =


−2 ln

(
L(µ,

ˆ̂
θ(µ))

L(µ̂,θ̂)

)
if µ̂ ≥ 0,

−2 ln

(
L(µ,

ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

)
if µ̂ < 0.

(6.21)

The test statistic to discover a positive signal is to test and reject the µ = 0 hypothesis.

This special case of test statistic with µ = 0 is defined as

t̃0 = q0 =


−2 lnλ(0) if µ̂ ≥ 0,

0 if µ̂ < 0.

(6.22)

The probability of incompatibility between the data and the background-only hypothesis

µ = 0 using the observed value of q0 is

p0 =

∞∫
q0,obs

f(q0|0)dq0. (6.23)

The f(q0|0) can be further approximated with Gaussian distribution with the form as

f(q0|0) =
1

2
δ(q0) +

1

2
√
2πq0

e−q0/2. (6.24)

This leads to the p-value of background hypothesis µ = 0 to be

p0 = 1− Φ(
√
q0), (6.25)

where the corresponding signal significance is defined as

Z0 =
√
q0. (6.26)
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6.5.2.2 Upper Limit

To establish the exclusion upper limits on µ with the assumption of µ ≥ 0, a test

statistic is based on the CLs prescription [273] and defined as

q = −2 ln
Ls+b

Lb

= −2 ln
L(µ = 1,

ˆ̂
θ(1))

L(µ = 0,
ˆ̂
θ(0))

= −2 lnλ(1) + 2 lnλ(0), (6.27)

where Ls+b is the likelihood function of the signal-plus-background model (µ = 1), and

Lb is the likelihood function of the background-only model (µ = 0). The p-values of

signal-plus-background and background-only hypothesis models are calculated as

ps+b = p(q > qobs|s+ b) =

∞∫
qobs

f(q|s+ b) dq = 1− Φ

(
qobs + 1/σ2

s+b

2/σs+b

)
, (6.28)

pb = p(q > qobs|b) =
qobs∫

−∞

f(q|b) dq = Φ

(
qobs − 1/σ2

b

2/σb

)
. (6.29)

The upper limit is defined as

CLs ≡
CLs+b

CLb

=
ps+b

pb
. (6.30)

The upper limit on µ at 95% CL is set when CLs is less than 5%.
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CHAPTER VII

Observation of Standard Model Four-Top-Quark

Production

This chapter presents the first observation of the SM tt̄tt̄ production in the SSML

final states, using 140 fb−1 of pp collision data collected with the ATLAS detector at
√
s =13 TeV [125]. The tt̄tt̄ event topology is characterized by a complex signature

with numerous jets and b-jets assoicated with the SSML. This analysis employs a Graph

Neural Network (GNN) to extract signals from backgrounds. A complementary BDT

method is used to cross-check the final results. A likelihood fit is then conducted in

the signal region, using the distribution of multivariate discriminant, and various control

regions. This approach simultaneously determines tt̄tt̄ signal strength, the normalizations

of fake/non-prompt backgrounds, and the parameterized function of tt̄W .

This chapter is structured as follows: Section 7.1 outlines the selection criteria for

physics objects and event selection. Section 7.2 details the background estimation on data-

driven methods for charge misidentification and tt̄W , as well as the template method for

the fake/non-prompt contributions. The uses of GNN and BDT to extract the tt̄tt̄ signal

are discussed in Section 7.3. Section 7.4 describes the systematic uncertainties affecting

the signal and background modelings. Finally, Section 7.5 summarizes the results of the

tt̄tt̄ production cross section and its interpretation with BSM physics.
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7.1 Object and Event Selection

The object selections are optimized for the tt̄tt̄ evidence analysis [52], upgraded to the

PFlow jet algorithm and the DL1r b-tagging algorithm, discussed in Section 5.4. Looser

pT selections are utilized to increase the signal acceptance compared to tt̄tt̄ evidence

analysis. The physics objects considered in the measurement are electrons, muons, jets,

b-jets, and the missing transverse momentum. Section 6.1 summarizes the trigger selec-

tions. Section 5.3 presents the identification and reconstruction of electrons and muons.

Table 7.1 summarizes the reconstructed objects and identification criteria used in this

measurement.

Electrons Muons Jets b-jets
pT [GeV] > 15 (pT(`0) > 28) > 15 (pT(`0) > 28) > 20 > 20
|η| < 1.37 or 1.52 – 2.47 < 2.5 < 2.5 < 2.5

Identification quality Tight Medium JVT DL1r 77%
ECIDS (ee, eµ)

Isolation PLImprovedTight PLImprovedTight
Track vertex :
− |d0/σd0 | < 5 < 3
− |z0 sin θ| [mm] < 0.5 < 0.5

Table 7.1: Summary of object identifications and definitions. The ECIDS and
PLImproved WPs are introduced in Section 5.3. The JVT and DL1r algorithm are sum-
marized in Section 5.4.

Events are required to have exactly one same-sign dilepton or at least three leptons

without charge requirement (±1 or ±3). Events with at least one b-tagged jet are pre-

selected. Additional selections are applied depending on the lepton flavor combination.

Events with a same-sign electron pair are required to have di-electron invariant massmee >

15 GeV and |mee − 91 GeV| > 10 GeV to suppress the charge misidentified background

coming from low mass resonances and the Z bosons. Events with at least three leptons are

required, with all opposite-sign same-flavor lepton pairs being |mee − 91 GeV| > 10 GeV.
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This would reduce the contamination from the Z-boson decays.

The tt̄tt̄ production provides high jet and b-jet multiplicities, and a overall large scalar

sum of the transverse momentum of the leptons and jets (HT ) in an event. The signal

region is further selected according to the property of tt̄tt̄ requiring at least six jets, at

least two b-jets, and HT > 500GeV.

7.2 Background Estimation

As outlined in Section 6.3, several techniques were developed to improve background

modeling in this analysis. The estimation of QmisID is performed using a data-driven

strategy to derive the charge flip rates, summarized in Section 7.2.1. Section 7.2.2 summa-

rizes the template method for different fake and non-prompt lepton background sources.

Section 7.2.3 discusses the novel tt̄W data-driven method to improve the tt̄W modeling.

Section 7.2.4 presents the results of the simultaneous fits with the template and tt̄W

data-driven methods.

Several control regions are constructed to achieve the highest possible purity for the

specific background of interest. This analysis uses control regions to estimate fake/non-

prompt background and tt̄W . Table 7.2 summarizes the definitions of signal and control

regions. Figure 7.1 presents the tt̄tt̄ and background compositions in different regions.

7.2.1 Charge Misidentification

Charge misidentification is assessed using a data-driven method with a Poisson likeli-

hood fit, as detailed in Section 6.3.1, to determine the charge flip rate. A Z-boson mass

window, identified through fitting the mee spectrum to a Breit-Wigner function, sets the

range of [67,112] GeV for SS and [72,109] GeV for OS events, encompassing most Z-peak

events.

Charge flip rates are calculated separately for the signal region (SR) and various
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Region Channel Njets Nb
Other Fitted

selection variable

CR Low mγ∗ SS, ee or eµ 4 ≤ Njets < 6 ≥ 1
`0 or `1 is from internal conversion event yield

`0 and `1 are not from material conversion

CR Mat. Conv. SS, ee or eµ 4 ≤ Njets < 6 ≥ 1 `0 or `1 is from material conversion event yield

CR HF µ eµµ or µµµ ≥ 1 = 1

`0, `1 and `2 are not from photon conversion

pT(`2)
100 < HT < 300 GeV

Emiss
T > 50 GeV

total charge = ±1

CR HF e eee or eeµ ≥ 1 = 1

`0 and `1 are not from photon conversion

pT(`2)
100 < HT < 275 GeV

Emiss
T > 35 GeV

total charge = ±1

CR tt̄W+ SS, eµ or µµ ≥ 4 ≥ 2

|η(e)| < 1.5

Njets
when Nb = 2: HT < 500 GeV or Njets < 6

when Nb ≥ 3: HT < 500 GeV
total charge > 0

CR tt̄W− SS, eµ or µµ ≥ 4 ≥ 2

|η(e)| < 1.5

Njets
when Nb = 2: HT < 500 GeV or Njets < 6

when Nb ≥ 3: HT < 500 GeV
total charge < 0

CR 1b(+) SS+3L ≥ 4 = 1
`0 and `1 are not from photon conversion

NjetsHT > 500 GeV
total charge > 0

CR 1b(-) SS+3L ≥ 4 = 1
`0 and `1 are not from photon conversion

NjetsHT > 500 GeV
total charge < 0

SR SS+3L ≥ 6 ≥ 2 HT > 500 GeV GNN score

Table 7.2: Definition of the control and signal regions. The Njets (Nb) indicates the jet (b-
tagged jet) multiplicity in the event. The HT is defined as the scalar sum of the pT of the
leptons and jets. The `0, `1 and `2 refer to the highest pT , second-highest pT and third-
highest pT leptons, respectively. The η(e) refers to the electron pseudorapidity. Total
charge is the sum of charges for all leptons. The photon conversion represents material
and internal conversions.
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ATLAS
 = 13 TeVs

Post-fit

tttt ttt Ztt
Wtt Htt QmisID

Others Mat. Conv. *γLow m
HF e µHF 

SR *γCR Low m CR Mat. Conv.

CR HF e µCR HF +jets+WtCR t

+jets
-

WtCR t CR 1b(+) CR 1b(-)

Figure 7.1: Post-fit pie chart for the background composition in each analysis region.
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CRs based on specific electron selections with ECIDS applied. These regions include

CR Low mγ∗ , CR Mat. Conv., and CR tt̄W . The region definitions are elaborated in

Section 7.2.2 and Section 7.2.3. The pT and |η| bins for estimating charge flip rates are

selected to ensure fit convergence and maintain a total relative uncertainty below 30% in

each bin.

Figure 8.4 summarizes the charge flip rates and their total uncertainties in the SR.

Variations in charge flip rates are observed across CR Low mγ∗ , CR Mat. Conv., and

CR tt̄W regions, ranging from 10−2 to 10−5, with uncertainties varying from a few per-

cent up to 30%. The charge flip rates increase with larger values of pT and |η| due to

smaller curvature and denser materials, respectively. The low pT and |η| bins have larger

uncertainties due to the limited QmisID contribution.

(a) Charge flip rate (b) Total uncertainty

Figure 7.2: Charge misidentification rate and total relative uncertainty in the signal
region.

7.2.2 Template Method

As detailed in Section 6.3.2, the template method estimates fake/non-prompt back-

grounds, adjusting MC kinematics through floating normalizations. Control regions are

designed to maximize the targeted background’s purity and minimize contamination from

other sources, thus reducing correlations between normalization factors. These regions
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and their fitted distributions are included in a likelihood fit with the signal region. This

allows simultaneous adjustment of background normalizations and signal strength. The

results of simultaneous fits are summarized in Section 7.2.4. The control regions related

to fake estimation are defined as follows:

• CR Mat. Conv.: A same-sign di-electron or electron-muon pair is required, with at

least an electron being a material conversion candidate, detailed in Section 5.3.1.4.

Jet multiplicity is selected as 4 or 5 jets to be orthogonal to the SR, with at least

one b-jet among the jets. NFMat. Conv. is constrained using counting only.

• CR Low mγ∗ : A same-sign di-electron or electron-muon pair is required, with all

electrons not from material conversion but with at least one of the electrons being

an internal conversion candidate. Jet multiplicity is selected as 4 or 5 jets to be or-

thogonal to the SR, with at least one b-jet among the jets. NFLow mγ∗ is constrained

using counting only.

• CR HF e: Trilepton events featuring at least two electrons (eee and eeµ) and a total

lepton charge of ±1 are selected, with the leading two leptons being non-conversion

candidates. Exactly one b-jet is required to be orthogonal to the SR. Kinematic

selections are imposed to increase purity: 100 < HT < 275 GeV, and Emiss
T > 35

GeV. The transverse momentum of the third lepton pT(`2) is utilized in a fit to

constrain the NFHF e.

• CR HF µ: Trilepton events featuring at least two muons (µµµ and µµe) and a total

lepton charge of ±1 are selected, with all leptons being non-conversion candidates.

Exactly one b-jet is required to be orthogonal to the SR. Kinematic selections are

imposed to increase purity: 100 < HT < 300 GeV, and Emiss
T > 50 GeV. The

pT(`2) is utilized in a fit to constrain the NFHF µ.
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7.2.3 tt̄W Data-driven Method

A tt̄W data-driven method, outlined in Section 6.3.3, is employed to improve the mod-

eling of tt̄W+jets, especially the showering part of tt̄W+jets. A parameterized function

that describes the scaling patterns for QCD jets is utilized following Ref. [274]. The scal-

ing patterns for QCD jets can be described as the ratio of successive exclusive jet cross

sections,

R(n+1)/n = e−b +
n̄

n+ 1
= a0 +

a1
1 + (j′ − 4)

, (7.1)

where n is the number of jets in addition to the hard process. The e−b represents the

staircase scaling with a constant ratio between the successive multiplicity cross sections.

The n̄
n+1

describes the Poisson scaling with a ratio of Poisson distribution with an expec-

tation value n̄ between the successive multiplicity cross sections. Staircase and Poisson

scaling can be re-parameterized with a0 and a1 to describe the showering of tt̄W+jets.

The j’ is defined as the inclusive number of jets with j′ ≥ 4, and n ≡ j′ − 4 is defined

as the number of jets in the showering part of tt̄W for the dominant SS channel at the

tree level. As the studies in Ref. [274], the staircase scaling (a0) is sensitive to the high

jet multiplicity events, and the Poisson scaling (a1) is sensitive to the low jet multiplicity

events.

The Njets distribution of tt̄W+jets can be described by the product of the ratios of

successive multiplicity cross sections,

Yieldtt̄W(j) = Yieldtt̄W(4jet) × Πj′=j−1
j′=4

(
a0 +

a1
1 + (j′ − 4)

)
, (7.2)

where j is required to be larger than 4. Two normalization factors (NFtt̄W±(4jet)) are

applied to tt̄W± MC at 4-jet bin to control the normalizations for tt̄W+ and tt̄W−, re-

spectively. The Yieldtt̄W(4jet) is re-parameterized as NFtt̄W(4jet) × MC(4jet). Given the

small impact when splitting into tt̄W+ and tt̄W−, the same scaling of the Njets distri-
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butions in tt̄W+ and tt̄W− productions are used. Therefore, a0 and a1 simultaneously

control tt̄W+ and tt̄W− Njets distributions. The final tt̄W Njets parameterized function is

encoded in NFtt̄W(j), where the NFtt̄W(j) for tt̄W events with j > 4 is defined as

NFtt̄W(j) =
(
NFtt̄W+(4jet) +NFtt̄W−(4jet)

)
× Πj′=j−1

j′=4

(
a0 +

a1
1 + (j′ − 4)

)
. (7.3)

The tt̄W events with 1 ≤ Njets ≤ 3 are fitted by propagating the normalization used at

the 4-jet bin without additional shape corrections due to negligible contributions. The

tt̄W events with Njets ≥ 10 is represented by summing up the overflow from Njets = 10

to Njets = 12, which is Σj=12
j=10Π

j′=j−1
j′=4 [a0 +

a1
1+(j′−4)

]. Events with Njets ≥ 13 are negligible,

which are lower than O(10−3) events.

The tt̄W Njets parameterized function with two normalizations (NFtt̄W±(4jet)) and two

scaling factors (a0 and a1) are simultaneously fitted with the fake NFs in the fit. Given

that non-Njets kinematics are based on the MC simulations, additional systematic uncer-

tainties are applied to tt̄W to consider various MC setups, shown in Section 7.4.2.2. Four

additional control regions, shown in Table 7.2, were built to parameterize the tt̄W+jets

scaling with Njets as fitted distribution. The control regions for tt̄W data-driven method

are defined as follows:

• CR tt̄W+ and CR tt̄W−: two same-sign muons or electron-muon are selected with

total lepton charge being either positive (CR tt̄W+) or negative (CR tt̄W−). To

be orthogonal to the CR Mat. Conv. and CR Low mγ∗ regions, both leptons are

required to be non-conversion candidates, and the absolute value of electron pseudo-

rapidity is selected to be less than 1.5. To be enriched by tt̄W and close to the SR,

at least four jets and two b-jets are required. The orthogonality with the SR is

ensured by requiring HT < 500 GeV or Njets < 6 in the Nb-jets = 2 region and by

requiring HT < 500 GeV in the Nb-jets ≥ 3 region. The Njets distribution is fitted

in these regions for tt̄W events with Nb-jets ≥ 2. These regions are limited in low
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Njets due to the orthogonal cut.

• CR 1b(+) and CR 1b(-): same-sign dilepton and trilepton events, with at least four

jets, exactly one b-jet, and HT > 500 GeV are required to extend to high Njets but

orthogonal to the SR. This region is split into two regions with a positive (CR 1b(+))

or negative (CR 1b(-)) total lepton charge. The Njets distribution is fitted in these

regions to describe tt̄W Njets parameterized function with high Njets events using

Nb-jets = 1, assuming similar Njets shape between Nb-jets = 1 and Nb-jets ≥ 2.

A statistical-only (stat-only) fit to the tt̄W MC prediction in CR 1b(+) and CR 1b(-

) confirms the validity of parameterized function in Equation (7.3), as seen in Figure 7.3.

Several injection studies are performed to fit the alternative pseudo-data of tt̄W from scale

variations, different generators, or enhanced tt̄W contribution to match the data distri-

bution in the tt̄W VR. The injection studies show that the tt̄W data-driven method can

well describe the tt̄W MC simulations and does not introduce biases, with the maximum

impact on the signal strength at a 2% level.
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Figure 7.3: Njets distributions with post-fit estimation from a stat-only fit to tt̄W MC
simulation with Equation (7.3) in the (a) CR 1b(+) and (b) CR 1b(-) regions.
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7.2.4 Results

The final fit to the observed data, outlined in Section 7.5, is performed simultaneously

in the signal and control regions with fake/non-prompt lepton background NF, tt̄W data-

driven parameters, and tt̄tt̄ signal strength. The NFs of the different fake/non-prompt

lepton background sources and the parameters of the tt̄W data-driven background model

determined from the fit are shown in Table 7.3 and Table 7.4. Figure 7.4 and Fig-

ure 7.5 present the post-fit distributions in the control regions after the final fit to data.

The tt̄W data-driven post-fit results are compatible with dedicated tt̄W unfolding anal-

ysis [148].

Fake/non-prompt background NFMat. Conv. NFLow mγ∗ NFHF e NFHF µ

Value 1.80+0.47
−0.41 1.08+0.37

−0.31 0.66+0.75
−0.46 1.27+0.53

−0.46

Table 7.3: The normalization factors for fake and non-prompt lepton background after
the fit to data. The uncertainties include both statistical and systematic uncertainties.
The nominal pre-fit value for these factors is 1.

tt̄W background a0 a1 NFtt̄W+(4jet) NFtt̄W−(4jet)

Value 0.51± 0.10 0.22+0.25
−0.22 1.27+0.25

−0.22 1.11+0.31
−0.28

Table 7.4: The tt̄W modeling parameters after the fit to data. The uncertainties include
both statistical and systematic uncertainties. The nominal pre-fit value for a0 and a1 is
0, while the nominal pre-fit value for NFtt̄W+(4jet) and NFtt̄W−(4jet) is 1.

The tt̄W VRs are defined to assess the tt̄W background modeling due to the charge

asymmetric nature of tt̄W process. The difference between the number of events with a

positive sum and those with a negative sum of the charges of the selected leptons (N+−N−)

is selected to define the tt̄W VR. This procedure constructs tt̄W dominant regions and

removes charge symmetric processes, including tt̄tt̄ and most non-tt̄W backgrounds. The

tt̄W VR is additionally required with selections of the sum of the four tt̄W CRs and the

SR. Figure 7.6 shows good agreement between data and post-fit prediction. In addition, a
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tt̄Z VR is defined with trilepton events within a Z-mass window, at least four jets, and at

least two b-jets. Figure 7.7 presents the comparison between data and post-fit predictions

in the tt̄Z VR.

7.3 Multivariate Analysis

The MVA techniques are used to separate the signal from the background in the

SR. A GNN is used as the default method, while a BDT is employed as a separate but

complementary approach for cross-checking. GNN and BDT trainings are conducted with

events passing the SR requirement, as shown in Section 7.1.

7.3.1 Graph Neural Network

The GNN employs the graph_nets library [275] from TensorFlow [276] for event clas-

sification. Each event is depicted as a fully connected graph, with nodes representing

the reconstructed jets, electrons, muons, and Emiss
T . Each node’s features encompass the

object’s four-momentum, the jet PCBT score, the lepton charge, and an integer labeling

the type of object represented by the node. The edges between these nodes are calcu-

lated to carry the angular separation between the objects, including ∆η, ∆φ, and ∆R.

Additionally, the jet multiplicity of the event is included as a global feature.

The GNN model comprises the encoder, graph network, and decoder. The encoder

converts the input node, edge, and global features into a latent space. The graph network

block, iterating four times, passes information between different graph features. The

decoder places a multilayer perceptron (MLP) on the global latent space, which produces

the binary output for the probability of an event ranging from 0 (background-like) to

1 (tt̄tt̄-like). The Receiver Operating Characteristic (ROC) curve is used as the metric

to assess the performance of the MVA models. The node, edge, and global features, as

well as the GNN hyperparameters, are optimized to maximize the area under the ROC

130



15 20 25 30 35 40 45 50

 [GeV]2l

T
p

0.7

0.85

1

1.15

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

E
ve

nt
s 

/ 1
5 

G
eV ATLAS

-1 = 13 TeV, 140 fbs
CR HF e
Post-Fit

Data tttt
Wtt Ztt
Htt Mat. Conv.

HF e *γLow m
µHF Others

ttt Uncertainty
Pre-Fit

(a) CR HF e

15 20 25 30 35 40 45 50

 [GeV]2l

T
p

0.7

0.85

1

1.15

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

E
ve

nt
s 

/ 1
5 

G
eV ATLAS

-1 = 13 TeV, 140 fbs
µCR HF 

Post-Fit

Data tttt
Wtt Ztt
Htt Mat. Conv.

HF e *γLow m
µHF Others

ttt Uncertainty
Pre-Fit

(b) CR HF µ

 0.6

0.8

1

1.2

 

D
at

a 
/ P

re
d. 0

50

100

150

200

250

300

350

400

450

E
ve

nt
s

ATLAS
-1 = 13 TeV, 140 fbs

CR Mat. Conv.
Post-Fit

Data tttt
Wtt Ztt
Htt QmisID

Mat. Conv. HF e

*γLow m µHF 
Others ttt
Uncertainty Pre-Fit

(c) CR Mat. Conv.

 0.7

0.85

1

1.15

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

70

80

E
ve

nt
s

ATLAS
-1 = 13 TeV, 140 fbs

*γCR Low m
Post-Fit

Data tttt
Wtt Ztt
Htt QmisID

Mat. Conv. HF e

*γLow m µHF 
Others ttt
Uncertainty Pre-Fit

(d) CR Low mγ∗

Figure 7.4: Comparison between data and predictions in the fake/non-prompt lepton
background CRs after the fit to data. Pre-fit distributions are added as the dashed line
in each plot. The ratio of the data to the total post-fit prediction is shown in the lower
panel. The shaded band represents the total post-fit uncertainty in the prediction.
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Figure 7.5: Post-fit distributions in the tt̄W CRs after the fit to data. Pre-fit distributions
are added as the dashed line in each plot. The ratio of the data to the total post-fit
prediction is shown in the lower panel. The shaded band represents the total post-fit
uncertainty in the prediction.
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curve (AUC) of the GNN event classifier.

The LO tt̄tt̄MC simulation is utilized as the signal, and MC simulations of all the back-

grounds are used as the background. The application of MC event weights in the training

reduces the GNN performance due to the loss of effective training statistics. Therefore,

events are treated uniformly during training without applying any MC event weight. A

flat weight of 1 is assigned to all events in the training dataset, except tt̄W events, which

are applied with a higher flat weight of 3. The enhanced weight for tt̄W is used to improve

the separation of the tt̄W background without sacrificing overall background separation.

The yields of signal and background are reweighted to be the same in the training to

prevent bias towards the majority class.

A k-fold cross-validation method is applied to increase the training statistics. The fold

number is optimized to be 6, maximizing the AUC. The testing AUC, calculated with

NLO tt̄tt̄ and backgrounds with MC weights applied, reaches 0.903. Figure 7.8 shows the

GNN output distributions for the testing and training. Figure 7.9 compares data and

post-fit predictions in the signal region with GNN ≤ 0.6. Figure 7.10 presents the GNN

output distribution alongside the data and post-fit signal and background predictions.

Good agreement on data and post-fit prediction is observed.
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Figure 7.8: (a) GNN distribution for training and testing using LO tt̄tt̄ and (b) GNN
distribution for training and testing using NLO tt̄tt̄ in one of the folds.
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7.3.2 Boosted Decision Trees

Following the strategy of the tt̄tt̄ evidence analysis [52], a BDT discriminant is em-

ployed as a cross-check method. The BDT is trained with the Extreme Gradient Boost-

ing (XGBoost) algorithm [277]. The BDT model integrates high-level input features such

as jet activities, lepton activities, missing transverse momentum, b-tagging information,

and angular topologies. These features are derived from the topological characteristics of

the events, with the detailed descriptions provided in Table 7.5. The hyperparameters of

the BDT are optimized to maximize the AUC and enhance the significance of tt̄tt̄ derived

from likelihood fits.

Similar to the setup for the GNN, both the LO tt̄tt̄ and background MC simulations

are used in training. However, unlike the GNN approach, MC event weights are applied

to each event during the BDT training, with events carrying negative weights excluded.

Reweighting is performed to the tt̄W events with Njets = 7 and Njets ≥ 8, adjusting

relative contributions from 7% to 15% of total background, respectively. This reweighting

enhances the discrimination between tt̄tt̄ and tt̄W , thereby improving the significance of

tt̄tt̄ signals. Additionally, the yields of signal and background are reweighted to be the

same in the training to prevent bias towards the majority class.

A 2-fold cross-validation process is implemented to split backgrounds into training,

testing, and validation data, allocating 40% of the events each to training and testing

and 20% for validation. The tt̄tt̄ is trained with inclusive LO tt̄tt̄ samples without further

splitting, and the optimization is evaluated with 80% of nominal SM tt̄tt̄ NLO events.

Figure 7.11 presents the schematic summary of the strategy. The AUC evaluated in the

testing and validation datasets are 0.873 and 0.874, respectively. Figure 7.12 illustrates the

BDT distributions for training, testing, and validation, showing a good agreement among

them. The consistency across training, testing, and validation indicates the absence of

overtraining in the BDT models. Figure 7.13 presents the BDT distribution comparison
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Figure 7.9: Comparison between data and post-fit predictions after the fit to data in the
signal region with GNN < 0.6 for the distributions of (a) the number of jets, (b) the
number of b-jets, (c) the sum of the four highest PCBT scores of jets in the event, and (d)
the HT . The uncertainty band includes the total uncertainty on the post-fit computation.
The lower panel illustrates the ratio of the observed data to the total post-fit computation.
The first and last bins contain the underflow and overflow events, respectively.
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Figure 7.10: Comparison between data and predictions of GNN distribution in SR after
the fit to data. The uncertainty band includes the total uncertainty on the post-fit
computation. The lower panel illustrates the ratio of the observed data to the total post-
fit computation. The dashed line represents the ratio of the observed data to the total
pre-fit predictions.
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between data and predictions after the fit to data using BDT distribution in the SR.

Good agreement on data and post-fit modeling is observed.

Feature Definition SM BSM∑3
i=0 wPCBT Sum of PCBT scores over four jets with leading b-tagging raw scores 1 1

Njets Jet multiplicity 5 13

HT(no lead jet) Scalar sum of pT of all leptons and jets except the leading jet 4 2

pT(j0) pT of leading jet 8 4

pT(j1) pT of sub-leading jet 11 7

pT(j5) pT of 6th leading jet 2 6

pT(b0) pT of leading b-tagged jet 6 9

pT(`0) pT of leading lepton 12 10

Emiss
T Missing transverse momentum 7 5

∆R(`, `)min The minimum angular separation between any lepton pair 9 8

∆R(`, b)max The maximum angular separation between leptons and b-tagged jets 10 11

∆R(j, b)min The minimum angular separation between b-tagged jets and jets 13 12∑
∆R(`, `) Sum of the angular separation between all lepton pairs 3 3

Table 7.5: List of the input features to the BDT. The last two columns indicate the
ranking of the feature importance evaluated with the XGBoost for the BDT in SM tt̄tt̄
analysis and the SM BDT in BSM tt̄tt̄ analysis.

Figure 7.11: The scheme summary of BDT training strategy, including the sample frac-
tions and the 2-fold method with additional validation set.
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Figure 7.12: BDT distributions for (a) training and testing datasets and (b) for training
and validation datasets. The training data is with SM tt̄tt̄ LO events and backgrounds
without negative weight events. The testing and validation datasets are with SM tt̄tt̄
NLO events and backgrounds with all weight included.
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Figure 7.13: Comparison between data and predictions of BDT distribution in SR after
the fit to data with BDT distribution. The uncertainty band includes the total uncertainty
on the post-fit computation. The lower panel illustrates the ratio of the observed data to
the total post-fit computation. The dashed line represents the ratio of the observed data
to the total pre-fit predictions.
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7.4 Systematic Uncertainties

A summary of the systematic uncertainties applied in this analysis is described in this

section. Table 7.6 and Table 7.7 summarize the list of systematic uncertainties impacting

the SM tt̄tt̄ analysis. This section focuses on the theoretical systematic uncertainties for

signal and background modeling. The experimental systematic uncertainties are discussed

in Section 6.4.

Systematic uncertainty Components Typical size [%]
Luminosity 1 0.83
Pile-up reweighing 1 O(1) ∼ O(10)
Physical Objects

Electron 7 O(10−2) ∼ O(1)
Muon 12 O(10−2) ∼ O(1)
Jet energy scale and resolution 44 O(10−2) ∼ O(10)
Jet vertex tagging 1 O(10−1) ∼ O(1)
Jet b-tagging 85 O(10−2) ∼ O(1)
Jet b-tagging for high pT 3 O(10−2) ∼ O(10−1)
Emiss

T 3 O(10−2) ∼ O(10−1)
Total (Experimental) 157
Electron charge misidentification 1 10 ∼ 15
Fake/Non-prompt Lepton Uncertainty

Material conversions 1 O(1) ∼ 20
Internal conversions 1 O(1) ∼ 10
HF non-prompt leptons 2 8 ∼ 13
Other fake leptons 2 30 & 100
Additional heavy flavor jets on tt̄ 2 O(1) ∼ 30

Total (Reducible Background) 9

Table 7.6: Sources of experimental and fake/non-prompt lepton uncertainties considered
in the analysis. The uncertainties from ”Luminosity” and ”Other fake leptons” are taken
as normalization only in all regions. Other uncertainties affect the normalization and
shape of the fitted distributions and/or the acceptance into the fit regions. The ’Compo-
nents’ column indicates the components of the systematic uncertainties. The decorrela-
tions of experimental systematic uncertainties are summarized in Table 6.4. The ’Typical
size’ column summarizes ranges of uncertainty sizes in the signal region.
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Systematic uncertainty Components Typical size [%]
tt̄tt̄ modeling

Cross section 1 20
Generator choices 1 O(1) ∼ 20
Parton shower and hadronization model 1 ∼ 6
Renormalization and factorization scales 1 1 ∼ 3
PDF 1 1

tt̄t modeling
Cross section 1 35
Renormalization and factorization scales 1 O(10−1) ∼ 1
Additional heavy flavor jets 1 O(1) ∼ 18

tt̄H modeling
Cross section 1 10
Generator choices 1 ∼ 8
Parton shower and hadronization model 1 O(1) ∼ 14
Renormalization and factorization scales 1 3 ∼ 8
PDF 1 1
Additional heavy flavor jets 2 O(1) ∼ 20

tt̄W modeling
Generator choices 1 O(1) ∼ 10
Renormalization and factorization scales 1 O(1) ∼ 80
Additional heavy flavor jets 2 O(1) ∼ 40

tt̄Z modeling
Cross section 1 12
Generator choices 1 O(1) ∼ 40
Renormalization and factorization scales 1 O(1) ∼ 10
PDF 1 1
Additional heavy flavor jets 2 O(1) ∼ 20

V V modeling
Cross section 3 60
Renormalization and factorization scales 1 ∼ 25
Additional heavy flavor jets 2 O(1) ∼ 50

Other background modeling
Cross section 3 30 & 50
Additional heavy flavor jets 2 O(1) ∼ 30

Total (Signal and Irreducible Background) 36
Total (Overall) 202

Table 7.7: Sources of theoretical systematic uncertainty considered in the analysis. The
uncertainties from ”Luminosity”, ”Cross section”, and ”PDF” are taken as normalization
only for all processes in all regions. Other uncertainties affect the normalization and shape
of the fitted distributions and/or the acceptance into the fit regions. The ’Components’
column indicates the components of the systematic uncertainties. The ’Typical size’
column summarizes ranges of uncertainty sizes in the signal region.
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7.4.1 Uncertainties on tt̄tt̄ Signal Modeling

Several factors influencing the modeling of tt̄tt̄ production are considered for various

configurations. The uncertainty is evaluated with an alternative sample from Sherpa 2.2.11

to account for different ME, PS, and hadronization models. Additionally, a separate un-

certainty specific to the choice of PS and hadronization models is estimated using samples

from MadGraph5_aMC@NLO interfaced with Herwig 7.04. Alternative samples are

discussed in detail in Section 6.2.1. The uncertainty due to the missing higher-order

QCD corrections is assessed by varying the µR and µF scales simultaneously by factors

of 0.5 and 2 relative to the central values. The PDF uncertainty is evaluated as the RMS

of the predictions from the 100 replicas of the NNPDF30_nlo_as_0118 PDF set by the

PDF4LHC prescription [278]. The effect of PDF variation on the shape of the fitted

distributions was found to be negligible. A conservative uncertainty of 1% is considered.

Additionally, an uncertainty of 20% on the total cross section, calculated from a prediction

at NLO in QCD+EW [123], is considered when measuring the tt̄tt̄ signal strength.

7.4.2 Uncertainties on Background Modeling

7.4.2.1 Uncertainties on tt̄t Background

A cross-section uncertainty of 35% from the theoretical calculation is set for tt̄t, in-

cluding the effects of scale variations on the µR and µF [125], uncertainties from the PDF

choices, acceptance difference between 5FS and 4FS MC simulations, and the missing EW

LO contribution. An uncertainty of 50% is applied for tt̄t events with at least four truth

b-jets. Uncertainties related to the µR and µF scale variations are computed by varying

both µR and µF scales simultaneously by factors of 0.5 and 2 with respect to the central

values.
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7.4.2.2 Uncertainties on tt̄H, tt̄Wand tt̄Z Backgrounds

Theoretical uncertainties for tt̄H, tt̄W , and tt̄Z from various sources are assessed in a

similar way. These include uncertainties related to the choice of different generators, scale

variations, PDF variations, total cross section, and the presence of additional heavy-flavor

jets.

Table 7.8 summarizes the generator uncertainties for tt̄H, tt̄W , and tt̄Z processes.

These uncertainties are evaluated by comparing the nominal and alternative MC predic-

tions, as outlined in Section 6.2.3 and Section 6.2.4. Specifically, for the tt̄W generator

uncertainty, the alternative tt̄W is reweighed to align with the nominal tt̄W Njets distribu-

tion in CR 1b(+) and CR 1b(-), described in Section 7.2.3. This avoids double-counting

systematic effects in Njets modeling, given that Njets distribution is estimated using the

data-driven method. For tt̄H, an additional uncertainty associated with the PS is esti-

mated by comparing tt̄H PowhegBox+Pythia8 with PowhegBox+Herwig 7.

Process Nominal Alternative Purpose

tt̄H PowhegBox+Pythia8 MadGraph5_aMC@NLO+ Pythia8.210 Gen
PowhegBox+Herwig 7 PS

tt̄W Sherpa 2.2.10 MadGraph5_aMC@NLO FxFx NLO QCD Genand MadGraph5_aMC@NLO EW
tt̄Z MadGraph5_aMC@NLO 2.8.1 + Pythia8.210 Sherpa 2.2.11 Gen

Table 7.8: Summary of alternative samples for generator and PS choices for tt̄H, tt̄W ,
and tt̄Z processes.

For tt̄W and tt̄H, the uncertainty from missing higher-order QCD corrections is as-

sessed by altering the µR and µF scales by factors of 0.5 and 2.0 with respect to their

central values. No further reweighing is applied to the tt̄W with scale variations since the

tt̄W scale variations are small. For the tt̄Z, the scale variation uncertainties are computed

by the envelope of the six-point variations of (µR, µF ) = (0.5, 0.5), (0.5, 1), (1, 0.5), (1, 2),

(2, 1), and (2, 2). A 1% PDF uncertainty, studied in tt̄tt̄ evidence analysis [52], is assigned

to the tt̄Z and tt̄H processes. An uncertainty of 12% (10%) is applied to the tt̄Z (tt̄H)

total cross section [117]. No uncertainty is considered for tt̄W on the cross section and
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PDF since its normalization and Njets shape is estimated by tt̄W data-driven method.

The tt̄H, tt̄W , and tt̄Z background can enter the tt̄tt̄ signal region with additional

heavy-flavor jets, which are difficult to model with MC simulation. An uncertainty of

50% is assigned to those with three truth b-jets and a separate 50% uncertainty to the

events with four or more truth b-jets. These estimates are based on the measurement of

the tt̄+jets production with additional heavy-flavor jets [279] and on comparing data and

prediction in tt̄γ events with three and four b-tagged jets.

7.4.2.3 Uncertainties on Fake and Non-prompt Backgrounds

Uncertainties related to fake/non-prompt backgrounds have a minor impact due to

their small contributions in the signal region. These uncertainties are determined and

treated as in Ref. [52]. The uncertainties on HF e and HF µ backgrounds are assessed

based on the difference between data and MC simulations in the shape of distributions

across signal and control regions. The assessment uses events where at least one lep-

ton meets a loose lepton selection with relaxed isolation and identification requirements.

These uncertainties range from 20% to 100% across different bins in the signal and con-

trol regions. The uncertainties on material and internal conversions are 30% and 21%,

respectively, based on the comparison between data and simulation in a validation region

of selected Z → µ+µ−γ(→ e+e−). Conservative uncertainties are applied to other smaller

contributions, including an uncertainty of 100% for events with fake/non-prompt leptons

from light jets and a 30% uncertainty for all other sources of fake/non-prompt background.

These values are taken from previous analyses in a similar final state [51; 52; 260]. A final

group of uncertainties is considered for tt̄+HF events, which can contribute to the signal

region characterized by high b-jet multiplicities. The tt̄+jets events are the primary source

of the reducible background and can affect the shape of all reducible background com-

ponents based on MC. Additional 30% uncertainties are assigned to tt̄ events with three

and four or more truth b-jets, separately, based on the observed discrepancies between
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measured data and MC simulations [279].

7.4.2.4 Uncertainties on Other Backgrounds

A cross-section uncertainty of 30% is applied to tZq and tWZ processes [239; 280; 281].

The uncertainties on the V V are taken from the discrepancies between the measured

differential cross section and the prediction of Sherpa 2.2.2 as a function of jet multi-

plicities [282]. For V V events with ≤3/4/≥5 jets, an uncertainty of 20%/50%/60% is

applied. The three components are considered to be uncorrelated. An uncertainty of 50%

is considered for the tt̄WW based on the NLO prediction [205]. A converative uncer-

tainty of 50% is assigned to V H although the precise measurement of V H(→ bb̄) provides

20% uncertainty [283]. In addition, an uncertainty of 50% is also applied for all other

minor background processes, including V V V , tt̄ZZ, tt̄WZ, tt̄HH and tt̄WH. These

uncertainties are based on the measurements in similar final states and the tt̄tt̄ evidence

analysis [51; 52; 260] and are conservative enough to cover the different predictions shown

in Ref. [205]. For the same reason as the heavy-flavor uncertainties for tt̄ + HF [279],

additional uncertainties of 50% are considered for all these small backgrounds with events

containing three truth b-jets and four or more truth b-jets separately.

7.5 Results for the tt̄tt̄ Cross Section Measurement

A binned maximum-likelihood fit is performed to the GNN distribution in the SR

and various CRs, defined in Table 7.2. The fit simultaneously determines the tt̄tt̄ signal

strength, NFs of four fake/non-prompt lepton backgrounds, the parameterized function

of tt̄W , and systematic uncertainties. The tt̄tt̄ signal strength is defined as the ratio of

the observed tt̄tt̄ cross section to the SM prediction of σtt̄tt̄ = 12.0 ± 2.4 fb computed at

NLO QCD+EW with a 20% cross-section uncertainty [123]. The best-fit value of signal
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strength is observed to be

µ = 1.9± 0.4(stat) +0.7
−0.4(syst) = 1.9 +0.8

−0.5, (7.4)

and the corresponding measured cross section of tt̄tt̄ production is

σtt̄tt̄ = 22.5+4.7
−4.3(stat)

+4.6
−3.4(syst) fb = 22.5 +6.6

−5.5 fb, (7.5)

where the systematic uncertainty is determined by subtracting the statistical uncertainty

in quadrature from the total uncertainty. The statistical uncertainty is computed from a

fit with all NPs fixed to their post-fit values from the nominal fit.

The NFs of fake/non-prompt lepton backgrounds and tt̄W data-driven parameters are

presented in Table 7.3 and Table 7.4. The NFs of fake/non-prompt lepton background

agree with the MC predictions within the uncertainties except for NFMat. Conv.. The

tt̄W data-driven parameters are determined by the observed data without priors, and the

tt̄W modeling is checked by comparing pre-fit and post-fit predictions. Table 7.9 summa-

rizes the post-fit predictions in SR or a high GNN score (GNN≥ 0.6) before and after the

fit to data. The post-fit tt̄W events with 6 and 7 jets are lower than the pre-fit predic-

tions, while the tt̄W events with ≥9 jets are increased than the pre-fit predictions. The

overall number of fitted tt̄W predictions agrees with the tt̄W cross section measurement

[148; 284]. Figure 7.10 presents the good agreement between data and post-fit predictions

of the GNN distribution in the SR. Figure 7.14 compares data and post-fit predictions in

different kinematic distributions of a signal-enriched region with GNN ≥ 0.6 after the fit

to data. Good agreements between data and post-fit predictions are observed.

The most significant theoretical uncertainties impacting the measured σtt̄tt̄ are from the

tt̄tt̄ signal modeling, including the generator and PS uncertainties, as well as the tt̄W data-

driven parameters. The largest experimental uncertainties impacting the σtt̄tt̄ are from
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Pre-fit Post-fit

SR GNN≥0.6 SR GNN≥0.6

tt̄W 130 ± 40 9 ± 4 127 ± 35 12 ± 4
tt̄Z 72 ± 15 3.4 ± 1.8 79 ± 15 4.4 ± 2.0
tt̄H 65 ± 11 4.6 ± 1.3 68 ± 10 5.0 ± 1.4
QmisID 27 ± 4 1.78 ± 0.26 27 ± 4 1.80 ± 0.24
Mat. Conv. 16.5 ± 2.3 0.73 ± 0.25 30 ± 8 1.4 ± 0.5
HF e 3.1 ± 1.0 0.4 ± 0.5 2.3 ± 2.4 0.3 ± 0.4
HF µ 7.1 ± 1.2 0.31 ± 0.15 9 ± 4 0.41 ± 0.22
Low mγ∗ 14.1 ± 2.0 0.52 ± 0.19 15 ± 5 0.56 ± 0.22
Others 47 ± 11 3.9 ± 1.2 50 ± 10 4.3 ± 1.2
tt̄t 2.9 ± 0.9 1.5 ± 0.5 2.9 ± 0.9 1.5 ± 0.5

Total bkg 390 ± 50 26 ± 5 412 ± 21 32 ± 4

tt̄tt̄ 38 ± 4 25.2 ± 3.2 69 ± 15 45 ± 10

Total 430 ± 50 51 ± 7 480 ± 19 77 ± 8

Data 482 83 482 83

Table 7.9: Pre-fit and post-fit predictions in the SR and for events with GNN ≥ 0.6 in the
SR. The total systematic uncertainty differs from the sum in quadrature of the different
uncertainties due to correlations.
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Figure 7.14: Comparison between data and post-fit predictions after the fit to data in the
SR with GNN ≥ 0.6 for the distributions of (a) the number of jets, (b) the number of
b-jets, (c) the sum of the four highest PCBT scores of jets in the event, and (d) the HT .
The uncertainty band contains the total uncertainty on the post-fit computation. The
lower panel shows the ratio of the observed data to the total post-fit predictions. The
underflow and overflow events are included in the first and last bins, respectively.
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the b-tagging and the jet energy scale and resolution. A pull of tt̄tt̄ generator uncertainty

by −0.5 σ is observed. No other nuisance parameters show significant constraints or pull

from the fit. Table 7.10 presents the grouped impact of nuisance parameters on the σtt̄tt̄.

Uncertainty source ∆σ [fb] ∆σ/σ[%]
Signal modeling
tt̄tt̄ generator choice +3.7 −2.7 +17 −12
tt̄tt̄ parton shower model +1.6 −1.0 +7 −4
Other tt̄tt̄ modeling +0.8 −0.5 +4 −2
Background modeling
tt̄H+jets modeling +0.9 −0.7 +4 −3
tt̄W+jets modeling +0.8 −0.8 +4 −3
tt̄Z+jets modeling +0.5 −0.4 +2 −2
Other background modeling +0.5 −0.4 +2 −2
Non-prompt leptons modeling +0.4 −0.3 +2 −2
tt̄t modeling +0.3 −0.2 +1 −1
Charge misassignment +0.1 −0.1 +0 −0
Instrumental
Jet flavor tagging (b-jets) +1.1 −0.8 +5 −4
Jet uncertainties +1.1 −0.7 +5 −3
Jet flavor tagging (light-flavor jets) +0.9 −0.6 +4 −3
Jet flavor tagging (c-jets) +0.5 −0.4 +2 −2
Simulation sample size +0.4 −0.3 +2 −1
Other experimental uncertainties +0.4 −0.3 +2 −1
Luminosity +0.2 −0.2 +1 −1
Total systematic uncertainty +4.6 −3.4 +20 −16
Statistical
Intrinsic statistical uncertainty +4.2 −3.9 +19 −17
tt̄W+jets normalization and scaling factors +1.2 −1.1 +6 −5
Non-prompt leptons normalization (HF, Mat. Conv., Low mγ∗) +0.4 −0.3 +2 −1
Total statistical uncertainty +4.7 −4.3 +21 −19
Total uncertainty +6.6 −5.5 +29 −25

Table 7.10: The grouped impact of the uncertainties to the σtt̄tt̄. The impacts are eval-
uated with the difference on σtt̄tt̄ derived from a nominal setup and an alternative setup
by fixing a set of nuisance parameters in each category to the best value with ±1σ. The
total uncertainty differs from the quadratic sum of the components due to correlations
among NPs.

The p-value of the background-only hypothesis resulting in a signal-like excess as ob-

served data is derived with a profile-likelihood ratio [271]. The observed significance is

found to be 6.1 standard deviations. The expected significance is calculated to be 4.3
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standard deviations under the SM prediction of σtt̄tt̄ = 12.0± 2.4 fb [123], while 4.7 stan-

dard deviations using the σtt̄tt̄ = 13.4+1.0
−1.8 fb from Ref. [124]. Figure 7.15 presents the

negative log-likelihood distribution as a function of the tt̄tt̄ cross section. The measured

tt̄tt̄ cross section is consistent within 1.8 standard deviations with the SM prediction at

NLO from Ref. [123], and within 1.7 standard deviations with the resummed tt̄tt̄ calcula-

tion at NLO+NLL’ from Ref. [124]. The goodness-of-fit is evaluated to be a probability of

76% from a saturated model [285; 286]. Figure 7.16 presents the event display of the tt̄tt̄

candidate event from data collected in 2016. Compared to the tt̄tt̄ evidence analysis [52],

the improvements in expected significance arise from the updated lepton and jet selection

and uncertainties, the better separation power of the GNN classifier, and the improved

treatment of the tt̄t background. This leads to a better acceptance and purity of the tt̄tt̄

signal and a smaller uncertainty on the background in the signal-enriched region.

The BDT discriminant is used as the complementary method to cross-check the results.

A binned likelihood fit is performed in the same approach as the nominal fit but changes

with BDT distribution in the SR for the fit to the data. The fit yields the same signal

strength as the results using the GNN discriminant. The observed (expected) significance

is 6.0 (3.9) standard deviations. In addition, a cut-based strategy is also studied without

using an MVA discriminant. In the cut-based method, the SR is split into five sub-

regions in terms of b-jet multiplicities, SS and multilepton (ML) final states, summarized

in Table 7.11. The HT is used as the fitted variable in each sub-region. A simultaneous

fit with five sub-regions of the SR and CRs is performed. The fit yields the same strength

as the results using the GNN discriminant. The observed (expected) significance is 5.0

(3.3) standard deviations. These two cross-checks reassure the observation of tt̄tt̄ process

with a completely different technique on the MVA and a cut-based strategy.

As described in Section 3.2.2.2, the tt̄tt̄ and tt̄t have similar kinematics and are difficult

to separate. Therefore, the tt̄t process can be studied in this tt̄tt̄ analysis with a simple

extension. A simultaneous fit with both tt̄tt̄ and tt̄t normalization floating is performed
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Region Channel Njets Nb
Other Fitted

selection variable
2bSS SS ≥ 6 = 2 HT > 500 GeV HT

2bML 3L ≥ 6 = 2 HT > 500 GeV HT

3bSS SS ≥ 6 = 3 HT > 500 GeV HT

3bML 3L ≥ 6 = 3 HT > 500 GeV HT

4b SS+3L ≥ 6 ≥ 4 HT > 500 GeV HT

Table 7.11: Definition of the sub-regions from the signal region for the cut-based method.
The Njets (Nb) indicates the jet (b-tagged jet) multiplicity in the event. The HT is defined
as the scalar sum of the pT of the leptons and jets.
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Figure 7.15: The negative log-likelihood distribution for the tt̄tt̄ cross section [125]. The
solid curve denotes the observed likelihood, while the dashed curve represents the expected
one. The red line presents the SM predictions calculated at NLO from Ref. [123] with
its scale uncertainty as a light grey shaded area. The blue line shows the resummed tt̄tt̄
calculation at NLO+NLL’ from Ref. [124] with its scale and PDF uncertainties as a dark
grey shaded area.
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Figure 7.16: Event display of a candidate tt̄tt̄ event from data collected in 2016 [125].
The event consists of seven jets, four of them being b-tagged. Three of the top quarks
produce leptons in their decay, including two muons (red) and one electron (blue). The
fourth top quark decays into jets. Tracks of charged particles in the inner detector are
visualized as orange lines. Green rectangles correspond to energy deposits in cells of
the EM calorimeter, while yellow rectangles correspond to energy deposits in cells of the
hadron calorimeter. Muon chambers associated with the two muon tracks are shown as
blue and green boxes. The jets (b-tagged jets) are shown as yellow (azure) cones. The
dotted line indicates the direction of the missing transverse momentum.
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to investigate the sensitivity and correlations between tt̄tt̄ and tt̄t. The fit shows a large

anti-correlation of -93% between the two processes. Similar fits are performed with the

BDT in the SR and with the cut-based method, showing similar levels of anti-correlation.

Figure 7.17 presents the two-dimensional negative log-likelihood contours for the likeli-

hood fits with free-floating tt̄tt̄ and tt̄t normalizations. The fit with the GNN in the SR

prefers a tt̄tt̄ cross section of zero but with a large tt̄t cross section, deviating from the

SM prediction at 2.1 standard deviations. However, the fit with the BDT in the SR (the

cut-based method) prefers a large tt̄tt̄ cross section but with a tt̄t cross section of zero,

deviating from the SM prediction at 1.9 (1.8) standard deviations. Different results from

different fitting scenarios illustrate the challenges in separating tt̄tt̄ and tt̄t processes. The

cut-based method provides better separation between tt̄tt̄ and tt̄t production. It shows

consistent results with the nominal fit, providing a larger tt̄tt̄ cross section than the SM

prediction. In addition, the two components of tt̄t (tt̄tW and tt̄tq processes) are sensitive

to the possible BSM effects, such as the FCNC [287; 288]. The tt̄t production with FCNC

can lead to the tt̄t production without the associated W boson in the final state. The

studies of cross sections of tt̄t and its two components are essential to probe the poten-

tial BSM effects. Therefore, this analysis sets the 95% CL intervals on the cross section

of the tt̄t, tt̄tW , and tt̄tq processes. Table 7.12 summarizes the sensitivities in different

scenarios, assuming the tt̄tt̄ signal strength to be 1 or 1.9. The 95% CL intervals on the

tt̄tq cross section are wider than the tt̄tW cross section due to lower selection efficiency

with the lower lepton and jet multiplicities of the tt̄tq process.

7.6 Interpretations

This section interprets the measured tt̄tt̄ production cross section with Higgs-top

Yukawa coupling, four heavy-flavor fermion EFT operators, or a Higgs oblique parameter.

Limits and 95% CL intervals on these parameterizations are obtained.
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Figure 7.17: The two-dimensional negative log-likelihood contours for the tt̄tt̄ and tt̄t
cross sections when both cross sections are treated as free parameters in the fit [125].
Different fit scenarios are considered: (a) the nominal fit with the GNN in the SR, (b) the
cross-check fit with the BDT in the SR, and (c) the cross-check fit with cut-based strategy.
The blue cross represents the SM prediction of σtt̄tt̄ = 12 fb [123] and σtt̄t = 1.67 fb [125],
computed at NLO. The black cross stands for the best-fit value from the likelihood fit.
The observed (expected) exclusion contours at 68% (black) and 95% (red) CL are shown
in solid (dashed) lines. The gradient-shaded area represents the observed likelihood value
as a function of σtt̄tt̄ and σtt̄t.
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Processes
95% CL cross section interval [fb]
µtt̄tt̄ = 1 µtt̄tt̄ = 1.9

tt̄t [4.7, 60] [0, 41]
tt̄tW [3.1, 43] [0, 30]
tt̄tq [0, 144] [0, 100]

Table 7.12: Observed 95% CL intervals for the tt̄t, tt̄tq, and tt̄tW cross sections assuming
a tt̄tt̄ signal strength of 1 and 1.9 [125]. The tt̄tq (tt̄tW ) cross section is fixed to its SM
prediction to derive the tt̄tW (tt̄tq) cross section interval.

7.6.1 Higgs-top Yukawa Coupling

Modification of the Higgs-top Yukawa coupling and the Higgs CP property can result

in deviation of the tt̄tt̄ cross section from SM. Following Section 3.2.2.1, the tt̄tt̄ cross

section can be parameterized as a function of κt and α. Moreover, tt̄H production cross

section also depends on these parameters, but the tt̄H kinematics can only be modified

when κt sinα is non-zero [127; 289]. The tt̄tt̄ and tt̄H yields are parameterized as a

function of κt and α in each bin of the GNN distribution of the SR. In addition, an

alternative approach is studied by treating the tt̄H cross section as a free parameter in

the fit to probe the effects from the tt̄H process. Figure 7.19 shows the observed and

expected 95% CL limits in a two-dimensional parameter space (|κt cosα|, |κt sinα|) with

parameterizing or floating tt̄H producion. Additional limits are studied to explore Yukawa

coupling sensitivity by assuming only CP-even Yukawa coupling. Under this assumption,

the observed (expected) 95% CL upper limit is extracted to be |κt| < 1.9 (1.6) when

parameterizing tt̄H, and to be |κt| < 2.3 (1.9) when floating tt̄H. Figure 7.19 presents

the negative log-likelihood distributions for the measurement on κt. The limits on κt

show less stringent than that reported in Ref. [290] due to the higher measured tt̄tt̄ cross

section than the SM prediction.
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Figure 7.18: The two-dimensional negative log-likelihood contours for |κt cos(α)| versus
|κt sin(α)| at 68% and 95% CL with (a) parameterizing or (b) floating tt̄H. The κt is
the Higgs-top Yukawa coupling strength parameter, and α is the mixing angle between
the CP-even and CP-odd components [125]. The gradient-shaded area represents the
observed likelihood value as a function of κt and α. The tt̄tt̄ signal and tt̄H background
yields are parameterized as a function of κt and α in each fitted bin. The blue cross shows
the expectation value of the SM, while the black cross shows the best-fit value.
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Figure 7.19: The negative log-likelihood distributions for the measurement on κt assuming
purely CP-even contribution [125]. The events yield of the tt̄tt̄ signal and tt̄H background
are parameterized as a function of κt in each fitted bin. The observed (expected) distri-
bution is shown with the solid (dashed) line.
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7.6.2 Effective Field Theory and Higgs Oblique Parameter

As described in Section 3.2.2.1, the four heavy-flavor fermion EFT operators can

enhance the tt̄tt̄ cross section. The likelihood fits are performed with tt̄tt̄ yields param-

eterized as a quadratic function of the coefficient of the corresponding EFT operator

(Ci/Λ
2). The fit is carried out assuming only one EFT operator contributing to the tt̄tt̄

cross section with other operators fixed at SM predictions of zero. Table 7.13 summarizes

the expected and observed 95% CL intervals on the coefficients of EFT operators. The

importance of the linear term is studied by parameterizing tt̄tt̄ with a linear function in

the fit, resulting in the upper limits on the absolute values of the coefficients (|Ci/Λ
2|)

of O1
QQ, O1

Qt, O1
tt, and O8

Qt to be 6.6, 4.0, 2.8 and 10.8 TeV−2, respectively. Comparable

results on these EFT operators can be found in Ref. [290].

The Higgs oblique parameter is the self-energy correction term applied to the Higgs

propagator in the SM. The tt̄tt̄ cross section can be enhanced by the Higgs oblique parame-

ter through the off-shell Higgs interaction, following the relation shown in Equation (3.14).

In addition, the tt̄H cross section can be affected by the Higgs oblique parameter as a

function of Ĥ:

µtt̄H = 1− Ĥ, (7.6)

where µtt̄H is the normalization with respect to the SM prediction. The limit on Higgs

oblique parameter is extracted with tt̄tt̄ yields parameterized as a quadratic function of

Ĥ and tt̄H parameterized with µtt̄H . Figure 7.20 presents the likelihood scan of the

Ĥ, resulting in the observed (expected) 95% CL upper limit on the Ĥ of 0.23 (0.11).

The observed limit is higher than the expected limit due to the higher measured tt̄tt̄

cross section than the SM prediction. Refs. [92; 290; 291] reported the limits on the Ĥ

parameter.
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Operators Expected Ci/Λ
2 [TeV−2] Observed Ci/Λ

2 [TeV−2]

O1
QQ [-2.5, 3.2] [-4.0, 4.5]

O1
Qt [-2.6, 2.1] [-3.8, 3.4]

O1
tt [-1.2, 1.4] [-1.9, 2.1]

O8
Qt [-4.3, 5.1] [-6.9, 7.6]

Table 7.13: Expected and observed 95% CL intervals on coefficients of the EFT operators
assuming only one EFT parameter variation in the fit [125] and others fixed at SM.
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CHAPTER VIII

Search for Beyond Standard Model Four-Top-Quark

Production

This chapter describes searches for the heavy scalar or pseudoscalar Higgs bosons,

predicted in the 2HDM model, produced in association with a top-quark pair (tt̄H/tt̄A).

The heavy Higgs boson further decays into a tt̄ pair, forming the tt̄tt̄ production. This

analysis studies the tt̄H/A→ tt̄tt̄ production in the SSML final states, using 139 fb−1 of

pp collision data collected with the ATLAS detector at
√
s = 13 TeV [135]. The SSML

final states have strongest exclusion limit of BSM parameter space than the other decay-

ing final states of tt̄tt̄. This analysis mainly follows the strategies for the SM tt̄tt̄ evidence

analysis [52] and shares many aspects of its successive analysis, the tt̄tt̄ observation analy-

sis discussed in Chapter VII. These include the region definitions, background estimation,

multivariate techniques, and statistical interpretation strategies.

This chapter is organized as follows. Section 8.1 summarizes the modeling of the BSM

signal. Section 8.2 presents the object and event selections. Section 8.3 discusses the

background estimation. Section 8.4 shows the MVA strategies used in this search. Sec-

tion 8.5 summarizes the systematic uncertainties for this analysis. Section 8.6 summarizes

the results of the BSM signals.
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8.1 Signal Modeling

The tt̄H/A → tt̄tt̄ signal is simulated at LO in the 4FS using MadGraph5 2.3.3

with NNPDF3.1lo, generating complete 2 → 12 parton-level scattering to account for

spin correlation in final state particles. Events are interfaced to Pythia8 with the A14

tune. The bottom and charm hadron decays are modeled with EvtGen 1.2.0 [292].

An additional filter is applied to increase statistics by selecting at least one lepton from

tt̄ decays, produced in association with the heavy Higgs boson.

The signal is generated with s-channel via CP-even heavy Higgs boson (H) using a

type-II 2HDM model, excluding CP-odd heavy Higgs (A) and t-channel diagrams due

to negligible kinematic difference shown in Figure 8.1. The sample is produced with

tan β = 0.65 at the alignment limit with cos(β − α) = 0. From Ref. [293], the kinematics

is found to be generally independent of the choice of tan β. For low tan β (tan β . 0.5) and

large Higgs boson mass (mH ≥ 700 GeV), the total width increases up to a few hundred

GeV. The pT of particle-level objects change in the order of O(10%) with different width

setups, and other kinematics are unaffected. A narrow width is considered for each mass

point, summarized in Table 8.1. The other free parameters of the model do not affect the

kinematics and follow the default setting of MadGraph5.

Interference between BSM signals and SM tt̄tt̄ is neglected due to limited impact, with

at most 20% at the parton level [293]. The interference mainly affects the invariant mass

of the tt̄ system from Higgs decay with large width scenario, as shown in Figure 8.2.

The theoretical cross sections are evaluated in the relevant parameter space of the

type-II 2HDM benchmark model. The cross section of CP-even and CP-odd heavy Higgs

boson productions are obtained from the ATLAS theoretical calculation1. Figure 8.3

summarizes the cross sections at the alignment limit.
1https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/HiggsBSM2HDMRecommendations
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Figure 8.1: Kinematic comparison of (a) the number of jets and (b) HT between tt̄H →
tt̄tt̄ and tt̄A → tt̄tt̄ productions with mH/A = 1000 GeV in both s-channel and s+t-
channel at the particle level. The nominal SM tt̄tt̄ production, discussed in Section 6.2.1,
is included as a reference.

Mass points [GeV]
400 500 600 700 750 800 900 1000

Widths [GeV]
5 5 10 20 20 20 20 30

Table 8.1: Heavy Higgs boson mass and width used for the tt̄H → tt̄tt̄ signal generation.
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Figure 8.2: Invariant mass distributions of tt̄ from the decays of heavy Higgs boson H/A
of (a) (mH ,ΓH) = (900, 1) GeV and (b) (mH ,ΓH) = (900, 100) GeV. Distributions for
signal-only (blue), background-only (green), signal+interference (red), and signal+back-
ground+interference (orange) assumptions are shown. The signal+background+interfer-
ence assumption is identical to the signal+interference assumption due to the negligible
contribution from the background-only hypothesis. Uncertainty bands refer to the statis-
tical MC uncertainties [293].
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8.2 Object and Event Selections

The object selections follow the tt̄tt̄ evidence analysis [52] with additional updates on

the PFlow jet algorithm and the DL1r b-tagging algorithm, summarized in Section 5.4.

The pT selections of jets and leptons follow the tt̄tt̄ evidence analysis with tighter selections

than that in the tt̄tt̄ observation analysis discussed in Chapter VII. The lepton isolation

requirement in this analysis is looser than the PLImproved WPs used in the tt̄tt̄ obser-

vation analysis. The physics objects considered in this search are electrons, muons, jets,

b-jets, and the missing transverse momentum. Table 8.2 summarizes the reconstructed

objects and identification criteria used in this search. Section 6.1 describes the trigger

selection for this search.

Electrons Muons Jets b-jets
pT [GeV] > 28 > 28 > 25 > 25
|η| < 1.37 or 1.52 – 2.47 < 2.5 < 2.5 < 2.5

Identification quality Tight Medium JVT DL1r 77%
ECIDS (ee, eµ)

Isolation FixedCutTight FixedCutTightTrackOnly
Track vertex :
− |d0/σd0 | < 5 < 3
− |z0 sin θ| [mm] < 0.5 < 0.5

Table 8.2: Summary of object identifications and selections. The ECIDS and lepton iso-
lation WPs are introduced in Section 5.3. The JVT and DL1r algorithm are summarized
in Section 5.4.

Event selections follow the strategies shown in Section 7.1. Events with SSML and

at least one b-tagged jet are preselected. The same mee cuts are applied to remove

the backgrounds from low mass resonances and the Z-bosons. The tt̄tt̄ enriched region,

called the baseline SR, is defined by events with at least six jets, at least two b-jets, and

HT > 500GeV. A BDT discriminant splits the baseline SR into a CR with low BDT

scores and a BSM SR with high BDT scores.
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8.3 Background Estimation

The background estimation follows the SM tt̄tt̄ evidence analysis [52]. Section 6.3

discusses the general strategies for the background estimation used in this search. Sec-

tion 8.3.1 discusses the charge misidentification background estimation with a data-driven

method. Section 8.3.2 describes the template method to estimate the tt̄W QCD and

fake/non-prompt lepton background in various CRs. Table 8.3 summarizes the CR defi-

nitions used in this search.

Region Channel Njets Nb Other selection Fitted variable

CR Conv SS, ee or eµ 4 ≤Njets< 6 ≥ 1
mCV

ee ∈ [0, 0.1] GeV
mPV

ee
200 < HT < 500 GeV

CR HF e eee or eeµ = 1 100 < HT < 250 GeV Yield

CR HF µ eµµ or µµµ = 1 100 < HT < 250 GeV Yield

CR tt̄W SS, eµ or µµ ≥ 4 ≥ 2

mCV
ee /∈ [0, 0.1] GeV, |η(e)| < 1.5 ∑

p`Tfor Nb-jets = 2, HT < 500 GeV or Njets < 6;

for Nb-jets ≥ 3, HT < 500 GeV

CR lowBDT SS+3L ≥ 6 ≥ 2 HT > 500 GeV, SM BDT < 0.55 SM BDT

BSM SR SS+3L ≥ 6 ≥ 2 HT > 500 GeV, SM BDT ≥ 0.55 BSM pBDT

Table 8.3: Definitions of the SR and CRs used in the analysis. The Njets and Nb indicate
the jet and b-jet multiplicities in the event. The HT is defined as the scalar sum of the
pT of the leptons and jets. The variable mCV

ee (mPV
ee ) is defined as the invariant mass

of the system formed by the track associated with the electron and the closest track at
the conversion (primary) vertex, as discussed in Section 5.3.1.4. The η(e) refers to the
electron pseudorapidity. The SM BDT and BSM BDT are MVA discriminants to separate
signal from backgrounds, described in Section 8.4. The baseline SR is equal to the BSM
SR + CR lowBDT [135].

8.3.1 Charge Misidentification

As described in Section 6.3.1, the charge flip rate is determined by a data-driven

method with a Poisson likelihood fit from the Z → ee sample. A 10 GeV window around

the Z boson mass is required. Charge flip rates are calculated separately for the SR and
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various CRs based on specific electron selections, such as in CR Conv and CR tt̄W (see

Table 8.3). For CR Conv, the charge flip rates are parameterized as a function of pT , |η|,

and mPV
ee . For this particular case, the rates are estimated with only two bins in the barrel

|η| ∈ (0, 1.52) and endcap |η| ∈ (1.52, 2.5) regions to reduce the statistical uncertainty.

For CR tt̄W , the charge flip rates are estimated as the nominal setup with additional

selection on mCV
ee /∈ [0, 0.1] GeV. Figure 8.4 depicts the charge flip rates and their total

uncertainties in the SR. Charge flip rates range from 10−2 to 10−5, and their uncertainties

vary from a few percent to 27% in the SR. The charge flip rates increase with larger values

of pT and |η| due to smaller curvature and denser materials, respectively. The low pT and

|η| bins have larger uncertainties due to the limited QmisID contribution.
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Figure 8.4: Charge flip rate and total relative uncertainty in the SR as a function of the
electron pT and |η|.

8.3.2 Fake/non-prompt Lepton and tt̄W Backgrounds

The template method estimates fake/non-prompt lepton backgrounds in this analy-

sis, as described in Section 6.3.2. The fit simultaneously determines the NFs of various

background sources with kinematics based on MC simulation. An NF is applied to the

tt̄W QCD contribution, including contribution at NLO QCD, and treated as a free pa-
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rameter in the fit due to the discrepancy between observed data and the tt̄W predictions

in past analyses such as Ref. [51; 148]. The tt̄W EW contribution, containing NLO3 con-

tribution, is fixed at the SM prediction with a 20% uncertainty derived from Ref. [123].

The CRs are defined to estimate the fake/non-prompt lepton background as follows:

• CR Conv : A same-sign di-electron or electron-muon pair is selected, with at least

one electron having mCV
ee ∈ [0, 0.1] GeV, selecting the Mat. Conv. and Low mγ∗ can-

didates as detailed in Section 5.3.1.4. Jet multiplicity is selected as 4 or 5 jets to

be orthogonal to SR, with at least one b-jet among the jets. The HT is required to

be within 200 to 500 GeV. The mPV
ee distribution is used as the fitted distribution to

discriminate between Mat. Conv. and Low mγ∗ . The NFMat. Conv. and NFLow mγ∗ are

constrained in this region.

• CR HF e (CR HF µ): Trilepton events with eee or eeµ (µµµ or eµµ) are re-

quired, with exactly one b-jet. The HT is required to be within 100 to 250 GeV.

NFHF e (NFHF µ) is constrained using counting only.

• CR tt̄W : A same-sign di-muon or electron-muon pair is required, with at least

four jets and two b-jets. The absolute value of electron pseudo-rapidity is selected

to be less than 1.5 to be orthogonal to the CR Conv. The mCV
ee is selected outside

of [0, 0.1] GeV to be orthogonal to CR Conv. The orthogonality with the SR is

ensured by requiring HT < 500 GeV or Njets < 6 in the Nb-jets = 2 region and

by requiring HT < 500 GeV in the Nb-jets ≥ 3 region. NFtt̄W QCD is constrained

using the sum of lepton pT (
∑
p`T), providing good separation power between the

tt̄W QCD contribution and other background sources.

• CR lowBDT is constructed from the baseline SR with SM BDT < 0.55. This region

is close to the BSM SR and is used to constrain the signal-like background events.

This region allows the fits with different signal hypotheses to provide consistent
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post-fit background models.

The NFs of various background sources are obtained from the background-only hy-

pothesis, presented in Table 8.4. The NFs are consistent with unities within the un-

certainties. The post-fit tt̄W predictions are compatible with the dedicated tt̄W mea-

surements [51; 148]. Figure 8.5 and Figure 8.6 compare the observed data and post-fit

predictions in the CRs. Good agreements between data and post-fit predictions are ob-

served. A tt̄W VR is defined with the charge asymmetry characteristic, N+ −N− of the

total charge of the selected leptons. The tt̄W VR is defined by at least four jets and two

b-jets. Figure 8.7 compares the data and post-fit predictions. A residual disagreement at

high jet multiplicities is observed, resulting in a 133% (208%) uncertainty assigned to the

tt̄W QCD contribution with seven (eight or more) jets. These uncertainties are further

constrained and pulled from the central value in the fit, increasing the yields of tt̄W QCD

at high jet multiplicities. The final fitted regions are not sensitive to the charge asym-

metry. Therefore, the discrepancies in the number of jets and SM BDT of the tt̄W VR

cannot be compensated entirely but are within the uncertainties.

Parameter NFtt̄W QCD NFMat. Conv. NFLow mγ∗ NFHF e NFHF µ

Value 1.3± 0.3 1.5± 0.5 0.6± 0.5 0.9± 0.4 1.0± 0.2

Table 8.4: NFs for the different background processes obtained from the background-only
fit to all signal and control regions [135]. The fitted distribution in the BSM SR is the
BSM BDT with the signal hypothesis of mH = 400 GeV, discussed in Section 8.4.2. The
uncertainties include both statistical and systematic uncertainties.

8.4 Multivariate Analysis

This analysis uses two BDT classifiers, trained with the XGBoost algorithm [277] in

the baseline SR, to distinguish BSM tt̄tt̄ signal from SM backgrounds. A background

rejection BDT, namely SM BDT, separates tt̄tt̄-like events from other SM processes. A
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Figure 8.5: Comparisons between data and predictions in the fake/non-prompt lepton
background CRs after the fit to data in the background-only hypothesis [135]. Pre-fit
distributions are added as the dashed line in each plot.
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Figure 8.6: Comparisons between data and predictions in the CR lowBDT after the fit
to data in the background-only hypothesis [135]. Pre-fit distributions are added as the
dashed line in each plot.

separate BSM mass-parameterized Boosted Decision Trees (pBDT) extracts BSM tt̄tt̄

from SM tt̄tt̄ and other backgrounds.

In the final likelihood fit, the baseline SR of the high SM BDT region is defined as

the BSM SR (SM BDT ≥ 0.55), and the low SM BDT region is defined as the CR

lowBDT (SM BDT < 0.55). The fitting variables used are the SM BDT for the CR

lowBDT region and BSM BDT for the BSM SR region. This strategy provides consistent

background modeling for fits of BSM signals with different masses.

8.4.1 SM BDT

The SM BDT is trained using MC events to separate the SM tt̄tt̄ process from other

SM backgrounds. The SM LO tt̄tt̄ events are used as the signal in the training. The SM

BDT setup shares a strategy similar to that of the tt̄tt̄ observation analysis, described

in Section 7.3.2. The BDT model utilizes the same high-level input features listed in
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Figure 8.7: Comparison between the data and the post-fit predictions for the (a) number
of jets and (b) SM BDT distribution (see Section 8.4) in the tt̄W VR after the fit to data
[135]. The y-axis label N+ −N− represents the difference between the number of events
with a positive sum and those with a negative sum of the charges of the selected leptons.
The ratio of the data to the total post-fit prediction is shown in the lower panel. The
shaded band represents the total uncertainty on the post-fit backgrounds.
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Table 7.5. Figure 8.8 compares input features between the observed data and the post-fit

predictions of the background-only hypothesis. Good modeling of the input features is

observed. The MC event weight is applied to each event during the BDT training. Events

with negative weights are excluded in the training. In addition, the yields of signal and

background are reweighted to be the same in the training to prevent bias towards the

majority class. Unlike Section 7.3.2, the SM BDT does not perform the reweighting on

the tt̄W .

A two-fold strategy is used for the BDT training, following the strategy discussed in

Section 7.3.2. Figure 7.11 shows the schematic summary of the strategy. The hyperpa-

rameters of the SM BDT are optimized to maximize the AUC of separating SM tt̄tt̄ from

SM backgrounds. The AUC are 0.864 and 0.866 in the testing and validation dataset,

respectively. Figure 8.9 illustrates the SM BDT distributions from the training, testing,

and validation, showing good agreements and no overtraining. Figure 8.10 compares the

observed data and the predictions in the SM BDT distribution after the fit to data under

the background-only hypothesis.

8.4.2 BSM BDT

The BSM BDT is trained to discriminate the BSM tt̄tt̄ signal from the SM tt̄tt̄ and

other backgrounds for events passing the baseline SR selection. A mass parametrization

method introduces the truth mass of a heavy Higgs boson as an input label in each event

during the training [294]. In training, the BSM tt̄tt̄ signals with different masses are

merged as an inclusive signal sample carrying their truth mass of each event, while the

backgrounds are assigned with a random mass from the set of truth masses. In the BDT

model applications, the BSM BDT at each mass point is retrieved by assigning the same

truth mass for signal, background, and data samples. Figure 8.11 presents the schematic

summary of the BSM BDT mass parameterization procedure.

The BSM BDT utilizes high-level kinematics and SM BDT as input features to maxi-
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Figure 8.8: Comparisons between the data and predictions with input feature distributions
in the baseline SR after the fit to data under background-only hypothesis [135]. The
uncertainty band includes the total uncertainty from the post-fit computation. The lower
panel shows the ratio of the observed data to the post-fit predictions. The ratio of the
observed data to the total pre-fit predictions is denoted as the dashed line.
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Figure 8.9: SM BDT distributions of (a) training and testing datasets and (b) training
and validation datasets. The training dataset includes the SM tt̄tt̄ LO events and other
SM backgrounds without negative weight events. The testing and validation data include
the SM tt̄tt̄ NLO events and other SM backgrounds with all weights included.
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Figure 8.10: Comparisons between the observed data and predictions in the baseline SR
(a) before the fit and (b) after the fit to data under background-only hypothesis [135].
The background-only fit is performed with the BSM SR using the BSM BDT distribution
of signal hypothesis with mH = 400 GeV and various CRs. The uncertainty band includes
the total uncertainty from (a) the pre-fit priors and (b) the post-fit computation. The
lower panel illustrates the ratio of the observed data to (a) the MC simulations and (b)
post-fit predictions.

Figure 8.11: Schematic summary of the BSM BDT training and application procedure.
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mize the discrimination between BSM tt̄tt̄ from SM tt̄tt̄ and other backgrounds. Table 8.5

and Figure 8.12 summarize the input features and their modelings after the fit to data

under the background-only hypothesis. Good agreements between the data and post-

fit predictions are observed. The MC event weight is applied in the BDT training, but

events with negative weights are excluded. The BSM BDT is trained in the baseline SR

but is used in the BSM SR. Therefore, the SM tt̄tt̄ and other backgrounds are reweighted

to mimic the fraction of the total background in the BSM SR in the training. This

reweighting enhances the relative contribution of the SM tt̄tt̄ from 10% to 30% of the

total background and provides a better separation between BSM tt̄tt̄ and SM tt̄tt̄, leading

to stronger exclusion sensitivities. Signal and background samples are further reweighted

to have a uniform truth mass distribution in the training to factorize the acceptance effect

of the signal and background samples. Finally, the yields of signal and background are

reweighted to be the same in the training to prevent bias towards the majority class.

A four-fold cross-validation process is performed to increase the training statistics and

to prevent overtraining. It splits the samples into four folds and uses three-quarters of

events for training and one-quarter for testing and application. The training is performed

with the SM tt̄tt̄ LO sample to avoid negative weight events, and the optimization is

evaluated with the nominal SM tt̄tt̄ NLO events. The hyperparameters of the BSM BDT

are optimized to maximize the AUC separating BSM tt̄tt̄ from backgrounds. The AUC

of BSM BDT is examined in both baseline SR (the training region) and BSM SR (the

fitting region), as it is crucial to assess the performance in both contexts. Table 8.6 sum-

marizes the AUC across different masses. The results of AUC show that the separation

between the low-mass signal and backgrounds is limited due to their similar kinematics.

Figure 8.13 illustrates the BSM BDT distributions for the training and testing datasets,

showing good agreements and no overtraining. Finally, the binning of BSM BDT dis-

tribution is optimized for each signal hypothesis to maximize the separation power and

avoid the empty contributions from major backgrounds. Figure 8.14 presents the BSM
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BDT distributions after the fits to the data under the background-only hypothesis.

Feature Definition Rank

HT Scalar sum of all lepton and jet pT 1

Sjets Geometry of energy-momentum flow of jets (Sphericity) [295] 4

Sjets
T Sphericity in the transverse plane [295] 8

∆R(`, `)min The minimum angular separation between any lepton pair 7∑
∆R(`, `) Sum of the angular separation between all lepton pairs 5

Emiss
T Missing transverse energy 6

SM BDT BDT output probability to discriminate SM tt̄tt̄ from backgrounds 3

mH Truth mass of heavy Higgs boson 2

Table 8.5: Input features of the BSM BDT. The last column indicates the ranking of the
importance of the features evaluated with XGBoost.

Mass [GeV] Basline SR BSM SR (Total) BSM SR (SM tt̄tt̄)
400 0.813 0.673 0.573
500 0.818 0.665 0.540
600 0.844 0.688 0.557
700 0.849 0.703 0.593
800 0.870 0.732 0.644
900 0.881 0.763 0.691
1000 0.885 0.786 0.722

Table 8.6: The AUC of BSM BDT in the baseline and BSM SRs. The ”BSM SR (Total)”
(”BSM SR (SM tt̄tt̄)”) represents the AUC comparing BSM tt̄tt̄ against the total back-
grounds (SM tt̄tt̄) in the BSM SR.
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Figure 8.12: Comparison between data and predictions for (a) HT and (b) Sjets distribu-
tions of the baseline SR after the fit to data under background-only hypothesis [135]. The
fit is performed with CRs and BSM SR with the BSM BDT using the signal hypothesis
of mH = 400 GeV. The uncertainty band includes the total uncertainty on the post-
fit computation. The lower panel illustrates the ratio of the observed data to the total
post-fit computation. The first and last bins contain the underflow and overflow events,
respectively.
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Figure 8.13: BSM BDT distributions for the training and testing datasets with the signal
hypothesis of (a) mH = 400 GeV and (b) mH = 1000 GeV. The background samples
contain SM tt̄tt̄ LO events and backgrounds without negative weight events in the training
dataset. The background samples contain SM tt̄tt̄ NLO events and backgrounds with all
weights included in the testing dataset.
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Figure 8.14: Comparison between data and predictions for BSM BDT distributions of
the BSM SR after the fit to data under background-only hypothesis [135]. The fits are
performed with CRs and BSM SR with the BSM BDT distribution, assuming different
signal hypotheses. The uncertainty band includes the total uncertainty on the post-fit
computation. The lower panel illustrates the ratio of the observed data to the total post-
fit predictions.
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8.5 Systematic Uncertainties

This section presents only theoretical systematic uncertainties for the signal and back-

ground modeling, while the experimental systematic uncertainties are discussed in Sec-

tion 6.4. Table 8.7 and Table 8.8 show an overview of the systematic uncertainties applied

in this analysis.

Systematic uncertainty Components Typical size [%]
Luminosity 1 1.7
Pile-up reweighing 1 O(10−1) ∼ O(1)
Physical Objects

Electron 7 O(10−2) ∼ O(1)
Muon 13 O(10−2) ∼ O(1)
Jet energy scale and resolution 39 O(10−2) ∼ O(10)
Jet vertex tagging 1 O(10−1) ∼ O(1)
Jet b-tagging 85 O(10−2) ∼ O(1)
Emiss

T 3 O(10−2) ∼ O(10−1)
Total (Experimental) 150
Electron charge misidentification 1 ∼ 9
Fake/Non-prompt Lepton Uncertainty

Material conversions 1 O(1) ∼ 20
Internal conversions 1 O(1) ∼ 20
HF non-prompt leptons 2 O(1) ∼ 95
Other fake leptons 2 30 & 100
Additional heavy flavor jets on tt̄ 2 O(1) ∼ 30

Total (Reducible Background) 9

Table 8.7: Sources of experimental and fake/non-prompt lepton uncertainties considered
in the analysis. The uncertainties from ”Luminosity” and ”Other fake leptons” are taken
as normalization only in all regions. Other uncertainties affect the normalization and
shape of the fitted distributions and/or the acceptance into the fit regions. The ’Compo-
nents’ column indicates the components of the systematic uncertainties. The decorrela-
tions of experimental systematic uncertainties are summarized in Table 6.4. The ’Typical
size’ column summarizes ranges of uncertainty sizes in the BSM SR.

8.5.1 Uncertainties on BSM tt̄tt̄ Signal Modeling

Two modeling uncertainties for the BSM tt̄tt̄ process are considered: scale variations

and PDF. The µR and µF scales are varied simultaneously by factors of 0.5 and 2 with
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Systematic uncertainty Components Typical size [%]
BSM tt̄tt̄ modeling

Renormalization and factorization scales 1 O(10−1) ∼ 1
PDF 1 1

SM tt̄tt̄ modeling
Cross section 1 20
Generator choices 1 O(1) ∼ 15
Parton shower and hadronization model 1 O(1) ∼ 10
Renormalization and factorization scales 1 O(1)
PDF 1 1
Higher-order EW correction 1 O(1) ∼ 10

tt̄H modeling
Cross section 1 10
Generator choices 1 10 ∼ 20
Renormalization and factorization scales 1 O(1) ∼ 20
PDF 1 1
Additional heavy flavor jets 2 O(1) ∼ 20

tt̄W QCD modeling
Generator choices 1 O(1) ∼ 20
Renormalization and factorization scales 1 ∼ 20
Additional heavy flavor jets 2 O(1) ∼ 20
Jets multiplicity modeling 2 20 ∼ 100

tt̄W EW modeling
Generator choices 1 ∼ 30
Renormalization and factorization scales 1 O(1) ∼ 10
Additional heavy flavor jets 2 O(1) ∼ 30

tt̄Z modeling
Cross section 1 12
Generator choices 1 O(1) ∼ 20
Renormalization and factorization scales 1 O(1) ∼ 30
PDF 1 1
Additional heavy flavor jets 2 O(1) ∼ 20

Other background modeling
Cross section 6 30 ∼ 50
Additional heavy flavor jets 3 O(1) ∼ 40

Total (Signal and Irreducible Background) 39
Total (Overall) 198

Table 8.8: Sources of theoretical systematic uncertainty considered in the analysis. The
uncertainties from ”Luminosity”, ”Cross section”, and ”PDF” are taken as normalization
only for all processes in all regions. Other uncertainties affect the normalization and shape
of the fitted distributions and/or the acceptance into the fit regions. The ’Components’
column indicates the components of the systematic uncertainties. The ’Typical size’
column summarizes ranges of uncertainty sizes in the BSM SR.
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respect to the central values to account for the impacts of the missing higher-order QCD

correction. An uncertainty of 1% is considered for the PDF.

8.5.2 Uncertainties on Background Modeling

8.5.2.1 Uncertainties on SM tt̄tt̄ Background

Several modeling uncertainties are considered for the production of the SM tt̄tt̄. The

generator uncertainty, covering different ME and PS, is evaluated with the Sherpa 2.2.10

sample. An additional PS uncertainty is evaluated with MadGraph5_aMC@NLO,

which is interfaced with Herwig7. The uncertainty of covering missing higher-order

QCD corrections is assessed by varying the µR and µF scales simultaneously by factors of

0.5 and 2 relative to the central values. An uncertainty of 1% is set to account for the PDF

choice. The missing EW correction is evaluated by the shape difference between QCD

and QCD+EW with Sherpa 2.2.11, propagated to the nominal sample as systematic

uncertainty. Additionally, an uncertainty of 20% on the total cross section, calculated

from a prediction at NLO in QCD+EW [123], is included.

8.5.2.2 Uncertainties on tt̄t Background

A conservative normalization uncertainty of 100% is included for tt̄t since the NLO

prediction is not yet available. In addition, an uncertainty of 50% is applied for tt̄t events

with at least four truth b-jets.

8.5.2.3 Uncertainties on tt̄H, tt̄W QCD, tt̄W EW and tt̄Z Backgrounds

Theoretical uncertainties for tt̄H, tt̄W QCD, tt̄W EW, and tt̄Z processes are as-

sessed similarly from various sources. These include uncertainties about the choice of

different generators, scale variations, PDF variations, the total cross section, and addi-

tional heavy-flavor jets. Table 8.9 summarizes the generator uncertainties of different
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background processes. These uncertainties are evaluated by comparing the nominal and

alternative MC predictions, as outlined in Section 6.2.3 and Section 6.2.4. The uncertain-

ties from missing higher-order QCD corrections are assessed by simultaneously altering

the µR and µF scales by factors of 0.5 and 2.0 with respect to their central values. Cross-

section uncertainties of 20%, 12%, and 10% are considered for tt̄W EW [144], tt̄Z and

tt̄H [117]. A 1% PDF uncertainty is assigned to the tt̄Z and tt̄H processes following

Ref. [52]. No cross-section and PDF uncertainties are considered for tt̄W QCD since the

normalization of tt̄W QCD is unconstrained in the template method. The tt̄H, tt̄W QCD,

tt̄W EW, and tt̄Z backgrounds with additional heavy-flavor jets can enter the baseline

SR. These events are challenging to model with MC simulations. Therefore, these back-

grounds containing three (four or more) truth b-jets are assigned with 50% uncertainties.

These uncertainties are evaluated based on the measurement of the tt̄+jets production

with additional heavy-flavor jets [279] and on the comparison between the data and the

prediction of the tt̄γ events with three and four b-tagged jets. Finally, data excesses are

observed in the high jet multiplicities in the tt̄W VR. An additional uncertainty of 133%

(208%) is applied to tt̄W QCD events with seven (eight or more) jets.

Process Nominal Alternative Purpose
tt̄H PowhegBox+Pythia8 MadGraph5_aMC@NLO+ Pythia8 Gen
tt̄W QCD Sherpa 2.2.10 MadGraph5_aMC@NLO NLO QCD Gen
tt̄W EW Sherpa 2.2.10 MadGraph5_aMC@NLO EW Gen
tt̄Z Sherpa 2.2.1 MadGraph5_aMC@NLO 2.3.3 + Pythia8 Gen

Table 8.9: Summary of alternative samples for generator uncertainties for the tt̄H,
tt̄W QCD, tt̄W EW, and tt̄Z processes.

8.5.2.4 Uncertainties on Fake and Non-prompt Backgrounds

Uncertainties related to the fake/non-prompt lepton backgrounds are derived from

the approaches described in Section 7.4. Uncertainties on HF e and HF µ backgrounds

are assessed based on the difference between data and MC simulations with at least one
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loose lepton in every fitted region. These uncertainties range from a few percent to 100%

across bins in the SR and CRs. For material and internal conversions, the uncertainties

are 50% and 100%, respectively, based on the comparison between data and simulation in

a VR selecting Z → µ+µ−γ(→ e+e−). An uncertainty of 100% (30%) is applied to events

with fake/non-prompt leptons from light jets (other sources) [51; 52; 260]. Additional 30%

uncertainties are assigned to tt̄ events with three and four or more truth b-jets, respectively,

based on the observed discrepancies between the data and MC simulations [279].

8.5.2.5 Uncertainties on Other Backgrounds

An uncertainty of 40% on V V is derived from the studies of WZ+b production. Other

uncertainties are evaluated using the same approaches as those described in Section 7.4.

An uncertainty of 30% is applied to the sum of the tZq and tWZ processes [239; 280; 281].

A converative uncertainty of 50% is assigned to V H although the precise measurement

of V H(→ bb̄) provides 20% uncertainty [283]. Uncertainties of 50% are applied to the

V V V , tt̄ZZ, tt̄WZ, tt̄HH, tt̄WH, and tt̄WW processes [51; 52; 205; 260]. An additional

50% uncertainty is considered for these backgrounds with events containing three (four

or more) truth b-jets [279].

8.6 Results

Binned maximum-likelihood fits are performed to the BSM BDT distribution in the

BSM SR and various distributions for CRs under the background-only and the signal-plus-

background hypotheses. Each fit under the targeted signal hypothesis uses the BSM BDT

distribution at its corresponding mass point in the BSM SR. The fit simultaneously deter-

mines the BSM signal strength, background NFs, and the systematic uncertainties under

the signal-plus-background hypothesis. No significant excess over SM predictions is found.

Figure 8.15 presents the observed and expected 95% CL upper limits on tt̄H/A cross sec-
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tion times the branching ratio of H/A→ tt̄ as a function of the heavy Higgs boson mass

(mH/A). The observed upper limits on the cross section vary from 14 fb and 6 fb for mH/A

between 400 GeV and 1000 GeV. Figure 8.16 presents the event display of the signal

candidate event from data collected in 2017. The upper limits on the cross section are

interpreted into the exclusion limits on tan β values in the type-II 2HDM model. Fig-

ure 8.17 shows the observed and expected 95% CL exclusion regions on tan β values as

a function of mH/A. Two scenarios are considered: both scalar (H) and pseudo-scalar

(A) Higgs bosons with equal mass contribute, or only one scalar (or pseudo-scalar) Higgs

boson contributes. The tan β values below 1.6 and 0.6 are excluded in the studied heavy

Higgs boson mass range when considering both particles. The tan β values below 1.2 and

0.5 are excluded for the studied range when considering only the scalar Higgs boson. The

exclusion of tan β values with only the pseudo-scalar Higgs boson shows similar results as

limits when considering only the scalar Higgs boson.

The background modeling is examined through a background-only hypothesis, dis-

cussed in Section 8.3.2. Table 8.11 shows the pre-fit and post-fit background yields ob-

tained from the background-only hypothesis. Post-fit yields of various background sources

are increased, such as tt̄tt̄, tt̄W QCD, tt̄t, and other minor backgrounds. The enhance-

ment of the post-fit yields is related to the high NFs and the pulls of NPs, described

in Table 8.4 and Table 8.10, respectively. Data and post-fit yields are consistent within

around one standard deviation.

Table 8.12 summarizes the impacts of systematic uncertainties on the signal strength.

The largest impacts come from the modeling uncertainties of SM tt̄tt̄ and tt̄W back-

grounds due to their dominant contributions in the BSM SR. Figure 8.18 and Figure 8.19

present the rankings of individual NPs impacting the signal strength under different sig-

nal hypotheses. For mH = 400 GeV, the SM tt̄tt̄ cross-section uncertainty has the largest

impact due to the limited separation between the signal and the SM tt̄tt̄. For mH = 1000

GeV, the systematic uncertainty on tt̄W events with ≥ 8 jets has the largest impact due
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to the consistent large tt̄W contributions and improved separation between signal and the

SM tt̄tt̄ with the high-mass signal hypothesis.
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Figure 8.15: Observed (black solid line) and expected (black dashed line) 95% CL upper
limits on the tt̄H/A cross section times the branching ratio of H/A → tt̄ in terms of the
heavy Higgs boson mass mH/A [135]. The limits are calculated assuming that both scalar
and pseudo-scalar bosons contribute to the tt̄tt̄ final state with equal mass between these
two. The green (yellow) band shows the ±1σ (±2σ) variations of the expected limits.
The theoretical predictions are derived for tan β = 0.5 and tan β = 1.0, assuming both
heavy Higgs bosons contribute. The regions above the limits are excluded.

Nuisance parameter 400 GeV 1000 GeV
SM tt̄tt̄ cross section 0.44+0.94

−0.89 0.61+0.99
−0.93

SM tt̄tt̄ generator choice 0.33+0.99
−0.96 0.32+0.97

−0.95

tt̄W QCD Njets = 7 0.04+0.80
−0.67 0.17+0.79

−0.69

tt̄W QCD Njets ≥ 8 0.23+0.68
−0.42 −0.07+0.74

−0.42

tt̄t cross section 0.18+0.99
−0.95 0.21+1.01

−0.93

Table 8.10: The pulls and constraints (θ̂ ± θ0)/∆θ of the important NPs. The θ̂ (θ0)
denotes the best-fit (nominal) value of the NP, while the ∆θ is the pre-fit uncertainty.
The nominal value for all NPs is 0, with a priori of ±1σ.
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Figure 8.16: Event display of the candidate signal events in the BSM SR. The event
consists of an electron-muon pair with the same electric charge and eight jets, four of
which are b-tagged. The pT of the electron and muon are 51 GeV and 31 GeV, respectively.
The most energetic jet has a transverse momentum of 219 GeV. The missing transverse
energy is 16 GeV. The main visualization shows the track of the reconstructed electron
(blue track), the track of the reconstructed muon (red track), four particle jets (the yellow
cones), four b-tagged jets (the light green cones), and the missing transverse momentum
(white dotted line) [135].

189



0.4 0.5 0.6 0.7 0.8 0.9 1
 [TeV]H = mAm

0

0.5

1

1.5

2

2.5

3β
ta

n ATLAS 
-1 = 13 TeV, 139 fbs

BSM 4tops SSML

Scalar+pseudo-scalar

Observed

theoryσ 1±Observed 
Expected

experimentσ 1±Expected 

Excluded

(a)

0.4 0.5 0.6 0.7 0.8 0.9 1
 [TeV]Hm

0

0.5

1

1.5

2

2.5

3β
ta

n ATLAS 
-1 = 13 TeV, 139 fbs

BSM 4tops SSML

Scalar

Observed

theoryσ 1±Observed 
Expected

experimentσ 1±Expected 

Excluded

(b)

Figure 8.17: Observed (red solid line) and expected (black dashed line) 95% CL exclusion
regions in the tan β versus mH/A plane assuming that (a) both scalar and pseudo-scalar
Higgs bosons, with equal mass, contribute to the tt̄tt̄ final state or (b) only the scalar Higgs
boson contributes to the tt̄tt̄ final state [135]. The exclusion limits assuming only pseudo-
scalar Higgs boson contribution yield similar exclusion as those in (b). The exclusion
limits are interpreted with type-II 2HDM. The region below the red solid line is excluded
at 95% CL. The red dashed line (yellow band) shows the ±1σ variations of observed
(expected) exclusion limits.
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Process Pre-fit Post-fit
tt̄tt̄ 22.3± 5.3 25.8± 5.3

tt̄W QCD 9.4± 9.6 17.2± 6.9

tt̄W EW 1.3± 0.5 1.4± 0.6

tt̄WW 1.8± 1.0 1.9± 1.0

tt̄(Z/γ∗) (high mass) 8.5± 2.1 9.2± 2.2

tt̄H 7.2± 1.7 7.8± 1.7

QmisID 2.1± 0.2 2.1± 0.2

Mat. Conv. 1.8± 0.6 3.0± 1.2

Low mγ∗ 1.2± 0.6 0.8± 0.8

HF e 0.6± 0.7 0.6± 0.7

HF µ 2.7± 1.1 2.9± 1.2

LF 1.1± 1.2 0.4± 1.0

Other fake 1.1± 0.7 1.3± 0.7

tZ, tWZ 0.9± 0.3 0.9± 0.3

V V , V H, V V V 0.3± 0.1 0.3± 0.1

tt̄t 1.9± 1.9 2.3± 2.1

tt̄WZ, tt̄ZZ, tt̄WH, tt̄HH 1.3± 0.7 1.4± 0.8

Total background 65.6± 13.4 79.5± 6.7

tt̄H(→ tt̄), mH = 400 GeV 38.6± 2.4 –
tt̄H(→ tt̄), mH = 1000 GeV 4.4± 0.2 –
Data 91

Table 8.11: Pre-fit and post-fit yields in the BSM SR obtained before and after the fit
to data under the background-only fit [135]. The fit is performed with BSM SR and all
CRs. The BSM BDT distribution at mH = 400 GeV is used in the BSM SR. The pre-fit
signal yields are estimated in the type-II 2HDM with tan β = 1 for mH = 400 GeV and
1000 GeV, assuming only the scalar Higgs boson contributes. The total uncertainty differs
from the quadratic sum of the different uncertainties due to the correlations of the NPs.
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Uncertainty source ∆µ
Signal modeling
tt̄H(→ tt̄) +0.01 −0.00
Background modeling
tt̄tt̄ +0.17 −0.17
tt̄W +0.07 −0.07
tt̄t +0.06 −0.05
Non-prompt leptons +0.05 −0.05
tt̄Z +0.05 −0.05
tt̄H +0.03 −0.03
Other background +0.03 −0.02
Instrumental
Jet uncertainties +0.12 −0.09
Jet flavor tagging (b-jets) +0.05 −0.04
Jet flavor tagging (light-flavor jets) +0.04 −0.03
Luminosity +0.03 −0.02
Jet flavor tagging (c-jets) +0.02 −0.02
Other experimental uncertainties +0.02 −0.02
MC statistical uncertainty
Simulation sample size +0.04 −0.04
Total systematic uncertainty +0.31 −0.28
Statistical
HF, Mat. Conv., and Low mγ∗ normalization +0.05 −0.04
tt̄W QCD normalization +0.05 −0.04
Total statistical uncertainty +0.35 −0.32

Total uncertainty +0.46 −0.41

Table 8.12: The grouped impact of the uncertainties on the BSM signal strength µ as-
suming mH = 400 GeV [135]. The impacts are evaluated with the difference in the signal
strength derived from a nominal setup and an alternative setup by fixing a set of nuisance
parameters in each category to the best value with ±1σ. The total uncertainty differs
from the quadratic sum of the components due to correlations among NPs.
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evaluated with the difference on µ, ∆µ, derived from a nominal setup and an alternative
setup by fixing the NP to the best value with ±1σ. The θ0 (θ̂) is the nominal (best-fit)
value of the NP, and ∆θ (∆θ̂) is its pre-fit (post-fit) uncertainty. The black points show
the pulls and constraints of the NPs relative to their nominal values, θ0. The nominal
value for all NPs is θ0 = 0 with a priori of ±1σ, excepting the background NFs and the
MC statistical uncertainties for which θ0 = 1 without a priori. These pulls and their
relative post-fit errors, ∆θ̂/∆θ, refer to the bottom axis. The parameters with γ symbol
refer to the MC statistical uncertainties, while the ones with λ to the background NFs.
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Figure 8.19: Ranking of the impact on BSM signal strength µ from the NPs, assuming the
signal hypothesis of mH = 1000 GeV [135]. The leading 20 NPs with the largest impacts
are shown. The empty (solid) blue rectangles illustrate the pre-fit (post-fit) impacts on
the µ, corresponding to the top axis. The pre-fit (post-fit) impacts, θ0±∆θ (θ̂±∆θ̂), are
evaluated with the difference on µ, ∆µ, derived from a nominal setup and an alternative
setup by fixing the NP to the best value with ±1σ. The θ0 (θ̂) is the nominal (best-fit)
value of the NP, and ∆θ (∆θ̂) is its pre-fit (post-fit) uncertainty. The black points show
the pulls and constraints of the NPs relative to their nominal values, θ0. The nominal
value for all NPs is θ0 = 0 with a priori of ±1σ, excepting the background NFs and the
MC statistical uncertainties for which θ0 = 1 without a priori. These pulls and their
relative post-fit errors, ∆θ̂/∆θ, refer to the bottom axis. The parameters with γ symbol
refer to the MC statistical uncertainties, while the ones with λ to the background NFs.
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CHAPTER IX

2HDM+a Combination of Four-Top-Quark

Production

The motivation for studying the tt̄tt̄ production in the 2HDM+a model was discussed

in a published HL-LHC study [296]. The 2HDM+a provides an additional pseudo-scalar

Higgs boson (a) as a portal to interact with the DM particles (χ). In addition, the tt̄tt̄

production in 2HDM+a is sensitive to the 2HDM parameter space of low tan β values.

These characteristics provide unique signatures and an advantage to exclude a specific

2HDM+a parameter space. This chapter reinterprets the BSM tt̄tt̄ analysis with tt̄tt̄

production predicted in the type-II 2HDM+a. The exclusion limits are further combined

with limits from other final states on the 2HDM+a model.

The reinterpretation follows the same analysis strategies from the BSM tt̄tt̄ analy-

sis [135], discussed in Chapter VIII. This chapter will focus only on the 2HDM+a tt̄tt̄

signal, the strategies apart from the BSM tt̄tt̄ analysis, and the results. This chapter

is organized as follows. Section 9.1 discusses the tt̄tt̄ signal modeling predicted in the

2HDM+a. Section 9.2 presents the optimized MVA strategies to extract the signal from

backgrounds with the same BDT discriminants used in Section 8.4. Section 9.3 sum-

marizes the exclusion limits of the tt̄tt̄ and other signatures in various scenarios of the

2HDM+a interpretation.
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9.1 Signal Modeling

The 2HDM+a tt̄tt̄ signal is simulated with MadGraph5_aMC@NLO at LO QCD

using 2HDM+aUFO model [81]. The tt̄tt̄ME generation is produced with NNPDF3.0nlo

in the 4FS for gg-initiated production and in the 5FS for bb-initiated production. Events

are further interfaced with the Pythia8 using the A14 tune and NNPDF2.3lo. A

one-lepton filter on all decay products is applied to increase the statistics.

The 2HDM+a tt̄tt̄ signal is generated with s- and t-channels including their interfer-

ence. Figure 3.16 shows example Feynman diagrams of tt̄(H/A/a) → tt̄tt̄ production. The

mass ranges cover 200 to 1200 GeV for CP-even (H) and CP-odd (A) Higgs bosons and

100 to 800 GeV for pseudo-scalar mediator (a). The signals are produced with different

mixings between CP-even (CP-odd) weak eigenstates with sinα (sin θ) to study the ex-

clusion of 2HDM parameter phase space. Table 9.1 summarizes the 2HDM+a parameter

settings explored in this analysis.

The relative contributions of the s- and t-channels vary across different parameter

setups. With CP-even and CP-odd Higgs masses above the mtt̄ threshold, the s-channel

with H/A → tt̄ is the dominant channel. The s-channel with a → tt̄ is generally sub-

dominant from a few percent to 20% of the total contribution. The t-channel contribution

is generally at a few percent level in different parameter setups except in two cases: the

mH/A below mtt̄ threshold or large tan β (tan β & 3). When mH/A is below the mtt̄

threshold, the t-channel becomes the dominant channel with 80% to almost 100% of the

total contribution for different values of ma, and the rest of the contribution is from the

s-channel via a → tt̄. The ratio of branching ratios between a → χχ and a → tt̄ varies

with the tan β and sin θ values [81] as

BR(a→ χχ)

BR(a→ tt̄)
' 0.7y2χ tan

2 β/ tan2 θ, (9.1)
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and the ratio of branching ratios between A→ χχ and A→ tt̄ is

BR(A→ χχ)

BR(A→ tt̄)
' 0.9y2χ tan

2 β tan2 θ, (9.2)

where yχ is the Yukawa coupling of the pseudo-scalar mediator to the DM χ particles.

With a larger tan β, the A/a→ tt̄ contributions decrease, increasing the contributions of

H → tt̄ and t-channel. With a large sin θ, the contribution of a→ tt̄ increases, decreasing

the A→ tt̄ contributions.

Scenario Fixed parameter values Varied parameters
sin θ mA[GeV] ma[GeV] mχ[GeV] tan β

1 a 0.35 – – 10 1.0
(ma,mA)b 0.70 – – 10 1.0

2 a 0.35 – 250 10 –
(mA, tan β)b 0.70 – 250 10 –

3 a 0.35 600 – 10 –
(ma, tan β)b 0.70 600 – 10 –

4 a – 600 200 10 1.0
sin θb – 1000 350 10 1.0

5 0.35 1000 400 – 1.0 mχ

6 0.35 1200 – – 1.0 (ma, mχ)

Table 9.1: Summary of the 2HDM+a parameters in the scenarios explored in this analysis
[297]. The tt̄tt̄ signature is included in all scenarios except the (ma,mχ) interpretation.

9.2 Analysis Strategies

The analysis strategies follow those of the BSM tt̄tt̄ analysis, described in Chapter VIII,

including object selections, background estimation, BDT methods, systematic uncertain-

ties, and statistical interpretation. The differences are from the 2HDM+a tt̄tt̄ signal

modeling and the usage of the BSM BDT.

The 2HDM+a tt̄tt̄ signals include additional s-channel contributions through the

pseudo-scalar (a→ tt̄) and the t-channel contribution, compared to 2HDM tt̄tt̄ s-channel
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signal in BSM tt̄tt̄ analysis. In addition, different parameter choices can change the

kinematics of the 2HDM+a tt̄tt̄ signal. Nonetheless, the kinematics of 2HDM+a tt̄tt̄ and

2HDM tt̄tt̄ production do not differ significantly due to the dominant s-channel H/A→ tt̄

contribution. Moreover, the kinematics of t-channel contributions are similar to that of

H/A → tt̄ production with a low H/A mass. Therefore, the SM BDT and BSM BDT,

described in Section 8.4, are used to extract the 2HDM+a tt̄tt̄ signal from backgrounds.

Decent performances of separation are obtained for the 2HDM+a tt̄tt̄ signal despite the

BSM BDT being trained with the mH parameterization of the 2HDM tt̄tt̄ signal.

As the same strategy in Section 8.4.1, the SM BDT is used to extract the tt̄tt̄ events

from the backgrounds. Figure 9.1 presents the good separation between the 2HDM+a tt̄tt̄

signals and the backgrounds. With the SM BDT, the 2HDM+a tt̄tt̄ signal is extracted

in the BSM SR, with SM BDT ≥ 0.55, regardless of the parameter setups. Figure 9.2

presents the BSM BDT distributions in the BSM SR for the 2HDM+a signals of different

parameter setups. Fig. 9.2a shows that the 2HDM+a tt̄tt̄ signals with sin θ = 0.35 are

independent of the ma choice due to the small contributions of a → tt̄. However, the

relative contribution of a → tt̄ becomes important with sin θ = 0.7. In this case, the

kinematics is softer for ma < mA. Fig. 9.2b shows that the kinematics stay similar for

different tan β values. With a larger tan β value, the H → tt̄ and t-channel contributions

increase, and the other contributions decrease. In this case, the H/A → tt̄ relative con-

tributions dominate and keep the kinematics similar. Fig. 9.2c shows that the separation

power of the BSM BDT remains when applied to a signal mass of mA higher than the

trained mass range. In conclusion, the kinematic of 2HDM+a tt̄tt̄ signal cannot be singly

parameterized with mA, as the 2HDM tt̄tt̄ signal in the BSM tt̄tt̄ analysis, and is depen-

dent on a combination of effects from the sin θ, tan β, ma, and mA choices. Despite the

kinematics varying with the parameters, it can still be well captured by the BSM BDT

under different mass hypotheses. When a low-mass s-channel production or a t-channel

contribution is dominant, a low-mass BSM BDT can well separate the 2HDM+a signal
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from the background. On the other hand, when a high-mass s-channel production is dom-

inant, the BSM BDT with a high-mass hypothesis can provide a good separation between

the signal and the background. Therefore, the mass choice for BSM BDT is optimized to

achieve the strongest sensitivity based on the separation power 〈S2〉 [180] defined as

〈S2〉 = 1

2

∫
(ŷS(y)− ŷB(y))

2

ŷS(y) + ŷB(y)
dy (9.3)

where y is the classifier, and ŷS(y) and ŷB(y) are the signal and background probability

density function of y. This metric quantifies the ability of the classifier to separate the

signal from the background. The separation powers of BSM BDTs are studied for each

signal hypothesis with a set of 2HDM+a parameters. The BSM BDT with the highest

separation power is utilized as the final discriminant.
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Figure 9.1: SM BDT distributions of backgrounds and 2HDM+a tt̄tt̄ signals under
different hypotheses: (a) (ma,mA) = (250, 200) GeV with sin θ = 0.35 (red dashed
line), (b) (ma,mA) = (800, 1200) GeV with sin θ = 0.35 (blue dashed line), and (c)
(ma,mA) = (800, 1200) GeV with sin θ = 0.7 (green dashed line).
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Figure 9.2: BSM BDT distributions of backgrounds and 2HDM+a tt̄tt̄ signals under
different hypotheses: (a) various ma and sin θ with mA = 900 GeV using BSM BDT at
900 GeV, (b) various tan β with (ma,mA) = (800, 600) GeV using BSM BDT at 1000
GeV, and (c) various ma with mA = 1200 GeV using BSM BDT at 1000 GeV.

9.3 Results

This section summarizes the exclusion limits and contours in different parameter

planes: ma-mA plane, mA-tan β plane, ma-tan β plane, variations of sin θ, and variations

of mχ. This section will focus only on the interpretation results of the tt̄tt̄ signature.

9.3.1 ma-mA Plane

The exclusion contours at 95% CL in the (ma,mA) plane with sin θ = 0.35 and sin θ =

0.7, assuming tan β = 1, are summarized in Figure 9.3. For sin θ = 0.35, the H/A →

tt̄ contribution dominates when the mH/A is above the mtt̄ threshold, while t-channel

dominates when mH/A is below the mtt̄ threshold. Therefore, the sensitivity is driven

from resonant H/A → tt̄ and largely independent of ma. In addition, the smaller cross

section with t-channel production results in weaker sensitivities and a lower bound of

the exclusion limits around 400 GeV. For sin θ = 0.7, the relative a → tt̄ contribution

increases, while the relative H/A → tt̄ contribution decreases. This results in a smaller

cross section in the regime where a → tt̄ production becomes kinematically inaccessible
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(ma < 2mtt̄) or when ma > mA. Therefore, a narrower exclusion contour is observed with

sin θ = 0.7 than those with sin θ = 0.35.
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Figure 9.3: Observed (solid line and filled area) and expected (dashed line) exclusion
contours at 95% CL in the (ma,mA) plane assuming (a) sin θ = 0.35 and (b) sin θ = 0.7
[297]. The exclusion on the tt̄tt̄ signature is shown as yellow lines.
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9.3.2 mA-tan β Plane

The exclusion contours at 95% CL in the (mA, tan β) plane with sin θ = 0.35 and

sin θ = 0.7, assuming ma = 250 GeV, are summarized in Figure 9.4. The ma = 250

GeV assumption disallows the a → tt̄ decay, resulting in the cross sections of signals

independent of the a→ tt̄ contribution and only dependent on the H/A→ tt̄ production

and t-channel production with a few percent to 20% contributions. Therefore, the cross

sections decrease as a function of 1/ tan2 β for A→ tt̄ and of 1/ sin2 β forH → tt̄, following

Table 2.3. The smaller cross sections lead to weaker sensitivities at the high mA or tan β

values. The exclusion contours of tt̄tt̄ dominate the low mA and tan β parameters.

9.3.3 ma-tan β Plane

The exclusion contours at 95% CL in the (ma, tan β) plane with sin θ = 0.35 and sin θ =

0.7, assuming mA = 600 GeV, are summarized in Figure 9.5. Similar to Section 9.3.2,

signal productions dominate with the H/A → tt̄ contributions, leading to a negligible

dependence on the ma. In addition, the low tan β values increase the cross sections of the

tt̄tt̄ production. These result in the exclusion contour being generally independent of the

ma and sensitive in the low tan β values regime.

9.3.4 Variation of sin θ

The exclusion limits at 95% CL for different sin θ values in two scenarios of (ma,mA) =

(200, 600) GeV and (ma,mA) = (350, 1000) GeV, assuming tan β = 0.5, are summarized

in Figure 9.6. For the scenario of (ma,mA) = (200, 600) GeV, the a → tt̄ decay is

kinematically disallowed, resulting in dominant H/A → tt̄ contributions. In addition,

the branching ratio of BR(A → tt̄) depends on 1/ tan2 θ. Therefore, a larger sin θ value

results in a smaller production cross section, leading to weaker sensitivities in the high sin θ

regime. For the scenario of (ma,mA) = (350, 1000) GeV, the a→ tt̄ decay is kinematically
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Figure 9.4: Observed (solid line and filled area) and expected (dashed line) exclusion
contours at 95% CL in the (mA, tan β) plane assuming (a) sin θ = 0.35 and (b) sin θ = 0.7
[297]. The exclusion on the tt̄tt̄ signature is shown as yellow lines.
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Figure 9.5: Observed (solid line and filled area) and expected (dashed line) exclusion
contours at 95% CL in the (ma, tan β) plane assuming (a) sin θ = 0.35 and (b) sin θ = 0.7
[297]. The exclusion on the tt̄tt̄ signature is shown as yellow lines.
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allowed. The increase of sin θ enhances the mixing between A and a, opening up additional

a→ tt̄ contributions for sin θ > 0.5 and resulting in larger cross sections. This leads to a

stronger exclusion limit in the high sin θ regime.
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Figure 9.6: Observed (solid lines) and expected (dashed lines) limits at 95% CL for the
2HDM+a as a function of sin θ assuming tan β = 0.5 for the tt̄tt̄ signature with (a)
(ma,mA) = (200, 600) GeV and (b) (ma,mA) = (350, 1000) GeV [297]. The exclusion on
the tt̄tt̄ signature is shown as yellow lines. The regime below σ/σtheory = 1 is excluded at
95% CL.
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9.3.5 Variation of mχ

The exclusion limits at 95% CL as a function of mχ, assuming (ma,mA) = (400, 1000)

GeV and (tan β, sin θ) = (1, 0.35), are summarized in Figure 9.7. The sensitivities of tt̄tt̄

remain generally independent of mχ since the DM is not included in the tt̄tt̄ production.
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206



CHAPTER X

Summary and Outlook

This dissertation summarizes intensive studies on the tt̄tt̄ production in the SSML

final states: the observation of SM tt̄tt̄ production, a search for BSM tt̄tt̄ production

predicted in the type-II 2HDM and 2HDM+a models.

The SM tt̄tt̄ production is first observed using 140 fb−1 of pp collision data col-

lected with the ATLAS detector, with an observed significance of 6.1 standard deviations

against the background-only hypothesis. The measured cross section of tt̄tt̄ production is

22.5 +6.6
−5.5 fb, in agreement with the SM prediction of 12.0 ± 2.4 (13.4+1.0

−1.8) fb [123; 124] at

1.8 (1.7) standard deviations. The new tt̄W estimation is performed to improve the mod-

eling, showing consistent results as the dedicated tt̄W measurment [148]. A simultaneous

fit determining the tt̄tt̄ and tt̄t normalizations shows a large anti-correlation of -93%. The

best-fit values of tt̄tt̄ and tt̄t cross sections vary with different fit scenarios. Fits with

the cut-based method and with the BDT prefer a large tt̄tt̄ cross section and a tt̄t cross

section of zero, while the nominal fit with the GNN prefers a tt̄tt̄ cross section of zero

and a large tt̄t cross section. Results with different fit scenarios all deviate from the SM

prediction at around 2 standard deviations. Improvements in the separation between tt̄tt̄

and tt̄t processes and the tt̄t modeling are required. Besides, the data excess of tt̄tt̄ and tt̄t

might indicate potential BSM effects. Studies on the Higgs-top Yuakwa coupling, Higgs

CP properties, EFT interpretations are performed in this analysis, showing consistent
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results with SM predictions.

A search for BSM tt̄tt̄ production, tt̄H/A → tt̄tt̄, is performed with 139 fb−1 of pp

collision data collected with the ATLAS detector. This analysis shows no significant excess

over SM predictions. The observed and expected 95% CL upper limits on tt̄H/A cross

section times the branching ratio of H/A → tt̄ as a function of the heavy Higgs boson

mass (mH/A) vary from 14 fb and 6 fb for mH/A between 400 GeV and 1000 GeV. The

observed and expected 95% CL exclusion regions on tan β values as a function of mH/A

can exclude the tan β values below 1.6 and 0.6 (1.2 and 0.5) for the studied mass range

when considering both particles (only the scalar Higgs boson) contribute.

The 2HDM+a combination analysis reinterprets the BSM tt̄tt̄ analysis in the 2HDM+a

model, tt̄(H/A/a) → tt̄tt̄. This analysis derives multiple exclusion limits and contours in

different parameter spaces: ma-mA plane, mA-tan β plane, ma-tan β plane, variations of

sin θ, and variations of mχ.

These analyses show a slight data excess in the tt̄tt̄ and tt̄t enriched phase spaces.

Several possible BSM effects are studied to explore the excess, but only mild deviations

are found. As the LHC program continues, more data will be collected in the Run 3

operation. The increased statistics will allow us to better understand these data excesses

and explore other exciting rare processes in the SSML final state.
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