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ABSTRACT

As curbing the spread of online misinformation has proven to be challenging, we look to
artificial intelligence (AI) and natural language technology for helping individuals and society
counter and limit it. Despite current advances, state-of-the-art natural language processing (NLP)
and AI still struggle to automatically identify and understand misinformation. Humans exposed to
harmful content may experience lasting negative consequences in real life, and it is often difficult to
change one’s mind once they form wrong beliefs. Addressing these interwoven technical and social
challenges requires research and understanding into the core mechanisms that drive the phenomena
of misinformation.

This thesis introduces human-centered NLP tasks and methods that can help prioritize human
welfare in countering misinformation. We present findings on the differences in how people
of different backgrounds perceive misinformation, and how misinformation unfolds in different
conditions such as end-to-end encrypted social media in India. We build on this understanding to
create models and datasets for identifying misinformation at scale that put humans in the decision
making seat, through claim matching, matching claims with fact-check reports, and query rewriting
that scale the efforts of fact-checkers. Our work highlights the global impact of misinformation, and
contributes to advancing the equitability of available language technologies through models and
datasets in a variety of high and low resources and languages.

We also make fundamental contributions to data, algorithms, and models through: multilingual
and low-resource embeddings and retrieval for better claim matching, reinforcement learning for
reformulating queries for better misinformation discovery, unsupervised and graph-based focused
content extraction through introducing the Biased TextRank algorithm, and explanation generation
through extractive (Biased TextRank) and abstractive (GPT-2) summarization.

Through this thesis, we aim to promote individual and social wellbeing by creating language
technologies built on a deeper understanding of misinformation, and provide tools to help journalists
as well as internet users to identify and navigate around it.
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CHAPTER 1

Introduction

Online misinformation is a complex multifaceted phenomena, as it involves various digital inter-
actions among humans and their computers such as engaging with highly personalized social me-
dia. Humans struggle to identify whether a post contains misleading information, and even when
misinformation is successfully taken down, the damages to exposed users could have already
triggered negative behavior change. Social media– often feed and ad-based, has mechanisms that
enable cascading and complex changes to society [1].
It is helpful to think of misinformation as “information pollution.” Pollution is the introduction of
harmful materials into the environment, either naturally such as volcanic ash or introduced by hu-
man activity such as runoff produced by factories1. Pollutants damage our air quality, water and
the environment at large. We can apply the famous “duck test2” to pollution and misinformation:
if misinformation looks like pollution and acts like pollution, then it is information pollution.
Similar to toxic water pollutants that poison city drinking waters, the spread of information pol-
lution into our online social lives causes damages to individuals and societies that are sometimes
beyond repair. For instance, online misinformation has ignited catastrophic social distress in
recent years such as a genocide in Myanmar [2] and worsening global public health during the
COVID-19 pandemic [3].
Similar to other negative externalities of social media, misinformation’s complexity rises from
the continuous interactions among humans and computers. Social media algorithms constantly
change and adapt to a user’s personalized content recommendations learned from historical user
engagement data. What is recommended to users may end up shaping user interests rather than
being based on them. This is because the foremost priority of ad-based social media is to increase
user engagement– measured in minutes, not user welfare. Such complex cycles of engagement at
population scale have the potential to change humanity [1] and are often difficult to reverse [4, 5].

1https://education.nationalgeographic.org/resource/pollution/
2https://en.wikipedia.org/wiki/Duck_test
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1.1 The Social and Economic Dimensions of Misinformation

Misinformation has a real human cost. Take the hypothetical example of “Alice” who has re-
cently engaged with COVID-19 misinformation, and who might see similar misleading or ex-
tremist content in her feed since recommender systems infer that suggesting such content to Alice
will likely increase her time on their platform based on regressing from her past activity. “Bob”
who knows Alice from college, reads Alice’s COVID-19 conspiracy theories on his social media,
and in light of Bob’s past experiences and biases and trust for Alice, the misleading content res-
onates deeply enough for him to repost, further cascading misinformation onto his like-minded
online friends in a polluted information cycle. What continues to be “recommended” to Alice
and Bob through their social media feeds- which is not necessarily what they would be inter-
ested in, is controlled by a recommender system which has access to massive computation and
curated information about Alice, Bob and many others similar to them and can make inferences
about users’ behaviors and interests based on similar users. Thus, it is necessary that we address
misinformation with a human-centered approach that prioritizes user welfare and harm reduction.
To that end, we first have to identify the individuals and groups involved, and gain a deeper un-
derstanding of the social and economic aspects of misinformation, as well its adverse impacts on
public health.

1.1.1 The Stakeholders of Misinformation

A human-centered approach to addressing misinformation requires a detailed understanding of
the actors involved and their incentives. We identify the following individuals and collectives to
be central stakeholders in the online misinformation ecosystem:

• Online media. The owners of internet platforms stand to profit more from misinformation
and controversy than from regular content. [6] They also experience political backlash
because of online misinformation, which in effect imposes public relations related costs on
platforms. Since online media control the apparatus of information circulation, they are the
most influential of all stakeholders.

• Advertisers. The vast majority of revenue of online media is through the sale of user at-
tention to advertisers. This gives advertisers noticeable power over the platforms, and
therefore they can exert force on internet companies using their spending as leverage. In
the United States’ traditional broadcasting and news media, the advertisers’ lobbying power
has led the Federal Communications Commission (FCC)’s to regulate “obscenity, inde-
cency, and profanity” [7], and fine media companies for publishing such content. Advertis-
ers may choose to follow similar paths in response to online misinformation tainting their
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brands. According to Media Matters’ report [8], Twitter lost half of its top 100 advertisers,
who purchased nearly $2 billion worth of ads since 2020, only a month after Elon Musk ac-
quired the company. The advertisers included large corporations such as American Express,
Citigroup, Chipotle, Nestle, Black Rock, and Chanel, and some publicly cited controversies
and concerns around looser content moderation post Musk take over.

• Journalists and fact-checkers. At the forefront of reporting on world events, journalists
and fact-checking organizations often have to spend extra time and energy to go against
misinformation, by avoiding them in reporting and doing extra work debunking falsehoods.
Journalism has become a more challenging and risky profession in recent years in part as
a side effect of excessive information pollution. It is worth noting that the rivalry among
traditional news media and online media for user attention is a confounding factor that
sometimes interferes with journalism’s impartiality in promoting the best course of action
against misinformation. Nevertheless, journalists and fact-checkers remain our best source
of professional and expert advocacy against misinformation, since they have an economic
interest in protecting their work from falsehoods.

• Civil society. Misinformation can have far-reaching and harmful effects on civil society.
When people are exposed to false or misleading information, they may form incorrect
opinions and beliefs that can harm the social fabric of a community. For example, misin-
formation can create divisions among people by fueling prejudice, mistrust, and hate. It
can also erode public trust in institutions, such as the government, media, and scientific
community, which are critical for maintaining a healthy democracy. Misinformation can
also lead to the spread of harmful practices and ideologies. For example, false information
about vaccine safety can discourage people from getting vaccinated, leading to the spread
of preventable diseases. Similarly, misinformation about climate change can undermine
efforts to address this pressing global issue. In addition, misinformation can also have seri-
ous consequences for individual and collective decision-making. People who rely on false
information to make decisions may end up taking actions that are not in their best interest
or the interest of society as a whole. Therefore civil society and grassroots organizations
are an important lobby against misinformation.

While at first glance it seems that all parties must want to combat misinformation, they collec-
tively have struggled to do so over the years. Social media owners prioritize short-term profits
over the potential long-term risks of misinformation to their business. The architecture of online
advertisement affords the advertisers to turn a blind eye and collect profits, since ads are targeted
towards demographics and are not attached to content. The former two stakeholders possess the
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power, but lack the will to make structural changes to control misinformation. The other stake-
holders, mainly civil society and journalists are in the reverse position, as they do not possess as
much control over the flow of information, but have demonstrated interest and will to counter
misinformation.

1.1.2 Social Cost of Misinformation

A growing literature in economic and social research has been shedding light on the costs in-
curred by misinformation on society. In a 2019 report [9], a group of economists and cybersecu-
rity analysts placed a $78 billion price tag on the global damages of fake news, citing the most
affected sectors as stock market losses and volatility ($39 billion), financial misinformation ($17
billion in US alone), and reputation management and public health (US only) costing an annual
$9 billion each, all in a single year. According to research from the Economic Policy Institute
published in 2017, retirement savers lose an annual $17 billion from acting on misleading advice
from financial advisors with conflicts of interest. [10, 11]
Additionally, activists and non-profit organizations have mobilized in recent years to study the
finances driving online misinformation, and at times have successfully demonetized the inter-
ests behind pushing misleading narratives. Such efforts include “Sleeping Giants,” an activist
organization comprised of mostly anonymous members with active chapters in the US, Australia,
Brazil, Canada, France, and Germany who since their inception in late 2016, have successfully
demonetized extremist and fake news websites as famous as Breitbart News, causing 820 corpo-
rations including AT&T, BMW, and Visa to stop advertising with the far right outlet; [12] and
Global Disinformation Index (GDI),3 a not-for-profit organization that publishes open research
on news markets around the world by providing dynamic exclusion lists of global news organiza-
tions rated high risk for misinformation to adtech companies, effectively providing a mechanism
for systematically defunding misinformation.
In late 2022 the families of the victims of the Sandy Hook elementary school massacre which
occurred ten years prior, won two defamation cases against Alex Jones, the infamous conspiracy
theorist who circulated baseless lies about the victims being hired actors by the government
in a conspiracy to take away Americans’ guns. Jones has been ordered to pay $1.49 billion in
damages in two Sandy Hook defamation cases, and awaits a third trial pending investigation in
Texas. [13] The ruling is a first of its kind in the United States, setting precedent in punishment
for defamation through deploying misinformation.

3https://www.disinformationindex.org
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1.1.3 Risks and Challenges of Misinformation for Public Health

Misinformation can have serious public health implications, as it can spread false or misleading
information about health issues, treatments, and interventions. Some of the key public health
implications of misinformation include:

• Discouraging vaccination. False information about vaccine safety can discourage people
from getting vaccinated, leading to the spread of preventable diseases. This can have seri-
ous consequences for public health, especially in the context of outbreaks and pandemics.
There is a growing body of research studying the impact of misinformation on vaccination
and public health. [14, 15, 16, 17]

• Promoting risky treatments. Misinformation about health treatments can lead people
to seek out dangerous or ineffective remedies, which can be harmful to their health. For
example, false information about the dangers of conventional medical treatments can lead
people to rely on unproven alternative therapies. [18, 19, 20]

• Undermining public trust in science. Misinformation about health issues can erode pub-
lic trust in science and scientific institutions.[21, 22, 23] This can make it difficult for pub-
lic health authorities to effectively communicate important health information and promote
evidence-based practices. [24, 25]

• Delaying treatment. False information about symptoms and treatments can lead people
to delay seeking medical help, which can have serious consequences for their health. For
example, false information about the causes of cancer can discourage people from seeking
early detection and treatment, which can reduce the chances of successful treatment.

Such implications even at small scales pose huge risks to community and public health as so-
cial changes such as anti-vaccination movements can cause exponentially worse public health
outcomes, leading the US surgeon general to declare misinformation as a public health emer-
gency. [24] Many parts of the healthcare industry including doctors, nurses, and medical staff are
impacted by misinformation in a variety of ways such as:

• Healthcare resource allocation. Misinformation can lead to an overuse or misuse of
healthcare resources. For example, people may seek unnecessary medical treatments or
tests based on false information, which can strain healthcare systems and divert resources
away from those who need it most.

• Health system costs. The unnecessary overuse of healthcare resources caused by expo-
sure to information pollution can increase healthcare costs, which can negatively impact
patients, hospitals, and governments.
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• Burnout of hospital staff. Hospital staff, including doctors, nurses, and support staff, may
experience stress and burnout as they work to manage the consequences of misinformation.
For example, they may have to spend extra time educating patients about accurate health
information or addressing the fallout from misinformation-driven health decisions. [25]

1.2 Human-Centered NLP to Counter Misinformation

In recent years amid the high volume of information pollution on the internet, we have observed
a trend of NLP and AI tools aiming to counter misinformation. The solution to fake news may
seem trivial to computational linguists: build a predictive model that can classify news into fake
and real, and use that to filter the information flow. Seminal papers in recent years have proposed
tasks such as fake news identification [26, 27, 28], deepfake [29] and neural fake news detection
[30], and automated fact-checking [31] to similar ends.
However, as the interdisciplinary community studying misinformation grew, NLP researchers
learned what fact-checkers and journalists want are often NLP and AI tools to augment and
complement their procedures, and not fully automatic fake news detection [32]. Social media
platforms who also aspire to automate away monotonous and often expensive content moderation
tasks, use AI to increase fact-checker efficiency, and use signals from users to automatically flag
fake news. Acknowledging the stakeholders’ needs leads to the development of more effective
antidotes for misinformation.
My goal for this thesis is to utilize the recent advances in NLP and AI to help and protect indi-
viduals like Alice and Bob and their communities from misinformation. We aim to prioritize
the needs of individuals and communities to create language technology that is human-centered.
To achieve this goal, NLP can help us identify misinformation at scale, understand the intrica-
cies of misinformation, and build tools and guardrails so users can safely navigate the online
information landscape.
To create human-centered language technology that reliably identifies misinformation or helps
users safely navigate the internet, we must first understand how misinformation affects the in-
dividuals we want to help. While most of the work in NLP has considered a “one size fits all”
approach while solving user-centric tasks, such as misinformation detection, recent work has
started to challenge this assumption and develop discrete [33] or continuous [34] user representa-
tions that encode information about the user background, or construct demographic-aware word
representations [35, 36, 37]. Similarly, media consumption and individuals’ relationship with
media vary across the socioeconomic spectrum, as well as across different cultures and platforms.
Taking these differences into account often makes or breaks efforts against misinformation.
There is a lack of trust in automatic fake news detection within the NLP community as automatic
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fake news detection systems perform far below production-ready levels. To establish reliability
and trust in such solutions, we need to find ways to keep humans in the decision making loop and
rely on them for critical decisions, while leveraging AI automation at scale for detecting misinfor-
mation. Involving humans in identifying fake news is currently the most reliable way to ensure
trust in its decisions. X (formerly Twitter)’s Community Notes project is an example of a practi-
cal social computing system that utilizes crowd intelligence for identifying and contextualizing
misinformation. Prior research on digital juries [38] suggests that a civics-oriented digital jury
for decision-making in content moderation is more procedurally just compared to existing con-
tent moderation pipelines. In this work, we create language technology that enables journalists,
fact-checkers, and moderators to scale their efforts in identifying misinformation.
In addition to identifying misinformation, humans also need help navigating polluted information
on the internet. For instance, non-experts consuming health and medical information on the in-
ternet can be misled or confused by technical terms or medical jargon, and therefore can benefit
from simple NLP-powered interventions that provide explainers to their questions. Or journalists
researching misleading claims on social media may have no luck in finding relevant information
through social media search engines, and suggestions to improve their queries have the potential
to expand their reach of knowledge. Given their human-centered form, these NLP-based inter-
ventions have a higher chance of success if they focus on the specific needs of individuals and
communities they wish to serve.
Creating human-centered language models, resources, and algorithms for countering misinfor-
mation requires taking individual differences into account, enabling and prioritizing the needs of
humans, and being equitable in doing so.
In this thesis we aim to achieve these goals through addressing the following research questions:

1.2.1 How to use language technology to gain a human-centered understanding of misinfor-
mation?

The space of possible interventions using NLP for countering misinformation is large, and find-
ing the most effective solution for prioritizing the wellbeing of humans and their communities
requires a better understanding of how we are all affected by misinformation.

1. While encrypted platforms like WhatsApp are much less studied in prior work, partly due
to a lack of public data, it is worth emphasizing the impact of WhatsApp: the platform has
about five fold more users than X (formerly Twitter) as of 20234. In chapter 2 we look at
tiplines, a promising direction for uncovering and contextualizing fake news in end-to-end

4https://en.wikipedia.org/wiki/List_of_social_platforms_with_at_least_100_
million_active_users
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encrypted social media such as WhatsApp. We conduct a case study of the 2019 Indian
general election on WhatsApp, and understand through the lens of tiplines about misinfor-
mation on encrypted platforms and in non-conventional study settings (multilingual data,
on a platform that is understudied.) We believe that studies such as ours presented in chap-
ter 2 are not only necessary to understand the dynamics of misinformation in non-US set-
tings, but also help us envision a more accurate view of misinformation that encompasses
more diverse observations about the phenomenon and leads to more equitable outcomes.

2. In chapter 3 we study how individuals from different backgrounds are affected by misinfor-
mation. We model individuals’ and groups perceptions of misinformation by fine-tuning
a text-to-text pretrained language model and the Misinfo Reaction Frames dataset. Our
study helps us learn more about the differences that may exist across several demographic
groups such as women, the uneducated, or non-white individuals, and informs the design
of more effective language technology against misinformation by taking into account those
differences.

1.2.2 How to utilize language technology to identify misinformation at scale while keeping hu-
mans in the loop?

The state-of-the-art fully automated fake news detection is far from being practical, as the deci-
sions of the systems are low-accuracy and unreliable. To increase the complexity another fold,
misinformation is a global issue, and therefore to be equitable we should address it in various lan-
guages and platforms. Although research is active in the fully automatic front, based on a better
understanding of what humans need to counter misinformation [32], a more achievable strategy
for identifying online misinformation at scale is a human-centered approach, in which humans
use AI and NLP powered systems to identify and fact-check misinformation. Such human-AI
collaborations are naturally more trustworthy, as the critical decisions of the pipeline are still
overseen by humans, while retaining the scalability benefits of AI and NLP.

1. In chapter 4 we enable fact-checkers to scale up their efforts by matching similar claims
that leads to streamlined triage and prioritization of prevalent claims by fact-checkers. We
create two datasets (one for claim detection and another for claim matching) in five high
and low resource languages, and use the data to evaluate our sentence embedding model
trained using knowledge distillation and multilingual parallel corpora, as well as state of
the art multilingual embedding models for claim matching. Claim matching ensures fact-
checkers investigate repetitive claims only once, and our work achieves this goal equitably
for journalists around the world by making NLP models and data that work for both high
and low resource languages.
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2. In chapter 5 we focus on finding fact-checks for social media posts across different lan-
guages. We create a multilingual dataset of tweet and fact-check pairs in single and cross
language settings to automatically find fact-checks for the claims made in the input post.
We use these datasets to evaluate state-of-the-art multilingual models for our task across
different languages as well as in cross-lingual settings. Such systems are useful for fact-
checkers and internet users to spot online misinformation, and it can save expensive fact-
checking labor for previously fact-checked claims, especially in cross lingual settings, e.g.,
a fact-check made in English could apply to similar claims it discusses in Hindi, and can
expand the reach of the fact-checks beyond the original language.

3. Discovering and stopping misinformation early is among the best ways to counter misin-
formation. However, formulating an effective query that discovers misleading claims is
not arbitrary, as the initial tip received by fact-checkers often is not the best query across
different platforms. In Chapter 6 we present an adaptable offline reinforcement learning
agent that transforms claims into better queries by learning to edit them using human-
interpretable actions to improve misinformation discovery for arbitrary search endpoints.
We train a decision transformer on replay trajectories of the FEVER [31] dataset to suggest
edits (e.g. remove, or replace tokens) for turning the claim into a more effective search
query. We use retrieval performance measures such as precision or recall as weak signals
of reward, to compensate for the scarcity of access to social media search APIs. Our query
rewriting approach can transform claims into queries that are more effective in discovering
misleading claims on social media.

1.2.3 How can NLP help users safely navigate around misinformation in online environments?

As we build language technology to identify and understand misinformation better, users still
interact with online falsehoods. So it is important to empower users with NLP tools that pro-
vide explanations and context around potentially misleading content on the internet, and help
them navigate the online information landscape safely. For instance, non-expert readers follow-
ing health and medical news might find themselves in need of more explanations about certain
claims in the articles. Communities and civil society wanting to develop policy to limit online
misinformation can also benefit from the measurements and transparency that NLP can provide
them.

1. Chapter 7 discusses algorithms for contextualizing news on the internet for users by gener-
ating extractive and abstractive explanations of news articles or long fact-check reports. We
investigate the effectiveness of Biased TextRank (extractive) and a fine-tuned GPT-2 model
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(abstractive) on LIAR-PLUS and the novel Health News Reviews datasets. These explana-
tions can provide context to internet users consuming potentially misleading information
and protect them from harm.

2. It is important to empower internet users to protect themselves from online misinformation.
Prior work on digital juries [38] suggests that a civics-oriented digital jury for decision-
making in content moderation is more procedurally just compared to existing content mod-
eration pipelines. In WhatsApp and other end-to-end encrypted social media, centralized
content moderation by the platforms is not possible as the encrypted content is only avail-
able to the users involved in the conversation. We study the effectiveness of a potential
opt-in solution called a “tipline” in Chapter 2 through the case study of the 2019 Indian
general elections on WhatsApp. We apply multilingual embeddings as well as image em-
beddings on the texts and images shared on public WhatsApp groups during the election
months to analyze the effectiveness of tiplines in uncovering misinformation for users who
have opted in to use this service. Our work in this chapter enables users to seek help from
journalists and fact-checkers in identifying misleading content on end-to-end encrypted
platforms.

1.3 Thesis Organization

The thesis is organized as follows: In chapter 2, we discuss how a crowd-sourced “tipline” can
uncover viral misinformation on end-to-end encrypted social media (WhatsApp, Signal, Tele-
gram, and so on) in a timely manner by using image and multilingual sentence embeddings. In
chapter 3, we dig deeper into the question of how users’ background and demographics may ef-
fect their perception of misinformation, and how that effect varies across demographic groups.
These chapters broadly address RQ1 (using NLP to understand misinformation.)
Chapters 4 through 3 address the third research question: we introduce claim matching in Chap-
ter 4; the task of grouping similar claims that can be fact-checked together, in high and low re-
source languages and train a multilingual sentence embedding model using knowledge distil-
lation that improves over existing state-of-the-art multilingual embedding models. Chapter 5
discusses finding existing applicable fact-checks for social media posts in single-language and
cross-language settings in English, Portuguese, Spanish and Hindi. Along with the previous two,
chapter 6 addresses RQ2 by leveraging reinforcement learning to help fact-checkers discover
misleading claims by rewriting their initial claim into an effective query for arbitrary social media
search endpoints. These three chapters help scale efforts in identifying and fact-checking online
misinformation.
Chapter 7 addresses the problem of providing context for claims under investigation by using
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abstractive (GPT-2) and extractive (Biased TextRank) summarization methods, and addresses the
third research question alongside chapter 2 in empowering users to navigate around misinforma-
tion in their online interactions. We conclude the thesis in Chapter 8 by revisiting the research
questions introduced in this Chapter (1) and highlight the contributions of the thesis in creating
human-centered language technology for countering misinformation.
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CHAPTER 2

Uncovering Misinformation on End-to-End Encrypted Social Media

There is currently no easy way to discover potentially problematic content on WhatsApp and
other end-to-end encrypted platforms at scale. In this chapter, we analyze the usefulness of
a crowd-sourced tipline through which users can submit content (“tips”) that they want fact-
checked. We compared the tips sent to a WhatsApp tipline run during the 2019 Indian general
election with the messages circulating in large, public groups on WhatsApp and other social
media platforms during the same period. We found that tiplines are a very useful lens into Whats-
App conversations: a significant fraction of messages and images sent to the tipline match with
the content being shared on public WhatsApp groups and other social media. Our analysis also
shows that tiplines cover the most popular content well, and a majority of such content is often
shared to the tipline before appearing in large, public WhatsApp groups. Overall, our findings
suggest tiplines can be an effective source for discovering potentially misleading content.

2.1 Introduction

Platforms such as WhatsApp that offer end-to-end encrypted messaging face challenges in ap-
plying existing content moderation methodologies. End-to-end encryption does not allow the
platform owner to view content. Rather, only the sender and recipients have access to the con-
tent—unless it is flagged by a receiving user [39]. Even though WhatsApp is extremely popular,
used by over 2 billion users all over the world, there is currently no large-scale way to understand
and debunk misinformation spreading on the platform. Given the real-life consequences of misin-
formation [40] and the increasing number of end-to-end encrypted platforms, developing tools to
understand and uncover misinformation on these platforms is a pressing concern.
One potential solution is to make use of misinformation “tiplines” to identify potentially mislead-
ing or otherwise problematic content [41]. A tipline is a dedicated service to which “tips” can
be submitted by users. On WhatsApp, a tipline would be a phone number to which WhatsApp
users can forward potential misinformation they see in order to have it fact-checked. We call the
messages sent by users “tips.”
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Table 2.1: Examples of English text messages forwarded to the WhatsApp tipline to be fact-
checked. Please note that grammar and spelling errors are in the originals. The content we ana-
lyzed includes messages in multiple languages and formats (e.g., text, images, and links).

UNESCO Declare India’s “Jana Gana Mana” the World’s Best National Anthem

When you reach poling booth and find that your name is not in voter list, just show your Aadhar
card or voter ID and ask for “challenge vote” under section 49A and cast your vote. If you find that
someone has already cast your vote, then ask for “tender vote” and cast your vote. If any polling
booth records more than 14% tender votes, repolling will be conducted in such poling booth. Please
share this very important message with maximum groups and friends as everyone should aware of
their right to vote.

Happened today on 47 street (Diamond Market) New York $100,000 given away in ref to Modi
victory .. see how this millionaire Indian is doing ..

Coal India is on the verge of ruin! 85,000 crore loss due to Modi!

In this chapter, we address two main research questions:

• How effective are tiplines for identifying potentially misleading content on encrypted
social media platforms?

• What content is submitted to tiplines for fact-checking?

and make the following contributions:

• Using state-of-the-art text and image matching techniques, we compared content sent to the
tipline to the content collected from a large-scale crawl of public WhatsApp groups (these
are WhatsApp groups where the link to join is shared openly), ShareChat (a popular image
sharing platform in India similar to Instagram), and fact checks published during the same
time in order to understand the overlap between these sources.

• The tipline covers a significant portion of popular content: 67% of images and 23% of text
messages shared more than 100 times in public WhatsApp groups appeared on the tipline.

• We found that a majority of the viral content spreading on WhatsApp public groups and on
ShareChat was shared on the WhatsApp tipline before appearing in the public groups or on
ShareChat.

• Compared to content by popular fact-checking organizations, the messages from tiplines
cover a much higher proportion of WhatsApp public group messages. We suspect this
is because fact-checking organizations typically fact-check content primarily based on
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signals from open social media platforms like Facebook and Twitter, whereas the tipline is
a crowdsourced collection of content native to WhatsApp.

2.2 Related Work

While this chapter is, to the best of our knowledge, the first peer-reviewed study on WhatsApp
tiplines, tiplines are quite common in practice. WhatsApp, for instance, currently lists 54 fact-
checking organizations with accounts on its platform1. Other efforts include the Comprova
project2 and FactsFirstPH3, an initiative of over 100 organizations uniting around the 2022 Philip-
pine presidential election. Tiplines are similar to features on platforms such as Twitter and Face-
book that allow users to flag potential misinformation for review, but tiplines are operated by
third parties and can provide instantaneous results for already fact-checked claims [42].
In this study, we used data from a WhatsApp tipline that ran during the 2019 Indian general
election as part of the Checkpoint project4. Checkpoint was a research project led by PROTO5

and Pop-Up Newsroom, technically assisted by WhatsApp6. The goal of this project was to study
the misinformation phenomenon at scale—natively in WhatsApp—during the Indian general
election. The tipline was advertised in the national and international press during the election7.
There was an advertising campaign on Facebook, but no specific call to action was present in
WhatsApp itself. Table 2.1 presents some examples of text messages submitted to the tipline.
The goal of this article is to understand what content is submitted, analyze how effective tiplines
can be for discovering content to fact-check, and shed light on the otherwise black-box nature of
content spreading on WhatsApp.

2.3 Data

We used a wide range of data sources in this work including WhatsApp tipline data, social me-
dia data from WhatsApp public groups and ShareChat, and published fact checks. All the data
used pertains to the four-month period between March 1, 2019, and June 30, 2019. This period
includes the 2019 Indian general election, which took place over a period of six weeks in April
and May 2019.

1IFCN Fact Checking Organizations on WhatsApp
2Comprova project website
3FactsFirstPH website
4Checkpoint project website
5PROTO is an Indian organization that describes itself as, “a social enterprise that is trying to achieve better

outcomes in civic media through collaboration and research”. website
6Pop-Up Newsroom is a joint project of Meedan and Fathm that designs and leads global election and event

monitoring journalism efforts.
7Announcement article for WhatsApp tipline ahead of the India elections.
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Tiplines. In 2019, PROTO led the Checkpoint project using Meedan’s open-source software to
operate a WhatsApp tipline. PROTO advertised their WhatsApp number asking users to forward
any potentially misleading content related to the election. They advised that they would be able
to check and reply to some of the content that they received. Over the course of four months,
157,995 messages were received. Of these, 82,676 were unique and consisted of 37,823 text mes-
sages, 10,198 links, and 34,655 images. We obtained a list of links, text messages, and images
along with the timestamps of when they were submitted to the tipline. We have no information
about the submitting users beyond anonymous ids.

WhatsApp public groups. There are currently over 400 million active WhatsApp users in
India. With the availability of cheap Internet data and smartphones with WhatsApp pre-installed,
the app has become ubiquitous. Aside from messaging friends and family, Indians use WhatsApp
to participate in political discourse [43]. Political parties have taken this opportunity to create
thousands of public groups to promote their political agendas. These groups have been shown
to be quite prevalent, with over one in six Indian WhatsApp users belonging to at least one such
group [44].
In addition to the image and text items submitted to the tipline, we have data from large “public”
WhatsApp groups collected by Garimella and Eckles [45] during the same time period as the tip-
line ran. The dataset was collected by monitoring over 5,000 public WhatsApp groups discussing
politics in India. For more information on the dataset, please refer to Garimella and Eckles [45].

Sharechat. ShareChat is an Indian social network that is used by over 100 million users.11 It
has features similar to Instagram and is primarily multimedia focused [46]. Unlike WhatsApp,
ShareChat provides global popularity metrics including likes and share count, which allowed us
to construct a proxy for the popularity of the content on social media. ShareChat curates popular
hashtags based on topics such as politics, entertainment, sports, etc. During the three months of
data collection, every day, we obtained the popular hashtags related to politics and obtained all
the posts containing those hashtags. This provides a large sample of images related to politics
that were posted on ShareChat during the data collection period (March 1 to June 30, 2019).

Fact checks. We also collected fact checks and social media data from the time period in En-
glish and Hindi. We crawled popular fact-checking websites in India and obtained articles and
any tweets linked within the articles following the approach of [47] and [48]. Overall, we found
18,174 fact-check articles in 49 languages from 136 fact checkers from all over the globe. To
select fact checks concerning the Indian general election, we filtered the data to require that either
the fact check be written in an Indian language or the fact-checking domain be within India’s
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Table 2.2: Datasets used in this work. The values shown in parentheses indicate the number of
unique messages/images. We only collected image data from ShareChat.

Datasets #Text messages
(unique)

#Images
(unique)

Public groups 668,829 (445,767) 1.3M (977K)
ShareChat - 1.2M (401K)
Checkpoint 88,662 (37,823) 48,978 (34,655)
Fact-check articles 5,444 (5,444) -
Fact-check tweets 811 (245) -

country code top-level domain.
In total, we obtained 3,224 and 2,220 fact checks in English and Hindi respectively. The fact
checks were of content from various social media platforms, including Twitter. Whenever avail-
able, we obtained the links to the original tweets that were fact-checked and downloaded these.
We obtained 811 tweets in total, 653 (182 unique) in English and 158 (63 unique) in Hindi.
A summary of all the data collected is shown in Table 2.2.

2.4 Methods

Image similarity. To identify similar images, we used Facebook’s PDQ hashing algorithm
and Hamming distance. PDQ is a perceptual hashing algorithm that produces a 64-bit binary
hash for any image. Small changes to images result in only small changes to the hashes and thus
allow visually similar images to be grouped. This allows, for instance, the same image saved
in different file formats to be identified. Images with a Hamming distance of less than 31 were
considered to be similar. The same threshold was used previously by [49]. Similar images were
clustered together using the DBSCAN [50] algorithm.
To construct the visual summary of the images shown in Figure 8, we first obtained a 1,000-
dimensional embedding for each image using a pretrained ResNeXt model [51]. Next, we clus-
tered these embeddings using a k-means clustering algorithm and chose k = 20 using the elbow
method. For each cluster, we picked four randomly sampled images and created a mosaic of the
20 clusters.

Text similarity. To identify similar textual items, we used a multilingual sentence embedding
model trained for English, Hindi, Bengali, Marathi, Malayalam, Tamil, and Telugu [42]. [42]
evaluated this model for claim matching using similar data and found applying a cosine similarity
threshold of 0.9 to pairs of messages resulted in the best performance, with an overall F1 score
of 0.73. The model performs better on English and Hindi (which are 82% of our data), with an
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average F1 score of 0.85. Throughout this chapter we used a cosine similarity threshold of 0.9 for
matching text items.

Text clustering. We custered text items using online, single-link hierarchical clustering. Each
new message arriving to the tipline was compared to all previous messages, and the best match
found. If this match was above the similarity threshold, then we added the new message to the
same cluster as the existing message. We applied the same process to the public group messages.
To enable quick retrieval, we constructed a FAISS [52] index using our Indian XLM-R embed-
dings of all the public group messages. We then queried this index for each tipline message and
recorded all matches with a cosine similarity score of at least 0.9. We remove any duplicate
matches (i.e., cases where two tipline messages matched the same public group message) before
analyzing the matches.

2.5 Results

2.5.1 Tiplines capture content quickly; popular content often appears in tiplines before appear-
ing in public groups.

We examined the effectiveness of tiplines in three ways: speed (i.e., how quickly new content
appears in tiplines), overlap with content in public groups, and volume. We began with speed and
first examined how long it took for an item to be shared by someone to the tipline. The intuition
behind this is that one facet of an effective solution is its ability to identify potential misleading
content quickly before it spreads widely.
Figure 2.1 shows the time difference between an image being shared on a public group and the
tipline. Negative values on the x-axis indicate that the content was shared in a public group first.
We see that roughly 50% of all the content was shared in public groups first, with around 10%
of content going back to over a month. However, if we focus on the subset of the top-10% most
shared images within the public groups, the distribution looks very different. We clearly see
that a majority of the content (around 80%) was shared on the tipline before being shared in
the public groups, indicating that the tipline does a good job covering the most-shared content
quickly. Similar trends exist for images on ShareChat (Figure 2.2). In fact, images sent to the
tipline have significantly more shares (41 vs. 29) and likes (51 vs. 40) on ShareChat compared to
images not sent to the tipline (p ¡ 0.01 for a t-test of means).
Comparing the text messages within the public groups to the tipline messages leads to similar
results (Figure 2.3). To make this comparison, we first clustered all text messages in the public
groups and, separately, in the tipline. This comparison only uses the text messages from the
tipline within clusters having at least five unique messages that were annotated as having claims
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Figure 2.1: Time difference between the sharing of images on public groups and the tipline. Ap-
proximately 50% of the images were shared on public groups first. However, if we consider just
the top 10% most shared images in the public groups, they were mostly shared first on the tipline.
(Negative values on the x-axis represent items being shared in the public groups before being
shared on the tipline.)

Figure 2.2: Time difference for images shared on sharechat and the tipline. The most popular
content was more likely to be shared on the tipline first compared to all content.

Figure 2.3: Time difference between the sharing of text messages and urls in the whatsapp tipline
and public groups.
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that could be fact-checked to avoid the risk of matching spam or less meaningful content. We
again find that the most shared content was often shared to the tipline before spreading widely
within the public groups. Similar trends also exist for URLs (Figure 2.3, green and red lines).
These findings suggest that content submitted to the tipline may have been circulating person-to-
person or in smaller, private groups not in our data before the content was submitted to the tipline
or appeared in the large, public groups in our data. Popular content on non-encrypted social
media platforms often spreads quickly through large broadcast events [53, 54]; such broadcast
events may be rarer on WhatsApp, however, due to the limits on message forwarding and the size
of groups.7

2.5.2 Tiplines capture a meaningful percentage of content shared in public groups.

A second facet of effectiveness is content overlap: for tiplines to be an effective source of content
for fact-checking, we would want them to identify content spreading in other sources of data,
including WhatsApp public groups, fact checks, and open social media platforms. We first ex-
amined the coverage and computed the number of shares for images in the public groups or on
ShareChat and computed what percentage of the images with different numbers of shares ap-
pear in the tipline dataset. Figures 2.4 & 2.5 show the results. For both the public groups and
ShareChat, we used logarithmic bucketing of the number of shares of items to estimate mes-
sage popularity. The results show tiplines have good coverage of popular content: 67% of the
images shared more than 100 times in the public groups were also submitted to the tipline. We
repeated the analysis with text messages and found that 23% of text messages shared more than
100 times in the public groups were also submitted to the tipline (Figure 2.6). To put matters
into perspective, we conducted a similar experiment matching all the fact-checked text claims
and their corresponding social media posts from the same time period against WhatsApp public
groups messages. Only 10% (12/119) of textual content from popular clusters in public groups
(shared more than 100 times) matched with at least one text (claim or fact-checked tweet) from
Indian fact-checks during this period.
Exact copies of about 10% of popular URLs (i.e., URLs shared over 1,000 times) on public
groups were also submitted to the tipline. Because of shortened URLs, content takedowns, and
the 2-year time difference between data collection and analysis, grouping URLs was very chal-
lenging. We therefore limited further analysis of URLs for this research question.
We found many text messages and images submitted to the tipline did not appear in the public
groups, which suggests tiplines also capture content being distributed in WhatsApp in smaller-
group or person-to-person settings. Out of the 23,597 unique clusters of images submitted to the
tipline, only 5,811 clusters (25%) had at least one match with an image from the public groups.
Next, we checked which text messages from the clusters with claims matched messages found in
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Figure 2.4: Coverage of Images: The x-axis shows the number of shares on the public groups and
y-axis shows the percentage of images with x shares that match with an image submitted to the
tipline. Images that are highly shared on the public groups are much more likely to be also shared
to the tipline.

Figure 2.5: Coverage: Similar to Figure 2.4, images shared more often on ShareChat are more
likely to appear in the tipline.

Figure 2.6: Coverage of text message: The x-axis shows the number of shares on the public
groups and y-axis shows the percentage of text message with x shares that match with a text
message submitted to the tipline. Text messages that are highly shared on the public groups are
much more likely to be also shared to the tipline. Messages in the public groups are first clustered
together to determine the number of shares of each message.
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the public group data. We found that 93% of the 257 relevant clusters match at least one message
in the WhatsApp public group dataset. Far from being a skewed result where only few large
clusters match, we found a large number of messages across clusters of all sizes match at least
one public group message. The per-cluster average of tipline messages matching to the public
group data is 91%. This suggests that if we had included clusters with fewer than five unique
messages, we may have seen additional matches. We did not include these, as we only wanted
to include messages we knew had fact-checkable claims (and we only annotated clusters with at
least five unique messages). Additional annotation would likely yield more relevant messages and
matches.
Seven percent of the text clusters with fact-checkable claims from the tipline did not match any
public group messages. This implies that collecting messages from public groups and using
tiplines can be complementary even though neither is a full sample of what is circulating on
WhatsApp.
Finally, we measured the potential impact tiplines could have on preventing the spread of mis-
information. For this, we looked at items that were shared on both the tipline and in the public
groups. We identified the timestamp when an item was first shared on the tipline and counted the
number of shares of the item on the public groups before and after this timestamp. The intuition
here is that if an item was shared on the tipline, it is in the pipeline to be fact-checked. We found
that 38.9% of the image shares and 32% of the text message shares in public groups were after
the items were submitted to the tipline.

2.5.3 Tiplines capture diverse content, and a large percentage of this content contains claims
that can be fact-checked.

To investigate the third research question, we took an in-depth look into images, text messages,
and links sent to the tipline, and here we present examples of the most popular submissions.

2.5.3.1 Images

The tipline received 34,655 unique images, which clustered into 23,597 groups. Figure 2.7 shows
the three most submitted images to the tipline. Each of these three images was submitted by at
least 60 unique users. All three of these images were fact-checked and found to be false. Figure
7a shows a ‘leaked’ government circular alleging a terrorist plot during the elections. This was in
fact an old circular taken out of context. Figure 7b falsely alleges that Pakistani flags were raised
during a political rally, and Figure 7c shows doctored screenshots of a TV news program.
We constructed a visual summary of all the unique images sent to the tipline, as shown in Figure
2.8. The mosaic shows various categories of images sent to the tipline at a high level. As we
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Figure 2.7: Most shared images on the tipline.

move from the top left to the bottom right, we can see a lot of images on the top left of Figure 8
containing pictures of newspapers, and in general images with text. As we go to the bottom left,
we see memes and pictures containing quotes of politicians, and on the bottom right, images of
people/politicians. Pictures of newspapers or images with text on them are the most dominant
type, constituting over 40% of the content, followed by memes which make up roughly 35% of
the content.

2.5.3.2 Text Messages

Of the 88,662 text messages sent to the tipline, 37,823 are unique (not exact duplicates). We
further organized the messages by clustering them using the Indian XLM-R model [42] and a
threshold of 0.9, which resulted in 20,856 clusters (or groups) of near duplicate messages. Each
cluster represents a group of text messages with nearly the same meaning. There were 559 clus-
ters with five or more unique messages. We hired an Indian journalist with fact-checking expe-
rience during the 2019 Indian general election to annotate each of these clusters for the quality
of the clustering and to identify clusters with claims that could be fact-checked as defined by
Konstantinovskiy et al. [55], which excludes several statement categories such as personal expe-
rience and spam. The annotation interface presented three examples from each cluster: one with
the lowest average distance from all other messages in the cluster, one with the highest average
distance from all other messages in the cluster, and one message chosen randomly. We found
257 clusters (out of the 559, 46%) comprising 2,536 unique messages were claims that could be
fact-checked. Overall, 173 clusters (1,945 unique messages, 7,131 total messages) were related to
the election, and 84 clusters (591 unique messages, 2,473 total messages) were claims unrelated
to the election.
The clusters were generally all high-quality: in 98% of the clusters all three messages made the
same claim. In 2% of the clusters (11 clusters, 159 unique messages) the three items annotated
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Figure 2.8: A visual summary of the images submitted to the tipline. The mosaic is a collection
of 20 clusters obtained from the 34K images submitted to the tipline. Each cluster is represented
as 2x2 grid of images randomly sampled from the cluster.

should not have been clustered together.
There were also 231 clusters that did not have fact-checkable claims. These were usually advertis-
ing/spam (114 clusters, 1,245 unique messages) or messages specific to the tipline (177 clusters,
2,957 unique messages). The tipline-specific messages include messages following up on submit-
ted pieces of content, requests for more information about the tipline, and requests for fact checks
in additional languages.
We took the 257 clusters that were annotated as containing claims and found that 203 contained
messages in only one language (usually Hindi) while the other clusters contained between two
and six languages. Languages were detected via CLD3 and were selected when a known lan-
guage was detected and that detection was reported as reliable by CLD38. Within the clusters
with election-related claims, the largest cluster was misinformation advising voters to ask for
a “challenge vote” or “tender vote” if they find they are either not on the voter list or have been
marked as already voting9. There were 213 unique messages totaling 2,121 submissions to the

8https://github.com/google/cld3
9https://archive.is/BWsqR
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tipline with this claim across five languages. Other prominent themes within the election-related
clusters included messages attacking BJP leader Narendra Modi, pro-BJP messages, and mes-
sages criticizing Indian National Congress Party leader Rahul Gandhi.
The largest cluster with a non-election claim was misinformation about the tick marks on Whats-
App. It claims that three blue tick marks indicate the government had observed the message10.
There were two clusters with different variants of this claim totaling 78 unique messages and
1,000 submissions across Malayalam and English.
Of the 2,536 messages in the clusters containing claims, Hindi (47%), English (35%), and Malay-
alam (6%) were the most common languages. Marathi, Telugu, and Tamil each accounted for
roughly 2% of the messages. This likely reflects both the socio-linguistic characteristics of India
as well as the fact that the tipline was most heavily advertised in Hindi and English.
In total, there were 9,604 submissions to the tipline comprised of 2,536 unique messages an-
notated as containing fact-checkable claims (i.e., 7,068 submissions within the set are exact
duplicates). It took an average of 5 hours (SD = 1.4) for half of the total number of submissions
in each of the clusters with claims to arrive to the tipline. 90% of the submissions in each of
these clusters arrived within an average of 128 hours (SD = 17). This suggests slightly slower dy-
namics than those that have been seen with the signing of petitions [56] and the sharing of news
stories on non-encrypted social media [57].

2.5.3.3 URLs

Another common content type in WhatsApp groups and tiplines is URLs. The tipline received
28,370 URLs (12,674 unique URLs), which contained URLs from 2,781 unique domains. A list
of most frequent domains is presented in Table 2.3. The most prevalent websites submitted to the
tipline were social media (YouTube, Facebook, Twitter, and Blogger), news outlets (IndiaTimes
and DailyHunt), and URL shortening services (Bitly and TinyURL).

2.6 Discussion and Conclusion

Our results show the effectiveness of tiplines in content discovery for fact-checking on encrypted
platforms. We show that:
A majority of the viral content spreading on WhatsApp public groups and on ShareChat was
shared on the WhatsApp tipline first, which is important as early identification of misinforma-
tion is an essential element of an effective fact-checking pipeline given how quickly rumors can
spread [6]. The tipline covers a significant portion of popular content: 67% of images and 23%
of text messages shared more than 100 times in public WhatsApp groups appeared on the tipline.

10https://archive.is/BWsqR
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Table 2.3: Top 10 domains most shared with the WhatsApp tipline around the Indian general
election period.

Domain Total URLs

YouTube 2,350
Blogger 2,107
Bitly 1,636
Google 1,471
Facebook 1,192
RechargeLoot 724
IndiaTimes 587
DailyHunt 574
Twitter 515
TinyURL 465

Compared to content from popular fact-checking organizations, the messages sent to tiplines
cover a much higher proportion of WhatsApp public group messages. While misinformation
often flows between platforms [58], this suggests that tiplines can capture unique content within
WhatsApp that is not surfaced by fact-checking efforts relying on platforms without end-to-end
encryption. These insights demonstrate tiplines can be an effective privacy-preserving, opt-in
solution to identify potentially misleading information for fact-checking on WhatsApp and other
end-to-end encrypted platforms. At the same time, there is the possibility of malicious uses and
attacks on tiplines that may negatively affect fact checkers, share personal information from oth-
ers, or poison the dataset. As we discuss in the findings, it is necessary to filter spam and other
low-quality submissions. We analyzed submissions qualitatively to identify those with a claim
that could be fact-checked, but there are several machine-learning approaches in development
for this task [59, 60]. Tiplines, like systems for content moderation, must prioritize fact check-
ers’ mental health [61]. The Meedan software used in the Checkpoint project, for instance, now
uses Google’s SafeSearch API to place a content screen over potentially explicit images. Similar
systems, however, are needed to protect fact checkers from vicarious trauma as well as personal
attacks in audio, video, and text in the myriad languages in which fact checkers operate. We
can further reduce harm and malicious activity by designing friction into tiplines such as menu
systems and limits on the number of requests per user to prevent denial of service attacks. We
are currently investigating the data governance and safeguards needed to share tipline data more
widely with academics for research [62].
In addition to the general public, we see three main stakeholders who could benefit from this
research: academics, fact-checking organizations, and social media companies. Researchers or
journalists trying to use data from encrypted social media apps like WhatsApp could make use of
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data from such tiplines to study WhatsApp. The current model for identifying and fact-checking
viral content on WhatsApp is to monitor conversations in a convenience sample of public Whats-
App groups [45, 63]. However, this requires technical skill and is resource intensive to manage.
To our knowledge, monitoring of public groups has occurred only in academic settings.
Another solution that fact-checking organizations follow is to monitor non-encrypted social me-
dia platforms such as Facebook or Twitter and assume that content viral on one of these platforms
likely overlaps with viral content on other platforms. Our work shows that there are far more
matches between tipline content and public group messages on WhatsApp than between public
group messages and either published fact checks or open social media content. This notable dif-
ference in the coverage of WhatsApp public groups stresses the opportunity tiplines provide for
identifying misinformation on encrypted platforms. Although the volume of messages sent to the
tipline is only 10% the volume of messages in the public groups, our analysis shows that tiplines
can effectively help discover the most viral content being shared in the public groups. As end-
to-end encryption prevents other forms of monitoring, identifying the most popular content on
an end-to-end encrypted platform is useful to fact checkers, even if only a subset of that content
is actual misinformation. The data we have for analysis does not include the fact-checks for the
content submitted to the tipline, but our analysis shows that the majority of content submitted to
the tipline contains claims that can be fact-checked.
Further research is needed to determine the best way fact checkers can prioritize content submit-
ted to tiplines, filter spam and low-quality materials, combine signals from other platforms (e.g.,
from CrowdTangle and/or Twitter), and study the impact of fact-checks distributed via tiplines.
Some methods, such as claim extraction [59, 60] and claim matching [42, 64], are directly appli-
cable to tiplines, while other aspects require further work. Our analysis shows content is often
submitted to tiplines before spreading in larger groups; however, this is only one step of the fact-
checking progress. To be effective, we need systems that help fact checkers prioritize content
for fact-checking, respond to that content, and disseminate fact-checks before the problematic
content spreads widely. Nakov et al. [32] provide an overview of many ways in which further
research and tool development could assist human fact checkers, and nearly all of these are appli-
cable to tiplines as well. Our data predates the introduction of the “frequently-forwarded” flag on
WhatsApp, but a report from Spanish fact-checking organization Maldita.es suggests this flag can
be very useful for prioritizing content from WhatsApp tiplines [65].
Our analysis also found that most users sending content to the tipline were motivated to have
the content they sent fact-checked: users would often follow up on content they submitted if it
had not yet been fact-checked. We are unaware of any successful tiplines run solely as research
projects, which suggests that fact-checking organizations and academics will need to partner
together to scale tiplines and create meaningful tipline experiences for users. This will involve
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setup costs and take time to foster dedicated contributors who are willing to forward potentially
misleading content to a tipline.
It’s worth noting that the tipline, public group, and fact-check content we studied were drawn
from a specific period of time around a large political event (the 2019 Indian general election).
It is unclear how the dynamics would differ for a less eventful time period. Several always-on
WhatsApp misinformation tiplines were launched in December 2019, and the number has grown
since. We encourage researchers to support civil society organizations running these tiplines,
as they represent a valuable way to better understand the dynamics of misinformation on such
end-to-end encrypted platforms.
Tiplines can also be used to collect hashes of popular misleading or hateful content. Hashes
are small ‘signatures’ or ‘fingerprints’ that do not contain the original content but can be used
to identify very similar content. Hashes can thus be used to develop on-device solutions that
work in encrypted settings. For instance, Reis et al. [49] examine images and propose an on-
device approach to alerting users to content that has been fact-checked on WhatsApp. Their
solution focuses on PDQ hashes for images and requires a list of hashes for known pieces of
misinformation. Our analysis in this chapter suggests that tiplines could be a successful way to
populate such a list. The most popular images are likely to be submitted to a tipline, and, even
better, they are very likely to be submitted to the tipline before they are widely shared within
public groups. Thus, if a list was populated based on images sent to tiplines, it might identify
many these shares.
Using advances in the state-of-the-art techniques to find similar image and text messages, an on-
device fact-checking solution could identify up to 40% of the shares of potential misinformation
in public WhatsApp groups while preserving end-to-end encryption if content can be prioritized
appropriately and responded to quickly. Such a solution could operate similar to personal an-
tivirus software where individuals can choose from a variety of vendors and fully control what
happens when a potential match is identified.
In this first chapter, we unfolded some of the dynamics of misinformation on end-to-end en-
crypted social media, through the case study of tiplines, a crowdsourced opt-in tool for uncov-
ering misinformation in closed social media, during the coverage of the 2019 Indian general
election on public WhatsApp groups. In the following chapter, also contributing to the first re-
search question (NLP for human-centered understanding of misinformation), we discuss how
user background and demographics determine their belief in misinformation, and how the link
varies across different demographic groups.
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CHAPTER 3

Toward Understanding the Role of Demographics in Misinformation
Perception

How are individuals different in believing news, and what do users’ background and demograph-
ics tell us about their patterns of misinformation perception? In this chapter, we investigate the
role of demographics in the perception of misinformation by measuring the effect that demo-
graphic information has on predicting the users’ belief of news. We develop models of users’
perception of news through fine-tuning pretrained text-to-text language models on frames of user
reactions to headlines, generated from a disaggregated, user-centric version of the Misinfo Re-
action Frames (MRF) dataset. We find that incorporating knowledge about users’ demographics
helps to model users more accurately, especially when making predictions about the misinfor-
mation class, with absolute improvements in F scores of up to 5.18% across demographics. We
further present analyses on models that consider the group to which individuals perceiving mis-
information belong, and find that a similar trend holds across demographic subgroups but with
varying degrees of performance improvement in the presence of user demographics. We observe
a linear relationship between in-group homogeneity and the effect of demographics on belief
in news, further suggesting that users belonging to similar-minded groups are more predictable
based on their demographic and background information. Our study provides insights as well
as a framework, for understanding the connection between demographics and the perception of
misinformation.

3.1 Introduction

Misinformation affects various pockets of society differently; for instance the socioeconomically
disadvantaged and people experiencing significant inequalities are shown to be more vulnerable
to conspiracy theories and misinformation [66], and there is a strong link between helplessness
(e.g., due to poverty or inequality [67, 68]) and pareidolia [69] – the tendency to see patterns
where they do not necessarily exist. Upward mobility and sound socioeconomic decisions for
individuals in said groups can be challenging if they fall down the rabbit hole of conspiracies
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Figure 3.1: Even though Alice and Bob are reading the same news, they have different reactions
to it, and may perceive its veracity differently as portrayed in this example from the disaggre-
gated MRF dataset.

[70]. To address such problems, it is important to learn more about the complex relationship
between demographics and misinformation vulnerability.
Additionally, individuals of various backgrounds often exhibit diverse patterns of belief or skepti-
cism when it comes to different types of news. This phenomenon is influenced by numerous fac-
tors, including one’s cultural, social, and political affiliations [71, 72]. Individuals may be more
inclined to believe news that aligns with their pre-existing beliefs or reinforces their worldviews.
The credibility of news sources plays a crucial role; individuals from diverse backgrounds might
place varying levels of trust in different media outlets based on their perceived bias or reliability.
Socioeconomic factors can also impact news consumption, as individuals with differing levels
of education, income, and access to information may evaluate news through distinct lenses. Ul-
timately, understanding these variations in belief or skepticism is essential for promoting media
literacy and fostering constructive dialogue among individuals of diverse backgrounds.
In this paper we explore the link between four demographic attributes: age, gender, education,
and race, and misinformation perception. To the best of our knowledge, this is the first linguistics-
inspired study of this phenomenon. Since individuals are much more complex than a description
of their demographics and background [73, 74], in this study we take these attributes as proxies
that can capture some of the latent factors affecting news perception. Our study makes the fol-
lowing assumption that if modeling a users perception of misinformation is improved by taking
demographics into account, then it follows that the user demographics partly determines users
news belief patterns.
We study the impact of demographics on modeling misinformation perception using a disaggre-
gated and user-centric version of the Misinfo Reaction Frames (MRF) dataset [75]. We define
misinformation perception as a binary classification task where a text-to-text language model is
prompted with a news headline, and examples of past news headlines perceptions by the same
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user, and is asked how they would perceive a given headline i.e., whether they think it is fake or
real. We fine-tune the small FLAN-T5 [76] pretrained LM to build a predictive model of users
perception of misinformation. What differentiates this task from misinformation detection is that
the same headline might be perceived differently and inaccurately by various users, so in order
to predict a user’s perception of any given headline, it is required for models of misinformation
perception to incorporate both knowledge about the query headline, as well as the user that is
perceiving it as demonstrated in 3.1.
We show that in zero-shot settings, users are better modeled when the model is trained on users
with known demographics, compared to a model that is trained on users with no demographic in-
formation. The improvements observed by training on users with demographics are up to 33.74%
in zero-shot, a relative jump of about 150%. When modeling existing users (hot start settings),
we also find varying degrees of improvement in misinformation perception when taking demo-
graphics into account across demographics subgroups, of up to 5.18% F1 (fake) score. We also
find that the variance in the improvements can be explained by a measure of in-group homogene-
ity (i.e. Krippendorff’s alpha), and that groups that agree more often on what is misinformation
are also more predictable based on what groups they identify with.
Our contributions are as follows:

• A framework based on pretrained text-to-text language models for modeling individuals’
perception of fake and real news; we conduct experiments based on this framework in zero-
shot (i.e., new users) and hot start (i.e., existing users) settings. We use our framework to
study the relationship between demographics and misinformation perception, providing ex-
perimental results and analyses for a deeper understanding of how individuals of different
backgrounds perceive the veracity of news headlines.

• Our experiments suggest the perception of misinformation from users of all backgrounds’
is better explained when their demographic information is taken into account by the mod-
els; F1 scores for the misinformation class as well as accuracy increased consistently in
different settings and across groups when demographic information about the user was
provided to the misinformation perception models.

• The degree to which demographics affect the belief in news varies across demographic
groups; for instance the effect of demographics on misinformation perception is twice more
likely among younger users compared to older ones. We present experimental evidence that
in-group homogeneity might explain the variation on the effect of demographics; the more
like-minded the group-members, the larger is the effect of demographics on F1 (fake) and
accuracy scores.
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3.2 Related Work

3.2.1 Demographics and Misinformation

Prior research shows a strong link between helplessness and pareidolia [69] – the tendency to see
patterns where they do not necessarily exist, which consequentially may translate to increases in
susceptibility to misinformation. Poverty and inequality have been shown to increase vulnerabil-
ity to conspiracy theories and misinformation [66] for particular demographic groups.
Several studies in health communication have shown that cultural factors, such as spoken lan-
guage, location, ethnic group or age, can affect individuals susceptibility to misinformation [77,
78, 79] thus leading to disparities. Speakers from different cultural backgrounds are often ex-
posed to misinformation targeting their identities and beliefs, for instance, during the current
COVID-19 pandemic in the US, health and vaccine related misinformation and conspiracy theo-
ries were found to be more pervasive in the Spanish speaking community, while politicized health
misinformation was more pervasive in the English speaking community [80].

3.2.2 Demographic-Aware NLP

While most of the work in natural language processing has considered a “one size fits all” ap-
proach while solving user-centric tasks, such as misinformation detection, recent work has
started to challenge this assumption and develop discrete [33] or continuous [34] user repre-
sentations that encode information about the user background. Work has been done to construct
demographic-aware word representations Bamman et al. [35], Garimella et al. [36], Welch et al.
[37], where separate word representations are created for each demographic group being con-
sidered. A recent study by King and Cook [81] compared how to improve a language model
with user-specific data using priming and interpolation, depending on the amount of data avail-
able, learning a new model for each user. Welch et al. [82, 83] explored predicting response time,
common messages, and speaker relationships from personal conversation data. Zhang et al. [84]
conditioned dialog systems on artificially constructed personas and Madotto et al. [85] used meta-
learning to improve this process.

3.3 Data

We use a disaggregated version of the Misinfo Reaction Frames (MRF) dataset [75] that con-
sists of annotations made by individual crowdworkers, as well as the annotators’ demographic
attributes such as age bracket, education, race, gender, and media diet that were optionally col-
lected. Similar to the MRF dataset, instances of the disaggregated dataset include a headline, and
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Figure 3.2: An instance of one data point generated from the MRF dataset as trajectories of user
perceptions of headlines. The trajectories include a header that includes demographic information
about the user, four to eight headlines, sorted temporally in the order they were annotated by the
worker, and a query about user’s perception of the following news headline. Alice’s perception of
this headline in this case is “real news.”

how that headline is perceived by the annotator through reactions, and an indicator of their belief
in the headline.
The main differences between the disaggregated dataset and the one released in Gabriel et al. 75
are: (i) data points in the MRF dataset map onto multiple data points in the disaggregated MRF,
with potentially various annotations, (ii) the worker ID and demographic attributes (whenever
available) are attached to the annotations. This additional information facilitates a deeper anal-
ysis of what drives perception of misinformation, and whether demographic attributes play a
substantial role in that.

3.3.1 Generating User-Centered Frames of News Perception

We create a user-centered misinformation perception frame that includes a worker ID, worker
demographic header (set to unknown when demographic information is missing), and a history
of past reactions to headlines (between four to eight, chosen randomly at generation.) To produce
these frames, we first group the annotations by worker IDs, drop workers with fewer than 100
annotations, and sort the annotated frames in temporal order for each worker. We run a sliding
window over each worker’s annotations, selecting four to eight samples of user misinformation

32



Group Assignment A vs. A A vs. B B vs. B
A: Young, B: Old 63.11% 59.91% 62.70%
A: Men, B: Women 50.40% 65.16% 68.02%
A: College, B: < College 59.62% 60.72% 95.57%
A: White, B: Non-white 70.62% 64.13% 41.18%

Table 3.1: The in-group and inter-group agreement using Krippendorff’s alpha for four demo-
graphic groups.

perception as reaction history, and the last item as the query headline. An example of a datapoint
generated using this approach is presented in figure 3.2.

3.3.2 Dataset Statistics

The disagreggated MRF dataset includes 81 workers, 19 of whom have responded to at least
one demographic question. Out of the 19 users with demographics there are: 10 women versus
7 men1, 11 white versus 6 non-white (i.e. asian, black, latino, and mixed races), 10 college edu-
cated (having a bachelor’s degree or higher) versus 7 below college (education under bachelor’s
level), and 5 under 35 years old versus 13 over 35 years. On average, each crowd worker has ˜50
user-centered misinfo perception frames (˜300 misinfo reaction frames). The most active worker
with demographics has 159 datapoints, while the worker with the least frames has only 17 anno-
tations. There is a total of 4,378 datapoints from users without demographic information, which
make about 82% of the disaggregated MRF dataset.
We measure inter-annotator agreement among four demographic groups within the MRF dataset
which are presented in table 3.1, as it can serve as a measure of in and out-group convergence
in perceiving veracity of news. We calculate Krippendorff’s alpha for in-group and inter-group
agreement among crowdworker subgroups. The second and last columns in table 3.1 represents
the agreement among in-group participants (e.g. Men vs Men and Women vs Women), while the
third column reports inter-group agreement (e.g. Men vs Women.)
In each demographic group, we observe that inter-group agreement is lower than or equal one
or both of the demographic subgroups: agreement between young-old groups is lower than
young-young and old-old subgroup agreements, and in case of college educated vs below col-
lege subgroups- college vs non-college agreement is lower than or equal college-college and
non-college-non-college agreements.
When comparing men-men with men-women, as well as non-white in-group agreement versus
white-non-white, we observe higher agreement among subgroups than within the subgroup. This

1The option to choose a non-binary gender was provided to the annotators. However the recorded participation
of non-binary crowdworkers is very low for the MRF dataset, which we deem as an important gap that requires
further studies.
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indicates that men agree more often with women than men in perceiving the authenticity of news
headlines, and a similar statement is true about the non-white subgroup. In such cases, we can
interpret the low in-group agreement among men and non-white subgroups as in-group non-
homogeneity that may be caused because of reasons beyond gender or race [86]. For instance, the
non-white subgroup comprises of black, asian, and latino annotators which makes the non-white
group less homogenous compared to the white group.
We provide further analyses on the differences observed among demographic subgroups in 3.5.3,
and we refer to the original MRF paper for more details about the dataset.

3.4 Methods

Misinformation perception can be a multifaceted phenomena to study, as there is a broad array of
cognitive processes involved in individuals perception of news. Users may question the authen-
ticity and veracity of the claims made in a headline, have certain sentiments evoked in them, or
interpret the writer’s intentions in various ways. Much of these aspects are encoded in aggregate
in the Misinfo Reaction Frames [75] approach to studying perception of misinformation.
To focus on the effect of demographics on perception of misinformation on individuals, we use
a disaggregated version of the MRF dataset, in which individuals share their perception of poten-
tially misleading news. Additionally, we only take the perceived veracity label (which may differ
from actual veracity label) of headlines into account when modeling misinformation perception.
This enables us to go in depth in investigating the link between demographics and perception of
misinformation in individuals.
We take advantage of the following observation in our study design: if modeling a user’s per-
ception of misinformation can be made more accurate when exposed to user’s demographic
metadata, then we can say that the user’s demographics partly explain their misinformation belief
patterns.

3.4.1 Problem Statement

Alice is presented with a potentially misleading news headline H with no information about the
author. We are interested in predicting the probability that Alice perceives the veracity of the
claims in H as real or fake news, P (H, uA). Similar to Alice, Bob may also come across H , but
may perceive the headline differently, P (H, uB). Therefore modeling Alice or Bob’s perception
of H requires going beyond learning about real or fake news, as we also need to gain knowledge
about Alice and Bob’s behaviour and tendencies in perceiving news.
We assume that we only know (i) Alice and Bob’s demographics, D(uA) and D(uB) and (ii) a
few examples (e.g. 4 to 8) of past perception of news headlines, P (Hi, uA) and P (Hi, uB), i =
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Model Acc. F1 (fake) F1 (real)
Users without Demographics 69.18% 22.50% 79.18%
+ Demographic Users 71.46% 56.24% 76.67%

Table 3.2: Zero-shot misinformation perception results: evaluating models pretrained on users
with no demographic information (first row) and users with demographics (second row.)

Demographic Groups - without demographics + with demographics % of users
Acc. F1 (fake) F1 (real) Acc. F1 (fake) F1 (real) w/ ↑ F1 (fake)

Age < 35 (N=5) 74.49% 29.27% 70.97% 74.60% 31.99% 69.99% 80%
Age >= 35 (N=13) 71.08% 25.54% 67.25% 71.31% 27.77% 66.67% 38%
Men (N=7) 73.45% 28.47% 66.55% 73.56% 30.79% 66.09% 57%
Women (N=10) 69.44% 27.90% 67.02% 69.71% 30.54% 66.09% 50%
College Educated (N=10) 72.41% 28.27% 67.62% 72.20% 28.90% 67.73% 50%
Bellow College (N=7) 69.21% 27.95% 65.69% 70.01% 33.13% 63.74% 57%
White (N=11) 68.50% 26.68% 65.34% 68.94% 30.21% 64.05% 45%
Non-White (N=6) 75.84% 30.82% 69.56% 75.62% 31.44% 69.83% 67%

Table 3.3: Hot-shot misinformation perception classification results for different demographic
groups. % of users w/ ↑ F1 (fake) is the percentage of users in each group that experienced an
improvement in performance in the presence of demographic information about them.

1, 2, ..., N . Given all of these as observations for Alice and Bob, we want to predict if they be-
lieve the news headline H by learning an estimate of Alice and Bob’s model of news perception,
P̂ (uA) and P̂ (uB).

3.4.2 Modeling Perception of Misinformation Using Pretrained Language Models

Motivated by the modeling described in 3.4.1, we build classifiers of misinformation perception
for users through fine-tuning a text-to-text pretrained language model (PLM). Our few-shot fine-
tuning task (as in figure 3.2) is designed to follow our conceptual problem statement: a user-
centered frame of news perception includes four to eight instances of reaction to headlines, any
demographics available about the user (or “unknown” if not), and a query news headline. Our
goal is to predict how the query headline is perceived by the user (i.e. misinformation or real).
Our formulation is flexible enough to accommodate both zero-shot perception prediction (i.e.
for modeling new users), as well as supervised perception prediction (i.e. for modeling existing
users.) This is due to providing our fine-tuned PLMs with past context in input, so they can make
a reasonable guess about a new user’s perception of headlines, as well as old ones.
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3.5 Experiments

Using the user-centric and transformed MRF dataset, we design and run experiments that allow
us to probe the role of demographics in misinformation perception.
Our experiments are two fold: zero-shot and hot start. In the zero-shot setting we know nothing
about the users being modeled, while in the hot start portion of experiments we focus on develop-
ing models of individuals based on their data.

3.5.1 Experimental Setting

We conduct our experiments using the small Flan-T5 [76] pretrained language model, PyTorch
Lightning [87], and the transformers library [88] on three Nvidia 1080Ti GPUs.
Evaluations are cross-validated (either 10 fold per user or 19 fold, one fold per user), and we re-
port accuracy and per-class F1 scores, denoted as F1 fake and F1 real. Since our task formulation
follows a text-to-text structure, we count any generated output that does not follow our desired
output format, i.e., generating anything other than Perceived Label: misinformation or real news,
as the wrong prediction.

3.5.2 Zero-Shot Misinformation Perception Modeling

To learn about the relationship that demographics play in an individual’s perception of misinfor-
mation, we fine-tune a FLAN-T5 model on users with and without demographic metadata, as
reported in Table 3.2. The model trained on users without demographics (first row in table 3.2 is
trained on more than 80% of all of our data, while the model that also includes users with demo-
graphics is trained in a leave-one-user-out strategy, meaning that for each user, the model from
the first row is further fine-tuned on data from the other 18 users. Using leave one out testing in
both settings, we report average zero-shot performance on all users for whom demographics are
available.
The model trained on users with no demographic information underperforms in predicting unseen
users for whom some demographic knowledge is known in test time. Once the same model is
fine-tuned on users with accompanying demographic data, misinformation perception perfor-
mance on unseen users increases a relative 150%, as the F1 (fake) metric jumps from 22.50% to
56.24%. Similarly, a 2.28% absolute increase is observed in accuracy, while the “no demograph-
ics” model performs better in the F1 (real) score by 2.51%.
The noticeable jump in the F1 (fake) score indicates that even though we are testing on unseen
users, it makes a difference for our models to learn about users for whom demographics are
available. Consequently, we can infer that models that observe demographics in training are
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better at predicting the behaviour of new users with demographics. At a high level, these findings
hint at how individuals’ backgrounds shape their belief in news.

3.5.3 Perceiving Misinformation in Various Demographic Groups

To learn more about how people of different demographics perceive misinformation, we construct
misinformation perception models for individuals based on a subset of their data. This setting is
in contrast to the zero-shot experiments, where the fine-tuned PLM is never exposed to informa-
tion about the user.
We group users with similar demographics (similar to the grouping in 3.3.2) and build models
of individuals’ perception of misinformation on top of the pretrained models from the previous
section. We use 10 fold cross validation (8 training folds, 1 validation fold, and 1 test fold), and
report average results of individuals within each demographic group in table 3.3. The last column
of the table refers to the percentage of users in each group with performance increase in the
presence of their demographic information.
The consistent average improvement of F1 (fake) score and accuracy when user demographics
are provided to models suggest similar trends as observed in table 3.2 about the zero-shot results.
Across all four groups of users, F1 (fake) scores– which evaluate models’ quality in making pre-
dictions about perceiving misinformation, improve when models know more about who the users
are, which implies various users are susceptible to misinformation because of their background
and demographics.
F1 (real) score is moderately higher when demographics are absent, which is also similar to
the zero-shot setting. However this difference is smaller compared to improvement of F1 (fake)
scores: 0.73% average difference versus 2.48% average difference. The largest improvement in
the presence of user demographics is also in the F1 (fake) score, where the below college group
has the largest performance improvement (5.18%) of all among F1 (fake) scores.
There are also noticeable discrepancies among demographic subgroups, most visibly in the %
of users with improved F1 (fake) score, between younger and older, and white and non-white
subgroups. 80% of users under 35 years old were better modeled per F1 (fake) score if the mod-
els used their demographic information, in comparison to only 38% of those aged over 35 years.
There is also a 22% difference when comparing users who identified as white versus those who
identified as other races (67% versus 45%).

3.5.4 In-Group Homogeneity and The Effect of Demographics

Following the results discussed in 3.5.3, the observed effect of demographics on misinformation
perception varies across demographics: some groups such as those educated below bachelor’s
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Figure 3.3: In-Group homogeneity (x-axis) graphed against the effect of demographics (y-axis)
on accuracy, f1 (fake), and (real) scores.

level have a demographic effect of 5.18% in perceiving misinformation, while non-white partic-
ipants only see a 0.62% difference on the same metric. Since the lowest difference in F1 (fake)
scores is observed on the non-white group, which is a racially diverse and non-homogeneous
group comprising of asian, latinx, black, and racially mixed users, the observation motivated us
to investigate the relationship between in-group homogeneity and the effect of demographics in
misinformation perception.
In figure 3.3 we graph the effect of demographics (i.e. the performance difference in the presence
of user demographic information) in misinformation perception modeling across the three re-
ported metrics (accuracy, f1 (fake), and (real) scores) against Krippendorff’s alpha, which serves
as a measure of group homogeneity for misinformation perception.
A clear trend that is observed across the three metrics is the linear relationship between in-group
Krippendorff’s alphas and the effect of demographics on misinformation perception modeling.
The slope of the linear relationship is positive for accuracy and F1 (fake), meaning more in-group
homogeneity is correlated with better predictability of misinformation perception in the presence
of demographics. Compared with the misinformation class, the F1 (real) score has a smaller but
negative slope.

3.6 Discussion and Future Work

Our experiments in this paper are based on a central assumption that if users are better modeled
using their demographics, it means their demographics partly play a role in how they perceive
misinformation. In both sets of experiments, we saw how demographic information about users
can make models of misinformation perception better at identifying when users perceive head-
lines as misinformation, and being more accurate overall. In zero-shot misinformation perception
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we modeled the misinformation class 2.5 times better when we fine-tuned the base model with
data from users with demographics attached, indicating that adding information about the
background of users significantly improved zero-shot performance in our task. Through
modeling individual users with 10 fold cross validation, we also observe that users of all demo-
graphic subgroups are better explained when the models know about their demographics.
These findings emphasize the role of demographics in how the users perceive misinformation.
While there is no linear mapping of single demographic attributes to perception of misinforma-
tion in our results, we demonstrate that gender, education, race, and other relevant background
information can determine how we perceive and believe news. Given how demographics makes
a model of users perception of news more accurate, we can deduct that a complex link between
users demographics and how they perceive news exists.
While the magnitude of the effect of demographics on perception of misinformation varies among
demographic subgroups as portrayed in table 3.3, we see a clear correlation between in-group
homogeneity and the effect of demographics on misinformation perception. The more a group
agrees within themselves on how to perceive certain headlines, the more their perception
and belief of news follows their group identity, which is captured in the F1 (fake) and accuracy
differences in presence and absence of demographics in modeling individuals. On an intuitive
level, if you belong to a like-minded group, it is easier to predict your belief in news based on the
reactions of other members of your group. The relationship between group identity and belief in
news and conspiracy theories has previously been confirmed [71, 72], and our results follow a
similar trend.
In future work we plan on constructing larger scale datasets of misinformation perception so we
can confirm and generalize our findings onto a broader scope, and include other demographic,
socioeconomic, and behavioural attributes about the users under study. Additionally, we aim to
study the different aspects of misinformation perception modeling, and to go beyond veracity
labels into exploring the variations in reactions and inferences about misinformation and how
those reactions might link with user demographics.

3.7 Conclusion

In this paper we modeled individuals’ perception of misinformation, and studied how their back-
grounds and demographics can help explain their beliefs about misinformation. Through several
user-centered modeling experiments, we found that knowledge about a user’s demographics
such as age, gender, education, and race can improve models of misinformation perception. The
improvements in accuracy and F1 (fake) scores happen both in zero-shot (up to 27.32%) and
hot start (up to 5.18%) settings. These improvements indicate a link between susceptibility to
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misinformation and demographic information about the user and the group they identify with.
We presented in-depth analyses of results across demographic groups and found that there are dis-
crepancies in how well demographics can help explain perception of misinformation. We found it
is more than twice likely that demographics will help improve misinformation perception model-
ing in users under 35 years old than users over 35 years of age (80% versus 38%). Furthermore,
we found that the more homogeneous a group becomes in perceiving misinformation, the user
demographics play a larger role in determining their belief in misinformation, which is in line
with prior findings on group identity and belief in conspiracies. We hope that our findings inspire
future large scale studies in how people perceive online (mis)information.
In the past two chapters, we contributed to RQ1 by gaining a human-centered understanding of
the phenomena of misinformation, through using NLP to learn about the dynamics of misinfor-
mation on WhatsApp (chapter 2), or investigating the relationship between users background
and how they believe news (this chapter). In the next chapter, we begin addressing the second re-
search question: building human-centered NLP to support fact-checkers in scaling up their efforts
in countering online misinformation.
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CHAPTER 4

Claim Matching

Manual fact-checking does not scale well to serve the needs of the internet. This issue is further
compounded in non-English contexts. In this chapter, we discuss claim matching as a possible so-
lution to scale fact-checking. We define claim matching as the task of identifying pairs of textual
messages containing claims that can be served with one fact-check. We construct a novel dataset
of WhatsApp tipline and public group messages alongside fact-checked claims that are first an-
notated for containing “claim-like statements” and then matched with potentially similar items
and annotated for claim matching. Our dataset contains content in high-resource (English, Hindi)
and lower-resource (Bengali, Malayalam, Tamil) languages. We train our own embedding model
using knowledge distillation and a high-quality “teacher” model in order to address the imbalance
in embedding quality between the low- and high-resource languages in our dataset. We provide
evaluations on the performance of our solution and compare with baselines and existing state-
of-the-art multilingual embedding models, namely LASER and LaBSE. We demonstrate that
our performance exceeds LASER and LaBSE in all settings. We release our annotated datasets1,
codebooks, and trained embedding model2 to allow for further research.

4.1 Introduction

Human fact-checking is high-quality but time-consuming. Given the effort that goes into fact-
checking a piece of content, it is desirable that a fact-check be easily matched with any content to
which it applies. It is also necessary for fact-checkers to prioritize content for fact-checking since
there is not enough time to fact-check everything. In practice, there are many factors that affect
whether a message is ‘fact-check worthy’ [89, 59], but one important factor is prevalence. Fact-
checkers often want to check claims that currently have high viewership and avoid fact-checking
‘fringe’ claims as a fact-check could bring more attention to the claims—an understudied process
known as amplification [90, 91]. While the number of exact duplicates and shares of a message

1https://doi.org/10.5281/zenodo.4890949
2https://huggingface.co/meedan/indian-xlm-r
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Table 4.1: Example message pairs in our data annotated for claim similarity.

Item #1 Item #2 Label

पािक�तान म� गनपॉइंट पर हुई एक डकैती को बताया जा 
रहा है मुबंई की घटना

कराची पािक�तान म� घिटत लटू को मुबंई का बताया जा 
रहा है।

Very Similar

பாகிஸ்தானில் உள்ள இந்திய �தர் உடன�யாக 
ெடல்லி தி�ம்ப மத்திய அர� உத்தர�

*ெசய்திகள்24/7*   *FLASH*  
*பாகிஸ்தானில் உள்ள இந்திய �தர் ெடல்லி 
தி�ம்ப மத்திய அர� உத்தர� என தகவல்..*

Very Similar

Barber’s salon poses the biggest risk factor for Corona! This threat
is going to remain for a long duration. *At an average a barber’s nap-
kin touches 5 noses minimum* The US health dept chief J Anthony
said that salons have been responsible for almost 50% deaths.

*The biggest danger is from the barbershop itself*. This danger
will remain for a long time. *Barber rubs the nose of at least 4 to
5 people with a towel,* The head of the US Department of Health
J. Anthony has said that 50 percent of the deaths in the US have
happened in the same way that came in saloons.

Very Similar

ഇവിടുെ� മാമ മാധ്യമ�ൾ Live  
കാണി�ില്േലലും േദശീയ മാധ്യമ�ൾ 
െചയ്തു േക�ാ

ഇവിടുെ�  മാധ്യമ�ൾ 
കാണി�ില്േലലും േദശീയ മാധ്യമ�ൾ 
െചയ്തു േക�ാ

Very Similar

Guys important msg:- There is the news of military bsf & cisf com-
ing to Mumbai and having a seven days to 2 weeks curfew.. . .

*Just received information* Entire Mumbai and pune will be under
Military lockdown for 10 days starts from Saturday.. . .

Somewhat Similar

Don’t believe this FAKE picture of PM Modi; here’s the truth Don’t believe this FAKE picture of Virat Kohli; here’s the fact check Very Dissimilar

can be used as a proxy for popularity, discovering and grouping together multiple messages
making the same claims in different ways can give a more accurate view of prevalence. Such
algorithms are also important for serving relevant fact-checks via ‘misinformation tiplines’ on
WhatsApp and other platforms [92, 93, 94].
Identifying pairs of textual messages containing claims that can be served with one fact-check is
a potential solution to these issues. The ability to group claim-matched textual content in differ-
ent languages would enable fact-checking organizations around the globe to prioritize and scale
up their efforts to combat misinformation. In this chapter, we make the following contributions:
(i) we develop the task of claim matching, (ii) we train and release an Indian language XLM-R
(I-XLM-R) sentence embedding model, (iii) we develop a multilingual annotated dataset across
high- and lower-resource languages for evaluation, and (iv) we evaluate the ability of state-of-the-
art sentence embedding models to perform claim matching at scale. We formally evaluate our
methods within language but also show clusters found using our multilingual embedding model
often have messages in different languages presenting the same claims.
We release two annotated datasets and our codebooks to enable further research. The first dataset
consists of 5,066 messages in English, Hindi, Bengali, Malayalam, and Tamil that have been
triple annotated for containing ‘claim-like statements’ following the definition proposed by fact-
checkers in Konstantinovskiy et al. [89]. The second dataset consists of 2,343 pairs of social
media messages and fact-checks in the same five languages as the first dataset annotated for claim
similarity. Table 4.1 shows examples of annotated pairs of messages from the second dataset.
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4.2 Related Work

4.2.1 Semantic Textual Similarity

Semantic textual similarity (STS) refers to the task of measuring the similarity in meaning of
sentences, and there have been widely adopted evaluation benchmarks including the Semantic
Textual Similarity Benchmark (STS-B) [2017, 2016, 2015, 2014, 2013, 2012] and the Microsoft
Research Paraphrase Corpus (MRPC) [101]. The STS-B benchmark assigns discrete similarity
scores of 0 to 5 to pairs of sentences, with sentence pairs scored zero being completely dissimilar
and pairs scored five being equivalent in meaning. The MRPC benchmark assigns binary labels
that indicate whether sentence pairs are paraphrases or not.
Semantic textual similarity is a problem still actively researched with a dynamic state of the
art performance. In recent work from Raffel et al. [102], the authors achieved state-of-the-art
performance on STS-B benchmark using the large 11B parameter T5 model. The ALBERT
model [103] achieved an accuracy of 93.4% on the MRPC benchmark and is considered one of
the top contenders on the MRPC leaderboard.
While semantic textual similarity is similar to claim matching, the nuances in the latter require
special attention. Claim matching is the task of matching messages with claims that can be
served with the same fact-check and that does not always translate to message pairs having the
same meanings. Moreover, claim matching requires working with content of variable length. In
practice, content from social media also has wide variation in lexical and grammatical quality.

4.2.2 Multilingual Embedding Models

Embedding models are essential for claim and semantic similarity search at scale, since classifi-
cation methods require a quadratic number of comparisons. While we have seen an increasing
number of transformer-based contextual embedding models in recent years [104, 105, 106], the
progress has been asymmetric across languages.
The XLM-R model by Conneau et al. [107] with 100 languages is a transformer-based model
with a 250K token vocabulary trained by multilingual masked language modeling (MLM) with
monolingual data and gained significant improvements in cross-lingual and multilingual bench-
marks. LASER [108] provided language-agnostic representation of text in 93 languages. The
authors trained a BiLSTM architecture using parallel corpora and an objective function that maps
similar sentences in the same vicinity in a high-dimensional space. Language-agnostic BERT
sentence embeddings (LaBSE) by Feng et al. [109] improved over LASER in higher resource lan-
guages by MLM and translation language modeling (TLM) pretraining, followed by fine-tuning
on a translation ranking task [110].
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4.2.3 Claim Matching

Shaar et al. [64] discussed retrieval and ranking of fact-checked claims for an input claim to
detect previously debunked misinformation. They introduced the task, as well as a dataset cov-
ering US politics in English, and two BM25 based architectures with SBERT and a BERT-based
reranker on top. Vo and Lee [111] tackled a similar problem by finding relevant fact-check re-
ports for multimodal social media posts. However these projects only focus on English data that
mainly cover U.S. politics and at least one of the matching pairs is a claim from a fact-check
report. Additionally, the data collection process used in Shaar et al. [64] might not necessarily
capture all possible matches for a claim, since the dataset is constructed by including only the
claims mentioned in one fact-check report and not all previous occurrences. This may skew
results and increase the risk of the model having a high false negative ratio. Recently, the Check-
That! Lab 2020 [112] has presented the same problem as a shared task. We improve on prior
work by finding a solution that works for high- and low-resource languages and also for matching
claims between pairs of social media content and pairs of fact-checks. We explicitly annotated
claim pairs that might match, avoiding the aforementioned false negatives issue by design and
providing more accurate models and evaluations.

4.3 Data Sources

The data used in this chapter comes from a variety of sources. We use a mixture of social me-
dia (e.g., WhatsApp) content alongside fact-checked claims, since it is essential for any claim-
matching solution to be able to match content both among fact-checked claims and social media
posts as well as within social media posts. Among the prevalent topics in our data sources are the
COVID-19 pandemic, elections, and politics.

Tiplines. Meedan, a technology non-profit, has been assisting fact-checking organizations to
setup and run misinformation tiplines on WhatsApp using their open-source software, Check. A
tipline is a dedicated service to which ‘tips’ can be submitted by users. On WhatsApp, tiplines
are phone numbers to which WhatsApp users can forward potential misinformation to check for
existing fact-checks or request a new fact-check. The first tipline in our dataset ran during the
2019 Indian elections and received 37,823 unique text messages. Several additional always-on
tiplines launched in December 2019 and ran throughout the 2020 calendar year. We obtained a
list of the text of messages and the times at which they were submitted to these tiplines for March
to May 2019 (Indian election tipline) and for February 2020 to August 2020 (all other tiplines).
We have no information beyond the text of messages and the times at which they were submitted.
In particular, we have no information about the submitting users.
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WhatsApp Public Groups. In addition to the messages submitted to these tiplines, we have
data from a large number “public” WhatsApp groups collected by Garimella and Eckles [45] dur-
ing the same time period as the Indian election tipline. The dataset was collected by monitoring
over 5,000 public WhatsApp groups discussing politics in India, totaling over 2 million unique
posts. For more information on the dataset, please refer to Garimella and Eckles [45]. Such pub-
lic WhatsApp groups, particularly those discussing politics have been shown to be widely used in
India [44].

Fact-Check Reports. We aggregate roughly 150,000 fact-checks from a mixture of primary
fact-checkers and fact-check aggregators. We employ aggregators such as Google Fact-check
Explorer,3 GESIS [113], and Data Commons, and include roughly a dozen fact-checking organi-
zations certified by the International Fact-Checking Network with either global or geographically-
relevant scope in our dataset. All fact-checks included at minimum a headline and a publish date,
but typically also include a lead or the full text of the fact-check, as well as adjudication of the
claim (e.g., truth or falsity), and sometimes include information of lesser value for our work such
as author, categorization tags, or references to original content that necessitated the fact-check.

4.4 Data Sampling & Annotation

To construct a dataset for claim matching, we design a two-step sampling and annotation process.
We first sample a subset of items with potential matches from all sources and then annotate and
select the ones containing “claim-like statements.”
In a second task, we annotate pairs of messages for claim similarity. One of the messages in each
pair must have been annotated as containing a “claim-like statement” in the first annotation task.
We sample possible matches in several ways in order to not unnecessarily waste annotator time.
We describe these sampling strategies and other details of the process in the remainder of this
section.

4.4.1 Task 1: Claim Detection

Task 1 presented annotators with a WhatsApp message or fact-check headline and asked whether
it contained a “claim-like statement.”
We first created a codebook by inductively examining the English-language data, translations
of the other-language data, and discussing the task with two fact-checkers (one Hindi-speaking
and one Malayalam-speaking). We began with the definition set out by practitioners [89] for
a “claim-like statement” and created examples drawn from our data sources. Annotators were

3https://toolbox.google.com/factcheck/explorer
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Table 4.2: Claim-like statements. κ is Randolph’s marginal-free kappa agreement on the col-
lapsed data (Yes/Probably, No, Incorrect language). All languages were annotated by three anno-
tators.

Language Items κ Majority Yes

Bengali (bn) 1093 0.30 30%
English (en) 1000 0.60 54%
Hindi (hi) 1000 0.59 41%
Malayalam (ml) 1025 0.63 69%
Tamil (ta) 948 0.63 21%

asked whether the message had a claim-like statement and allowed to choose “Yes”, “Probably”,
“No”, or “N/A: The message is not in language X” (where X was the language being annotated).
The instructions made clear “Probably” should be used sparingly and was intended for instances
where an image, video, or other context was missing. The detailed instructions and an example of
the interface are provided in the supplemental materials.
We recruited three native speakers for each of Hindi, Bengali, Tamil, and Malayalam through
Indian student societies at different universities as well as independent journalists. All of our
annotators had a Bachelor’s degree and many were pursuing Masters or PhDs. We onboarded
all annotators and discussed the risks of possibly politically charged, hateful, violent, and/or
offensive content in the dataset. Our custom-built annotation interface provided the ability to skip
any piece of content with one keystroke. We also encouraged annotators to take frequent breaks
and calculated these breaks into our payments.
Our English-language data is a mix of Indian and global content. Two of our English annota-
tors had previously completed the Hindi and Malayalam tasks while the third English annotator
completed only the English-language task.
We calculate agreement using Randolph’s marginal-free kappa [114]. This measure better esti-
mates intercoder agreement in unbalanced datasets compared to fixed-marginal scores like Fleiss’
kappa [115].
All participants annotated 100 items independently. We then discussed disagreements on these
100 items and updated the codebook if needed. The participants then annotated datasets of ap-
proximately 1,000 items in each language. Information about this final annotation dataset is
presented in Table 4.2. Agreement between annotators for this task is lower than the next task but
on par with annotation tasks for hate speech and other ‘hard tasks’ [116, 117] suggesting deter-
mining whether a message has a claim-like statement is harder than determining the similarity of
the statements (Task 2).
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Table 4.3: Task 2 dataset. κ is Randolph’s marginal-free kappa agreement on the collapsed data
(Very Similar, Not Very Similar, N/A). “V. Sim.” is the percentage of cases where two or more
annotators indicated the pairs were “Very Similar.”

Lang. Pairs κ Annotators V. Sim.

bn 644 0.64–0.68 2–3 6%
en 398 0.69 4 15%
hi 399 0.90 3 21%
ml 604 0.91 3 7%
ta 298 0.85 2 11%

4.4.2 Task 2: Claim Similarity

The second task presented annotators with two messages and asked how similar the claim-like
statements were in the messages. Annotators were given a four-point scale (“Very Similar”,
“Somewhat Similar”, “Somewhat Dissimilar”, and “Very Dissimilar”). We prepared a codebook
with clear instructions for each response and examples in consultation with the two fact-checkers
and discussed it with all annotators before annotation began. Annotators could also select “N/A:
One or more of the messages is not in language X or does not contain a claim-like statement”).
Our initial testing showed the largest source of disagreement was between “Somewhat Dissimi-
lar” and “Very Dissimilar.” We added guidance to the codebook but did not dwell on this aspect
as we planned to collapse these categories together. We prioritize our evaluations on “Very Simi-
lar” or “Somewhat Similar” statements.
Although our goal is claim matching, this task asked annotators about the similarity of claim-
like statements as the annotators were not all fact-checkers. We found asking the annotators to
speculate about whether some hypothetical fact-check could cover both statements was unhelpful.
Our codebook is constructed such that “Very Similar” pairs of messages could be served by one
fact-check while “Somewhat Similar” messages would partially be served by the same fact-check.
A link to the codebook is in the supplemental materials.
The same annotators from Task 1 completed Task 2 with a few exceptions. One Tamil annotator
was unable to continue due to time restrictions, and one Bengali annotator only completed part of
the annotations (we calculate agreement with and without this annotator in Table 4.3). We added
a fourth English annotator in case there was another dropout but all English annotators completed.
Table 4.3 shows a breakdown of the dataset by language. In general, agreement on this task, even
among the same annotators as Task 1, was much higher than Task 1 suggesting claim similarity is
an easier task than claim detection. The largest point of disagreement was around the use of the
N/A label: discussing this with annotators we found it was again the disagreement about whether
certain messages had claims leading to the disagreement.
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Figure 4.1: CDF of cosine similarities of all labeled data according to LASER, LaBSE, and I-
XLM-R models. Legend: “similar” pairs were annotated by two or more annotators as being
“Very Similar”. “not sim.” encompasses all other pairs, excluding “N/A” pairs.

4.4.3 Sampling

A purely random sample of pairs is very unlikely to find many pairs that match. We considered
examining pairs with the highest cosine similarities only, but these pairs were likely to match in
trivial and uninteresting ways. In the end, we used random stratified sampling to select pairs for
annotation.
We first calculate all pairwise cosine similarities using multiple embedding models (described
in Section 4.5). We then use stratified sampling to sample 100 pairs in proportion to a Gaussian
distribution with mean 0.825 and standard deviation 0.1 for each model and language. We do this
due to our strong prior that pairs close to zero as well as pairs close to one are usually ‘uninter-
esting.’ These represent pairs that either clearly do not match or (very often) clearly match. In
practice, we still sample a wide range of values (Figure 4.1). We also include 100 random pairs
for each language with the exception of Tamil due to annotator time limitations.
We used LASER, LaBSE, and our Indian XLM-R (I-XLM-R) model (details below) to sample
pairs for all languages. Our Bengali and Malayalam annotators had additional capacity and anno-
tated additional pairs drawn in a similar way.

4.5 Claim Matching Methods

4.5.1 Experimental Setup

We use a GPU-enabled server with one 1080 GPU to train our own embedding model and run the
rest of our experiments on desktop computers with minimal runtime. We use the Elasticsearch
implementation of the BM25 system and use the Sentence-Transformers (for I-XLM-R), PyTorch
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(for LASER), and TensorFlow (for LaBSE)4 to train and retrieve embeddings. We follow the
approach of Reimers and Gurevych [118] for tuning the hyperparameters of our embedding
model.

4.5.2 Training a Multilingual Embedding Model

We use the knowledge distillation approach presented in Reimers and Gurevych [118] to train
a multilingual embedding model.5 The approach adopts a student–teacher model in which a
high quality teacher embedding model is used to align text representations of a student model
by mapping embeddings of text in the student language to close proximity of the embeddings of
the same text in the teacher language. Using this approach we train a model for English, Hindi,
Malayalam, Tamil, and Bengali. We refer to this model as our Indian XLM-R model (I-XLM-R),
and use it as one of the models we evaluate for claim matching.

Training Data. The knowledge distillation approach requires parallel text in both student and
teacher languages for training embedding models. We find the OPUS parallel corpora [119] to be
a useful and diverse resource for parallel data. We retrieve parallel data between English and the
collection of our four Indian languages from OPUS and use it as training data.

Training Procedure. For a teacher model MT and a student model MS and a collection of
(si, ti) pairs of parallel text, we minimize the following MSE loss function for a given mini-batch
B:

1
|B|

∑
i∈B

[(MT (si)−MS(si))
2 + (MT (si)−MS(ti))

2]

Intuitively, this loss function forces embeddings of the student model for both ti and si to be in
proximity of the teacher embeddings for si, therefore transferring embedding knowledge from
the teacher to the student model. For training our Indian XLM-R model, we pick the English
SBERT model as teacher [105] (for its high quality embeddings) and XLM-Roberta (XLM-R) as
the student (for SOTA performance in NLP tasks and a universal vocabulary that includes tokens
from 100 languages).

4.5.3 Model Architecture

We evaluate a retrieval-based claim matching solution built on top of the BM25 retrieval system
[120] as well as an embeddings-only approach. In the first case, queries are fed into BM25 and

4We use https://github.com/bojone/labse.
5Trained models from Reimers and Gurevych do not include embeddings for Bengali, Tamil, and Malayalam,

which motivated us to train the I-XLM-R model.
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Table 4.4: MRR across different models and languages. Columns refer to reranking embedding
models on top of BM25, with the exception of BM25 as the baseline.

Language BM25 LASER LaBSE I-XLM-R

Bengali 0.4247 0.4170 0.4120 0.5281
English 0.4286 0.4247 0.4101 0.4221
Hindi 0.4524 0.4289 0.3675 0.4849
Malayalam 0.3903 0.3777 0.3651 0.4023
Tamil 0.4747 0.4050 0.4563 0.4634

the retrieved results are then sorted based on their embedding similarity to the input query. The
top ranking results are then used as potential matches for the input claim. In the latter case, we
classify pairs of items using features derived from the embedding models.

4.6 Results

For some applications, it is good enough to be able to rank the most similar claims and treat the
problem of claim matching as an information retrieval problem. This is the case, for example,
when fact-checkers are examining possible matches to determine if a new content item matches
a previous fact-check. We discuss the performance of information retrieval approaches in Sec-
tion 4.6.1.
In many other applications, however, we seek a system that can determine if the claims in two
items match without human intervention. These applications demand a classification approach:
i.e., to determine whether two items match. This allows similar items to be grouped and fact-
checkers to identify the largest groups of items with claims that have not been fact-checked. We
discuss the performance of simple classification approaches in Section 4.6.2.

4.6.1 Information Retrieval Approach

We find the mean reciprocal rank (MRR) metric to be a good IR-based performance measure
for our system, since we only know of one match in the retrieved results by the system for our
queries. We use the base BM25 system as a strong baseline to compare against. We also compare
our system with other state-of-the-art multilingual embedding models used for reranking, namely
LASER and LaBSE. Results are presented in Table 4.4.
The BM25 with I-XLM-R reranking outperforms other systems in all languages, with the excep-
tion of Tamil and English where the system performs comparably with the BM25 baseline. The
largest lead in performance of the I-XLM-R based model is for Bengali, where the MRR score is
more than 0.1 higher than the BM25 baseline.
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Figure 4.2: Accuracy, Precision, Recall, and F1 for simple thresholds on the cosine similarity
scores.

Both LASER and LaBSE fall short on surpassing the baseline for any of the languages. LASER
performs the worst on Tamil, where its MRR score is nearly 0.07 less than BM25. Similarly,
LaBSE’s largest difference with BM25 is in Hindi where it falls short by 0.085. Although there is
room for improvement in some languages, the I-XLM-R seems the best choice if only one system
is chosen.
After calculating MRR we also evaluated the systems on other metrics, namely “Mean First
Relevant” (MFR, Fuhr [121]) and HasPositive@K [64]. Both measures did not demonstrate any
meaningful patterns useful for selecting the best system. We do not include the details of these
evaluations for brevity.

4.6.2 Classification Approaches

Responding to submitted content on a tipline, as well as grouping claims to understand their
relative prevalence/popularity, requires more than presenting a ranked list as occurs in the in-
formation retrieval approaches in the previous subsection and in previous formulations of this
problem [e.g., 64]. In this section we use the annotated pairs to evaluate how well simple classi-
fiers perform with each model.

Threshold Classifier. The first ‘classifier’ we evaluate is a simple threshold applied to the co-
sine similarity of a pair of items. Items above the threshold are predicted to match while items
with a similarity below the threshold are predicted to not match. In doing this, we seek to under-
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Table 4.5: Maximum average F1 scores ± standard deviations achieved with 10 runs of 10-fold
cross-validation and the corresponding thresholds (thres.) for each score. The ‘classifiers’ are
simple thresholds on the cosine similarities.

LASER LaBSE I-XLM-R

Language F1 (thres.) F1 (thres.) F1 (thres.)

All 0.55±0.08 0.58±0.07 0.73±0.07
(0.91) (0.84) (0.90)

Bengali 0.68±0.21 0.58±0.23 0.74±0.19
(0.96) (0.90) (0.96)

English 0.85±0.09 0.77±0.15 0.88±0.10
(0.85) (0.77) (0.78)

Hindi 0.74±0.13 0.61±0.15 0.82±0.12
(0.88) (0.87) (0.87)

Malayalam 0.47±0.20 0.71±0.20 0.79±0.20
(0.92) (0.85) (0.89)

Tamil 0.26±0.21 0.50±0.20 0.57±0.15
(0.99) (0.98) (0.96)

stand the extent to which the embedding models can separate messages with matching claims
from those with non-matching claims.
An ideal model would assign higher cosine similarity scores to every pair of messages with
matching claims than to pairs of messages with non-matching claims. Table 4.5 shows the F1
scores averaged across 10 runs of 10-fold cross validation for binary classifiers applied to all lan-
guages and each language individually. In general, the Indian XLM-R model performs best at the
task with F1 scores ranging from 0.57 to 0.88. As shown in Figure 4.2, our Indian XLM-R model
outperforms LASER primarily in precision and outperforms LaBSE primarily in terms of recall.
The numbers reported in Table 4.5’s last column all come from I-XLM-R. The English-only
SBERT model performs slightly better with a maximum F1 score of 0.90±0.09 at a threshold
of 0.71 on English data, suggesting that the student model may have drifted from the teacher
model for English during training. This drift is slight, however, and the cosine similarities across
all English-language data for the two models are highly correlated with a Pearson’s correlation
coefficient of 0.93. The authors of SBERT released two additional multilingual models on that
support English and Hindi, but do not support Bengali, Malayalam, or Tamil.6 We find the mod-
els have comparable performance to I-XLM-R on English & Hindi while F1 scores for other
languages are between 0.17 and 0.61.
Our dataset includes both social media messages (namely, WhatsApp messages) and fact-checks.

6https://www.sbert.net/docs/pretrained_models.html has ‘xlm-r-distilroberta-base-
paraphrase-v1’ and ‘xlm-r-bert-base-nli-stsb-mean-tokens’
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Table 4.6: Claim matching classification results.

Model Accuracy F1 (+) F1 (-)

LASER 0.805±0.064 0.789±0.087 0.814±0.039
LaBSE 0.797±0.059 0.791±0.067 0.800±0.055
I-XLM-R 0.883±0.036 0.885±0.036 0.880±0.037

All 0.868±0.036 0.868±0.036 0.866±0.039

Overall, performance is higher for matching fact-checks to one another than for matching social
media messages to one another for all models. As an example, the best-performing model, Indian
XLM-R, achieves a maximum F1 score of 0.76 with a threshold 0.87 for matching pairs of fact-
checks, but only a maximum F1 score of 0.72 (threshold 0.90) for matching pairs of social media
messages.

Claim Matching Classifier. We train an AdaBoost binary classifier that predicts if two textual
claims match. The features are all precomputed or trivial to compute so that such a system could
easily be run to refine a smaller number of candidate matches with minimal additional computa-
tion.
We use lengths of claims, the difference in lengths, embedding vectors of each item, and their
cosine similarity as features. We build a balanced dataset by taking all the “Very Similar” pairs
and matching every item with a randomly selected “Not Very Similar” (every other label) item
from the same language. We do not differentiate between pairs in different languages as our
per language data is limited and all features including the embedding vectors translate across
languages as they are from mulitilingual embedding models.
Claim matching classification results are presented in Table 4.6. We evaluate models using 10-
fold cross validation and report accuracy and F1 scores for each class averaged over 10 runs.
Consistent with previous outcomes, it is clear that using the I-XLM-R cosine similarity and
embeddings as input features results in better performance than other models, including the
model with all features.
The positive class F1 scores for all models in Table 4.6 are notably higher than the threshold ap-
proaches (Table 4.5) suggesting information from the embeddings themselves and the lengths of
the texts are useful in determining whether the claims in two messages match. The claim match-
ing classifier is language-agnostic and is learning from only 522 datapoints, which underscores
the quality of the I-XLM-R embeddings.

Error Analysis. We manually inspect the pairs classified in error using the “threshold classi-
fier” and I-XLM-R. The pairs either have a similarity score above the matching threshold but

53



are “Not Similar” (false positives, 24/89) or are matches and have a score below threshold (false
negatives, 65/89). 16 of the 24 false positives are labeled as “Somewhat Similar,” and manual
inspection shows that these pairs all have overlapping claims (i.e., they share some claims but not
others). There are no obvious patterns for the false negatives, but some of the errors are made in
ambiguous cases.
We also examine the errors of one random fold of the AdaBoost classifier to further investigate
where our model makes mistakes. There are a total of 10 wrong predictions (6 false negatives
and 4 false positives). Of these, 2/6 and 1/4 are annotation errors. Within the false negatives,
most other cases are pairs of text that are very similar but minimally ambiguous because of a
lack of context, which annotators correctly resolved to being identical. An example of such a
false negative is the pair of messages “Claim rare flower that blooms once in 400 years in the-
himalayas-called-mahameru-pushpam” and “Images of Mahameru flower blooms once every
400 years in Himalayas.” False positives were all “Somewhat Similar” and “Somewhat Dissimi-
lar” pairs that the classifier mistook for “Very Similar.” There were no significant discrepancies
among languages in classification errors.

4.7 Discussion & Conclusions

Scaling human-led fact-checking efforts requires matching messages with the same claims. In
this chapter, we trained a new model and created an evaluation dataset that moves beyond English
and American politics. Our system is being used in practice to support fact-checking organiza-
tions.
We found that the embedding models can generally match messages with the same claims. Per-
formance for matching fact-checks slightly exceeded that for matching social media items. This
makes sense, given that fact-checks are written by professional journalists and generally exhibit
less orthographical variation than social media items.
Too few examples of fact-checks correctly matched a social media item to evaluate performance
in that setting. This is not a major limitation since nearly every fact-check starts from a social
media item. So, in practice we only need to be able to match social media items to one another
in order to locate other social media items having the same claims as the item that led to a fact-
check.
We evaluated claim matching within each language, but the embedding models are all multilin-
gual and could serve to match claims across languages. BM25 is not multilingual, but Elastic-
search can index embeddings directly. Previously de Britto Almeida and Santos [122] developed
a Elasticsearch plugin to query embeddings by cosine distance, but since version 7.3 of Elastic-
search this functionality is now available natively in Elasticsearch [123], meaning a large set of
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embeddings can be searched efficiently to find near matches across languages.
As a proof of concept, we took the 37,823 unique text messages sent to the Indian election tip-
line and clustered them using I-XLM-R and online, single-link hierarchical clustering with a
threshold of 0.90. We found 1,305 clusters with 2 or more items; the largest cluster had 213 items.
We hired an Indian journalist with experience fact-checking during the Indian 2019 elections
to annotate each of the 559 clusters with five or more items by hand. The annotation interface
presented three examples from each cluster: one with the lowest average distance to all other
messages in the cluster, one with the highest distance, and one message chosen randomly. In 137
cases the examples shown for annotation were from multiple languages, and in 132 of those cases
the journalist was able to identify the same claims across multiple languages. Although prelimi-
nary, this demonstrates the feasibility and importance of multilingual claim matching with these
methods—an area we hope further work will tackle.
Our findings are supporting over 12 fact-checking organizations running misinformation tiplines.
The deployed system uses I-XLM-R and automatically groups text messages with similarities
over 0.95 and recommends possible matches from less-similar candidates that fact-checking
organizations can confirm or reject. Matches can also be added manually. Initial feedback from
the fact-checkers has been positive, and we are collecting data for further research and evaluation.
We prioritized the well-being of annotators and the privacy of WhatsApp users throughout this
research. Our data release conforms to the FAIR principles [124]. We have no identifying in-
formation about WhatsApp users and any references to personally identifiable information in
messages such as phone numbers, emails, addresses and license plate numbers are removed to
preserve user privacy. We worked closely with our annotators preparing them for the risk of hate-
ful content, encouraging frequent breaks, and paying well-above minimum wage. We took a
compassionate response to COVID disruptions and other life stresses even when this meant less
annotated data than was originally envisioned.
In this chapter we focused on grouping claims together to facilitate and scale human fact-checking.
Our embeddings that beat state-of-the-art multilingual embeddings in a variety of high and low
resource and non-English languages enable fact-checkers from around the world to address mis-
information during critical news and event cycles such as elections in Brazil, the Philippines, and
France. In the next chapter, we continue addressing RQ2 in the same trajectory, but through the
lens of searching through existing fact-checks (long documents) for a social media post in dif-
ferent languages, as well as cross-lingual settings, and use NLP to further increase the reach of
human fact-checking.
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Figure 4.3: An example of the annotation interface

4.8 Supplemental Materials

4.8.1 Codebooks

Our codebooks are available openly. Due to the page limit for the supplemental materials, we
provide hyperlinks to these codebooks:

• Claim detection codebook

• Claim similarity codebook

We coded a simple annotation interface, which is free and open-source: https://github.
com/meedan/surveyer/. A screen capture of the annotation interface during the English-
language claim-similarity task is shown in Figure 4.3

4.8.2 Per language results

Figure 4.4 shows the accuracy, precision, recall, and F1 scores for simple threshold classifiers.
This is equivalent to Figure 4.2, but shows the plots for each language individually in addition to
the overall values across all languages.
The figure also includes two additional embedding models from the SBERT website: xlm-r-

distilroberta-base-paraphrase-v1 and xlm-r-bert-base-nli-stsb-mean-tokens.7 As discussed in the
7https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
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Figure 4.4: Accuracy, precision, recall, and F1 scores for each language individually. Positive
class is “Very similar.”

main text, we find our models far outperform these models for Bengali, Malayalam, and Tamil
while performance for English and Hindi is similar.

4.8.3 Alternative definition of the positive class

The analysis in the chapter presents results for “Very Similar” compared to all other classes (N/A
labels excluded). Here we show qualitatively similar results are obtained when the positive class
is items for which a majority of annotators indicated “Very Similar” or “Somewhat Similar.” As
stated, somewhat similar matches are useful as a fact-check would partially address some of the
claims in a somewhat similar match. Table 4.8 provides the distribution of labels for the claim
matching dataset.
Table 4.7 presents F1 scores averaged across 10 runs of 10-fold cross validation using “Some-
what Similar” or “Very Similar” as the positive class. The results are similar to Table 4.5 in the
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main text. F1 scores are generally higher, but our Indian XLM-R model still performs best. Sur-
prisingly, LASER matches its performance in one language (Hindi).

Table 4.7: Maximum F1 scores (F1) and standard deviations achieved and the corresponding
thresholds (thres.) for each score. The ‘classifiers’ are simple thresholds on the cosine similari-
ties. Scores are the average of 10 rounds of 10-fold cross validation. The positive class is “Some-
what Similar” or “Very Similar.”

LASER LaBSE I-XLM-R

Language F1 (thres.) F1 (thres.) F1 (thres.)

All 0.63±0.05 0.60±0.05 0.76±0.05
(0.88) (0.82) (0.82)

Bengali 0.63±0.09 0.65±0.11 0.67±0.12
(0.87) (0.72) (0.79)

English 0.90±0.09 0.81±0.12 0.95±0.08
(0.85) (0.77) (0.78)

Hindi 0.82±0.09 0.64±0.11 0.82±0.09
(0.88) (0.77) (0.82)

Malayalam 0.52±0.21 0.62±0.17 0.76±0.16
(0.92) (0.85) (0.85)

Tamil 0.42±0.16 0.54±0.18 0.68±0.13
(0.89) (0.84) (0.82)

Table 4.8: Label distribution for the claim matching dataset: VS is very similar, SS is somewhat
similar, SD is somewhat dissimilar and VD is very dissimilar. NM refers to “no majority” mean-
ing there wasn’t consensus among annotators.

VS SS SD VD NM

Language # (%) # (%) # (%) # (%) # (%)

All 261 (11%) 121 (5%) 115 (5%) 1,417 (61%) 429 (18%)
Bengali 38 (6%) 62 (10%) 26 (4%) 225 (35%) 293 (45%)
English 64 (16%) 10 (3%) 21 (5%) 300 (75%) 3 (1%)
Hindi 84 (21%) 29 (7%) 10 (3%) 259 (65%) 17 (4%)
Malayalam 42 (7%) 9 (2%) 51 (8%) 474 (78%) 28 (5%)
Tamil 33 (11%) 11 (4%) 7 (2) 159 (53%) 88 (30%)
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CHAPTER 5

Finding Fact-Checks for Social Media Posts

An important challenge for news fact-checking is the effective dissemination of existing fact-
checks. This in turn brings the need for reliable methods to detect previously fact-checked claims.
In this chapter, we focus on automatically finding existing fact-checks for claims made in social
media posts (tweets). We conduct both classification and retrieval experiments, in monolingual
(English only), multilingual (Spanish, Portuguese), and cross-lingual (Hindi-English) settings
using multilingual transformer models such as XLM-RoBERTa and multilingual embeddings
such as LaBSE and SBERT. We present promising results for “match” classification (86% aver-
age accuracy) in four language pairs. We also find that a BM25 baseline outperforms or is on par
with state-of-the-art multilingual embedding models for the retrieval task during our monolingual
experiments. We highlight and discuss NLP challenges while addressing this problem in different
languages, and we introduce a novel curated dataset of fact-checks and corresponding tweets for
future research.

5.1 Introduction

Fact-checking is an essential part of content moderation pipelines, since it provides ground truth
for veracity judgements of a given claim. However, manual fact-checking is slow and expensive,
as it requires human expertise.
This demand has been already identified by a recent survey study [32], showing that fact-checkers
from 24 organizations in 50 countries expressed the need for reliable methods to detect pre-
viously fact-checked claims. Recent work in natural language processing (NLP) has focused
mainly on the development of automatic systems to identify misinforming claims both in mono-
lingual [64] and multilingual settings [42]. However, this research is mostly limited to short
claims and does not directly assist the dissemination of existing fact-checks which are usually
article-length documents. Moreover, existing work has addressed mainly claims in English with
few exceptions such as work by Kazemi et al. [42] and the CheckThat! Lab [60], an evaluation
lab that included a claim retrieval challenge in English and Arabic in their 2021 edition.
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To contribute to this research direction, this chapter addresses the problem of matching and find-
ing applicable fact-checks to social media posts. We approach this problem using two strategies
(i) fact-check “matching”, i.e., determining whether a social media post (tweet) and a fact-check
pair match or not, and (ii) fact-check “retrieval”, i.e., given a social media post (tweet), rank and
return the most relevant fact-checks discussing the claims made in it. We address the “matching”
task by building a binary classifier on top of XLM-RoBERTa (XLM-R), a large transformer-
based multilingual language model [125]. For the “retrieval” task, we build an embedding sim-
ilarity search system using sentence embeddings from LaBSE [109], SBERT [105] models and
pairwise cosine similarity. We also analyze these tasks for languages other than English, i.e.,
Spanish and Portuguese. Further, we investigate a cross-lingual scenario where we seek to iden-
tify applicable English fact-checks to Hindi tweets.

5.2 Related Work

While fully automatic fake news detection and fact-checking systems [26, 126] remain an ac-
tive research topic within the NLP community, there have been new research fronts in the fight
against misinformation, including claim matching [64, 42], check-worthiness detection [127, 89],
explanations [128, 129, 130], and detecting out of context misinformation [131, 132].
On the context of claim matching, Shaar et al. [64] introduced a retrieval-based version of the
task where, for a given input claim, the goal is to rank similar check-worthy claims based on
their relevance to the input claim. For this task, they focus on political related claims in English
and a presented a rank model that relied on BERT [104] and BM25 based architectures. More
recently, Kazemi et al. [42] focused on matching claims that can be served with one fact-check
in five low and high-resource languages. Similarly Vo and Lee [111] conducted claim matching
in a multimodal setting where they find previously debunked texts and images. In addition, The
CheckThat! Lab 2021 evaluation presented claim matching as a shared task for English and
Arabic.
Although works such as Shaar et al. [64] have matched English tweets and fact-checks, most
of prior work has mainly focused on matching claims with other similar claims that are usually
short in length. In this chapter, we seek to match claims with applicable fact-check reports that
are significantly longer and potentially express the claim in different ways. Additionally, we
approach the claim matching problem in multilingual and cross-lingual settings and experiment
with recent neural models in multilingual NLP.
Among them, we use XLM-RoBERTa [125], a powerful multilingual transformer-based language
model that have achieved competitive performance on cross-lingual and multilingual benchmarks.
The model is trained on more than 2TBs CommonCrawl data and supports one hundred lan-
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Table 5.1: An example tweet and a matching fact-check (both in English) from our dataset. The
fact-checking article is redacted and can be found at this URL.

Tweet #1: Heartbreaking to see a barrage of fake WhatsApp forwards, kooky safety instruc-
tions, hysteria that dams are breaking, transformers are submerged and electricity is being
cut off, hindering rescue efforts in Kerala.
Tweet #2: Heard a news that a shutter of Cheerakuzhy dam, Thrissur broke. Can some-
one pls confirm this news. Yet to find any reference in MSM. If true, pls inform authorities
immediately. #KeralaFloods2018
Fact-Check Report: The Kerala government already on the back foot trying to battle a mas-
sive crisis due to relentless rain and flooding over the past week now have one more big worry
- fake news led by incorrect reporting and rumours. The floods have already resulted in the
deaths of 324 people in the past 17 days with thousands of people stranded across the state on
rooftops and relief camps. ... [redacted]
Worst of all is an audio clip in which a person is heard saying that the Mullaperiyar dam has
developed cracks and in the next three hours, the downstream districts of Idukki, Ernakulam,
Thrissur and Allapuzha will be washed away. He urges people to take it seriously as the gov-
ernment is hiding the information about the leak and that he got to know of it from a friend
who works in Modi’s office. (We have not uploaded the audio clip in the story to prevent fur-
ther panic). ... [redacted]
Yet another audio message was going around claiming that the shutters of Cheerakuzhi dam
built across Gayatri river (also know as Bharathpuzha) in Thrissur are damaged. However,
regional media Manorama News and Deshabhimani clarified that it is not true and this exagger-
ated message is meant to create a scare. ... [redacted]
Another message which has created quite a scare is that the whole state will have no elec-
tricity tomorrow as the Kerala State Electricity Board (KSEB) will shut down its operations.
[redacted] However, KSEB and Kerala Police were quick to respond and call the message fake.
KSEB clarified through a Facebook post that KSEB employees are engaged in relentless ef-
forts to restore electricity in the areas facing power cuts. To avoid danger during floods, power
supply and production in certain parts have been temporarily discontinued. However, as the
water recedes the power supply will be restored. The electricity board also appealed to people
to not spread these rumours. ... [redacted]
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Table 5.2: Per language statistics of our (tweet, fact-check) dataset.

Tweet Language Article Language # of Pairs

English English 4,850
Hindi English 664

Spanish Spanish 617
Portuguese Portuguese 402

guages. We also rely on recent language agnostic embedding models such as LaBSE (Language-
agnostic BERT Sentence Embedding) [109], a sentence embedding model that can produce
embeddings in 109 languages. This model was built using a combined pretraining method of
masked and translation language modeling trained on 17 billion monolingual sentences from
CommonCrawl and 6 billion translated pairs of sentences. Sentence-BERT (SBERT) [105] use
twin and triplet networks on top of language models for producing sentence embeddings. In their
follow up work to SBERT [118], they also propose an approach to convert monolingual embed-
dings into multilingual ones. We also use Elasticsearch’s implementation of the BM25 retrieval
system [120], which provides fast and scalable text search.

5.3 Data

Our data is derived from 150,000 fact-checks obtained from several sources, including (i) fact-
checking organizations certified by the International Fact-Checking Network (IFCN) and (ii) fact-
checking aggregators such as Google Fact-check Explorer,1 GESIS [113], and Data Commons.2

The collected fact-checks cover several languages, including English, Spanish, Portuguese, and
Hindi. Each fact-check includes a claim and usually a justification article for the claim verdict,
and metadata such as publication date, claim veracity and references to the original content that
needed the fact-check.
Similar to Shahi [47] and Shahi et al. [48], we use social media links included in the fact-checks
and their original news sources (whenever available) to build a dataset consisting of (tweet, fact-
check) pairs. Given that the fact-checks include several languages, we obtain monolingual pairs
in English, Spanish, and Portuguese and also cross-lingual pairs consisting of Hindi tweets and
English fact-checks. In cases where the tweet contains a link (usually to a news article), we also
append the preview text from the link to the tweet text, to capture more of the tweet’s context.
Since we match tweets and fact-checks automatically through references in the text we conducted
an additional verification step to make sure that the identified pairs are indeed related. We thus

1https://toolbox.google.com/factcheck/explorer
2https://datacommons.org/factcheck/faq
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annotate a random sample of 100 English (tweet, fact-check) pairs to verify whether each fact-
check is applicable to its matched tweet. The annotation was conducted independently by two
annotators, reaching an 87% agreement between annotator responses. We find that 89% of the
tweets in our sample matched their corresponding fact-checks and in most cases the pairs include
at least one fact-check worthy claim. This finding suggests that while there is some degree of
noise in the pairing process, most of the pairs are correct matches. Table 5.2 shows a summary of
the final set of (fact-check,tweet) pairs per language. Sample (fact-check,tweet) pairs are shown
in Table 5.1. Note that multiple tweets can be matched to the same fact-check.

5.4 Models & Baselines

5.4.1 Matching (tweet, fact-check) Pairs

We address the task of matching (tweet, fact-check) pairs as a binary classification problem using
“match” or “not match” as possible labels.
Our dataset consists of only positive labels since we only collected matching (tweet, fact-check)
pairs, and training a binary classifier also requires negative examples, so we explored several
strategies to obtain negative samples. Initially, we selected negative examples by randomly pair-
ing non-matching tweets and fact-checks. We then built a binary classifier using an XLM-R
model fine-tuned on the resulting dataset. However, preliminary evaluations showed that the re-
sulting classifier was not able to generalize well. We believe this is due to the classifier’s lack of
exposure to challenging negative samples, since most of random pairings are easily distinguished
from matching (tweet, fact-check) pairs.
In order to get more challenging negative samples, we opted for finding non-matching (tweet,
fact-check) pairs based on their pairwise similarity. We start by calculating the pair-wise cosine
similarity across all possible (tweet, fact-check) pairs in the dataset, within the same multi/cross-
lingual setting. Then, we use LaBSE embeddings [109] of tweets and fact-check articles and rank
non-matching pairs by decreasing cosine similarities. Next, we pick the top negative samples
from this set, i.e., pairs with similarities lower than 0.7, to reduce the number of false negatives.
We train our XLM-R classifier with the resulting data and find an 15% absolute improvement of
classification accuracy as compared to training on randomly selected pairs.
Since our dataset contains multiple languages, we conduct an additional set of experiments where
we train separate classifiers for each language pair e.g., English, Spanish, Portuguese, Hindi-
English, as well as a classifier that uses pairs in all languages. Results are presented in Table 5.3.
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Table 5.3: Results from matching (tweet, fact-check) pairs as a binary classification problem. F1+
and F1- refer to the F1 score for the “match” and “not match” classes.

Trained Separately Trained Altogether
Lang. Pairs Acc. F1+ F1- Acc. F1+ F1-

En-En 88.46% 88.72% 88.17% 88.61% 88.66% 88.54%
Hi-En 80.27% 80.53% 79.71% 80.50% 81.60% 78.90%
Es-Es 85.82% 86.07% 85.09% 88.57% 88.93% 88.06%
Pt-Pt 84.08% 83.67% 83.59% 87.44% 87.65% 87.25%

5.4.2 Finding Applicable Fact-Checks for Tweets

A different perspective on the problem of matching fact-checks with tweets is to retrieve and
rank fact-checks based on their relevance to an input tweet. As opposed to binary classification,
this approach provides a ranked list of options to choose from and requires human intervention
to select the most appropriate fact-check. This strategy makes the search process more scalable
since finding applicable fact-checks does not require the quadratic number of computationally
expensive comparisons that make the binary classification approach computationally intractable
for retrieval.
During our experiments we use BM25 as our baseline retrieval method. We use the implemen-
tation provided in Elasticsearch [120] . BM25 is inherently language agnostic since it relies on
token matching. However, this makes it unable to handle cross-lingual text, which is the case of
our set of (Hindi tweets, English fact-checks). To address this issue, we translate the Hindi tweets
into English using Google translate before using BM25. Our preliminary experiments show that
the use of translated tweets leads to a stronger baseline as compared to just applying BM25 to
the original Hindi tweets. The translation is only to accommodate for the lack of cross-lingual
operability of BM25 and is necessary for keeping consistent with our comparison methodology.
Additionally, we experiment with multilingual sentence embeddings, namely LaBSE and (mul-
tilingual) MPNet-SBERT. Since these embedding models only support inputs up to 512 tokens
and fact-check articles are usually longer, we embed article paragraphs instead of whole articles.
Thus, we compare an input tweet with paragraphs from the fact-check reports and not with full-
length articles. Note that unlike the embedding-based models, BM25 is able to handle text in
arbitrary length, so in order to carry out a fair comparison of the baseline and embeddings, we
additionally provide a BM25 baseline using article paragraphs only.
The results for these experiments are presented in tables 5.4, 5.5 and 5.6. We discuss them in
detail in the following sections.
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5.4.3 Experimental Setup

We use HuggingFace’s transformers [88] and the SBERT library to implement our models. We
run our code on a GPU-enabled server. For the English retrieval experiments, we use LaBSE
and the paraphrase-mpnet-base-v2 model which we call “MPNet-SBERT”, an SBERT embed-
ding model trained on top of MPNet [133]. We use the multilingual version of the same model
(paraphrase-multilingual-mpnet-base-v2) for Spanish, Portuguese and Hindi-English pairs.
To evaluate classification tasks, we use accuracy and F1 score as our main metrics. The classifica-
tion experiments are conducted using 5-fold cross validation. For our retrieval experiments, we
use “mean reciprocal rank” (MRR) and “mean average precision” (MAP@K) for different values
of K.

5.5 Experiments in English

Results in Table 5.3 show a promising performance from our XLM-R models in matching tweet-
fact check pairs in English, with accuracies of up to 89%. As observed, there is a slight perfor-
mance increase when training the model with all languages as compared to using English only.
While the increase in performance when training altogether is more significant for other lan-
guages, it is worth noting that the English performance remains robust to noise as using training
data from other languages can introduce noise for a model applied on English only. Although
there is a slight performance decrease in the “match” class, the performance gain for the “not
match” class when using the training altogether model is large enough to improve the overall
accuracy, which suggests potential benefits from using data in other languages.
Table 5.4 presents results for the retrieval-based evaluation. The full-length BM25 baseline
achieves 65% MAP@1 and 72% MRR scores as the best performing model. The gap between
MAP numbers mostly decreases as K increases which is an expected behavior for mean average
precision. At first glance, it seems that feeding paragraphs from the article to the embedding
models could account for the performance loss, since the full-length BM25 uses the whole docu-
ment at once, therefore providing the upper bound performance for this task.While the paragraph
BM25 system has a decrease in performance relative to full-length BM25, not all of the perfor-
mance gap between embedding models and BM25 can be explained by the inability of embed-
ding models to process longer documents. Among the embedding based models, MPNet-SBERT
is the best performing model achieving 54% MAP@1 and 62% MRR. The second best perform-
ing model, LaBSE, is behind MPNet-SBERT by a noticeable margin of more than 8 MAP@1 and
MRR points. A potential explanation for this performance decrease is that LaBSE is a multilin-
gual model and performance decrease with respect to single-language models is often observed
when a model supports multiple languages (100+ in LaBSE’s case) at once.
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Even though we see promising classification results, our experiments show that state-of-the-art
NLP algorithms are still unable to compete against the BM25 baseline in finding applicable fact-
checks.

Table 5.4: Results from retrieval experiments in English.

MAP@K MRR
Model K=1 K=5 K=10 K=20 K=50

Full-Length BM25 64.85% 70.82% 71.18% 71.30% 71.39% 71.51%
Paragraph BM25 62.03% 66.68% 67.27% 67.46% 67.57% 67.61%
LaBSE 44.98% 51.59% 52.24% 52.64% 52.81% 53.00%
MPNet-SBERT 53.56% 60.58% 61.20% 61.48% 61.68% 61.84%

5.6 Experiments in Other Languages

Since our dataset also covers Spanish and Portuguese, we conduct an additional set of experi-
ments to assess the performance of our models in languages other than English. During these
experiments, we test the same models used with English, with the exception of English MPNet-
SBERT that was replaced with the multilingual version.
The results in Table 5.3 indicate that training a single XLM-R model on data from all languages
performs more accurately on average (86.28%) in comparison with training separate models per
language (84.66%) for matching. Particularly, we see a performance increase for Spanish and
Portuguese, with accuracies of up to 88.57% and 87.44% respectively. Training a single XLM-R
model on all languages leads to a performance improvement up to 3.36% for Spanish and Por-
tuguese as compared to the single-language models, implying the transfer of task expertise across
languages for XLM-R. A potential explanation of the fact that a single model has the leverage of
larger data. We believe this is particularly effective when the languages are similar and can learn
from each other’s data. Also note that classifying (tweet, fact-check) pairs in multiple languages
with a single XLM-R model is preferred since it saves computational resources and is easier to
use.
We observe mostly similar trends to the English experiements for fact-check retrieval as shown
in Table 5.5, with two exceptions: (i) multilingual MPNet-SBERT slightly outperforming the
paragraph BM25 model by 1.19 MAP@1 and 2.55 MRR points in Spanish and (ii) LaBSE out-
performing multilingual MPNet-SBERT by 5 MAP@1 and 2 MRR@1 points for Portuguese.
Note that during these experiments, the embedding models mostly underperformed in compar-
ison to both BM25 baselines, with the full-length BM25 outperforming the best embedding
model by 14 MAP@1 and 11 MRR points in Spanish in comparison with MPNet-SBERT and 10
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MAP@1 and MRR points in Portuguese in comparison with LaBSE.

Table 5.5: Results from retrieval experiments in Spanish and Portuguese. ML in “ML MPNet-
SBERT” is short for multilingual.

Model MAP@K MRR

Spanish K=1 K=5 K=10 K=20 K=50

Full-Length BM25 73.41% 78.56% 78.78% 78.84% 78.90% 78.54%
Paragraph BM25 58.33% 63.65% 64.38% 64.78% 64.88% 64.56%
LaBSE 57.14% 62.83% 63.68% 64.01% 64.24% 64.68%
ML MPNet-SBERT 59.52% 66.28% 66.58% 66.74% 66.90% 67.23%

Portuguese

Full-Length BM25 69.62% 74.09% 74.73% 74.99% 75.04% 75.04%
Paragraph BM25 69.62% 72.51% 72.97% 73.23% 73.32% 73.32%
LaBSE 59.49% 62.95% 63.25% 63.53% 63.89% 63.89%
ML MPNet-SBERT 54.43% 60.06% 61.07% 61.29% 61.55% 61.55%

5.7 Cross-Language Experiments

The retrieval results are presented in Table 5.6. Unlike the monolingual experiments, models
from the previous section outperform BM25 by noticeable margins in the retrieval setting and
perform competitively with other language pairs in classification too. The only difference is that
for the cross-lingual Hindi-English pairs in retrieval, the tweets are first translated into English.
Also, the single XLM-R model trained on data from all language pairs classifies (Hindi tweet, En-
glish fact-check) pairs comparably with the monolingual models with 80.57% accuracy according
to Table 5.3. Although there is a 5.8% accuracy decrease compared to the best mean accuracy
(altogether), the Hindi-English XLM-R performance is still considered competitive for the more
difficult task of cross-lingual matching.
Furthermore, we observe high cross-lingual performance from LaBSE, better than its perfor-
mance on English and close with Portuguese and Spanish. LaBSE outperforms the best BM25
system (full-length BM25) by about 7.5 MAP@1 and 7 MRR points. However, there is a large
performance gap between the embedding models (12% MAP@1, 9.5% MRR) as multilingual
MPNet-SBERT has the worst performance of all systems but still performs not too far worse than
the BM25 baselines. The improvement of LaBSE over ML MPNet-SBERT can be attributed to
the fact that LaBSE was trained specifically for cross-lingual representation learning. We believe
that BM25’s underperformance can be attributed to translation errors. However, this is one of the
few ways (other than translating the fact-checks) that BM25 can support cross-lingual queries,
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ultimately making this a downside of using BM25. Overall, the use of XLM-R and LaBSE for
cross-lingual matching and retrieval of fact-checks is a promising direction.

Table 5.6: Results from cross-lingual retrieval experiments with tweets in Hindi and fact-check
articles in English. For BM25 systems, the tweet is first translated into English before being fed
to BM25.

MAP@K MRR
Model K=1 K=5 K=10 K=20 K=50

Full-Length BM25 47.95% 52.59% 52.99% 53.11% 53.15% 52.80%
Paragraph BM25 45.89% 50.31% 50.78% 50.98% 51.02% 50.48%
LaBSE 55.48% 59.12% 59.63% 59.92% 60.14% 59.79%
ML MPNet-SBERT 43.15% 48.72% 49.17% 49.68% 49.87% 50.22%

5.8 Discussion and Future Work

Our experiments show promising performance from XLM-R in the matching classification of
tweets and fact-check pairs, with the single XLM-R model trained on all data performing on
average 86.28% accurately. While the binary XLM-R classifier performs reasonably well on
full-length articles, we found that it does not perform as well in classifying (tweet, fact-check
paragraph) pairs when we used it to refine retrieval results. Reranking classifiers have shown
promising results in prior work [134], however they were not particularly applicable in our case
since we do not have paragraph-level labels for the fact-check articles to train a classifier that can
rerank paragraphs.
Both BM25 baselines outperform or perform competitively with state-of-the-art multilingual
sentence embedding models in monolingual retrieval settings. However, there is a key differ-
ence between BM25 and the embedding models: BM25 can handle articles of arbitrary length,
whereas both LaBSE and MPNet-SBERT can handle only up to 512 tokens of input. This is a
source of performance loss for LaBSE and SBERT in our task. In future work, we plan to ex-
plore long document transformers such as Longformer [135] to address this problem. We believe
that a long document multilingual embedding model can provide improvements not only to our
research problem, but to many other areas such as news NLP and legal document processing in
multilingual settings.
It is important to note that the input length limit does not explain all of the performance gap.
We found that the paragraph BM25 system still outperforms the embedding-based systems by
at least 10 MAP@1 and 9.5 MRR points in Portuguese experiments and performs similarly to
LaBSE and MPNet SBERT in Spanish. While specialized embeddings like question answering
embedding models exist for English through SBERT, they are neither necessarily applicable
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in searching through fact-checks nor easy to come by in non-English, multilingual and cross-
lingual capabilities. Building specialized embedding models for searching through applicable
fact-checks is a promising next step in improving the embedding-based retrieval systems.
LaBSE provides impressive results on cross-lingual (Hindi tweet, English fact-check) pairs,
outperforming BM25 baselines and MPNet-SBERT as a single multilingual embedding model
with support for more than one hundred languages. This is an important problem to solve, since
misinformation travels across borders and being able to search through fact-checks across dif-
ferent languages can save a great deal of manual fact-checking efforts. Therefore, cross-lingual
search of applicable fact-checks for social media posts has a great potential for extending the
reach of manual fact-checking. Furthermore, since LaBSE performs better or comparable with
multilingual MPNet-SBERT overall, this makes it the better choice for embedding models when
searching for relevant fact-checks on non-English social media.

5.9 Conclusion

In this chapter, we approached a new version of the “claim matching” problem in which we
match applicable fact-checks with social media posts to increase the reach of manual fact-checking.
We addressed this problem using classification and retrieval based strategies in multiple lan-
guages (English, Hindi, Portuguese and Spanish).
Our results showed promising performance as we are able to classify matching (tweet, fact-
check) pairs with accuracies of up to 89% in four language pairs. From our retrieval experiments
we found that monolingual pairs of (tweet, fact-check) are better retrieved by BM25, which mean-
ingfully outperforms state-of-the-art multilingual embedding models in the retrieval task. Despite
this, we observe promising performance in cross-lingual settings with LaBSE achieving more
than 7.5 MAP@1 points improvement over the best BM25 baseline.
We identified the monolingual retrieval of applicable fact-checks as a challenging area for state-
of-the-art NLP and highlighted the need for specialized and long document multilingual embed-
dings as an important direction for future work.
Our newly curated multi/cross-lingual dataset of (tweet, fact-check) pairs in English, Spanish,
Portuguese and Hindi is publicly available at http://lit.eecs.umich.edu.
In the following chapter, we will continue our efforts in building human-centered language tech-
nology for fact-checkers, to aid them in coming up with more effective queries than enable misin-
formation discovery across social media platforms, further increasing fact-checker’s efficiency in
countering misinformation at scale.
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CHAPTER 6

Query Rewriting for Effective Misinformation Discovery

We propose a novel system to help fact-checkers formulate search queries for known misinfor-
mation claims and effectively search across multiple social media platforms. We introduce an
adaptable rewriting strategy, where editing actions for queries containing claims (e.g., swap a
word with its synonym; change verb tense into present simple) are automatically learned through
offline reinforcement learning. Our model uses a decision transformer to learn a sequence of edit-
ing actions that maximizes query retrieval metrics such as mean average precision. We conduct
a series of experiments showing that our query rewriting system achieves a relative increase in
the effectiveness of the queries of up to 42%, while producing editing action sequences that are
human interpretable.

6.1 Introduction

With the wide spread of both human and automatically generated misinformation, there is an
increasing need for tools that assist fact-checkers while retrieving relevant evidence to fact-check
a claim. This process often involves searching for similar claims across social media using initial
clues or keywords based on users’ intuition. However, the available mechanisms for search on
social media sites are often platform-specific, with restrictions on the allowed number of search
queries and access to retrieved documents. This can be attributed, among others, to the dynamic
nature of social media feeds, the differences among users’ interactions, and the architectural
differences in how platforms perform search on their data. As a result, optimizing for arbitrary
black-box search end-points containing ever-changing and different document sets means that
a generic claim rewriter operating across all search end-points has a high chance of being sub-
optimal.
To address these challenges, we draw upon a direct collaboration among fact-checkers and NLP
researchers, and introduce an adaptive claim rewriting system that can be used for effective mis-
information discovery. We develop an interface in which users can edit individual tokens in the
input claim using a predefined set of actions, and obtain updated queries leading to different lev-
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Figure 6.1: Overview of our proposed approach: we train a decision transformer with “state”, “ac-
tion” and “reward” sequences discovered by searching the space of potential query edits. During
the deployment stage, the decision transformer predicts action(s) to rewrite the claim into a more
effective query.

els of retrieval performance. Using this environment, we build a system that learns to rewrite
input claims as effective queries by leveraging reinforcement learning (RL) to maximize desired
retrieval metrics (e.g., average precision at K (AP@K)). An offline RL agent is then trained to
learn the best editing sequences using a decision transformer model [136] as shown in Figure 6.1.
Given the limited access to social media search APIs, we use off-the-shelf retrievers such as
BM25 [120] and approximate K-nearest neighbours (kNN) [137] to simulate platform search end-
points. Our system is trained using a modified version of FEVER [31], a well known misinforma-
tion dataset containing a mix of true and false claims linked to Wikipedia evidence sentences. We
transform FEVER claims into sequences of (claim, edit action, reward) triplets by using Breadth
First Search (BFS) and heuristics such as constraining search space depth. These triplets are used
to train a decision transformer model to autoregressively predict a sequence of editing actions
leading to retrieval improvements.
Through several experiments, we show that our query rewriting approach leads to relative perfor-
mance improvements of up to 42% when compared to using the original claim. We also find that
a simplified version of this approach— i.e., fine-tuning a classifier to predict a single edit, leads
to comparable performance while being more resource efficient during training and inference. We
conduct ablation experiments to further evaluate the model performance across several settings,
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including variations on the retriever type, the reward metric, and the presence of negative training
examples.
To the best of our knowledge, our system is the first to leverage RL to learn to edit text from a set
of human-readable actions only. From a practical perspective, it provides initial experimental ev-
idence on the potential of interpretable systems in helping users, including fact-checkers, media
writers, and platform trust and safety teams, to more effectively discover misinformation on the
Internet.

6.2 Related Work

Our work is closely related to three previous research directions.

Finding Similar Claims. The problem of finding similar claims has been explored from the
perspective of system building, and supports a key step in human-led fact-checking [32]. Shaar
et al. [64] conducted retrieval and ranking of previously fact-checked claims given an input claim
to detect debunked misinformation in English. Kazemi et al. [42] tackled a similar problem in
non-English languages. Kazemi et al. [138] investigated systems and models for finding applica-
ble fact-checks for tweets.
While most prior work on this area has focused on building retrieval systems to identify similar
claims, our work focuses on query rewriting to assist fact-checkers in the discovery of misinfor-
mation. During this process we assume that the retrieval system is a black-box to which we only
have search access.

Query Rewriting. Query reformulation methods such as relevance feedback and local or global
query expansion have been well-studied within the information retrieval literature. Lavrenko and
Croft [139] proposed the relevance model, an unsupervised local expansion method in which
the probability of adding a term to the query is proportional to the probability of the term being
generated from language models of the original query and the document the term appears in.
Cao et al. [140] proposed a supervised pseudo relevance feedback in which expansion terms
are selected by a classifier that determines their usefulness to the query performance. Li et al.
[141] introduced REC-REQ, an iterative double-loop relevance feedback process in which a user
provides relevance feedback to a classifier that is trained to identify relevant documents.
RL approaches have been previously applied to query rewriting. Nogueira and Cho [142] and
Narasimhan et al. [143] used RL to learn to pick terms from pseudo-relevant documents that
upon addition to the query improve retrieval performance metrics such as recall. In more recent
work, Wu et al. [144] proposed CONQRR, a system that rewrites conversational queries into stan-
dalone questions. The authors first trained a T5 model to generate human rewritten queries for the
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QReCC dataset [145] and then used them to generate candidate queries, which are selected based
on maximizing search utility by an RL agent.
A key difference between our method and prior work is that we do not use information from the
retrieved documents to reformulate queries as the queries themselves are the only input to the
model.

Text Editing Models. Also related to our work is research done on “text-editing” models [146].
This line of research has gained traction in recent years as models such as EdiT5 and LEWIS [147,
148] promise hallucination-free and controlled text generation for tasks where the input and out-
put texts are similar enough so that a model can learn to transform the input into the output by
applying a limited number of editing actions. Stahlberg and Kumar [149] proposed Seq2Edits,
a fast text-editing model for text generation tasks such as grammatical error correction and text
simplification. Seq2Edits uses an edited transformer encoder and decoder to generate sequences
of edits for the positions in the input text that need to be altered with suggested new tokens. Reid
and Zhong [148] introduced a multi-span text editing algorithm that uses Levenstein edit oper-
ations for the tasks of sentiment and politeness transfer in text, based on the intuition that text
style transfer usually can be done with a few edits on the input text. Overall, text-editing models
are usually faster than other sequence generation models such as seq2seq, since they only predict
actions on a few input tokens rather than regenerating the whole sequence.

6.3 Methods

6.3.1 Problem Definition

In this chapter, we focus on the task of query rewriting for discovering similar claims from an
opaque search end-point. We have a collection of input claims (C1, C2, ..., Cn) that contain at
least one fact-checkable claim. For any given claim Ci in the collection, there exists one or more
collections of similar claims (SCi1, SCi2, ..., SCim), either supporting or refuting the claim in-
part or as a whole. The RL agent operates on a fixed set of actions A = {A1, A2, ..., Ak} that can
be applied to any of Ci’s tokens (Ti1, Ti2, ..., Tiq), where k is the number of possible actions, q is
the number of tokens in Ci. We rewrite the query by applying the sequence of actions (Aij, 1 ≤
i ≤ k, 1 ≤ j ≤ q) generated by the RL model to the original query. We can then use this
improved query to retrieve related evidence statements.

6.3.2 Model Overview

Our system rewrites a query using concepts from RL and query expansion. We pass the query
into a pre-trained language model and then use the pooled representation from the final layer as
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the state representation. We use a decision transformer architecture, where states, actions, and re-
wards are provided to the model as a flattened sequence. The decision transformer uses a decoder-
only GPT architecture [150] to learn the optimal policy during training time. During inference
time, it autoregressively predicts actions for a given state. An overview of our model architecture
is shown in Figure 6.2. Below, we describe important elements of the model architecture related
to the query rewriting process.
Rewriting Actions. Queries are rewritten using the following set of actions.
(1) Add synonym: adds the synonym of a selected word to the query. Previous work by work
by Riezler and Liu [151], Mandal et al. [152], showed that rewriting queries with synonyms can
improve query performance by potentially resolving ambiguous query terms.
(2) Swap with synonym: replaces a specific word from the query with its synonym. This action
has the same goal as add synonym. Note that it includes the removal of the original token re-

move(original token) .
(3) Change tense to present simple: changes verb tense into present simple for selected verbs in
the input. Changing verbs to their morphological variants has been previously found useful for
query rewriting [153, 154].
(4) Remove: deletes selected words from the query. Previous work has found that deleting words
in queries can lead to higher coverage of the search content [155].
We implement these actions using WordNet [156] and the spaCy’s part-of-speech tagger. Note
that only certain actions are permitted for each part of speech tag: verbs support all four actions,
nouns, adjectives and adverbs support all actions except changing verb tense, and stop words and
other parts of speech support only the remove action.
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Action # Edit, Position
action 0: swap with synonym, position 0
action 1: swap with synonym, position 1

... ...
action 32: add synonym, position 0
action 33: add synonym, position 1

... ...
action 126: remove, position 30
action 127: remove, position 31

Table 6.1: A 2D space of actions types and token indices mapped onto a linear action space.

State Representation. We use sentence embeddings of the input claim as its state representation.
An input claim Ci is passed through a Sentence-BERT [105] network . The weights of the under-
lying pretrained language model (LM) are fine-tuned together with the decision transformer.
Action Representation. Our action space is two-dimensional: the first dimension represents the
four action types (add synonym, swap with synonym, change tense to present simple and remove)
and the second dimension represents the position of the token under edit, up to a maximum of 32
tokens. We pack these dimensions into a single dimension by taking their product, as shown in
Table 6.1. Similar to the original implementation of the decision transformer, we pass the actions
through a learned embedding layer to obtain an action vector representation.
Rewards. We use the retrieval score for the edited query as the system reward at time step t.
Since the decision transformer uses returns-to-go to inform the model about future rewards, we
use the sum of future rewards as a returns-to-go Rt =

∑T
t′=t rt′ . We also experimented with

a delayed reward strategy, where we set the returns-to-go for the last time step to be the maxi-
mum score for given claim seen during the data generation process, and zero for intermediate
steps. During inference, we initialize returns-to-go to the maximum reward and decrease it by the
achieved score after we apply an action.

6.3.3 Retriever

Since access to social media API search endpoints is limited, it is difficult to train an RL agent
on top of them. Furthermore, the changing nature of misinformation on social media is another
important factor to take into account, given that misinformative posts are periodically removed
from social media platforms and are thus no longer available once fact-checked. These issues
made us opt for a simulated search environment, with the added benefit of making our methods
adaptable to arbitrary search endpoints. We experiment with two main systems:
BM25. A retriever frequently used in the literature as a retrieval baseline [120]. We use the Elas-
ticsearch implementation of BM25 with the default parameters.
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Approximate kNN. A kNN retriever implemented using Elasticsearch’s dense vector retrieval.
We encode our data using pre-trained Sentence-BERT [105] and use the embeddings to conduct
an approximate kNN search using the Hierarchical Navigable Small Worlds (HNSW) algorithm
[137].

6.4 Data

6.4.1 FEVER Dataset

The FEVER dataset [31] is a collection of manually written claims from Wikipedia that are con-
nected with evidence sentences that either “support” or “refute” them. Since we are interested
in claims linked to related evidence, we discard the claims in the dataset labeled as “NotEnough-
Info.” This leaves us with 102,292 claims in the training and 13,089 claims in the development
sets. [157] identified issues caused by the construction processes of the original FEVER dataset
such as uses of negation in claims being heavily correlated with the “refute” outcome, therefore
causing a “claim only” fact verification system to performs as well as an evidence-aware fact ver-
ification system. However, since our work is not concerned with the fact verification application
of FEVER, we do not find this to be an issue.
FEVER is a well-known dataset among the misinformation and fact-checking communities. Even
if FEVER is not a social media dataset, it is nonetheless based on user-contributed data, and thus
we believe that the findings obtained using this dataset can be generalized to claims on social
media platforms with minor domain-specific revisions, especially since the linguistic structure of
claims and discussions around them is similar to the claims in the FEVER dataset.

6.4.2 Generating RL-Friendly Training Data

To generate training data, we transform FEVER pairs (claim, evidence set) into sequences of
editing actions that improve upon the original query. These transformations are obtained by
exploring the state space of possible outcomes after applying different permutations of edits on
the initial claims. We use a Breadth-First Search (BFS) strategy that applies editing actions to
an input claim Ci0 and finds the collection of the action sequences of (Cij−1, Aj, Cij, R) that can
improve the initial claim, where Cij is the generated claim after applying the edit Aj to the claim
Cij−1, and R is the reward of Q(Cij) (querying retriever with Cij).
Although understanding the effects of different search algorithms on our model remains an inter-
esting problem for future work, our experiments show that using simple heuristics on BFS search
is effective while generating training data from the FEVER dataset. For instance, we find that
limiting the depth of the breadth-first exploration to K levels is effective for improving the query
results. Also, when conducting parallel runs on different sections of the dataset, even for K = 4,
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Figure 6.3: Sample sequence of claims generated by different actions: remove, change into
present tense, swap synonym, add synonym highlight the token to remove, the corresponding
tokens to change tense as well as to swap to its synonym, or the corresponding places to add syn-
onym in red, green, yellow and blue, respectively. We report the corresponding AP@50 scores
below each claim. Section 6.3.2 provides intuitions of why these actions lead to better scores.

the vanilla depth-limited BFS takes a half to 2 days to generate the training data. Additionally,
we find that restricting the state-space search to include only improvement edits at every step
reduces the size of the search space. We also prune search paths leading to minor improvements
(i.e. less than 3%) or at random in 5% of instances. Since most edits do not lead to significant
improvements, it is unlikely we skip meaningful paths during the search. Finally, we only include
sequences with the highest gains through serial edits, e.g. picking the top 50 or 100 most bene-
ficial editing sequences for each claim, in our training set. Overall, these heuristics improve the
generation speed and quality of the training instances.
Moreover, our ability to learn good editing actions depends on how well we can generate training
examples. By setting K, the maximum depth for search to 4, we are able to get improvements
up to 41.21 AP@50 scores for 45,658 claims, on average, against the BM25 retriever. We also
discard training examples with reward values already at maximum, since it is impossible to im-
prove beyond the perfect score, and also edited claims leading to no improvement. Figure 6.3
shows examples of the sequences of claims generated by different actions. Table 6.2 reports the
distribution of actions as well as the average improvement of AP@50 scores for each action when
tested against the BM25 retriever.
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Remove Swap Syn Add Syn Present

% 76.64 13.71 6.36 3.30
∆ 11.56 12.36 12.84 12.28

Table 6.2: Percentage (%) and mAP@50 (∆) improvements per rewriting action against the
BM25 retriever.

Model mAP@50

Original Claim 26.83
Random Baseline 21.44
Decision Transformersparse reward 32.43
Decision Transformerdense reward 33.14
Fine-Tuned One Action Classifier 31.95

Table 6.3: Experiment results with BM25 as retriever.

6.5 Experiments

We perform several experiments to determine the effectiveness of our adaptable query rewriting
strategy. As a search environment, we use the BM25 and approximate kNN information retrieval
methods described in Section 6.3.3.

6.5.1 Experiment Settings

During our experiments, we use the original decision transformer implementation.1 We use a 6-
layer decoder-only transformer with 8 heads, embedding dimension of 768. We set K (also called
a block size) to be the maximum number of edits to the original query. We pad all sequences
shorter than K. After flattening all the returns-to-go, states and actions, our sequence becomes of
length K ∗ 3. We use the all-mpnet-base-v2 embedding model from the Huggingface’s sentence
transformers library.2 We also experimented with the all-MiniLM-L12 model from the sentence
transformers, but the results were worse, possibly because of all-MiniLM-L12 being a smaller
model. Our intermediate state representations for an input claim is a vector of size 768. Our
model is trained with cross entropy loss for 5 epochs performed on one Nvidia 2080Ti GPU.

6.5.2 Results

Results in Table 6.3 show that the decision transformer model with fine-tuned state embeddings
and dense rewards outperforms all systems with BM25 as retriever and AP@50 as reward. The

1https://github.com/kzl/decision-transformer
2https://huggingface.co/sentence-transformers
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same model trained with sparse rewards—hiding the intermediate rewards during training—does
slightly worse than the dense reward setting, suggesting that providing more granular information
about each action’s reward during training brings performance advantages. Both models turn the
input into a significantly more effective query with performance improvements of up to 23% (rel-
atively) as compared to just searching for the original claim. According to Table 6.4 these gains
are the highest for kNN as retriever and recall as reward. Table 6.3 also shows that performing
a random sequence of edit actions negatively affects performance. This suggests that there is a
“query improvement process” that needs to be learned and applying a random sequence of edits
by itself does not bring any inherent advantages, i.e. our systems do well not because there is an
inherent gain in how we transform the problem, since if that was true, applying random action
sequences should have yielded improvements over the claim baseline, which it did not.

6.5.3 Analysis

Figure 6.4 shows the mean AP@50 (mAP@50) score changes for all the generated sequences
for the experiment of decision transformer with sparse reward. We plot the mAP@50 scores for
queries generated at each step, where the x-axis shows the number of edits, with 1 representing
the original claim and 5 the final rewritten query. The size of the circle indicates the number of
queries at each turn. If the claim achieves the perfect score, no further rewrites will be generated
in the next turn and we stop early. We observe sequences with improved mAP@50 scores shrink
along the turns. This indicates that some claims reach a perfect mAP@50 score after only one or
two modifications. In contrast, for sequences with a decreased mAP@50 scores, the circle sizes
remain the same while performance drops. This suggests that for such claims, the more the model
modifies it, the worse its performance is. For the sequence of claims with the same mAP@50
scores at the beginning and the end, there is a slight up and down for the slopes for the lines in
between. This suggests that there are some sequences where the modified query achieves a better
score while later modifications hurt the performance or vice versa. However, such scenarios are
rare. Of the 13,089 claims in the development set, 1541 claims have the same AP@50 scores at
the beginning and the end. Among these, 1243 are constant along the entire sequence and 271
have minor score changes, as reflected in Figure 6.4 as the blue line (mAP@50e = mAP@50b).
Figure 6.5 shows the distribution of actions in the model output corresponding to increased per-
formance, no changes in performance, and decreased performance. We can see that most of
the actions lead to no performance change. The remove and swap with synonym actions result
more often in increases in performance than decreases. In contrast, add synonym and change

tense to present simple more often result in performance reduction. Figure 6.6 shows the average
change per action. In this plot we observe that the net performance changes for remove and swap

with synonym are positive, with an average of 1.83 and 0.88, respectively. The net performance
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of queries at each turn.The subscripts “e” and “b” correspond to “end” and “beginning” of the
claim rewriting sequence, respectively.

Retriever(Query)
↑ rewards only ↑ + ↓ rewards

mAP@50 Recall RR mAP Recall RR
BM25(RL[Claim]) 32.43 35.8 30.23 31.50 32.82 29.80

BM25(Claim) 26.82 29.68 22.30 26.82 29.68 22.30
kNN(RL[Claim]) 36.69 36.95 29.17 34.49 35.06 29.79

kNN(Claim) 28.40 25.93 21.27 28.40 25.93 21.27

Table 6.4: Ablation experiments, RR refers to reciprocal rank.

changes for add synonym and change tense to present simple are negative, with an average of
-0.34 and -0.98, respectively. We hypothesize that the model does not learn add synonym and
change tense to present simple actions well due to the sparsity of such examples in the data as
shown in Table 6.2. We further discuss the importance of these actions in Section 6.6.

6.5.4 Ablations

We conduct ablation experiments to evaluate the ability of our system in adapting to arbitrary
endpoints and different performance metrics. Although the space of possible ablations is far
larger than what we present here, we pick three dimensions of ablations that could be useful for
practitioners and future researchers: (i) retriever type (BM25 or kNN), (ii) reward metric (average
precision, recall, reciprocal rank) and (iii) presence of negative training examples.
Table 6.4 shows the results on each ablation when compared against a baseline of just using the
initial claim. Across different metrics and retrievers we observe improvements in query perfor-
mance: our system improves the original claim of up to 11% absolute recall points (42% relative
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Figure 6.5: Distribution of predicted actions (remove, swap with synonym, add synonym and
change to present tense) with AP@50 reward and BM25 retriever.

improvement) and works on both BM25 and kNN retrievers. We also observe that the inclusion
of training sequences with query performance decrease (negative training examples), consistently
leads to performance decreases on all metrics and retrievers as compared to just training on posi-
tive edit sequences –with the only exception of querying kNN with RR as reward. We posit that
this performance gap is due to the difference in data quality, i.e, providing our models with noise-
less training signals leads to more effective queries. However, even in cases where we include
negative training examples our models still meaningfully improve over the original claim.

6.6 Discussion

Do we need to use (offline) RL for claim rewriting? It can be argued that a computationally
expensive RL agent for query rewriting could be replaced by more economic design choices such
as a sequence labeling model by fine-tuning a pretrained language model. In fact, as we discussed
in the prior work section (6.2), researchers have indeed taken several different approaches for
training neural text-editing models. In order to dig deeper into this question, we chose AP@50
as reward and trained a classifier on only the first edit in the training instances as 128-way clas-
sification (4 actions * 32 tokens), and the resulting classifier performed slightly worse than the
RL agent trained on the whole edit sequence. However, we also observe from Figure 6.4 that
when using the BM25 retriever and AP@50 as reward, the first action in training data is four
times more effective than the following three actions on average, which means that the compar-
ison between the classifier and the RL agent might not be a fair one. However, we also interpret
the strong performance of the classifier as a more efficient alternative to training expensive re-
inforcement learning models. We leave a deeper comparison of the capabilities of sequence
classification modeling and offline reinforcement learning for future work.
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Figure 6.6: Average change in AP@50 scores of the predicted actions (remove (Rmv), swap
with synonym (S Syn), add synonym (A Syn) and change tense to present simple (Pre)) against
BM25. Statistics for actions with no changes in AP@50 are excluded as this results in 0 scores.

Are pretrained sentence embeddings good candidates for state representation? In our
initial set of experiments we used frozen pretrained Sentence-BERT embeddings as state rep-
resentation, and we did not see significant improvements over the initial claim. We observed
a significant performance jump ( 5 mAP@50 points) once the sentence embeddings were also
trained alongside the RL agent. This improvement highlights the importance of state repre-
sentation and shows that task-specific embeddings perform better than general-purpose
embeddings. This finding also indicates that the presence of Wikipedia data in the training data
of LLMs does not simplify our task. Furthermore, there is significant prior work emphasizing the
role and difficulty of the combinatorial and compositional nature of the state space in language
tasks for reinforcement learning. [158], which also makes text-based RL agents a good choice for
advancing our understanding of natural language.

What is the relation between query rewriting with sequence action learning and keyword
extraction? We find that some of our models predict the remove action the vast majority of
times, upwards of 80% in the case of using BM25 as retriever and AP@50 as reward. This brings
up a natural question around how our method compares with keyword extraction methods, since
the prevalence of remove edits during inference suggests that our approach works similar to
keyword extraction. Our initial experiments with KeyBERT [159] show that this is not the case
as keyword extraction does not perform comparably with the claim baseline on BM25 and
AP@50 as reward. Although further analysis is required to make firm conclusions, it could be
implied that including actions other than remove for rewriting queries can bring in significant
gains.
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6.7 Conclusion

In this chapter, we presented our findings on using an offline RL agent that learns editing strate-
gies for query rewriting, so that fact-checkers can discover misinformation across social media
platforms more effectively. Using a decision transformer, we showed that we can learn to rewrite
misinformation claims by applying a series of interpretable actions such as adding synonyms
or removing specific words. These actions can transform the claims into more effective queries,
leading to a relative performance increase of up to 42% over a simpler kNN retriever baseline.
Additionally, we conducted further analyses and ablation studies to develop a better understand-
ing of our system, which showed that its adaptable to a variety of metrics and search engines.
Our findings are an initial step towards building AI-assisted technologies to help fact-checkers
discover online misinformation more effectively.

Future Work. While our work lays the grounds on using RL for building effective misinforma-
tion discovery tools, the practical application of our model requires further work to account for
the limited access to social network APIs. This means additional constraints such as: (1) learning
to rewrite claims under a fixed budget of training queries, and (2) learning without supervision.
While there are already several solutions available for (2) [64, 42], we believe (1) is an exciting
area for further exploration. Additionally, we posit our approach to be applicable on languages
other than English since the RL agent we train is mainly language-agnostic.
In the recent three chapters, we presented datasets and models for different languages in helping
fact-checkers scale their efforts through human-centered language technology (RQ2). In this
chapter we contributed to this goal by helping fact-checkers find the best query for their search
of similar claims across platforms using offline reinforcement learning. In chapters 4 and 5, we
helped fact-checkers group similar claims together, and apply existing fact-checks to social me-
dia posts, through contributing novel datasets and models that outperformed state of the art, and
enabled cross-lingual matching of tweets with fact-checks. In the next chapter, we address RQ3:
building human-centered language technology to help internet users safely navigate around on-
line misinformation. In particular, chapter 7 contributes to the third research question by helping
users contextualize news through generating abstractive and extracting explanations of news.
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CHAPTER 7

Contextualization by Explanation Generation

In this chapter, we explore the construction of natural language explanations for news claims,
with the goal of assisting fact-checking and news evaluation applications. We experiment with
two methods: (1) an extractive method based on Biased TextRank – a resource-effective unsu-
pervised graph-based algorithm for content extraction; and (2) an abstractive method based on
the GPT-2 language model. We perform comparative evaluations on two misinformation datasets
in the political and health news domains, and find that the extractive method shows the most
promise.

7.1 Introduction

Navigating the media landscape is becoming increasingly challenging given the abundance of
misinformation, which reinforces the importance of keeping our news consumption focused
and informed. While fake news and misinformation have been a recent focus of research stud-
ies [26, 126, 160], the majority of this work aims to categorize claims, rather than generate expla-
nations that support or deny them. This is a challenging problem that has been mainly tackled by
expert journalists who manually verify the information surrounding a given claim and provide a
detailed verdict based on supporting or refuting evidence. More recently, there has been a grow-
ing interest in creating computational tools able to assist during this process by providing support-
ing explanations for a given claim based on the news content and context [129, 161]. While a true
or false veracity label does not provide enough information and a detailed fact-checking report or
news article might take long to read, bite-sized explanations can bridge this gap and improve the
transparency of automated news evaluation systems.
To contribute to this line of work, this chapter explores two approaches to generate supporting
explanations to assist with the evaluation of news. First, we investigate how an extractive method
based on Biased TextRank [162] can be used to generate explanations. Second, we explore an
abstractive method based on GPT-2, a large generative language model [163].
Our methods take as input a news article and a claim and generate a claim-focused explanation
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by extracting or generating relevant information to the original article in relation to the claim. We
evaluate our proposed methods on the health care and political domains, where misinformation
is abundant. As current news on the COVID-19 pandemic and the elections are overloading
social media outlets, we find these domains to be of timely importance. Through comparative
experiments, we find that both methods are effective at generating explanations for news claims,
with the extractive approach showing the most promise for this task.

Claim: nearly half of Oregon’s children are poor.
Fact-Check Report: ...Jim Francesconi...said...”Nearly half of Oregon’s children are poor.” He said
the information came from a 2012 report...According to that report, ”nearly 50% of children are
either poor or low-income.” Francesconi almost immediately realized his mistake. ”In retrospect, I
wish I would have said poor or low income.”...there is a distinction between poor and low income
as far as the U.S. government is concerned.” ... If you check the...Census information, you’ll find
that...23 percent of children in Oregon live in...below...poverty level while another 21 percent live
in low-income families. As far as the U.S. government is concerned, about a quarter of the state’s
children are poor, not half... (redacted)
Supporting Explanation (Ground Truth): So where does this leave us? Francesconi said in an
opinion piece that ”nearly half of Oregon’s children are poor.” In fact, if you use federal definitions
for poverty, about a quarter are poor and another quarter are low-income. But experts tell us that
families that are described as low-income still struggle to meet their basic needs and, for all intents
and purposes, qualify as poor. Be that as it may, Francesconi was referencing a report that used the
federal definitions.
Biased TextRank (Extractive): ”Nearly half of Oregon’s children are poor.” According to that re-
port, ”nearly 50% of children are either poor or low-income.” Low income refers to families between
100 and 200 percent of the federal poverty level. As far as the U.S. government is concerned, about a
quarter of the state’s children are poor, not half.
GPT-2 Based (Abstractive):” That’s still below the federal poverty level. But that’s not half. About
47 percent of Oregon’s children are not poor, according to the Census data. So the percentage of
children in the state who are poor is not half yet. It’s actually closer to half.

Table 7.1: An example data point from the LIAR-PLUS dataset, with ground truth explanations,
and explanations generated by our methods.

7.2 Related Work

While explainability in AI has been a central subject of research in recent years [164, 165, 166],
the generation of natural language explanations is still relatively understudied. Camburu et al.
[167] propose e-SNLI, a natural language (NL) inference dataset augmented with human-annotated
NL explanations. In their paper, Camburu et al. generated NL explanations for premise and hy-
pothesis pairs for an inference task using the InferSent [168] architecture. Kumar and Talukdar
[169] propose the task of generating “faithful” (i.e., aligned with the model’s internal decision
making) NL explanations and propose NILE, a method that jointly produces NLI labels and
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faithful NL explanations.
Generating explanations in the context of news and fact-checking is a timely and novel topic in
the NLP community [129, 161, 170]. In [129] the authors proposed a supervised BERT [104]
based model for jointly predicting the veracity of a claim by extracting supporting explanations
from fact-checked claims in the LIAR-PLUS [171] dataset. Kotonya and Toni [170] constructed
a dataset for a similar task in the public health domain and provided baseline models for explain-
able fact verification using this dataset. Fan et al. [161] used explanations about a claim to assist
fact-checkers and showed that explanations improved both the efficiency and the accuracy of the
fact-checking process.

7.3 Methods

We explore two methods for producing natural language explanations: an extractive unsupervised
method based on Biased TextRank, and an abstractive method based on GPT-2.

7.3.1 Extractive: Biased TextRank

Introduced by Kazemi et al. [162] and based on the TextRank algorithm [172], Biased TextRank
is a targeted content extraction algorithm with a range of applications in keyword and sentence
extraction. The TextRank algorithm ranks text segments for their importance by running a ran-
dom walk algorithm on a graph built by including a node for each text segment (e.g., sentence),
and drawing weighted edges by linking the text segment using a measure of similarity.
The Biased TextRank algorithm takes an extra “bias” input and ranks the input text segments
considering both their own importance and their relevance to the bias term. The bias query is
embedded into Biased TextRank using a similar idea introduced by Haveliwala [173] for topic-
sensitive PageRank. The similarity between the text segments that form the graph and the “bias”
is used to set the restart probabilities of the random walker in a run of PageRank over the text
graph. That means the more similar each text segment is to the bias query, the more likely it is for
that node to be visited in each restart and therefore, it has a better chance of ranking higher than
the less similar nodes to the bias query. During our experiments, we use SBERT [105] contextual
embeddings to transform text into sentence vectors and cosine similarity as similarity measure.

7.3.2 Abstractive: GPT-2 Based

We implement an abstractive explanation generation method based on GPT-2, a transformer-
based language model introduced in Radford et al. [163] and trained on 8 million web pages
containing 40 GBs of text.
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Aside from success in language generation tasks [174, 175], the pretrained GPT-2 model enables
us to generate abstractive explanations for a relatively small dataset through transfer learning.
In order to generate explanations that are closer in domain and style to the reference explanation,
we conduct an initial fine-tuning step. While fine tuning, we provide the news article, the claim,
and its corresponding explanation as an input to the model and explicitly mark the beginning
and the end of each input argument with bespoke tokens. At test time, we provide the article and
query inputs in similar format but leave the explanation field to be completed by the model. We
use top-k sampling to generate explanations. We stop the generation after the model outputs the
explicit end of the text token introduced in the fine-tuning process.
Overall, this fine-tuning strategy is able to generate explanations that follow a style similar to the
reference explanation. However, we identify cases where the model generates gibberish and/or
repetitive text, which are problems previously reported in the literature while using GPT-2 [176,
177]. To address these issues, we devise a strategy to remove unimportant sentences that could
introduce noise to the generation process. We first use Biased TextRank to rank the importance of
the article sentences towards the question/claim. Then, we repeatedly remove the least important
sentence (up to 5 times) and input the modified text into the GPT-2 generator. This approach
keeps the text generation time complexity in the same order of magnitude as before and reduces
the generation noise rate to close to zero.

7.4 Evaluation

7.4.1 Experimental Setup

We use a medium (355M hyper parameters) GPT-2 model [163] as implemented in the Hug-
gingface transformers [178] library. We use ROUGE [179], a common measure for language
generation assessment as our main evaluation metric for the generated explanations and report the
F score on three variations of ROUGE: ROUGE-1, ROUGE-2 and ROUGE-L.
We compare our methods against two baselines. The first is an explanation obtained by applying
TextRank on the input text. The second, called “embedding similarity”, ranks the input sentences
by their embedding cosine similarity to the question and takes the top five sentences as an expla-
nation.

7.4.2 Datasets

LIAR-PLUS. The LIAR-PLUS [171] dataset contains 10,146 train, 1,278 validation and 1,255
test data points collected from PolitiFact.com, a political fact-checking website in the U.S. A
datapoint in this dataset contains a claim, its verdict, a news-length fact-check report justifying
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Dataset Total count Av. Words Av. Sent.
LIAR-PLUS 12,679 98.89 5.20
HNR 16,500 87.82 4.63

Table 7.2: Dataset statistics for explanations; total count, average words and sentences per expla-
nation.

Model ROUGE-1 ROUGE-2 ROUGE-L
TextRank 27.74 7.42 23.24
GPT-2 Based 24.01 5.78 21.15
Biased TextRank 30.90 10.39 26.22

Table 7.3: ROUGE-N scores of generated explanations on the LIAR-PLUS dataset.

the verdict and a short explanation called “Our ruling” that summarizes the fact-check report and
the verdict on the claim. General statistics on this dataset are presented in Table 7.2.

Health News Reviews (HNR). We collect health news reviews along with ratings and explana-
tions from healthnewsreview.org, a website dedicated to evaluating healthcare journalism in the
US. 1 The news articles are rated with a 1 to 5 star scale and the explanations, which justify the
news’ rating, consist of short answers for 10 evaluative questions on the quality of information re-
ported in the article. The questions cover informative aspects that should be included in the news
such as intervention costs, treatment benefits, discussion of harms and benefits, clinical evidence,
and availability of treatment among others. Answers to these questions are further evaluated as ei-
ther satisfactory, non-satisfactory or non-applicable to the given news item. For our experiments,
we select 1,650 reviews that include both the original article and the accompanying metadata as
well as explanations. Explanations’ statistics are presented in Table 7.2.
To further study explanations in this dataset, we randomly select 50 articles along with their corre-
sponding questions and explanations. We then manually label sentences in the original article that
are relevant to the quality aspect being measured.2 During this process we only include explana-
tions that are deemed as “satisfactory,” which means that relevant information is included in the
original article.

7.4.3 Producing Explanations

We use the Biased TextRank and the GPT-2 based models to automatically generate explanations
for each dataset. With LIAR-PLUS, we seek to generate the explanation provided in the “Our

1We followed the restrictions in the site’s robots.txt file.
2The annotation was conducted by two annotators, with a Pearson’s correlation score of 0.62 and a Jaccard

similarity of 0.75.
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Model
Explanations Relevant Sentences

ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L
Embedding Similarity 18.32 2.96 15.25 22.02 8.79 20.21
GPT-2 Based 20.02 4.32 17.67 15.74 2.58 13.32
Biased TextRank 19.41 3.41 15.87 23.54 10.15 21.88

Table 7.4: ROUGE evaluation on the HNR dataset. Left columns under “Explanations” have
the actual explanations as reference and the columns on the right provide results for comparison
against question-relevant sentences.

Model Acc. F1 (+) F1 (-)
GPT-2 Based 64.40% 49.04% 54.67%
Biased TextRank 65.70% 56.69% 57.96%

Table 7.5: Downstream evaluation results on the HNR dataset, averaged over 10 runs and 9 ques-
tions.

ruling” section. For HNR we aim to generate the explanation provided for the different evaluative
questions described in section 7.4.2. We use the provided training, validation and test splits for
the LIAR-PLUS dataset. For HNR, we use 20% of the data as the test set and we study the first
nine questions for each article only and exclude question #10 as answering it requires informa-
tion beyond the news article. We use explanations and question-related article sentences as our
references in ROUGE evaluations over the HNR dataset, and the section labeled “Our ruling” as
ground truth for LIAR-PLUS.

Extractive Explanations. To generate extractive explanations for the LIAR dataset, we apply
Biased TextRank on the original article and its corresponding claim and pick the top 5 ranked sen-
tences as the explanation (based on the average length of explanations in the dataset). To generate
explanations on the HNR dataset, we apply Biased TextRank on each news article and question
pair for 9 of the evaluative questions and select the top 5 ranked sentences as the extracted expla-
nation (matching the dataset average explanation length).

Abstractive Explanations. We apply the GPT-2 based model to generate abstractive expla-
nations for each dataset using the original article and the corresponding claim or question as an
input. We apply this method directly on the LIAR-PLUS dataset. On the HNT dataset, since we
have several questions, we train separate GPT-2 based models per question. In addition, each
model is trained using the articles corresponding to questions labeled as “satisfactory” only as the
“unsatisfactory” or “not applicable” questions do not contain information within the scope of the
original article.

89



7.4.4 Downstream Evaluation

We also conduct a set of experiments to evaluate to what extent we can answer the evaluation
questions in the HNR dataset with the generated explanations. For each question, we assign
binary labels to the articles (1 for satisfactory answers, 0 for not satisfactory and NA answers)
and train individual classifiers aiming to discriminate between these two labels. During these
experiments each classifier is trained and evaluated ten times on the test set and the results are
averaged over the ten runs.

7.5 Experimental Results

As results in Table 7.3 suggest, while our abstractive GPT-2 based model fails to surpass ex-
tractive baselines on the LIAR-PLUS dataset, Biased TextRank outperforms the unsupervised
TextRank baseline. Biased TextRank’s improvements over TextRank suggest that a claim-focused
summary of the article is better at generating supporting explanations than a regular summary
produced by TextRank. Note that the current state-of-the-art results for this dataset, presented
in [129] achieve 35.70, 13.51 and 31.58 in ROUGE-1, 2 and L scores respectively. However, a
direct comparison with their method would not be accurate as it is a method that is supervised

(versus the unsupervised Biased TextRank) and extractive (versus the abstractive GPT-2 based
model).
Table 7.4 presents results on automatic evaluation of generated explanations for the HNR dataset,
showing that the GPT-2 based model outperforms Biased TextRank when evaluated against actual
explanations and Biased TextRank beats GPT-2 against the extractive baseline. This indicates the
GPT-2 based method is more effective in this dataset and performs comparably with Biased Tex-
tRank. Results for the downstream task using both methods are shown in Table 7.5. As observed,
results are significantly different and demonstrate that Biased TextRank significantly outperforms
(t-test p = 0.05) the GPT-2-based abstractive method, thus suggesting that Biased TextRank
generates good quality explanations for the HNR dataset.

7.6 Discussion

Our evaluations indicate that Biased TextRank shows the most promise, while the GPT-2 based
model mostly follows in performance. Keeping in mind that the GPT-2 based model is solving
the harder problem of generating language, it is worth noting the little supervision it receives on
both datasets, especially on the HNR dataset where the average size of the training data is 849.
In terms of resource efficiency and speed, Biased TextRank is faster and lighter than the GPT-2
based model. Excluding the time needed to fine-tune the GPT-2 model, it takes approximately 60
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seconds on a GPU to generate a coherent abstractive explanation on average on the LIAR-PLUS
dataset, while Biased TextRank extracts explanations in the order of milliseconds and can even do
it without a GPU in a few seconds. We find Biased TextRank’s efficiency as another advantage of
the unsupervised algorithm over the GPT-2 based model.

7.7 Conclusion

In this chapter, we presented extractive and abstractive methods for generating supporting ex-
planations for more convenient and transparent human consumption of news. We evaluated our
methods on two domains and found promising results for producing explanations. In particular,
Biased Text-Rank (an extractive method) outperformed the unsupervised baselines on the LIAR-
PLUS dataset and performed reasonably close to the extractive ground-truth on the HNR dataset.
Biased TextRank is also easy to adapt to work in multilingual and non-English settings where
only the embedding vectors encoding the text spans need to be updated.
For future work, we believe generating abstractive explanations should be a priority, since intu-
itively an increase in the readability and coherence of the supporting explanations will result in
improvements in the delivery and perception of news.
This chapter, alongside chapter 2, contribute to the third research question around building
human-centered NLP for helping users safely navigate around misinformation. This chapter
did so through contextualizing health news and fact-check reports, and chapter 2 used alongside
the models and approach from chapter 4 have been helping real users in India, Brazil, and the
Philipinnes to flag and learn more about potentially misleading information on end-to-end en-
crypted social media. The following chapters include our conclusionary remarks. In the next
chapter we aim to answer a high level question, that if all human-centered language and AI tech-
nology to understand and quantify misinformation on the internet existed, how can we put those
pieces together and leverage the insights to collectively fight back against misinformation.
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CHAPTER 8

Conclusion

This dissertation has been a deep dive into the world of human-centered Natural Language Pro-
cessing (NLP), highlighting its crucial role in helping people understand, identify, and navigate
through misinformation. Our mission to enhance the quality of online information began by de-
veloping NLP methods to explore how misinformation operates across various platforms and
user groups. Inspired by these insights, we developed multilingual models and datasets aimed
at empowering fact-checkers and journalists globally to identify misinformation at scale. Along-
side this, we created NLP tools to make online experiences safer for users, aiding them in steer-
ing clear of misinformation. This comprehensive research emphasizes the vital role of human-
centered NLP in bolstering our collective ability to tackle the challenges posed by misinforma-
tion in the digital realm.
We now revisit the thesis’ goals and discuss our findings and contributions to human-centered
NLP for countering misinformation in details:

8.1 Revisiting the Goal of RQ1: How to use language technology to gain a
human-centered understanding of misinformation?

To develop language technology aimed at countering and navigating through misinformation, it is
essential to grasp its underlying mechanisms. In chapters 2 and 3, we delved into how NLP can
be harnessed to gain a deeper understanding of the phenomenon of misinformation.
In chapter 2, we conducted the first study on misinformation within the realm of end-to-end
encrypted social media, specifically focusing on WhatsApp during the 2019 Indian general elec-
tions. Our investigation revealed that when users have the option to participate in tiplines, a
significant portion of viral content in public WhatsApp groups is reported to these tiplines before
reaching widespread circulation. An in-depth analysis of the texts, images, and URLs submitted
to our study’s tipline uncovered that the most frequently shared content across these conver-
sations is indeed misinformation. Our research shed light on the dynamics of misinformation
within end-to-end encrypted social media and underscored the valuable role tiplines can play in
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bringing transparency to these otherwise opaque platforms.
Chapter 3 demonstrated that individuals from various backgrounds exhibit distinct belief pat-
terns regarding misinformation. Through a series of user-centered modeling experiments, we
ascertained that information about a user’s demographics, including factors such as age, gender,
education, and race, can enhance models for understanding misinformation perception and elu-
cidating the reasons behind individual beliefs. Moreover, our findings revealed that the greater
the homogeneity within a group’s perception of misinformation, the more the demographic char-
acteristics of the group members can explain their individual views on misinformation. This
suggested a link between susceptibility to misinformation and the demographic profile of the user.
Ultimately, the insights from chapter 3 underscored the need to consider individual differences
in the fight against misinformation, recognizing that people from diverse backgrounds may be
susceptible to different forms of misinformation.

8.2 Revisiting the Goal of RQ2: How to utilize language technology to identify
misinformation at scale while keeping humans in the loop?

In chapters 4, 5, and 6, we researched the utilization of NLP for identifying misinformation
at scale, with a key requirement that human oversight remained pivotal. These interventions
enhanced the expertise of fact-checkers and were rooted in a human-centered comprehension of
misinformation.
In chapter 4, we introduced the concept of claim matching across five languages, spanning both
high and low resource domains, with the aid of two novel datasets. Leveraging knowledge distil-
lation, we trained a student embedding model to align with a teacher model (XLM-RoBERTa) by
using parallel data between the teacher and student languages. Our findings revealed that our mul-
tilingual model consistently outperforms state-of-the-art multilingual embeddings across various
settings, including retrieval and classification. The work in chapter 4 formed the foundation for
improved search and claim matching performance. It empowered fact-checkers to operate more
efficiently, enabling them to fact-check similar claims only once. Moreover, this model has been
successfully deployed in large-scale scenarios, providing crucial fact-checking support during
elections in Brazil, the Philippines, and France.
Additionally, in chapter 5, we investigated the application of multilingual embeddings in retriev-
ing relevant fact-checks for tweets in English, Spanish, Portuguese, and Hindi, both in single-
language and cross-language contexts. We observed that state-of-the-art multilingual embedding
models often struggle when processing lengthy fact-check reports, falling short compared to
BM25, except in the cross-language setting where embedding models prove their utility. We have
also made our novel multilingual dataset available to support future research in this critical area,
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facilitating open research and assisting fact-checkers in locating relevant fact-checks for their
queries within fact-checked claim reports.
Manually identifying the most effective search terms for fact-checkers across diverse platforms
when researching potentially misleading claims is a challenging task. In chapter 6, we addressed
this issue by aiding fact-checkers in transforming their initial claim into an effective search
query. We accomplished this by training an offline reinforcement learning agent using a Deci-
sion Transformer, to optimize edit actions that enhance a potentially misleading claim. Using
the FEVER evidence retrieval dataset, we applied straightforward editing actions (e.g., word re-
moval, synonym substitution) to iteratively improve the initial claim’s effectiveness for desired
performance metrics, such as precision or recall. Our research further investigated model behav-
iors and conducted ablation studies to uncover the hyperparameters contributing to enhanced
performance. Our work provided a tangible demonstration of how fact-checkers can employ a
human-interpretable query rewriter adaptable to diverse social media search platforms. This tool
transformed claims under fact-checking into effective queries based on adjustable performance
and platform criteria, thereby facilitating the scalability and efficiency of fact-checkers.
The models, systems, and datasets presented in these three chapters, which addressed the sec-
ond research question (language technology for aiding humans in identifying misinformation
at scale), substantially enhanced the efficiency and effectiveness of fact-checkers through claim
matching, linking claims with fact-check reports, and optimizing claim queries.

8.3 Revisiting the Goal of RQ3: How can NLP help users safely navigate around
misinformation in online environments?

Despite the existence of fact-checking pipelines overseen by humans, internet users may still
encounter misleading information on the web. In chapter 7, we introduced novel tasks and NLP
models aimed at generating explanations to assist users in navigating misinformation. This chap-
ter explored both extractive (Biased TextRank) and abstractive (fine-tuned GPT-2) methods for
extracting and generating explanations related to health news and fact-check reports.
Our findings revealed that, for the HNR dataset, which features abstractive explanations as
ground truth, GPT-2 outperformed other methods, albeit marginally. However, in the LIAR-
PLUS dataset, which predominantly contains extractive explanations from longer fact-check
reports, Biased TextRank demonstrated significant superiority. Both methods exhibited improve-
ments over existing baselines for explanation generation, offering the capability to contextualize
internet information, thereby shielding users from deceptive content.
In chapter 2, we delved into the realm of misinformation on end-to-end encrypted social media,
focusing on a case study of the 2019 Indian general elections. Our investigation highlights the
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effectiveness of a crowdsourced opt-in tipline, operational during the election period, in assisting
users in seeking additional information regarding potentially misleading claims in public Whats-
App groups. When combined with the work described in chapter 4, these tiplines empowered so-
cial media users to access information from fact-checkers, enabling the scaling of fact-checking
efforts to effectively respond to the surge in tipline requests. Thus, as detailed in chapter 2, these
tiplines are valuable for social media users, particularly those on end-to-end encrypted platforms
like WhatsApp and Telegram, enabling them to navigate through misinformation safely.
Taken together, these findings addressed the third research question (utilizing NLP to facilitate
safe navigation through misinformation) by equipping internet users with tools that enhance their
online environments with factually accurate information.

8.4 The Way Forward

This thesis has shed light on research questions around human-centered NLP to counter misinfor-
mation through contributing NLP models, systems, algorithms, and datasets. We demonstrated
that NLP can help us gain a deeper understanding of the phenomena of misinformation, build
systems that help scale up human fact-checking efforts, and help users navigate safely around
misinformation on the internet.
Fully automated misinformation detection is considered a challenging NLP and AI task, and so
far it has not been operationalized in any major way as the state-of-the-art performs poorly on
real world data. Every automatic misinformation detection pipeline must achieve at least the five
following elements: (i) reliable and up-to-date data streams, (ii) parse text into check-worthy
claims, (iii) identify relevant context, (iv) reason over contextual knowledge to assign a veracity
label or score, (v) provide explanations or demonstrate why the decision is a sane one. State-
of-the-art NLP and fake news detection systems currently do none of these tasks well enough
to make a fully automatic pipeline practical. If the goal is to achieve full automation, these five
subproblems are important questions for future research.
In contrast with automatic misinformation detection, leveraging the intelligence of crowds to
conduct fact-checks is another scalable way of identifying misinformation as recent research
[180] has demonstrated that a panel of sixteen or more crowd fact-checkers can outperform fact-
checking performance equivalent of three expert journalists, provided the crowd is ideologically
balanced. Crowd fact-checking comes with new NLP challenges such as finding the right jury to
fact-check a post or aggregating opinions of crowd fact-checkers to explain the veracity of claims.
Not without its shortcomings [181], X’s community notes is one example of how such strategies
can be carried out at scale to enable various individuals fact-check a large number of daily posts.
Furthermore, network science can be leveraged to understand the dynamics of misinformation
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spread, and identify coordinated disinformation campaigns in social networks.
Additionally, future research in areas of multi and cross linguality (misinformation is a global
issue), multimodality (misinformation is not just text), and retrieval (fact-checkers benefit from
search functionalities) within the domain of misinformation are necessary for improving human-
centered NLP to counter misinformation more broadly and effectively.
With the increase in popularity of large language models in recent years, several risks and oppor-
tunities rise in regards to misinformation [182]. Large language models can help with many of
the subproblems previously mentioned as important to countering misinformation such as claim
detection, reasoning over contextual knowledge, and better retrieval support for fact-checkers.
LLMs can however be used to generate fake news and deepfake videos for targeting internet users
with disinformation, and are known to hallucinate or produce factually inaccurate and inconsis-
tent content. Such issues are important areas for future research, as they currently pose hurdles to
the applicability of AI in domains and tasks where factuality of LLMs is highlighted.
Finally, misinformation is a term commonly overused outside of its domain of application and
while categorization does exist for different types of misleading information [183], our fundamen-
tal understanding of what actually constitutes misinformation is limited. Sometimes the presence
of correct but manipulative information could have more malicious outcomes than false informa-
tion, and so the need for understanding the fundamental mechanisms that drive human beliefs is
necessary. In many cultures, there are generational folklore myths that have been taken as truths
by a significant portion of the population, and while they are sometimes not based in reality, they
are also considered truths by entire factions of societies. Other scholars have compared fake news
with deception research, focusing more on an intent to deceive rather than investigating the ac-
curacy and reliability of the information. It is still unclear why humans believe misinformation,
even after they have been exposed to the correct version of stories [184]. Cross and trans dis-
ciplinary research is required for a deeper understanding of how individuals interact with and
are affected by this phenomenon and quantifying misinformation’s socioeconomic impact is an
important area for future research.
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Compositional demographic word embeddings. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing (EMNLP), pages 4076–4089, Online,
November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.emnlp-
main.334. URL https://aclanthology.org/2020.emnlp-main.334.

[38] Jenny Fan and Amy X. Zhang. Digital juries: A civics-oriented approach to platform
governance. In Proceedings of the 2020 CHI Conference on Human Factors in Computing

100

https://aclanthology.org/N18-1074
https://doi.org/10.24963/ijcai.2021/619
https://doi.org/10.24963/ijcai.2021/619
https://aclanthology.org/P15-1073
https://aclanthology.org/D17-1119
https://aclanthology.org/P14-2134
https://aclanthology.org/D17-1242
https://aclanthology.org/D17-1242
https://aclanthology.org/2020.emnlp-main.334


Systems, CHI ’20, page 1–14, New York, NY, USA, 2020. Association for Computing
Machinery. ISBN 9781450367080. doi: 10.1145/3313831.3376293. URL https:
//doi.org/10.1145/3313831.3376293.

[39] Peter Elkind, Jack Gillum, and Craig Silverman. How facebook undermines privacy
protections for its 2 billion whatsapp users, 2021.

[40] Chinmayi Arun. On whatsapp, rumours, and lynchings. Economic & Political Weekly, 54(6):
30–35, 2019.

[41] Meedan. One year of running the whatsapp end-to-end fact-checking project, 2020. URL
https://meedan.com/blog/one-of-year-of-running-the-end-end-
to-fact-checking-project/.

[42] Ashkan Kazemi, Kiran Garimella, Devin Gaffney, and Scott Hale. Claim matching beyond
English to scale global fact-checking. In Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics and the 11th International Joint Conference on
Natural Language Processing (Volume 1: Long Papers), pages 4504–4517, Online, August
2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.acl-long.347. URL
https://aclanthology.org/2021.acl-long.347.

[43] Gowhar Farooq. Politics of fake news: how whatsapp became a potent propaganda tool in
india. Media Watch, 9(1):106–117, 2017.

[44] CSDS Lokniti. How widespread is whatsapp’s usage in india? Live Mint, 2018. URL
https://livemint.com/Technology/O6DLmIibCCV5luEG9XuJWL/How-
widespread-is-WhatsApps-usage-in-India.html.

[45] Kiran Garimella and Dean Eckles. Images and misinformation in political groups: Evidence
from whatsapp in india. Harvard Kennedy School Misinformation Review, 2020.

[46] Pushkal Agarwal, Kiran Garimella, Sagar Joglekar, Nishanth Sastry, and Gareth Tyson.
Characterising user content on a multi-lingual social network. In Proceedings of the
International AAAI Conference on Web and Social Media, volume 14, pages 2–11, 2020.

[47] Gautam Kishore Shahi. Amused: An annotation framework of multi-modal social media
data, 2020.

[48] Gautam Kishore Shahi, Anne Dirkson, and Tim A Majchrzak. An exploratory study of
COVID-19 misinformation on Twitter. Online social networks and media, page 100104,
2021.

[49] Julio Reis, Philipe Melo, Kiran Garimella, and Fabricio Benevenuto. Can WhatsApp benefit
from debunked fact-checked stories to reduce misinformation? The Harvard Kennedy
School (HKS) Misinformation Review, 2020. URL https://doi.org/10.37016/
mr-2020-035.

101

https://doi.org/10.1145/3313831.3376293
https://doi.org/10.1145/3313831.3376293
https://meedan.com/blog/one-of-year-of-running-the-end-end-to-fact-checking-project/
https://meedan.com/blog/one-of-year-of-running-the-end-end-to-fact-checking-project/
https://aclanthology.org/2021.acl-long.347
https://livemint.com/Technology/O6DLmIibCCV5luEG9XuJWL/How-widespread-is-WhatsApps-usage-in-India.html
https://livemint.com/Technology/O6DLmIibCCV5luEG9XuJWL/How-widespread-is-WhatsApps-usage-in-India.html
https://doi.org/10.37016/mr-2020-035
https://doi.org/10.37016/mr-2020-035


[50] Martin Ester, Hans-Peter Kriegel, Jörg Sander, and Xiaowei Xu. A density-based algorithm
for discovering clusters in large spatial databases with noise. In KDD, volume 96, pages
226–231, 1996.

[51] Saining Xie, Ross Girshick, Piotr Dollar, Zhuowen Tu, and Kaiming He. Aggregated
residual transformations for deep neural networks. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR), July 2017.
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[122] Caio Sacramento de Britto Almeida and Débora Abdalla Santos. Text similarity using word
embeddings to classify misinformation. In Workshop on Digital Humanities and Natural
Language Processing, DHandNLP 2020, 2020. URL https://arxiv.org/abs/
2003.06634.

[123] Julie Tibshirani. Text similarity search with vector fields, 2019. URL https://
www.elastic.co/blog/text-similarity-search-with-vectors-in-
elasticsearch.

[124] Mark D Wilkinson, Michel Dumontier, IJsbrand Jan Aalbersberg, Gabrielle Appleton,
Myles Axton, Arie Baak, Niklas Blomberg, Jan-Willem Boiten, Luiz Bonino da Silva San-
tos, Philip E Bourne, et al. The fair guiding principles for scientific data management and
stewardship. Scientific data, 3(1):1–9, 2016.

[125] Alexis Conneau, Kartikay Khandelwal, Naman Goyal, Vishrav Chaudhary, Guillaume
Wenzek, Francisco Guzmán, Edouard Grave, Myle Ott, Luke Zettlemoyer, and Veselin
Stoyanov. Unsupervised cross-lingual representation learning at scale. In Proceedings of the
58th Annual Meeting of the Association for Computational Linguistics, pages 8440–8451,
Online, July 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-
main.747. URL https://aclanthology.org/2020.acl-main.747.

[126] James Thorne and Andreas Vlachos. Automated fact checking: Task formulations, methods
and future directions. In Proceedings of the 27th International Conference on Computa-
tional Linguistics, pages 3346–3359, Santa Fe, New Mexico, USA, August 2018. Associa-
tion for Computational Linguistics. URL https://aclanthology.org/C18-1283.

[127] Naeemul Hassan, Fatma Arslan, Chengkai Li, and Mark Tremayne. Toward automated
fact-checking: Detecting check-worthy factual claims by claimbuster. In Proceedings of the
23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
pages 1803–1812, 2017.

109

https://aclanthology.org/2020.emnlp-main.365
http://www.lrec-conf.org/proceedings/lrec2012/pdf/463_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/463_Paper.pdf
https://arxiv.org/abs/2003.06634
https://arxiv.org/abs/2003.06634
https://www.elastic.co/blog/text-similarity-search-with-vectors-in-elasticsearch
https://www.elastic.co/blog/text-similarity-search-with-vectors-in-elasticsearch
https://www.elastic.co/blog/text-similarity-search-with-vectors-in-elasticsearch
https://aclanthology.org/2020.acl-main.747
https://aclanthology.org/C18-1283
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