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ABSTRACT

Robot localization and mapping is a process where a robot constructs a global spatial model of a
scene based on multiple local observations. It is a fundamental problem supporting other compo-
nents of robot autonomy, such as planning and navigation. In this thesis, we are concerned with
building a robust and semantic-aware framework of robot perception. With the help of modern vi-
sion sensors, recent perception techniques are capable of producing fast and accurate estimations
for robot positions and 3D geometric structures under feature-rich environments. In perceptually
degraded situations, mainstream algorithms’ dependencies on feature quality and scene structure
are no longer valid. Besides, the advances of deep neural networks provide ways of learning point-
wise semantic information. However, these data-driven methods require an enormous amount of
labeled data to capture the underlying distribution of the practical real world. Furthermore, effec-
tive strategies for fusing the available predictions from upstream machine learning algorithms into
a consistent and efficient spatial-semantic environment model remain an ongoing challenge. To
address these problems, we propose leveraging the tools from the reproducing kernel Hilbert space
and the equivariance learning theory based on the symmetry of input data to construct a continuous
and functional representation of the sensor observations. This representation enables a novel for-
mulation of the localization problem that is robust towards sensor noise and outliers. Furthermore,
this representation can tightly couple the spatial-semantic relations for different perception tasks.

Specifically, in Chapter 4, we detail the functional and equivariant formulation that integrates
geometric and semantic measurements and then introduce a frame-to-frame sensor registration
framework. It outperforms the existing frame-to-frame registration methods in accuracy and ro-
bustness. Chapter 5 extends the two-frame registration to a multi-frame bundle adjustment for-
mulation. It demonstrates the potential in local and large-scale robot trajectory estimations, with
robust performances in feature-less and outlier-rich scenarios. Finally, Chapter 6 presents an un-
supervised equivariance learning framework for learning the semantic features of the above sensor
representation, which excels in environments with limited ground truth data. It offers robust adap-
tation and improved resilience against outliers or mismatches in simulated and unseen real-world
datasets. The aforementioned contributions enhance the data efficiency, generalization, semantic
understanding, and robustness of robot perception techniques within the demanding context of
perceptually degraded applications.
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CHAPTER 1

Introduction

1.1 Motivation

In recent years, we have witnessed enormous advancements of mobile robots in rural and urban
applications. Autonomous systems have the potential to greatly impact industries such as logistics,
cargo operations, manufacturing, and energy. They could also play a vital role in emergency
response situations like disaster relief, as well as scientific exploration and data collection. In the
previous scenarios, robots often operate within previously explored areas to perform routine tasks.
In the latter case, robots are required to navigate unknown places and make decisions online. As
described in Figure 1, the pivotal question is: At what point will the general public perceive a
mobile robot as a genuinely reliable societal and business companion?

For autonomous and human-controlled robots, reliable navigation requires an accurate under-
standing of their position within their environments. Specifically, robots ascertain their relative
poses ”cognitively,” utilizing either a pre-existing mental map of surrounding environments or a
newly constructed one. This is rooted in a fundamental problem in classical robot perception liter-
ature, Simultaneous Localization and Mapping (SLAM), shown in Figure 3, where the estimation
of the robot’s trajectories and environmental models take place concurrently [7]. Over the past
decades, remarkable progress has been achieved in various SLAM components, including visual
odometry [59], global sensor registration [62, 112, 226, 210], place recognition [90], bundle ad-
justment [184, 77, 92], etc. With the help of the latest vision and inertia sensors, modern perception
techniques have demonstrated rapid and accurate estimations of robot positions and 3D geometric
structures [145], provided that sufficient data is available and environments are feature-rich.

However, with the goal of fully autonomous operations, mobile robots will inevitably encounter
perceptually degraded situations, such as dust, lousy weather, deserts, forests, low light, and dy-
namic objects. The vision degradation can cause loss of sensor tracking, resulting in failure to
localize and reconstruct novel scenes [200]. For instance, dusty and smoky environments can
create numerous false-positive laser reflections [134]. Areas with low light often lack the neces-
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Figure 1: The adoption of autonomous robots is increasing at various terrains, utilized for diverse
applications [66, 53, 93, 1]. While certain robots concentrate on repetitive tasks within specific
and preset environments, others are designed to conquer unexplored and unfamiliar settings. Be-
fore mobile robots become commonplace in our life, we need to consider what barriers are still
preventing the general public from viewing these robots as safe and dependable partners.

Figure 2: For autonomous operations, mobile robots require incorporating semantic comprehen-
sion into their perception systems. Left: The biped robot walks along the traversable sidewalk
guided by a semantic 3D map constructed online [66]. Right: The autonomous car navigates along
the road while avoiding other cars moving around [4].

sary number of feature points [68]. Repetitive patterns or texture-less regions could disrupt the
feature matching process during stereo triangulation [80, 144], illustrated in Figure 4. Forest ex-
ploration tasks could experience many recurring patterns in the visual sensors, potentially leading
to inaccurate place recognition [67]. All these scenarios could confuse a SLAM system’s position
tracking and loop closing ability [194]. Some research efforts attempt to represent these outliers or
noises through certain probabilistic models [190, 97], while others experiment with learning more
expressive and distinguishable features [154, 176].

Besides robustness under challenging environments, a reliable autonomous robot must interact
independently with the world, requiring minimal direct human supervision. As shown in Fig-
ure 2, an autonomous legged robot needs to comprehend which terrain areas are traversable and
which could cause entrapment [66]. The recognition of the locations of different objects, such as
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Figure 3: An illustration of a simple SLAM framework consisting of five frames of point cloud
observations from laser sensors, collected from the Wave Field [126] in the University of Michigan.
The expected outputs include a global world model consistent with each frame’s sensor observation
and poses at all the timestamps.

sidewalks, trees, and buildings, could aid in its self-awareness of its physical position. Similarly,
an autonomous wheeled vehicle needs to discern which parts of the road are obstacle-free lanes
and identify dynamic objects to avoid [173, 4]. Should such robots await commands from human
operators, potentially leading to several minutes of delay as evidenced by robots like the Mars
Rovers [175], they would be compelled to move at an extremely slow pace, thereby increasing the
damage risks from themselves or from surrounding moving objects.

Attaining true autonomy thus necessitates integrating scene understanding into the geometric
realm [145]. Currently, such semantic knowledge is typically garnered through data-driven meth-
ods, e.g., deep neural networks, with substantial volumes of labeled data [49]. Ensuring that the
training datasets reflect the actual data distribution in the real world can be difficult. Many ef-
forts have been devoted to constructing a large enough dataset that covers as much as the real
world [200, 39], while out-of-the-distribution data could still hit during test time [199]. One
example of out-of-training-distribution data emerges from unseen transformations acting on the
input domain as shown in Figure 5. Though classical 2D and 3D convolutional neural networks
(CNN) excel in encapsulating translational invariance and equivariance of the input data, they en-
counter challenges around their restricted capacity to detect other types of symmetries, such as
rotations [36]. Moreover, it remains an open problem how the raw semantic predictions are effi-
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Figure 4: Stereo matching is an essential step in classical SLAM systems. It assumes the presence
of sufficiently distinguishable feature points between two sensor observations. Yet, in real-world
data, mis-matches are challenging to eliminate. Above: An illustration of how two feature points
are matched [203]. Below: Repetitive patterns can confuse the data correspondence process [154].

ciently and thoroughly integrated into the existing perception models [16, 214, 51, 223], so as to
simplify the decision-making for downstream planning and control algorithms.

1.2 Research Objectives

The purpose of this thesis is to redefine the robustness and generalization of robot spatial AI frame-
works by incorporating semantics knowledge and the inherent symmetric structures of input data
through unsupervised algorithms. Our primary focus falls on two essential elements of the SLAM
system: sensor registration and bundle adjustment (BA). Sensor registration addresses the local
position-tracking ability of perception systems, while bundle adjustment enhances the long-term
global mapping consistency.
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Figure 5: An illustration of how sensor inputs can be impacted with arbitrary transformations [110].
Current datasets may contain some of these transformations [99], but encompassing all possible
transformations in the training dataset is unlikely.

In particular, this work develops the following research objectives.

1. A continuous representation of 3D point clouds from camera and LIDAR observations that
integrates both geometric structures and semantic understandings.

2. A mathematically well-defined distance metric on such point cloud representation. An opti-
mization procedure robustly implemented for modern hardware compatibility.

3. A deep neural network for sensor registration that respects the natural symmetry of input
data and generalizes well from unseen transformed point clouds. A data-efficient way of
training the network with limited ground truth labels.

4. A bundle adjustment framework that models the continuous spatial-semantic distribution of
a sequence of frames and their topological relationships. Methods of robustly recovering all
the frames’ poses and the associated map.

1.3 Outline and Contributions

The rest of this thesis is divided into 5 chapters, as summarized below.
Chapter 2 gives a review of the relevant literature. This includes a review of two-frame and

multi-frame point cloud registration techniques for robot perception. It also includes a review of
local and global bundle adjustment techniques for SLAM frameworks with point cloud inputs.

Chapter 3 covers a semantic map compression method with sparse Bayesian regressions, in par-
ticular, with the Relevance Vector Machine. The technique is based on the principle of automatic
relevance determination and produces sparse local models that use a small subset of the original

5



dense training set as the dominant basis. The resulting map posterior is continuous, and queries
can be made efficiently at any resolution. We evaluate the proposed relevance vector semantic map
using two publicly available datasets. The experimental results show that the proposed mapping
system has comparable performance with the state-of-the-art techniques while requiring a lower
memory footprint.

Chapter 4 presents a novel nonparametric rigid point cloud registration framework, Semantic
Continuous Visual Odometry (CVO), that jointly integrates geometric and semantic measurements
such as color or semantic labels into the alignment process and does not require explicit data as-
sociation. The point clouds are represented as nonparametric functions in a reproducible kernel
Hilbert space (RKHS). The alignment problem is formulated as maximizing the inner product be-
tween two functions, essentially a sum of weighted kernels, each exploiting the local geometric
and semantic features. As a result of the continuous models, analytical gradients can be computed,
and a local solution can be obtained by optimization over the rigid body transformation group.
Besides, we present a new point cloud alignment metric that is intrinsic to the proposed frame-
work and takes into account geometric and semantic information. The evaluations using publicly
available stereo and RGB-D datasets show that the proposed method outperforms state-of-the-art
outdoor and indoor frame-to-frame registration methods. An open-source GPU implementation is
also provided.

Chapter 5 reports a novel Bundle Adjustment (BA) formulation using an RKHS representation
called RKHS-BA. The proposed formulation is correspondence-free, enables the BA to use RGB-D
and semantic labels in the optimization directly, and provides a generalization for the photometric
loss function commonly used in direct methods. RKHS-BA can incorporate appearance and se-
mantic labels within a hierarchical semantic-geometric functional representation that is continuous
and does not require optimization via image pyramids. We develop an odometry method using
local RKHS-BA graphs that, compared to existing direct odometry methods, RKHS-BA shows
highly robust performance in extremely challenging scenes and the best trade-off of generalization
and accuracy across extensive experiments.

Chapter 6 presents a novel unsupervised learning framework for correspondence-free 3D point
cloud registration, leveraging SE(3)-equivariant networks to accurately recover continuous SE(3)
transformations. Traditional methods, often challenged by arbitrary 3D motions and sensor noises
in point cloud observations, rely mostly on invariant feature matching or global equivariant feature
pooling. Our method diverges by treating point clouds as nonparametric functions in an RKHS,
each point described by high-dimensional SE(3) steerable features. The process is structured based
on the CVO formulation, which uses 3D coordinates. The minimization in feature space circum-
vents the need for pairwise point correspondences. The proposed unsupervised inner-outer loop
learning strategy excels in environments with limited ground truth data, offering robust adapta-
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tion in function space and enhanced resilience against outliers and mismatches. This robustness
is evident in various real-world scenarios. The framework’s effectiveness is demonstrated through
superior performance over existing baselines on the ModelNet simulated dataset and the ETH3D
real-world RGB-D dataset.
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CHAPTER 2

Literature Review

2.1 Point Cloud Registration of Two Frames

Consider two (finite) collections of points: X = {xi}, Z = {zj} ⊂ R3: the point cloud registration
process identifies which homogeneous transformation h ∈ SE(3) aligns the first point cloud X and
the transformed point cloud hZ = {hzj} the “best”. In the literature, it is usually formulated as an
optimization problem:

h∗ = arg min
h∈SE(3)

d(X, hZ) (2.1)

where d is a well-defined distance measure between the two point clouds. The objective func-
tion (2.1) can be further expressed as correlations between point pairs from the two point clouds.
The correspondence can be sparse if each point in the first point cloud is matched to only a single
point from the second point cloud. Alternatively, it can be dense, when each point correlates with
several points from the second point cloud. This problem can be likened to a chicken-and-egg sce-
nario because knowing the optimal pose leads to the understanding of the correct correspondences
of the point pairs. Conversely, with the right data association, it is possible to compute the optimal
transformation as well.

2.1.1 Classical ICP-based registration

To improve the quality of one-to-one correspondences (hard assignment), the work of [30] as-
sumes that only a portion of points can be paired, thus only considering the first few smallest
residuals. Many-to-many correspondences (soft assignment) are introduced as the weights of the
residuals, controlling the "blurriness" of point matches. The weights can come from mutual infor-
mation [142] or from Gaussian weights [74]. EM-ICP [76] treats the correspondences as hidden
variables and uses Expectation Maximization (EM) [13] to infer both the matches and then the
transformations.
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Point-to-plane [28], plane-to-plane [117], and Generalized-ICP [159] build local geometric
structures to the loss formulation. The work of [164] combines multiple Euclidean invariant fea-
tures. The work of [160] works on an IR camera and uses extra SIFT features from depth images
to help keypoint correspondences. The work of [162] uses color/intensity for both association and
registration. Color ICP [131] defines a sum of reprojected photometric and depth loss on dense
RGB-D point clouds. GICP-RKHS [133] also appends an additional regularizer to the GICP’s
loss for point intensity via the Relevance Vector Machine [13]. Semantic-ICP [132] treats points’
semantic labels and associations as additional hidden variables as a part of the EM-ICP framework.

2.1.2 Mixture of Gaussian-based Registration Frameworks

Probabilistic registration frameworks represent point clouds as discrete [11, 111] or continuous
probability densities [91, 19, 33, 56, 61, 83]. Compared to this work, GMM-based methods also
use a double sum of Gaussian kernels, combined with the soft data association, but they come from
a different theoretical background than the Reproducing Kernel Hilbert Space (RKHS) [8].

Normal Distribution Transform (NDT) defines a discrete collection of bivariate Gaussian dis-
tributions to capture local surface structures [10, 111]. Discretization brings automatic soft data
association without the need to infer GMM weights. An effective discretization strategy requires
suitable voxel sizes and efficient voxel deployment, for instance, a forest of octrees [111], distance-
based voxel sizing [114], hierarchical voxel tree deployment [188], and cell clustering [44]. Com-
pared to NDT, the proposed method is also data association-free, but it is further a continuous
representation, thus avoiding the above concerns caused by discretization.

Some continuous GMM-based methods minimize the distance between two distributions. Ef-
fective distance measures include Jensen-Shannon divergence [191] and the l2 distance of the
two dense [12] or sparse [19] GMMs. Kernel Correlation (KC) [185] maximizes the correla-
tion between two point clouds using M-estimators, in particular, a sum of Gaussian kernels. It
has an identical loss function compared to the proposed geometric-only inner product, but its ker-
nel lengthscales stay fixed throughout the optimization. In addition, KC discretizes the space to
avoid the quadratic time cost, while our methods remain continuous with the help of GPU parallel
computations.

2.1.3 Registration with Invariant Features

Fully connected layers with symmetric operations (max-pooling) in PointNet [139, 5], convolu-
tions of sparse tensors in FCGF [32], sparse bilateral convolution in SPLATNet [168], and graph
convolution layers in DGCNN [196] can capture local and global geometric features of point
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clouds. Examples of utilizing deep geometric features include 3D-Feat-Net [215], PointNetLK [5],
etc.

Given extracted features, point correspondences are calculated in the many-to-many [58, 195]
or one-to-one way[89, 129]. Correspondences of a point can be interpreted as a probabilistic
distribution of its nearby points, predicted by convolutions and softmax operations over those
points’ feature embeddings [109]. DCP [195] directly multiplies two feature embedding vectors
between all point pairs of the two point clouds, followed by softmax operations to get the corre-
spondences. Deep Global Registration [31] adopts convolution layers that take a candidate pair
of points (x, z) = (x1, x2, x3, z1, z2, z3) as input, and classifies whether this pair of point lies in a
lower-dimensional manifold.

Early works like FPFH [150] create histogram-based local invariant features and are used in
global registration. With the advances of deep learning, deep invariant features provide a richer rep-
resentation that can assist with feature space correspondence search. Encoders such as MLP [139],
Graphic Neural Networks [196], KPConv [178] are used for feature extraction that to permuta-
tions invariance and local structures. In the correspondence step, direct supervision of inlier and
outlier matches is usually required. The method still requires 1-to-1 pairwise matching with either
RANSAC or weighted SVD. To make the data association robust, complicated outlier rejection
training mechanisms are adopted, assuming enough labeled training data. FCGF [32] uses fea-
ture space metric learning with negative mining to filter the outliers by sampling both positive
inliers and negative outliers to prevent the features from being biased on the positive samples.
Coarse-to-fine strategies in D3FeatNet [6], DCP [195], Cofinet [217], PREDATOR [86], and Geo-
Transformer [141] enhance match precision by initially focusing on overlapping areas with su-
perpixel matching, followed by finer point correspondences. Particularly, PREDATOR [86] and
GeoTransformer [141] leverage Graph Neural Networks and cross-attention mechanisms for fea-
ture enhancement and adopt top-k neighbors for associations. These deep learning techniques,
integrated with robust optimization methods like those in [210], represent a significant stride in
achieving more accurate and reliable point cloud registration.

2.2 Registration of Multiple Frames

Consider a sequence of K frames’ robot poses as T = {T1,T2, ...,TK} (TI ∈ SE(3)) and the
sensor observations X = {X1, X2, ..., XK} at each timestamp: Each sensor observation contains
a finite collection of homogeneous points, Xm = {xm

1 ,x
m
2 , ... : xm

i ∈ R3}. The multi-view
registration process identifies the transformations that jointly align all the sensor observations into
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a globally consistent model. It can be formulated as follows:

T ∗ = argmin
T

∑
(m,n)∈C

d(TmXm,TnXn) (2.2)

where C is the set of all the frame pairs sharing the views of the global model. When both the
shared 3D structure and the frame poses are optimized, it becomes the bundle adjustment (BA)
problem [184].

2.2.1 Multi-view Geometric Registration

Point sets registration in direct methods estimates the poses of two or more point clouds to build a
single and consistent model [87, 202, 158]. Repeatedly applying frame-to-frame pairwise registra-
tion leads to graduate accumulation of drifts because spatial consistency at nearby but non-adjacent
frames is not considered. To reduce odometry drifts, some works perform model-to-frame registra-
tion, which fuses several latest point clouds into a local map with previous pose estimations, then
registers the latest frame with the map [202, 201]. Model-to-frame registration requires accurate
localization in earlier frames; otherwise, it risks yielding an inconsistent map as the registering
source.

On the other hand, jointly estimating the poses of multiple point clouds can evenly distribute the
errors and demonstrate accurate registration results in real datasets, but it requires the Expectation-
Maximization (EM) procedure to infer data correspondence across multiple frames [192, 75, 43,
115].

2.2.2 Photometric Bundle Adjustment

Direct BA methods take wrapped photometric residuals from a large number of image pix-
els [125, 60, 59, 202]. Keyframe-based direct methods [96, 60, 158] usually construct residuals
by projecting one frame’s intensity image to another. Map-centric methods [125, 202, 42] project
the map elements onto the image pixels and establish the photometric loss. To improve robustness
against outliers, robust estimators like T-distribution [13] and Huber-loss functions are wrapped
around intensity residuals [96, 59].

A class of hybrid methods still uses dense or semi-dense points without relying on photometric
losses. For example, SVO [63] performs feature alignment after dense tracking and converts the
problem into classical feature-based solvers. Voldor [116] models the dense optical flow residual
distribution with an empirical Fisk residual model.
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2.2.3 Classical and Semantic Data Association

Data association is the process of registering features observed in different frames. It builds the
topology of the factor graph and is heavily discussed in community [18]. Existing feature-based
backend solvers like g2o [77] and iSAM2 [92] assume known data association hypotheses from
the frontends. These hypotheses can come from matching invariant visual feature points [108, 148]
with methods like optical flow tracking [156] or stereo feature matching [165, 80]. In comparison,
direct backends usually adopt projective data association. Keyframe-based direct methods [59,
60] project the points onto other frames’ epipolar lines and search for the pixel groups with the
minimum intensity. Map-centric methods [202] project the map elements onto the image pixels
and establish the correspondence. They differ from feature-based systems in the ability to adjust
associations during optimization.

The robustness of backends against incorrect data association hypotheses can be enhanced by
considering the associations as latent variables. [16]. One strategy is adding weights as addi-
tional variables to the potential data association hypothesis and optimizing both the poses and the
weights [171, 2]. Another approach is the use of Non-Gaussian mixture models, for example, max-
mixtures, to model multiple uncertain data association hypotheses [127, 50, 51], and can be solved
by methods like nonparametric Bayesian belief propagation [64] or Dirichlet process [118, 221].

2.2.4 Learning-based Bundle Adjustment

Recent works introduce deep neural networks’ predictions into the bundle adjustments of multiple
frames. One class of works aims to utilize accurate monocular depth estimations and pixel asso-
ciations from neural networks and then perform classical or differentiable BA. Zhou [228] uses an
end-to-end learning approach with supervision from view synthesis. It has a mono-depth network
and a multi-view pose estimation network that concatenates multiple images directly. It assumes
1) the scene is static without moving objects; 2) there is no occlusion/disocclusion/illumination
variance between the target view and the source views; 3) the surface is Lambertian, so the photo-
consistency error is meaningful CNN-SLAM [174] generates depth from CNN and then relies on
a photometric-residual-based classical non-differentiable BA to optimize the poses. DVSO [212],
TANDEM [100] and D3VO [211] use Monocular deep depth networks to initialize the stereo
disparity values. The loss function of the odometry includes the reprojected pixel difference
residuals(self-supervised). Besides initialization, the depth map estimated from BA is further pro-
jected back to the right image to generate a disparity map and compare it with the network’s dis-
parity prediction as another loss term. BA-Net [172] makes the BA process differentiable where
steps like the damping factor are predicted. RAFT [176] and DROID-SLAM [177] use RNN to
predict dense flow matches and then use a supervised dense photometric BA.
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Another class of learning-based BA methods uses implicit neural embeddings as frame repre-
sentations instead of predicting depth and pixel matches directly. CodeSLAM [14] and DeepFac-
tors [41] use a deep compact code that encodes geometric information of each keyframe image.
The depth can be inferred from the encoding and the intensity image with linear combinations of
codes from multiple frames. The poses and the code are optimized together. iMap [169] provides
a real-time implicit map representation via MLP. The network is initialized randomly. To train the
MLP with depth, iMap queries along the ray in discrete depths for every pixel and compares it
with the network’s predictions. The resulting depth prediction is a weighted sum of depth value
predictions along the ray. Nerf-SLAM [146] uses Nerf as the scene representation and can generate
photorealistic maps.

2.2.5 Lidar Bundle Adjustment

Unlike camera sensors, Lidar observations have significantly finer depth measurements but are na-
tively sparse; thus, strict point-wise correspondence might not exist. Point-to-plane ICP [117] and
GICP [159] choose a specific geometric entity, planes, centered at each point and minimize the
point to the closest-associated plane’s Euclidean or Mahanobis distances. For better odometry, the
point-to-plane distance loss can be extended to multi-frame local bundle adjustment algorithms.
For instance, LOAM [220] minimizes both point-to-plane and point-to-line distances. The asso-
ciations of points to planes and lines are computed via geometric distances. LegoLOAM [163]
improves association from 3D distance to 2D Lidar range images. Suma further tries surfel maps
and projective association. MULLS [130] further proposes using different hand-crafted feature
points, including information on linear, vertex, and planar points. Its tracking part uses data as-
sociation with feature points, and the loss functions consist of point-to-point, point-to-plane, and
point-to-line distances. In the backend part, the map consists of submaps. Inter-submap optimiza-
tion comes first, then intra-submap optimization runs second. Lastly, a PGO is added to optimize
the global trajectory.

Global lidar bundle adjustment adds the loop closure constraint to the procedure. Unlike pose
graph optimization (PGO), which only considers the pose data’s consistency, the lidar bundle ad-
justment tries to simultaneously optimize the full global map consistency of all the frames. GICP
Cost Factor [101] group all the frames into 10-20 submaps, each contained in voxels for fast query
during data association. The full costs include the submap overlap loss, and a loop closure pose
constraint loss. BALM [106] constructs the map consisting of adaptively-sized voxels of fea-
tures, such as edges and planes. The loss function contains the point-to-plane and point-to-edge
distances. The original point-to-plane minimization problem is transformed into minimizing the
eigenvalue of points covariance in each voxel. HBA [105] uses a hierarchical submapping strat-
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egy to boost the running efficiency of BALM. CT-ICP [47] proposes a loop closure procedure
aggregating point clouds projected onto a 2D elevation image.

2.3 Equivariant Learning in Registration

Equivariance is form of symmetry for a map such that given a transformation in the input, the
output changes in a predictable way determined by the input transformation [36]. A function
f : X → Y is equivariant to a set of transformations G, if for any g ∈ G,

gY f(x) = f(gXx),∀x ∈ X (2.3)

For example, applying a translation on a 2D image and then a convolution layer is identical to pro-
cessing the original image with a convolution layer and then shifting the output feature map; hence,
convolution layers are translation-equivariant [36]. Other group convolution works include dis-
cretizing rotations into finite groups like the Dihedral group and continuous sampling with Monte-
Carlo [110]. For 3D data, Cohen’s icosahedron convolution theory [35] and applications such
as EPN [23] and E2PN [229] leverage finite group discretization in point cloud analysis. These
methods efficiently encode features across various SO(3) angles. In addition, to learn translation-
equivariant features, they incorporate traditional convolution techniques.

Another approach involves continuous steerable feature maps in higher-order group represen-
tations, demanding significant computational resources for calculating coefficients [179, 37, 65].
VectorNeuron [48] offers a more computationally efficient solution using only type-1 features. Ex-
isting equivariant methods with continuous group representations are mainly applied in physics
and chemistry, where their performance in real robotics data is under test.

2.4 Semantic Mapping

2.4.1 2D Segmentation Methods

Advances in deep CNN for 2D semantic segmentation provide sufficient accuracy [107, 25, 153,
57, 216] in both indoor and outdoor datasets [79, 123, 40]. In [15], the original point cloud is
projected onto multiple camera views, each segmented with CNN, and then back-projected to the
3D space. The label of a single point is decided by the class of the nearest back-projected 2D pixel.
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2.4.2 3D raw point cloud segmentation methods

[139] proposes PointNet that combines spatial feature blocks of points into a point-wise represen-
tation. [140] extends PointNet into large-scale scenes by aggregating blocks of multiple scales
and sharing features of neighboring points. Similarly, [140] exploits local structures of different
scales by performing hierarchical sampling and grouping nearby points. SqueezeSeg in [204] also
processes raw point clouds, but instead of taking them as unstructured sets, SqueezeSeg spheri-
cally projects all points onto a dense 2D image, which will be the input of neural nets. Further-
more, [102] introduces attributed directed graphs as a form of compact point-group representations,
which can capture the contextual relations between neighboring objects. [138] leverages 2D object
detectors to find regions of interest in the projected 3D point cloud and then assigns labels to the
frustum of each region using PointNet[139].

2.4.3 3D Voxel-Based Semantic Map Fusion

After obtaining priors in local frames, fusing the predictions of nearby points from multiple frames
produces a global semantic map. Early work in dense semantic mapping back-projected labels
from a segmented (2D) image to the reconstructed 3D points and then assigned each voxel or mesh
face to the most frequent label according to a label histogram [81, 161]. Bayesian frameworks have
been utilized to fuse labels from multiple views into a voxel-based 3D map. In [166], probabilistic
segmentation of multiple (2D) images obtained by Random decision Forests (RFs) was transferred
into 3D and updated using a Bayes filter. [208] proposed DA-RNN, which integrates a deep net-
work for RGB-D video labeling into a dense 3D reconstruction framework built by KinectFusion
[88]. DA-RNN yields consistent semantic labeling of indoor 3D scenes; however, it is assumed
that semantic labels and geometric information are independent, and therefore, the consistency
largely depends on the performance of data association computed by KinectFusion. The 3D label
fusion is done by updating a probability vector of semantic classes and choosing the label with the
maximum probability. [170] leverages recurrent neural cells to fuse the label updates.

RVSM also does not directly fuse the prior distributions into the voxel map. Instead, it com-
presses the priors into a sparse set of relevance vectors by training local RVMs. Then, query results
from an RVM are fused into the voxel map using Bayesian updates similar to [213].

2.4.4 Semantic Mapping Refinement

In semantic mapping, structure prediction methods such as CRFs are used to improve the map
consistency in the 3D space. In [98], a voxel-CRF model is proposed to capture the geometric and
semantic correlation by constructing a CRF over the 3D volume. In [82], a Kalman filter is used
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to transfer 2D class probabilities obtained by RFs to the 3D model; then, 3D labels are further
refined through a dense pairwise CRF over the point cloud. In [225], a higher-order CRF model
is used to enforce temporal label consistency by generating higher-order cliques from superpixels

correspondences in an RGB-D video, which improves the precision of the semantic maps.
A common feature of the works mentioned earlier is the discretization of the space prior to map

inference. That is, once the map is inferred, the prediction cannot be computed at an arbitrary
point. In this work, we propose an alternative solution for the problem of dense 3D map building
that is continuous and, at the same time, sparse. RVSM incrementally learns relevance vectors
which are dominant basis vectors in the data, and builds a sparse Bayesian model [182] of the
3D map. As a result, the semantic information is compressed into compact relevance vectors, and
queries can be made efficiently at any desired location.
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CHAPTER 3

Compressed 3D Semantic Map Inference via
Relevance Vector Machine

3.1 Overview

Dense robotic mapping is a challenging, high-dimensional, sequential inference problem. This
chapter reports on the development of a compressed 3D semantic map inference pipeline through
sparse Bayesian models, in particular, the relevance vector machine. The technique is based on
the principle of automatic relevance determination and produces sparse local models that use a
small subset of the original dense training set as the dominant basis. The resulting map posterior
is continuous, and queries can be made efficiently at any resolution. We evaluate the proposed
relevance vector semantic map using two publicly available datasets. The experimental results
show that the proposed mapping system has comparable performance with the state-of-the-art
techniques while requiring a lower memory footprint

3.2 Introduction

Enriching geometric maps with semantic knowledge improves the scene understanding, naviga-
tion, and interaction abilities of robots. Current mobile robots rely on three-dimensional (3D) maps
for these ends. A 3D semantic mapping system requires it to be not only accurate but also memory
and computationally efficient so that it can be used in real robotic applications. In addition, the
system needs to be scalable for long-term mapping experiments; that is to say, the mapping system
has the ability to reconstruct large maps on demand. In particular, the latter feature is a necessity
as the drift caused by odometry and tracking algorithms is often rectified by loop-closures within
Simultaneous Localization And Mapping (SLAM) systems, resulting in discrete changes in the
trajectory of the robot.

The most common approach to build a semantic map is using a voxelized representation of 3D
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(a) Proposed compressed 3D semantic mapping pipeline.

(b) Pipeline proposed by [213].

Figure 6: The semantic mapping and fusion pipeline of RVSM, and a comparison with the
baseline[213]. Although the proposed system shares similar properties of the baseline, such as
final voxel map representation and Bayesian updates per semantic class, it consists of an extra
sparse model-building step that allows for map compression and continuous queries at any desired
locations.

space and undirected graphical models (such as Markov random fields) or Conditional Random

Fields (CRFs) to model the conditional independence between voxels [122]. CRFs are discrimi-

native models that are suitable for spatial inference. However, a primary drawback of these ap-
proaches is that the resulting representation is discrete from the beginning. The map’s resolution is
often fixed, and once the map has been inferred from raw sensory data, its resolution cannot be in-
creased. Furthermore, although this approach produces satisfactory local maps, to store a semantic
map, all voxels have to store the label distribution, which requires a substantial amount of memory
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and is not scalable.
In this thesis, we propose a semantic robotic mapping technique, shown in Figure 6, that can

compress dense semantic information of the scene via sparse Bayesian models [182], in particular,
the Relevance Vector Machine (RVM), without or with minor compromise on prediction perfor-
mance. While CRFs perform inference on fixed voxels after the 3D space is discretized, RVMs are
able to perform high-dimensional sequential inference directly on point clouds with prior distribu-
tions. After a Relevance Vector Semantic Map (RVSM) is trained, we can uncompress the semantic
information by performing efficient queries at any desired location. For application, RVSMs can
be efficiently fused into a semantic voxel map using Bayesian updates. In summary, the main
contributions of the present work are as follows:

1. We propose a compressed and continuous semantic map representation and integrate it
within a pipeline to construct semantic occupancy grid maps.

2. The open source implementation of the proposed system is available at:
https://bitbucket.org/perl-sw/rvsm/.

3. We provide experimental results for evaluating the performance of the proposed mapping
technique using two publicly available datasets, namely, KITTI [69] and NCLT [22].

The remainder of the chapter, after reviewing the related work in the following section, is orga-
nized as follows. Section 3.3 explains the problem setup via sparse Bayesian modeling. Section 3.4
shows the proposed pipeline for compressed 3D semantic map inference. The experimental results
using two publicly available datasets are presented in Section 3.5. Finally, Section 3.6 concludes
the chapter and provides future work directions.

3.3 Problem Setup

In this section, we formulate the semantic mapping problem and introduce a sequential sparse
Bayesian learning algorithm to build a semantic map incrementally. Let X ⊂ R3 be the set of
spatial coordinates for map inference, and let C = {1, 2, 3, ..., nc} be the set of semantic class
labels. A subset Z ⊂ X × C is the set of possible observations, where an observation is a spatial
coordinate associated with a semantic label. A set of existing observations consists of an nt-
tuple random variable (Z1, . . . , Znt) whose elements can take values zi ∈ Z , i ∈ {1: nz} where
zi = [xi, ti]

T, xi ∈ X , and ti ∈ C. The training set is a subset of the observations, denoted by
D ⊆ Z , where nt ≤ nz is the number of training points. Let M be the set of possible assignments
of semantic maps, that is, all random variables defined on X with values in C. A semantic map
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m ∈ M of the environment associates to each point xi in X a probability distribution over C.
Given observations z = (z1, .., znz), we wish to estimate p(M = m | Z = z).

3.3.1 Point-wise Classification via Relevance Vector Machine

To simplify the problem, we use one binary RVM classifier for each class and adopt a one-vs.-rest

approach for building a nc-class classifier. Let x ∈ X be a 3D input vector before taking the spatial
coordinates of the raw point cloud. Given the existing observations D = {(xi, ti) : ti ∈ C}nt

i=1,
for any new input x, the estimate of x’s posterior probability of class membership for each class
ck ∈ C, can be computed from the logistic sigmoid function as follow.

p(ck = +1|D, x) = σ(y(x;w)) = σ(

nb∑
j=1

wjϕj(x)) = σ(ϕ(x)w), (3.1)

where y(x;w) is a linear model (linear in weights w) to approximate the latent function of interest,
and ϕ(x) := [ϕ1(x), . . . , ϕnb

(x)] is the kernel basis feature vector. The basis vector ϕj(x) is
replaced with a vector of kernel functions (1, k(x1, xj) . . . , k(xnb

, xj), where k(·, ·) evaluates the
similarity between two inputs by implicitly mapping them to a feature space [157].

The objective is to learn an optimized weight vector w as well as the number of basis vectors
nb, such that it generalizes well to new inputs x∗ (test data). When a significant portion of weights
becomes small or zero, the linear model becomes sparse [21].

For better generalization, regularization in the form of zero-mean Gaussian Distribution on
weights is added to encourage the target function to be smooth and infer which input vectors
are relevant [124]. Instead of computing a point estimate for the weights, a Bayesian predictive
framework infers the posterior distribution over w via Bayes’ rule:

p(w|t, α) = p(t|w)p(w|α)
p(t|α)

. (3.2)

Here p(t|w) is the likelihood of the observations, in the form of a Bernoulli likelihood

p(t|w) =
nt∏
i=1

σ(y(xi;w))
ti
[
1− σ(y(xi;w))]

1−ti , (3.3)

p(t|α) =
∫
p(t|w)p(w|α)dw is the marginal likelihood. p(w|α) is the zero mean Gaussian prior

defined over w using the principle of ARD [124],

p(w|α) = (2π)−nb/2

nb∏
j=1

α
1/2
j exp(−

αjw
2
j

2
), (3.4)
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with the inverse variance hyperparameter α := [α1, . . . , αnb
]T. Each αj individually controls the

effect of the prior over its associated weight wj . During inference, many of these hyperparameters
approach infinity; the posterior distributions of their associated weights peak around zero. Conse-
quently, only a few basis functions with non-zero weights survive in the final classification model,
resulting in a sparse model. The basis functions that survive are called relevance vectors [181],
forming a sparse representation of the semantic map.

The most-probable weights w⋆ can be estimated iteratively with an approximate inference strat-
egy [182]:

w⋆ = argmax
w

nt∑
j=1

[tj log yj + (1− tj) log(1− yj)]−
1

2
wTAw, (3.5)

where A := diag(α1, . . . , αnb
) and yj := σ(y(xj;w)) is the prediction on the j-th observation

point cloud. Then the Laplace approximation method provides a local Gaussian approximation of
the weight posterior around w⋆ ∼ N (µ, Σ):

µ = A−1ΦT(t− y), Σ = (ΦTBΦ + A)−1, (3.6)

where Φni := ϕi(xn) and B := diag(β1, . . . , βnt), with βi := σ(yi)[1− σ(yi)].

3.4 Compressed 3D Semantic Mapping Pipeline

As shown in Figure 6, the compressed semantic map inference system comprises three steps:
compress(), query() and fusion(). In the following, we describe each step briefly.

• compress(): As described in Section 3.3, (3.5), and (3.6), compress() takes prior se-
mantic predictions for the point cloud as the input, and outputs the sparse relevance vectors
for each class as the compressed semantic map representation. The prior semantic predic-
tions as existing observations either come from back-projecting 2D image segmentation to
3D or raw 3D point cloud segmentation. These observations are used to train the internal rel-
evance vector machine for each frame and infer the weight parameters of the corresponding
classification model. The resulting sparse relevance vectors store the semantic information
of the entire map.

• query(): In order to generate a semantic voxel map with a certain resolution, we query
at occupied locations in an occupancy grid map using the classification prediction model in
(3.1) obtained from compress(). Thus, the input of this stage can be the centroids of
the occupied voxels (if we discard all the priors to reduce memory consumption) or simply
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the points in the previous observations (for maximum possible accuracy). Given the spatial
coordinates of those query points, we obtain the probability of each class. At the end of this
stage, we can already build a posterior semantic point cloud map.

• fusion(): With the resolution chosen as above, we can fuse the prediction results from
query() for sequential frames using grid mapping systems such as Octomap[84] and
scrolling occupancy grids of [113]. To integrate semantic information into the grid, we store
the distribution for each class in all the voxels and adopt a recursive counted averaging label
update. A voxel’s probability distribution of semantic labels is obtained as follows: Given n

points that already fall into the voxel, with its current label distribution being p(n), when a
new point with label distribution of pnew falls into this voxel, the updated distribution for the
voxel can be computed as p(n+1) ∝ np(n) + pnew. Finally, the color of each voxel is decided
by the label with maximum probability.

3.5 Results and Discussion

We evaluate the semantic prediction performance and multi-resolution query ability of the pro-
posed semantic mapping method with two publicly available datasets, dense point cloud from the
stereo camera on KITTI [69] and sparse point cloud from the laser scans on NCLT [22].

3.5.1 Evaluation Metrics

To evaluate the semantic prediction accuracy of RVSM and compare with the state-
of-the-art semantic mapping systems, three metrics are used to quantify the results,
Recall (Sensitivity)= TP

TP+FN
, Precision= TP

TP+FP
, Mean Intersection over Union (mIoU)=

TP
TP+FN+FP

. We calculate these metrics for each semantic class and report the class average re-
sults.

3.5.2 KITTI Dataset

3.5.2.1 Experimental Setup

The KITTI odometry dataset consists of 22 outdoor-scene stereo sequences recorded by a sensor
mounted on a driving vehicle. We evaluate our method on 25 test images from sequence 15 with
labeled data [161].

We choose a CRF-optimized 3D semantic occupancy mapping system [213] as our baseline and
quantitatively compare our results with it. The baseline back-projects a 2D convolutional neural
network segmentation to 3D as the prior prediction and directly fuses the prior from multiple views

22



Figure 7: Example on KITTI Sequence 15 after projecting the occupied voxels from the seman-
tically fused grid map to the camera image plane: Up to down, respectively: RGB image, prior
result, CRF [213] result, RVSM result. RVSM is able to capture the traffic sign on the left image
and the pole on the right image.

into a scrolling occupancy grid map [113] by a Bayesian update procedure. After the grid map is
built, higher-order CRFs are utilized to optimize each grid’s label with the assumption that the
labels of voxels corresponding to a superpixel are consistent.

In our comparison, we adopt the same data pre-processing as the baseline. We first use LI-
BELAS [70] to generate dense and accurate depth maps from rectified graylevel stereo pairs. By
projecting depth maps to 3D space and discarding points more than 40m away, we obtain dense
point clouds as the training data for RVSM. To obtain the prior, we use the same network as
adopted by the baseline, Dilated CNN [216], which is trained on KITTI data from another se-
quence, and back-project the 2D segmentation to 3D. After the relevance vector machine is trained
for each frame, we attach each relevance vector machine to a pose obtained using ORBSLAM2
Stereo [121]. At this point, we have the compressed and continuous semantic map representation
RVSM in the global coordinate frame. For evaluation, we uncompress the RVSM by fusing the
query points into the scrolling occupancy grid map. As described in Section 3.4, queries can be
done at any occupied location with any resolution.

We compare the prediction results for 7 common semantic classes, i.e., building, vegetation, car,

road, fence, sidewalk, pole. As our baseline, we project all labeled grids onto the camera image
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Table 3.1: KITTI Experiment RVM Model Selection: We run sequential RVM inference for 500
iterations per class on 0.01 of the training data. The current kernel and hyperparameters are chosen
using sample data and training a Gaussian process [143].

Kernel Length-Scales (x, y, z) Signal Variance Iterations Downsample Rate

Matern (ν = 5)
[143] (1.3452, 1.2746, 1.9771) m 2.2133 500 0.01

plane, ignoring grids that are 40m or more from the camera, and evaluate them on 2D ground truth
labels. Sky labels are discarded when evaluating due to the inaccurate depth values. RVM model
selection in this experiment is described in Table 3.1.

3.5.2.2 Qualitative Results

(a) (b)

(c) (d)

Figure 8: Query for different resolution. From (a)-(d): map resolution changes from 0.1 m to
0.4 m.

We demonstrate the advantage of RVSM over the semantic prior map (directly transferring
labels from 2D to 3D) and a semantic map optimized by CRF [213]. Figure 7 is generated by
projecting the grid map into the camera image plane. Due to the small size of the sign and the color
similarity of the pole and building in the raw RGB images, the prior map is unable to discriminate
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Figure 9: mIoU at different resolutions for Prior, CRF, and RVSM. RVSM only does one query
on the prior points’ spatial coordinates and generates the map for all the resolutions. Here the
resolution means the size of the voxel. When the resolution decreases, more points (possibly with
different labels) fall into one voxel, resulting in a lower mIoU value. The larger the voxels are, the
more information is lost from CRF’s discretization. On the contrary, RVSM performs compression
before voxel map fusion, which preserves local semantic consistency better than post-processing.

them from the background. The CRF-optimized map is also unable to recover the correct labels
completely due to inaccurate superpixel segmentation when the objects become small in the input
images. RVSM, on the other hand, which builds the inference model before fusing the semantics
and discretizing the space, successfully recovers the correct labels for even detailed objects.

We also show the continuity of RVSM in Figure 8 by querying voxel centroids of grid maps with
multiple resolutions. We build the RVSM from prior predictions for one frame. After the RVSM
is built, the semantic information of the scene is compressed in the format of several relevance
vectors. Due to RVSM’s continuity property, we can build grid maps afterward with any desired
resolution, depending on the applications.

3.5.2.3 Quantitave Results

In this section, we quantitatively evaluate the proposed technique in terms of overall perfor-
mance, multi-resolution performance, and compression ability, as well as compare it with other
approaches.

Comparison on overall performance: We compare the overall semantic prediction performance
with the prior map and the CRF map [213] for each class using three metrics: recall, precision,
and IoU. We build three grid maps for the first 100 frames in sequence 15 and project the grids
into 25 images with ground truth for evaluation, discarding points that are further than 40m away
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Table 3.2: Quantitative results on KITTI odometry sequence 15 test set [161] for 7 semantic
classes, containing 25 ground truth images. The query points of RVSM are chosen to be at all
the observed prior locations.

Metric Method Building Vege. Car Road Fence Sidewalk Pole Average

Recall
Prior Map 98.2 99.2 98.6 91.4 96.3 82.8 58.2 89.2
CRF Map[213] 98.2 98.5 98.7 91.6 96.0 86.0 58.0 89.6
RVSM 97.7 98.9 98.2 94.5 96.0 85.0 70.0 91.4

Precision
Prior Map 86.5 88.9 81.0 74.5 76.5 76.7 58.0 77.4
CRF Map[213] 88.3 91.4 80.5 76.1 73.0 76.8 56.7 77.6
RVSM 88.4 90.6 80.6 77.1 75.1 77.2 51.6 77.2

IoU
Prior Map 85.2 88.3 80.0 69.6 74.3 66.2 40.9 72.1
CRF Map[213] 86.9 90.2 79.7 71.2 70.9 68.2 40.2 72.5
RVSM 86.6 89.7 79.4 73.9 72.8 70.0 42.3 73.3

Table 3.3: KITTI Sequence 15 Compression Test for the frame 0-30. The mIoU is evaluated on
the 15 ground truth images. In the compression experiment, query points are the centroids of the
occupancy grid. Priors are discarded after the relevance vectors are obtained; thus, RVSM does
not have access to prior locations but only to the positions of centroids in the occupancy grid.

Method mIoU
No. of

occupied voxels
No. of points/

voxels with labels
(Estimated) Size of

semantic voxel maps

Prior Map 73.6 2499662 2499662 109.985 MB
RVSM 72.2 2499662 473 40.002 MB

from the camera for all approaches. For the CRF map, we use the code provided by the authors.
The quantitative results are given in Table 3.2. Average represents the mean over all the classes.
Although the RVSM is compressed, it still outperforms other maps on average recall and mean
IoU while having comparable precision.

Comparison on multi-resolution performance: Using the same setup as above, we change dif-
ferent grid sizes, ranging from 0.1m to 1m, when fusing semantic query results for the occupancy
map for the prior, the baseline, and RVSM, as shown in Figure 9. The RVSM compression is
done once, and the relevance vectors are held fixed for different resolutions, while in the baseline’s
result, one CRF post-processing is applied for each different resolution. Except for a grid size of
0.9m, RVSM demonstrates better overall IoU on all other grid resolutions.

Compression evaluation: Table 3.3 shows the compression and query results for the first 31
frames in KITTI Sequence 15. Every third frame is used as a prior; we transform them into the
global frame for RVSM compression. After obtaining 473 relevance vectors for all classes, we
query on the voxel centroids of the corresponding occupancy map of resolution 0.1m for every
frame and store the query results in the scrolling semantic occupancy map. In the table, the mIoU
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is evaluated on the 15 images that have ground truth of the total 31 prior images. The number
of occupied voxels is computed from the scrolling occupancy map, counting how many voxels
have adequate occupancy log-likelihood. If the map fusion works directly on the priors, such
as the baseline, we would need to use the same number of voxels to store the distribution of all
the classes in the map, one for each voxel. In contrast, RVSM only stores the relevance vectors,
resulting in a more compact way of storing semantic information.

The estimated size of the semantic map is computed as follows:

• No: Number of occupied grid cells. Each grid cell has 4 floating point numbers,
(x, y, z, occupancy)

• nf : Size of a floating point (in Bytes)

• Ns: Number of grid cells that have semantic label distribution

• nc: Number of semantic classes

• Nrv: Number of relevance vectors.

With these definitions, the size of the semantic maps fused directly from the prior can be computed
by No× (nf ×4)+Ns× (nf ×nc). Meanwhile, the size of the semantic maps generated by fusing
RVSM queries is No × (nf × 4) + Nrv × (nf × 4). The second term is changed because RVSM
computes the class of a voxel by (3.1), while each relevance vector v has 4 floating base numbers:
(xv, yv, zv) and weight wv.

On this test sequence, RVSM has over 60% less memory consumption than directly fusing the
map at the cost of 1.4% mIoU drop. This is an interesting trade-off when building autonomous
systems that are much smaller than a passenger car, such as a bipedal robot.

3.5.3 NCLT Dataset

To evaluate the RVSM’s performance on a sparse lidar point cloud, we use the NCLT dataset [22].
It contains 27 sequences collected on the University of Michigan’s North Campus, with synchro-
nized Velodyne HDL-32E 3D Lidar, an omnidirectional Ladybug3 camera, and proprioceptive
odometry sensors [22]. To obtain ground truth semantic labels, we deployed LabelMe [149] anno-
tation tools on Amazon Mechanical Turk and labeled 1194 training and 457 validation segmented
images from NCLT’s Ladybug3 camera. Each image frame is synchronized with one laser scan,
covering the full 360◦ field of view. The projection of lidar points onto the segmented images
yields their labels. The labeled classes are: background, water, road, sidewalk, terrain, building,

vegetation, car, person, bike, pole, stair, sign, and sky. We perform a qualitative experiment on a
subset of the 2012-04-29 sequence, as shown in Figure 10.
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Table 3.4: NCLT Experiment RVM Model Selection: We run sequential RVM inference for 1000
iterations per class on 0.05 of the training data. The current kernel and hyperparameters are chosen
using sample data and training a Gaussian process [143].

Kernel Length-Scales (x, y, z) Signal Variance Iterations Downsample Rate

Matern (ν = 5)
[143] (3.8096, 3.8096, 1.9090) m 0.8 1000 0.05

The data processing pipeline is similar to the KITTI experiment except for the way of obtain-
ing priors and the tool used for map fusion. The prior distributions of the LiDAR point cloud are
obtained from a 2D deep neural network generating predictions from the omnidirectional cam-
era. Starting from the pretrained weight from Cityscapes [40], we fine-tuned the 2D segmentation
network DeeplabV3+ [25] on the training set and reached 0.553 mIoU on the 2D validation set.
Given NCLT’s camera-lidar transformation, for each lidar scan, we project it onto the five image
planes of the Ladybug camera so as to obtain the lidar point’s prior distribution. Transformed by
NCLT’s ground truth poses, these priors are compressed into RVSM and then fused into a semantic
octomap, which is the regular occupancy octomap [84] equipped with Bayesian label fusion. RVM
model selection for the NCLT experiment is given in Table 3.4.

Figure 10 shows a top view of the route from Google Earth and the corresponding RVSM
predictions. Here we use a grid size of 0.2m for the semantic Octomap. The result shows the
ability of RVSM to recognize and reconstruct most of the categories in a large-scale mapping
application. It also demonstrates the feasibility of RVSM on sparse LiDAR data.

3.6 Conclusion and Future Work

We proposed a compressed 3D semantic map representation that exploits sparse Bayesian mod-
eling and a pipeline to build 3D semantic occupancy grid maps. We compared the prediction
performance with other 3D semantic mapping systems and showed the continuity and compres-
sion properties of the proposed map representation. The experiments showed the proposed RVSM
has comparable performance with the state-of-the-art techniques while requiring a lower memory
footprint. The proposed semantic mapping system can be used in robotic applications where the
semantic prediction needs to be made efficiently with limited onboard resources.

The optimization of the hyperparameters and model selection (selection of the best kernel) are
interesting future directions. In the current implementation, the hyperparameters (parameters of the
kernel) are optimized using a sample dataset and training a Gaussian process. While this method
produces the presented results, the joint optimization of the hyperparameters during RVM training
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Figure 10: RVSM semantic map fusion on NCLT subsequence 2012-04-29. Left: The top-down
view of the path from Google Earth. Right: Semantic Octomap fusion result after querying from
RVSM.

is more convenient.
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CHAPTER 4

SemanticCVO: A New Framework for Registration
of Semantic Point Clouds from Stereo and RGB-D

Cameras

4.1 Overview

This chapter reports on a novel nonparametric rigid point cloud registration framework, Semantic
Continuous Visual Odometry (CVO), that jointly integrates geometric and semantic measurements
such as color or semantic labels into the alignment process and does not require explicit data
association. The point clouds are represented as nonparametric functions in a reproducible kernel
Hilbert space. The alignment problem is formulated as maximizing the inner product between two
functions, essentially a sum of weighted kernels, each of which exploits the local geometric and
semantic features. As a result of the continuous models, analytical gradients can be computed, and
a local solution can be obtained by optimization over the rigid body transformation group. Besides,
we present a new point cloud alignment metric that is intrinsic to the proposed framework and
takes into account geometric and semantic information. The evaluations using publicly available
stereo and RGB-D datasets show that the proposed method outperforms state-of-the-art outdoor
and indoor frame-to-frame registration methods. An open-source GPU implementation is also
provided.

4.2 Introduction

Point cloud registration estimates the relative transformation between two noisy point clouds [9,
28, 159, 137, 29]. Point clouds obtained by RGB-D cameras, stereo cameras, and LIDARs contain
rich color and intensity measurements besides geometric information. The extra non-geometric
information can improve the registration performance [162, 132, 133]. Deep learning can provide
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semantic attributes of the scene as measurements [107, 24, 231]. As illustrated in Figure 11, this
work focuses on constructing a novel integrated framework to jointly process raw geometric and
non-geometric information for point cloud registration.

Figure 11: Point clouds X and Z are represented by two continuous functions fX , fZ in a re-
producing kernel Hilbert Space. Each point xi has its semantic labels, ℓX(xi), encoded in the
corresponding function representation via a tensor product representation. The registration is for-
mulated as maximizing the inner product between two point cloud functions.

Real-world applications such as 3D reconstruction [202] include noisy measurements, sym-
metries or dynamic objects, occlusion, and blurry observations. Examples are shown in Fig-
ure 12. These cases make the data association process challenging. Existing Iterative Closest
Point (ICP)-based work [9, 28, 159] approach this problem by adding appearance/semantic fea-
tures [131, 162, 132], adding local or deep geometric features [159, 32], and introducing weighted
many-to-many correspondences [74, 76].

Gaussian Mixture Model (GMM) based registrations [11, 111, 91] model data correspondences
and point clouds as probabilistic densities. Instead of point pairs, GMM-based methods work on
point clusters, and the associations are a part of the model parameters. The relative rigid body
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transformation is then estimated by fitting the second point cloud measurements into the first point
cloud’s distributions [111, 33, 83, 54, 55, 56], or by minimizing a distance measure between the
two distribution and inferring the weight parameters [185, 191, 12].

This work presents a nonparametric registration framework that jointly integrates geometric and
semantic measurements and does not require explicit data association. Unlike existing methods
that rely on geometric residuals with regularizers to include appearance information [131, 133],
the proposed framework formulates the problem using a single objective function and is solved by
the gradient ascent on Riemannian manifolds, similar to the work of [71, 34]. In particular, this
work has the following contributions.

1. A novel framework for semantic point cloud registration that generalizes geometric, color,
and semantic-assisted methods to a nonparametric continuous model via a hierarchical dis-
tributed representation of features.

2. A new point cloud alignment indicator that is intrinsic to the proposed framework and takes
into account geometric and semantic information.

3. A global rotation initialization technique by evaluating the alignment measure under a finite
set of discretized SO(3) elements.

4. An open source GPU implementation available at [222]:
https://github.com/UMich-CURLY/unified_cvo

5. Extensive evaluations using publicly available outdoor stereo and indoor RGB-D datasets.

Figure 12: Challenging scenes for stereo and RGB-D point cloud registration, including blurry
image sources (from TUM RGB-D [167]), noisy semantic sources (from KITTI [69] and
Nvidia [231]), noisy depth estimations (from KITTI), and highly repetitive patterns (from KITTI).
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4.3 Problem Setup

Consider two (finite) collections of points, X = {xi}, Z = {zj} ⊂ R3. We want to determine
which element h ∈ SE(3), aligns the two point clouds X and hZ = {hzj} the “best.” To assist
with this, we will assume that each point contains the information described by a point in an inner
product space, (I, ⟨·, ·⟩I). To this end, we will introduce two labeling functions, ℓX : X → I and
ℓZ : Z → I.

To measure their alignment, we turn the clouds, X and Z, into functions fX , fZ : R3 → I that
live in some reproducing kernel Hilbert space, (H, ⟨·, ·⟩H). The action, SE(3) ↷ R3 induces an
action SE(3) ↷ H by h.f(x) := f(h−1x). Inspired by this observation, we will set h.fZ := fh−1Z .

Problem 1. The problem of aligning the point clouds can now be rephrased as maximizing the
scalar products of fX and h.fZ , i.e., we want to solve

argmax
h∈SE(3)

F (h), F (h) := ⟨fX , fh−1Z⟩H. (4.1)

4.3.1 Constructing The Functions

We follow the same steps in [71] with an additional step in which we use the kernel trick to
kernelize the information inner product. For the kernel of our RKHS, H, we first choose the
squared exponential kernel k : R3 × R3 → R:

k(x, z) = σ2 exp

(
−∥x− z∥23

2ℓ2

)
, (4.2)

for some fixed real parameters (hyperparameters) σ and ℓ (the lengthscale), and ∥·∥3 is the standard
Euclidean norm on R3. This allows us to turn the point clouds into functions via

fX(·) :=
∑
xi∈X

ℓX(xi)k(·, xi),

fh−1Z(·) :=
∑
zj∈Z

ℓZ(zj)k(·, h−1zj). (4.3)

Here, ℓX(xi) encodes the appearance information, for example, LIDAR intensity and image pixel
color. k(·, xi) encodes the geometric information. We can now obtain the inner product of fX and
fZ as

⟨fX , fh−1Z⟩H :=
∑

xi∈X,zj∈Z

⟨ℓX(xi), ℓZ(zj)⟩I · k(xi, h
−1zj) (4.4)

We use the kernel trick in machine learning[13, 143, 122] to substitute the inner products in (4.4)
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with the appearance kernel. After applying the kernel trick to (4.4), we get

⟨fX , fh−1Z⟩H =
∑

xi∈X,zj∈Z

kc(ℓX(xi), ℓZ(zj)) · k(xi, h
−1zj), (4.5)

We choose kc as the squared exponential kernel with real hyperparameters σc and ℓc that are set
independently.

4.3.2 Feature Embedding via Tensor Product Representation

We now extend the feature space to a hierarchical distributed representation. Let (V1, V2, . . . ) be
different inner product spaces describing different types of non-geometric features of a point, such
as color, intensity, and semantics. Their tensor product, V1 ⊗ V2 ⊗ . . . , is also an inner product
space. For any x ∈ X, z ∈ Z with features ℓX(x) = (u1, u2, . . . ) and ℓZ(z) = (v1, v2, . . . ), with
u1, v1 ∈ V1, u2, v2 ∈ V2, . . . , we have

⟨ℓX(x), ℓZ(z)⟩I = ⟨u1 ⊗ u2 ⊗ . . . , v1 ⊗ v2 ⊗ . . . ⟩

= ⟨u1, v1⟩ · ⟨u2, v2⟩ · . . . . (4.6)

By substituting (4.6) into (4.4), we obtain

⟨fX , fh−1Z⟩H =
∑
xi∈X
zj∈Z

⟨u1i, v1j⟩ · ⟨u2i, v2j⟩ . . . k(xi, h
−1zj)

After applying the kernel trick, we arrive at

⟨fX , fh−1Z⟩H =
∑

xi∈X,zj∈Z

k(xi, h
−1zj) ·

∏
k

kVk
(uki, vkj)

:=
∑

xi∈X,zj∈Z

k(xi, h
−1zj) · cij. (4.7)

Equation (4.7) describes the full geometric and non-geometric relationship between the two
point clouds. Each cij does not depend on the relative transformation; thus, it will be a constant
when computing the gradient and the step size. In our implementation, the double sum in (4.7)
is sparse because a point xi ∈ X is far away from the majority of the points zj ∈ Z, either in the
spatial (geometry) space or one of the feature (semantic) spaces.

This formulation can be further simplified to a purely geometric model if we let the label func-
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tions ℓX(xi) = ℓZ(zj) = 1. Then (4.7) becomes

⟨fX , fh−1Z⟩H =
∑

xi∈X,zj∈Z

k(xi, h
−1zj). (4.8)

Through (4.8), the proposed method can register point clouds that do not have appearance mea-
surements. It is worth noting that, when choosing the squared exponential kernel, (4.8) has the
same formulation as Kernel Correlation [185].

4.3.3 An Indicator of Alignment

We want an indicator that represents the alignment of two point clouds, X and Z. An intrinsic
metric available in our framework is the angle, θ, between two functions. This indicator can be
computed to track the optimization progress. The cosine of the angle is defined as

cos(θ) =
⟨fX , fZ⟩H
∥fX∥ · ∥fZ∥

. (4.9)

However, calculating ∥fX∥ and ∥fZ∥ is time-consuming as it requires evaluating the double sum
for each of the two point clouds. To approximate (4.9), we use the following result.

Remark 1. Suppose k(xi, xj) = δij and cii = 1, where δij is the Kronecker delta, then ∥fX∥ =√
|X|.

Corollary 1. Using the previous assumption, we define the following alignment indicator.

iθ :=
1√

|X| · |Z|

∑
xi∈X,zj∈Z

cij · k(xi, zj). (4.10)

The behavior of the alignment indicator with respect to the rotation and translation errors is
shown in Figure 13. We manually rotate and translate the same point cloud and then calculate the
indicator with the original point cloud. A larger transformation results in a smaller indicator value.
Furthermore, the maximum indicator value occurs when the transformation error is zero.

Remark 2. OverlapNet [26] uses a neural network to predict a similar metric and detect loop
closures. The cosine of the angle in (4.9) or the indicator in (4.10) provide such a metric for
self-supervised learning while taking into account the semantic information. Given the promising
results of [26], combining our metric with deep learning is an interesting future research direction.
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4.3.4 Optimization

We perform gradient ascent over SE(3) on the inner product in (4.7). The flow and step size ex-
pressions are in the same forms as [71]. During the iterative optimization, the alignment indicator
in 4.3.3 can guide the lengthscale update. When the lengthscale is large, each point is associated
with farther points, which provides the point cloud function with a global perspective. When the
lengthscale is small, each point is only connected to its closest neighbors, resulting in local at-
tention for the registration. For a single registration process, we use larger lengthscales at early
iterations. Every time the alignment indicator value at the current lengthscale stabilizes, we decay
the lengthscale by a fixed percent.

4.4 Considerations for Boosting the Performance

The hyperparameters to be tuned include the lengthscale of the geometric and the appearance
(color and semantic) kernels. We use the same hyperparameters across different sequences within
a dataset. At the first frame of an entire data sequence, we initialize the transformation to be iden-
tity. As the initial motions of the robot are unknown, we use a large lengthscale only for this single
frame (0.95 in all the KITTI Stereo geometric sequences) at the cost of more iterations. In subse-
quent frames, we use the previously estimated transformation as the initial value, accompanied by
a smaller starting lengthscale (0.1 in all KITTI).

To address the costly double-sum computation, we downsample the raw inputs. We adopt the
FAST feature detector [147] implemented in OpenCV [17]. We automatically control FAST’s
threshold of the pixel intensity difference and disable the non-max suppression so that the number
of selected pixels with non-empty depth values is between 3k and 15k.

4.5 Global Registration with Unknown Initialization

We perform pose optimization based on gradient ascent, which assumes a good initial guess that is
not far away from the ground truth. However, there are no immediate initial guesses in real appli-
cations such as loop closure registrations and robot relocalizations. Furthermore, first-order-based
optimization techniques easily fall into local minima due to the non-convex objective functions in
Eq. (4.7) as well as the non-convex structure of the SO(3) manifold.

To mitigate the issue of local minima, we leverage the property that the objective function in
Eq. (4.7) is a continuous function with respect to the poses. Subsequently, we discretize the SO(3)

group into a finite number of uniformly-distributed rotations. Then, we measure the quality of
each initial pose guess using the alignment measure in Eq. (4.9). The rotation demonstrating the
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Table 4.1: Results of the proposed frame-to-frame method using the KITTI [69] stereo odometry
benchmark as evaluated on the average drift in translation, as a percentage (%), and rotation,
in degrees per meter. The drifts are calculated for all possible subsequences of 100, 200...., 800
meters.

00 01 02 03 04 05 06 07 08 09 10 Avg Std

GeometricCVO t (%) 4.06 7.04 5.86 3.84 5.08 3.42 2.99 5.23 4.40 4.67 3.42 4.55 1.20
r (m) 0.0173 0.0285 0.0220 0.0199 0.0358 0.0206 0.0151 0.0444 0.0188 0.0185 0.0181 0.0236 0.00907

GICP [159] t (%) 8.66 26.19 7.92 7.64 7.40 6.06 16.40 8.45 14.69 7.35 12.73 11.23 5.99
r (m) 0.0361 0.0467 0.0302 0.0460 0.0548 0.0336 0.0616 0.0657 0.0453 0.0248 0.0525 0.0452 0.0130

3D-NDT [111] t (%) 7.53 16.41 6.11 5.13 4.63 6.76 11.68 11.16 7.67 5.50 10.96 8.50 3.63
r (m) 0.0388 0.0272 0.0261 0.0432 0.0302 0.0346 0.0472 0.0791 0.0387 0.0237 0.0467 0.0396 0.0155

ColorCVO t (%) 3.19 4.42 5.00 3.94 3.86 2.94 3.18 2.32 3.65 4.39 3.64 3.69 0.76
r (m) 0.0125 0.0158 0.0167 0.0182 0.0230 0.0152 0.0103 0.0176 0.0147 0.0151 0.0154 0.0159 0.00323

MC-ICP [162] t (%) 7.77 55.26 11.33 15.45 9.65 5.51 9.65 13.62 6.54 8.16 12.16 14.10 13.98
r (m) 0.0387 0.0598 0.0357 0.0749 0.0585 0.0335 0.0335 0.0927 0.0314 0.0277 0.0504 0.0488 0.0208

SemanticCVO t (%) 3.22 3.97 4.96 3.94 3.84 2.95 3.28 2.35 3.65 4.32 3.59 3.64 0.70
(with color) r (m) 0.0126 0.0132 0.0166 0.0179 0.0227 0.0150 0.0105 0.0172 0.0146 0.0148 0.0151 0.0155 0.00321

maximum alignment value is designated as the initial rotation.

4.6 Experimental Results

We first present a controlled simulated experiment of global pose regression with the Stanford
Bunny Dataset [186]. Second, we present the local frame-to-frame registration experiments on
both outdoor and indoor real datasets: KITTI stereo odometry [69] and TUM RGB-D dataset
[167].

4.6.1 Experimental Setup

The simulated experiment performs large-angle two-frame registration of the bunny scan, initial-
ized from identity. The baselines include two global registration techniques, RANSAC [62] and
FGR [226]. All the three methods use the point-wise FPFH [150] features.

The real data experiments are performed in a frame-to-frame manner without skipping images.
The first frame’s transformation is initialized with identity, and all later frames start with the previ-
ous frames’ results. Hyperparameters for the proposed method on KITTI stereo and TUM RGB-D
are available at [222]. The same values were used within one dataset.

On KITTI, our baselines are GICP [159], Multichannel-ICP [162], and 3D-NDT [111]. GICP
and NDT are compared with our geometric method (Geometric CVO). Multichannel-ICP com-
petes with our color-assisted method (Color CVO). GICP and 3D-NDT implementation are from
PCL [151]. The Multichannel-ICP implementation is from [133]. Both the baselines and the pro-
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posed methods remove the first 100 rows of image pixels, mainly sky pixels, and points that are
more than 55 meters away. All the baselines use full point clouds without downsampling. The
discussions of more candidate baselines and point selectors are in Sec. 4.7

On TUM RGB-D, we use the same baselines for geometric registration as KITTI. We compare
Color CVO with Dense Visual Odometry (DVO) [96] and Color ICP [131]. We reproduced DVO
results with the code from [136] because the original DVO source code requires an outdated ROS
dependency [95]. The Color ICP implementation is taken from Open3D [227]. The baselines use
full point clouds.

4.6.2 Simulated Example: Global Rotation Initialization

We use the Standford Bunny point cloud scan [186] to test the global initialization under different
rotation configurations. The two point clouds are initialized as follows. First, they are randomly
rotated with two different angles, 90◦ and 180◦, along a random axis. Second, random translations
with length 0.5 are further applied. Third, we perturb the point clouds with point-wise Gaussian
mixture noises. It has five different outlier ratios: 0%, 12.5%, 25%, 37.5%, and 50%. If it is sam-
pled as an inlier, then we add a Gaussian perturbation N (0, 0.01) along the normal direction of the
point. If it is an outlier, we also add a uniform noise between (−0.1, 0.1) along the point’s normal
direction. Last but not least, we randomly crop 0%, 12.5%, 25%, 37.5%, and 50% of the two point
clouds so that they do not fully overlap.

Figure 15 shows the qualitative results of the proposed global rotation initialization versus the
baselines, under 50% uniformly distributed outliers and 50% random cropping, when an unknown
pose with 180circ rotation is imposed. The initial data pair has fewer than 50% overlap. Under such
perturbations, one-to-one data correspondence is challenging for classical methods. The proposed
method can retrieve the correct transformation while the baselines cannot.

Figure 16 and Figure 17 show the quantitative results of the proposed global rotation initializa-
tion versus the baselines when unknown poses with 90circ and 180circ rotation are imposed, under
a range of various outlier ratio and cropping ratio. The proposed method can retrieve the correct
transformation compared to the baselines. Under such large angles, the baselines cannot correctly
regress the correct transformation. In contrast, the proposed method has a relatively low error
(< 1e−2) when the cropping ratio is less than 37.5%. The errors increase significantly when the
cropping ratio reaches 50% at both angles. The two figures show the proposed method’s superior
robustness under large angles and the existence of outliers.
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Table 4.2: The RMSE of Relative Pose Error (RPE) for fr1 sequences. The trans. columns show
the RMSE of the translational drift in m/ sec and the rot. columns show the RMSE of the rotational
error in deg/ sec.

Geometric CVO GICP[159] 3D-NDT[111] Color CVO DVO[96] Color ICP[131]
Sequence Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot.

fr1/desk 0.0493 2.3377 0.2358 11.9360 0.2404 13.5183 0.0384 2.1422 0.0387 2.3589 0.0938 5.2660
fr1/desk2 0.0545 2.7190 0.3617 19.8483 0.1823 11.8914 0.0515 2.8967 0.0518 3.6529 0.2304 8.5799
fr1/room 0.0565 2.2946 0.3966 17.0337 0.1718 9.9076 0.0501 2.3366 0.0518 2.8686 0.1444 6.2150
fr1/360 0.1001 2.8686 0.5251 17.0537 0.2245 13.6262 0.1021 3.1086 0.1602 4.4407 0.2325 8.6135
fr1/teddy 0.0663 2.4122 0.4659 16.3678 0.2095 11.2214 0.0668 2.6016 0.0948 2.5495 0.1735 5.7976
fr1/floor 0.2267 2.7345 0.2008 6.5601 0.5560 35.9573 0.0697 2.3663 0.0635 2.2805 0.0668 3.3416
fr1/xyz 0.0238 0.9748 0.1093 7.8490 0.1102 5.5953 0.0270 1.1379 0.0327 1.8751 0.0632 4.5334
fr1/rpy 0.0413 3.1806 0.4802 19.4342 0.2329 16.8113 0.0501 3.6598 0.0336 2.6701 0.0930 5.8095
fr1/plant 0.0388 1.9027 0.8551 26.8711 0.1335 7.7507 0.0347 1.6451 0.0272 1.5523 0.1205 4.9295

Average 0.0730 2.3805 0.4034 15.8838 0.2290 14.0311 0.0545 2.4333 0.0623 2.6943 0.1353 5.8985

4.6.3 Outdoor Stereo Camera: KITTI Stereo Odometry

We select a subset of pixels from KITTI’s stereo images via OpenCV’s FAST [147] feature de-
tector. The depth values of the selected pixels are generated with ELAS [70]. The semantic
predictions of the images come from Nvidia’s pre-trained neural network [231], which was trained
on 200 labeled images. Examples of the point clouds are in Figure 12. Noise from the estimated
depth, from the color sensor, and from the semantic predictions are visible.

The result of Geometric, Color, and Semantic CVO and other baselines are provided in Table
4.1. From sequence 00 to 10, our geometric method has a lower average translational error (4.55%)
compared to the GICP (11.23%) and NDT (8.50%). Our color version has a lower average trans-
lational drift (3.69%) than Multichannel-ICP (14.10%). The error is further reduced if we add
semantic information (3.64%). The addition of color and semantic information also yields a lower
standard deviation. Meanwhile, the average rotational drift of the proposed methods is smaller.
Specifically, on the highway sequence (01), where the point cloud pattern becomes repetitive and
noisy, both NDT and GICP perform poorly (as shown in Figure 14). Figure 18 shows the average
translational and rotational errors at different distances and speeds. The proposed methods offer a
more consistent high accuracy across different speeds.

On our desktop computer, excluding the image I/O and point cloud generation operations, the
current GPU implementation takes, on average, 1.4 sec per frame when registering less than 15k
points after being downsampled with FAST point selector. GICP, NDT, and Multichannel-ICP
use full point clouds (150k-350k points) and take 6.3 sec, 6.6 sec, and 57 sec per frame on CPU,
respectively.
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Table 4.3: The RMSE of Relative Pose Error (RPE) for the structure v.s texture sequence. The
Trans. columns show the RMSE of the translational drift in m/ sec and the Rot. columns show the
RMSE of the rotational error in deg/ sec.

Geometric CVO GICP[159] 3D-NDT[111] Color CVO DVO[96] Color ICP[131]
structure-texture Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot. Trans. Rot.

× ✓ near 0.0267 0.8745 0.2602 7.5238 0.4586 13.4089 0.0250 0.8201 0.0563 1.7560 0.0212 0.9744
× ✓ far 0.0498 1.1602 0.3115 3.3421 0.2034 4.8534 0.0591 1.1393 0.1612 3.4135 0.0755 1.6356
✓ × near 0.0338 2.4081 0.0628 2.0061 0.0993 5.5899 0.0505 3.5577 0.1906 10.6424 0.0255 1.0317
✓ × far 0.0376 1.2435 0.1172 3.6457 0.0861 1.8595 0.0456 1.2239 0.1171 2.4044 0.0592 1.7822
✓ ✓ near 0.0238 1.3058 0.1573 6.0924 0.1082 4.6971 0.0344 1.6899 0.0175 0.9315 0.0200 1.2008
✓ ✓ far 0.0288 0.9314 0.1921 4.6908 0.0717 1.9343 0.0293 0.9516 0.0171 0.5717 0.0434 1.1375
× × near 0.3057 10.8878 0.3685 12.6208 0.5901 16.1501 0.2143 8.9564 0.3506 13.3127 0.2064 7.7856
× × far 0.1287 4.0173 0.2232 2.4611 0.3722 7.3946 0.1449 2.9821 0.1983 6.8419 0.2052 2.0850

Average 0.0794 2.8536 0.2116 5.2979 0.2487 6.9860 0.0754 2.6651 0.1386 4.9843 0.0820 2.2041

4.6.4 Indoor RGB-D Camera: TUM RGB-D Dataset

For TUM RGB-D, a semi-dense point cloud is generated from the depth images with FAST [147]
feature selector. We evaluated our method on the fr1 sequences, which are recorded in an office
environment, and fr3 sequences, which contain image sequences in structured/nostructured and
texture/notextured environments. TABLE 4.2 shows the results of fr1 sequences. Geometric
CVO outperforms the baselines and achieves a similar performance to DVO. Moreover, with color
information, the average error of CVO decreases.

The results of fr3 sequences are shown in TABLE 4.3. CVO outperforms the baselines. The
overall result of Color CVO is better than Geometric CVO. However, Geometric CVO has lower
translation errors in some sequences. This might be caused by the motion blur in the image, where
color information is noisy due to rapid camera motion.

4.7 Discussions and Limitations

Besides the reported baseline results, we also tried to run Semantic ICP [132] and Color ICP[131]
with KITTI’s full stereo point clouds. However, Semantic-ICP takes 4 − 8min per frame on our
machine, so completing all the 23190 frames is infeasible. The original Color ICP work was not
tuned for stereo data and failed on KITTI sequences 00 and 08. We also tried to use the FAST point
selector for all the baselines, but only GICP shows improvements, with 7.98% translation drift and
0.0362m rotation drift, versus our geometric result being 4.55% and 0.0236m.

We noticed that the point selector has a significant influence on the performance of the pro-
posed methods. DSO’s semi-dense point selector in [59] was unable to complete some challenging
sequences, such as KITTI sequence 01. We cannot use PCL’s Voxel Filter[151] either because the
original color and semantic information are lost during its downsampling. Only FAST[147] feature
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selector from OpenCV[17] works for all the tested datasets. A future direction is to find a more
robust downsampling scheme for this framework.

Moreover, the performance of the proposed methods relies on the geometric lengthscale during
the optimization. Adaptive CVO[104] addresses the lengthscale decay by regarding it as a part of
the optimizing variable. Still, we need to choose an initial lengthscale manually. The lengthscale
needs a global perspective for such abrupt changes for inputs with larger accelerations. In this case,
another future direction is an algorithmic way of selecting the initial lengthscale or, more broadly,
studying the hyperparameter learning problem.
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Figure 13: Indicator value with respect to rotation angle and translation distance for KITTI Stereo
(left figures) and TUM RGB-D (right figures) sequences.
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Figure 14: An illustration of the proposed registration method on KITTI stereo sequence 01 (top)
and 07 (bottom) versus the baselines. The black dashed trajectory is the ground truth. The dot-
dashed trajectories are the baselines. Plotted with EVO[78].
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(a) The original inputs with 50% uniform out-
liers and 50% cropping

(b) After initial transformations with 180◦ rota-
tion

(c) FGR’s registration result (d) RANSAC’s registration result

(e) The proposed method’s registration result
with global rotational initialization

Figure 15: An example of a two-view point cloud registration test with FPFH invariant feature
information on the Bunny [186] Dataset. (a) The two partially overlapped point clouds of the
Bunny Dataset, each perturbed by 50% random outliers and 50% cropping. (b) The two Bunny
point clouds after we apply initial rotations of 180 degrees around a random axis and a random
translation of 0.5m. (c) FGR’s registration result. (d) RANSAC’s registration result. (e) The
proposed method’s registration results using global rotational initialization.
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(a) Initial Rotation = 90 degree, 0% crop-
ping

(b) Initial Rotation = 90 degree, 12.5% cropping

(c) Initial Rotation = 90 degree, 25% cropping (d) Initial Rotation = 90 degree, 37.5% cropping

(e) Initial Rotation = 90 degree, 50% cropping

Figure 16: The benchmark results of the two registration tests on the Bunny Dataset [186]. Each
box plot contains the resulting pose errors in the norm of matrix logarithm under different outlier
ratios and cropping ratios at the same 90◦ initial rotation angle. (a) 0% cropping (b) 12.5% cropping
(c) 25% cropping (d) 37.5% cropping (e) 50% cropping
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(a) Initial Rotation = 180 degree, 0% crop-
ping

(b) Initial Rotation = 180 degree, 12.5%
cropping

(c) Initial Rotation = 180 degree, 25%
cropping

(d) Initial Rotation = 180 degree, 37.5%
cropping

(e) Initial Rotation = 180 degree, 50%
cropping

Figure 17: The benchmark results of the two-view registration on the Bunny Dataset [186]. Each
box plot contains the resulting pose errors in the norm of matrix logarithm under different outlier
ratios and cropping ratios at the same 180◦ initial rotation angle. (a) 0% cropping (b) 12.5%
cropping (c) 25% cropping (d) 37.5% cropping (e) 50% cropping
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Figure 18: From top to down: the average translation errors and rotation errors on KITTI Stereo
sequences 00 to 10 with respect to the distance segment and the moving speed, respectively.
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CHAPTER 5

RKHS-BA: A Semantic Correspondence-Free
Multi-View Registration Framework

5.1 Overview

This work reports a novel Bundle Adjustment (BA) formulation using a Reproducing Ker-
nel Hilbert Space (RKHS) representation called RKHS-BA. The proposed formulation is
correspondence-free, enables the BA to use RGB-D and semantic labels in the optimization di-
rectly, and provides a generalization for the photometric loss function commonly used in di-
rect methods. RKHS-BA can incorporate appearance and semantic labels within a hierarchical
semantic-geometric functional representation that is continuous and does not require optimization
via image pyramids. We develop an odometry method using local RKHS-BA graphs that, com-
pared to existing direct odometry methods, RKHS-BA shows highly robust performance in ex-
tremely challenging scenes and the best trade-off of generalization and accuracy across extensive
experiments.

5.2 Introduction

Bundle Adjustment (BA) is widely used in visual perception algorithms such as Simultaneous
Localization and Mapping (SLAM) and 3D Reconstruction. It jointly optimizes visual structures
and all the camera parameters to construct a spatially consistent 3D world model [184]. Existing
BA methods include feature-based methods [184] and direct methods [125, 96, 59], and both are
formulated as robust non-linear optimization problems.

Feature-based BA methods require extractions of sparse geometric representations, including
points, lines, and planes, which are usually invariant to illumination noise or rotations [46, 45,
121, 80]. Then, in the optimization step, they minimize reprojected geometric residuals for fea-
tures observed across multiple frames via multi-view geometry [184, 80]. The construction of
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such reprojected residuals naturally leads to sparse Hessian structures but relies on correct fea-
ture correspondences across multiple frames. Many works have been devoted to improving their
robustness, such as improving frontend feature matching’s quality with deep networks [73], adopt-
ing robust loss functions [184], or probabilistically modeling data association hypothesis in the
backend [127, 50, 52]. However, in highly texture-less or semi-static environments, feature asso-
ciation contaminated with outliers is still an open problem [145].

Direct or photometric BA methods take denser representations from images, such as the
edges [59], surfaces [224, 205], or the raw pixel values [125], and then optimize the photomet-
ric loss under the assumption of brightness constancy [59, 158]. With the capability of adjusting
the projective association during optimization [59], photometric BA demonstrates more robustness
in environments with fewer textures or more repetitive patterns. However, full images need to be
stored in the pose graph even in semi-dense approaches [232]. Furthermore, their illumination
invariance presumption is seriously violated in outdoor situations where complex illumination,
changeable weather, and dynamic objects exist.

Rich semantic information from modern vision sensors can contribute to the robustness of BA
in such challenging scenarios. Specifically, we denote various types of visual information, in-
cluding pixel classes, object instances, intensities, or colors, which are invariant to pose changes,
as hierarchical semantics. For example, dense SLAM systems such as ElasticFusion and BAD-
SLAM incorporate color consistency residuals as invariant visual information in their backend
optimization [202, 158]. Object detection neural networks can provide another type of semantic
information, that is, 2D or 3D object proposals from image streams [72, 180]. They enable the
representation of object-level entities in the factor graph for feature-based systems [152, 52, 128].
Suma++ [27] leverages point-level dense semantics in LiDAR SLAM, where point-wise semantic
similarity contributes to the residual weighting.

In the chapter, we report a novel direct BA framework with semi-dense hierarchical semantic
representation in a Reproducible Kernel Hilbert Space (RKHS) (shown in Figure 19). The pro-
posed RKHS-BA constructs a specialized pose graph. Its nodes represent continuous functional
representations. Its edges represent the corresponding frames’ geometric and hierarchical semantic
alignment. Inspired by [223], we relax the strict data correspondence in previous BA methods by
associating each point observation of one frame to multiple semantically similar points in other
frames. The soft association naturally arises from a functional representation in some RKHS and
constrains the geometric distance and the visual similarity when a new frame is observed. The op-
timization stage approximates the formulation with an Iteratively Reweighted Least Square (IRLS)
solver.

In particular, this work has the following contributions.

1. A novel correspondence-free direct BA framework with hierarchical semantics in an RKHS
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Figure 19: We represent a point cloud observation as a function in the Reproducing Kernel Hilbert
Space (RKHS), denoted as fXm , where Xm is the raw sensor measurements containing both ge-
ometric information like 3D points and non-geometric information such as color, intensity, and
semantics. An inner product ⟨fTmXm , fTnXn⟩H measures the alignment of two functions at times-
tamp m and n. The full objective function consisting of multiple frames is formulated as the sum
of all inner products between all pairs of relevant frames.

representation called RKHS-BA.

2. We propose a new backend formulation of the pose graph that does not rely on strict data
correspondence and encodes hierarchical semantic information in optimization.

3. We validate the proposed RKHS-BA with point cloud registration and odometry baselines on
multiple synthetic and real-world datasets, including Stanford 3D Scanning Dataset [186], TUM
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RGB-D Dataset [167], and TartanAir Dataset [194].

4. We provide an open-source C++ implementation.

Extension: The preliminary two-frame registration version of this work has been published
in the conference ICRA 2021 [223]. Compared with the conference version, we add a series of
extensions, including a new formulation of multi-frame instead of two-frame inputs, a newly de-
veloped IRLS-based solver, and experiments of various sensors from simulated or real datasets. As
demonstrated by extensive evaluations, our method achieves lower pose drifts with fewer running
iterations and the additional ability of largescale global BA compared to the conference version.

We denote the sequential K frames’ robot poses as T = {T1,T2, ...,TK} (TI ∈ SE(3)) and
sensor observations X = {X1, X2, ..., XK} at each timestamp. Each sensor observation contains
a finite collection of homogeneous points, Xm = {xm

1 ,x
m
2 , ...} (xm

i ∈ R3). In addition to the
geometric information, every point xm

i also contains pose-invariant visual information of various

dimensions, such as color, intensity, or semantic classes. SemanticCVO [223]
Let (V1, V2, . . . ) be different inner product spaces describing different types of non-geometric

features of a point, such as color, intensity, and semantics. To combine these features of different
dimensions into a unified hierarchical semantic representation ℓX : X → I that is transformation-
invariant, we use their tensor product, V1 ⊗ V2 ⊗ . . . , which also lies in an inner product space
(I, ⟨·, ·⟩I) [223]. For example, for any xm

i ∈ Xm with a 3-dimensional color feature v1 ∈ V1 and a
10-dimensional semantic feature v2 ∈ V2, its hierarchical semantic feature is ℓX (xm

i ) = v1 ⊗ v2 ∈
V1 ⊗ V2.

Similar to CVO [34, 223], we represent the point cloud observations Xm at frame m into a
function fXm : R3 → I living in a RKHS fXm ∈ (H, ⟨·, ·⟩H). The transformation Tm at the corre-
sponding timestamp m, SE(3) ↷ R3 induces an action SE(3) ↷ H by Tmf(Xm) := f(TmXm)

. With this observation, we denote Tmf(Xm) := fTmXm , representing the point cloud function
under the transformation. In SemanticCVO [223], the inner product of the two functions at two
timestamps, ⟨fTmXm , fTnXn⟩H, measures the distance in RKHS.

5.3 Problem Setup of RKHS-BA

Figure 19 shows a pose graph of multiple frames. Define C as the set of connected frame index
pairs, and we have the full objective function over the pose graph as

F (T ) :=
∑

(m,n)∈C

⟨fTmXm , fTnXn⟩H︸ ︷︷ ︸
Fmn

(5.1)

T ∗ = argmax
T

F (T ), (5.2)
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We apply the similar kernel trick [223] to the information inner product. This allows us to turn
the point cloud to functions via

fTX(·) :=
∑
xi∈X

ℓX(xi)k(·,Txi), (5.3)

where ℓX(xi) encodes the hierarchical semantic information that does not vary with respect to
robot poses. k(·,xi) encodes the geometric information that varies with robot poses. fTX becomes
a unified representation for the point cloud observation. We can now obtain the inner product of
fX and fZ as

Fmn :=
∑

xi∈Xm,zj∈Zn

⟨ℓX(xi), ℓZ(zj)⟩I · k(Tmx
m
i ,Tnz

n
j ), (5.4)

where

⟨ℓX(x), ℓZ(z)⟩I = ⟨u1 ⊗ u2 ⊗ . . . , v1 ⊗ v2 ⊗ . . . ⟩

= ⟨u1, v1⟩ · ⟨u2, v2⟩ · . . . . (5.5)

By substituting (5.5) into (5.4), we obtain

⟨fTmXm , fTnZn⟩H =
∑

xm
i ∈Xm

znj ∈Zn

(
∏
k

⟨uki, vkj⟩) · k(Tmx
m
i ,Tnz

n
j )

:=
∑

xm
i ∈Xm,znj ∈Xn

cij · k(Tmx
m
i ,Tnz

n
j ). (5.6)

This inner product between the two functions above is a double sum of all pairs of points from
the two point clouds. As most pairs of the points are far away, only a small subset of similar point
pairs, both geometrically and hierarchical-semantically, would remain. In this way, (5.6) can be
interpreted as a point-wise soft data association function, which considers both the geometry and
the hierarchical semantics. If the current estimates of the poses change, the association will reflect
the change accordingly.

Based on the above definition, the generalized objective function of RKHS-based bundle ad-
justment becomes

F (T ) :=
∑

(m,n)∈C

∑
xm
i ∈Xm,znj ∈Zn

k(Tmx
m
i ,Tnz

n
j ) · cmn

ij︸ ︷︷ ︸
Fmn
ij

T ∗ = argmax
T

F (T ). (5.7)
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Problem (5.7) describes the full geometric and hierarchical semantic relationship for all the
edges in the pose graph. Each cmn

ij is invariant to the relative transformation; thus, it will be a
constant during optimization. In our implementation, the double sum in (5.6) is sparse because a
point xi ∈ X is far away from the majority of the points zj ∈ Z, either in the spatial (geometry)
space or one of the feature (semantic) spaces. The sparsity is dependent on the level of the feature
space differences.

As a special case, if there are only two frames, the inner product formulation in (5.7) reduces to
the RKHS-registration in [223]. If the hierarchical semantic information is not used, the alignment
of two geometric point clouds reduces to Kernel Correlation [185]. The two-frame case can be
solved by gradient ascent in the optimization [34].

5.4 Semantically Informed Iteratively Reweighted Least
Squares Backend

In this section, we propose approximating the objective function in (5.7) for the general multi-
frame case with the IRLS approach. The special case of the two-frame registration adopts gradient
ascent for optimizing the objective function in (5.6) [223]. Aiming at an efficient convergence in a
potentially large-scale multi-frame situation, we choose IRLS by design.

5.4.1 From RKHS to Semantically Weighted Least Squares

For the kernel of our RKHS, H, we choose the squared exponential kernel k : R3 × R3 → R:

k(x, z) = σ2 exp

(
−∥x− z∥23

2ℓ2

)
, (5.8)

for some fixed real parameters (hyperparameters) σ and ℓ (the lengthscale), and ∥·∥3 is the standard
Euclidean norm on R3. With a good initialization of the frame poses T = {T1, ...,TK} from
tracking, and let d(x, z) := x− z, we can expand each term Fmn

ij in (5.1)

Fmn
ij = k(Tmx

m
i ,Tnz

n
j ) · cmn

ij

= cmn
ij σ2 exp

(−∥Tmx
m
i −Tnz

n
j ∥23

2ℓ2

)
:= cmn

ij k(d(Tmx
m
i ,Tnz

n
j )

2) (5.9)
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If we apply a perturbation ϵm ∈ R6 on the right of Tm as

T⋆
m = Tm exp(ϵ∧m) = Tm exp(

[
ρm

ϕm

]∧

). (5.10)

Then the gradient with respect to ϵm is

∇Fmn
ij = cmn

ij

∂k(d(Tm exp(ϵ∧m)x
m
i ,Tnz

n
j )

2)

∂d

∂d

∂ϵm

= cmn
ij

∂k(d(Tm exp(ϵ∧m)x
m
i ,Tnz

n
j )

2)

∂d

1

d

∂d

∂ϵm
d

= cmn
ij k

−2d

2ℓ2
1

d

∂d

∂ϵm
d

=
−1

ℓ2
cmn
ij k︸︷︷︸
wmn

ij

∂d

∂ϵm
d, (5.11)

where we denote the term

wmn
ij := cmn

ij k(d(Tm exp(ϵ∧m)x
m
i ,Tnz

n
j )

2).

After summing it up for all pairs of (m,n) ∈ C and xm
i ∈ Xm, znj ∈ Zn and taking the gradients

to zero, we obtain

∑
(m,n)∈C

∑
xm
i ∈Xm

znj ∈Zn

wmn
ij

∂d

∂ϵm
d = 0. (5.12)

Here, the weight wmn
ij encodes the full geometric and hierarchical semantic relations between

the pair of points. In real data, a point’s color or semantic features can differ from most other
points. Thus, the weight will effectively suppress the originally dense residuals between this point
and all the other points. If we treat wmn

ij as constant weights during one optimization step, the
solution to (5.12) corresponds to the solution for the following least squares problem:

argmax
T

∑
(m,n)∈C

∑
xm
i ∈Xm,znj ∈Zn

wmn
ij d(Tmx

m
i ,Tnz

n
j )

2, (5.13)

where T are the poses of all the keyframes involved except the first frame. To see that, we can
apply the perturbation exp(ϵ∧m) on the right of Tm and then take the gradient with respect to ϵm

for (5.13). During the optimization, the weight value wmn
ij is re-calculated after every step update
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due to the pose changes.
Problem (5.13) is a nonlinear least squares on the SE(3) manifold that can be solved with an

IRLS algorithm [165, 187, 85, 218]. It can be solved with an off-the-shelf solver like [3]. Please
refer to the Appendix for the detailed derivation.

5.4.2 Lengthscale Decay

In classical featured-based and photometric bundle adjustments, residuals are collected from image
pyramids to consider feature points at different scales [121, 60]. In RKHS, the point clouds are
represented with continuous functions, where the lengthscale ℓ of the geometric kernel in (5.8)
controls the scale [223]. Starting with a large value for a global perspective, the lengthscale is
reduced by a fixed percentage for finer-grain registration until the number of non-zero terms in
(5.13) stabilizes. Each pair of frames decays its lengthscale independently.

5.5 Experimental Results

We evaluate the proposed method with multi-frame registration and visual odometry experiments
in publicly available datasets. We start with toy examples of four-frame registrations on partially
overlapped geometric and semantic point clouds. The motivation is to stress-test the proposed
method’s performance under different initialization and outlier ratios. Next, we present indoor
and outdoor experiments in structured, textureless, and semi-static environments to test the per-
formance in real applications. The depth sources come from RGB-D cameras and neural network
predictions. We run the experiments on a desktop with a 48-core Intel(R) Xeon(R) Platinum 8160
CPU and an Nvidia Titan RTX GPU.

5.5.1 Simulated Example of Multi-point cloud registration

We present two toy examples of multi-frame registration on the Stanford Bunny dataset [186],
shown in Figure 20, and the TartanAir dataset [194], shown in Figure 21. The Bunny Dataset
provides only geometric point clouds. The TartanAir Dataset provides color and semantic point
clouds. We chose four scans that do not completely overlap. They are further downsampled with a
voxel filter.

The four point clouds are initialized as follows. First, they are randomly rotated with four
different angles, 12.5°, 25°, 37.5°, and 50°, along a random axis. Second, random transla-
tions are further applied. Third, we perturb the point clouds with five different outlier ratios:
0%, 12.5%, 25%, 37.5%, and 50%. A perturbation is added in the normal direction of every point.
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(a) The original inputs with outliers (b) After initial transformations

(c) RKHS-BA’s registration result (d) JRMPC’s registration result

Figure 20: An example of a four-view point cloud registration test with only geometric information
on the Bunny [186] Dataset. (a) The four partially overlapped point clouds of the Bunny Dataset,
each perturbed by 50% random outliers. (b) The four Bunny point clouds after we apply initial
rotations of 50 degrees around random axes and a random translation of 0.5m. (c) RKHS-BA’s
registration result. (d) JRMPC’s [61] registration result.γ = 0.1.

If a point is an outlier, a uniformly sampled noise is added in the specified interval around the point.
Otherwise, we add a Gaussian noise centered around the point’s original position. We generate 40
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(a) The original inputs with out-
liers

(b) After initial transformations (c) RKHS-BA’s registration re-
sult with color

(d) RKHS-BA’s registration re-
sult with color and semantic la-
bels

(e) JRMPC’s registration result

Figure 21: An example of a four-view point cloud registration test on TartanAir [194]
Hospital-Easy-P001 sequence. The four point clouds are sampled every 20 frames. The
semantic labels for every frame are provided by the dataset. (a) The initial four different frames of
the TartanAir Dataset, each perturbed by 50% random outliers. (b) The four Tartanair point clouds
after we apply initial rotations of 50 degrees around random axes and a random translation of 4m.
(c) RKHS-BA’s registration result with only color information. (d) RKHS-BA’s registration result
with both color and semantic labels. (e) JRMPC’s [61] registration result with γ = 0.1.

random initializations for each angle and outlier ratio pair above.
We compare our registration results with JRMPC [61], which is a multi-frame geometric regis-

tration baseline based on the Gaussian Mixture Model (GMM). We evaluate a single registration
result with the sum of Frobenius Norm (denoted as ∥·∥F) of the errors of the other three frames’
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(a) CDF for Bunny registration test (b) CDF for TartanAir registration test

Figure 22: The error CDF plot of all the four-view point cloud registration tests on the Bunny [186]
and TartanAir [194] Dataset (a) The error CDF for all the Bunny experiments. (b) The error CDF
for all the TartanAir experiments.

(a) Time for Bunny registration test (b) Time for TartanAir registration test

Figure 23: The running time statistics for a single four-view registration of all the experiments. (a)
Box Plot for the registration time on the Bunny Dataset [186] (b) Box Plot for the registration time
on the TartanAir Dataset [194]

poses with respect to the first frame,

4∑
i=2

∥T−1
i G(gt)

i − I∥F.
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(a) Initial Rotation = 12.5 degree (b) Initial Rotation = 25 degree

(c) Initial Rotation = 37.5 degree (d) Initial Rotation = 50 degree

Figure 24: The benchmark results of the four-frame registration tests on the Bunny Dataset [186].
Each box plot contains the resulting pose errors in the Frobenius Norm of different outlier ratios
at the same initial rotation angle. (a) The initial angle is 12.5 degrees. (b) The initial angle is 25
degrees. (c) The initial angle is 37.5 degrees. (d) The initial angle is 50 degrees.
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(a) Initial Rotation = 12.5 degree (b) Initial Rotation = 25 degree

(c) Initial Rotation = 37.5 degree (d) Initial Rotation = 50 degree

Figure 25: The benchmark results of the four-frame registration test on the TartanAir Dataset [194].
We include both Color RKHS-BA, which takes color information, and Semantic RKHS-BA, which
takes both color and semantic labels. Each box plot contains the resulting pose errors in the Frobe-
nius Norm of different outlier ratios at the same initial rotation angle. (a) The initial angle is 12.5
degrees. (b) The initial angle is 25 degrees. (c) The initial angle is 37.5 degrees. (d) The initial
angle is 50 degrees.
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where G(gt)
i ∈ SE(3) is the ground truth pose.

5.5.1.1 Multi-Point Cloud geometric registration

In the Bunny dataset [186], we choose four frames that are not fully overlapped from the original
scan. The norms of the random initial translations are less than 1m. The uniform noise for every
outlier point is randomly sampled from the [−0.5m,+0.5m] interval. The Gaussian noise for every
inlier point is centered around the point’s original position with a standard deviation of 0.01m. In
this experiment, we also select two different outlier ratio parameter setups for JRMPC, denoted as
γ in its chapter. γ is a positive scalar specifying the proportion of outliers used to calculate the
prior distribution in JRMPC.

We report the results for every outlier ratio and initial angle pair with box plots in Figure 24
and the error cumulative distribution function (CDF) plot in Figure 22a. JRMPC has slightly lower
errors when the outlier ratio is small but is not robust when the outlier ratio grows above 25%.
RKHS-BA is not sensitive to a larger outlier ratio. It can achieve consistently low errors in most
of the experiment cases. In this experiment, a larger outlier ratio (γ = 0.5) of JRMPC has slightly
better performance than γ = 0.1. The error CDF plot in Figure 22a also shows that the baseline
has more failed cases than the proposed method. The result of the Bunny registration experiment
is visualized in Figure 20. We are able to achieve smaller errors compared to JRMPC.

5.5.1.2 Multi-Point Cloud color and semantic registration

In the TartanAir dataset [194], we choose four frames from the Hospital-Easy-P001 indoor
sequence. The four point clouds are sampled every 20 frames. The norms of the random initial
translations are less than 4m. The uniform noise for every outlier point is randomly sampled from
the [−4m,+4m] interval. The Gaussian noise for every inlier point is centered around the point’s
original position with a standard deviation of 0.4m. We also use the same outlier ratio parameter
setups for JRMPC as in the Bunny Experiment.

As shown in Figure 25, the Color and Semantic RKHS-BA have similar errors under different
initial rotations and outlier rates. JRMPC is sensitive to the choice of the outlier ratio parameter γ.
It has significantly larger errors at all the initial values when γ = 0.1. It has lower errors at larger
actual outlier rates (37.5% and 50%) but is also not robust when the actual outlier rate is 25%.
According to the CDF plot in Figure 22b, when γ = 0.1, JRMPC achieves better performance
than the case when γ = 0.5, but it still has more failed cases than our method. The result of the
TartanAir registration experiment is visualized in Figure 21. We can achieve small errors even
when the outlier ratio is very large.
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(a) Color RKHS-BA.

(b) BAD-SLAM.

(c) ElasticFusion.

(d) ORB-SLAM2.

Figure 26: Qualitative comparisons of the stacked point cloud map of the four methods above
in the TUM RGB-D fr3-structure-texture sequence [167]. Color RKHS-BA in (a)
shows clearer surface texture on both the poster and the chess board than other methods. BAD-
SLAM [158] in (b) succeeds in reconstructing the texture on the surface that is not directly facing
the camera. ElasticFusion [202] in (c) and ORB-SLAM2 [121] in (d) get similar results, and the
texture is more blurry than other methods.
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5.5.1.3 Time Analysis

Assuming there are M edges in the pose graph and each frame has O(N) points, then the time
complexity would be O(MN2) because of the cost to evaluate all pairs of inner product values.
In practice, we approximate the full inner products by only considering pairs of points with small
Euclidean distances. This step is implemented with a 3D K-Nearest-Neighbor Search [119], which
reduces the time complexity to O(MN logN).

The time consumption in the four-frame registration tests is listed in Figure 23. JRMPC is
significantly faster in all the examples. Interestingly, the additional hierarchical semantic informa-
tion improves RKHS-BA’s running speed because it helps sparsify the number of nontrivial inner
products.

5.5.2 Application: Sliding Window Bundle Adjustment of RGB-D inputs

We evaluate the proposed BA algorithm on multiple sequences of the RGB-D Dataset [167] and
TartanAir Dataset [194], including experiments in static and structured, textureless, and semi-
static environments. We present quantitative evaluations of the trajectories as well as qualitative
comparisons of the stacked point cloud maps versus the mainstream algorithms.

5.5.2.1 Baseline setup

In the experiments, we implement the proposed formulation into a frontend and a backend. The
frontend is a special case of the inner product in (5.1) of two frames and provides initial pose
values for the backend. It takes around 2000 semi-dense points from an input image generated
with DSO [59]’s point selector. The backend uses the full inner product formulation on the latest
four keyframes and estimates the final poses. Both datasets use fixed sets of hyperparameters
within their sequences.

We compare our approach with four visual SLAM or odometry systems: BAD-SLAM [158],
ORB-SLAM2 [121], ElasticFusion [202] and StereoDSO [193]. StereoDSO is the closest baseline
because of its backend’s semi-dense photometric bundle adjustment. BAD-SLAM and Elastic-
Fusion both feature a joint color and geometric optimization in the backend, although they have
independent map fusion steps. With a featured-based bundle adjustment module, ORB-SLAM2
does not share the same perspective as direct SLAMs but is listed here for reference. We use BAD-
SLAM, ORB-SLAM2, and ElasticFusion’s officially released code with RGB-D inputs. Since
StereoDSO’s original implementation has not been released, we reproduced DSO’s results using
an open-source implementation [206], which contains DSO with stereo depth initialization. For a
fair comparison, all the methods’ global loop closure modules are turned off.
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5.5.2.2 TUM RGB-D Dataset with Color Information

On TUM RGB-D Dataset [167], we use the depth measurements from the RGB-D sensor. We
evaluate the proposed method on the fr1 sequences containing static and structured inputs, as
well as the fr3 sequences containing structureless and textureless environments. We evaluate the
resulting trajectories with Relative Pose Error (RPE) provided in the official benchmark kit.

As shown in Table 5.1 and Table 5.2, the proposed method’s drifts (0.0689m/ sec) are
close to ElasticFusion’s (0.0616m/ sec) in the fr1 office sequences, both behind ORB-SLAM2
(0.0458m/ sec). In fr3 sequences with less structure or texture, the proposed method has
lower average drifts (0.1017m/ sec) than the two dense methods(0.6121m/ sec and 0.5634m/ sec).
In the meantime, RKHS-BA has a smaller standard deviation. ORB-SLAM2 has smaller
drifts on the successfully-completed sequences but fails on a nostructure-notexture sequence.
Figure 26 presents the stacked point cloud maps based on the resulting trajectories on the
fr3-structure-texture sequence. RKHS-BA shows clearer surface texture on both the
poster and the chess board than the baselines.

5.5.2.3 TartanAir Dataset with Semantic Information

We present semantic BA results on the TartanAir dataset [194]. The TartanAir dataset contains
photo-realistic simulations of environments with ground truth depth and semantic measurements.
We selected sequences that included different weather conditions to demonstrate the robustness
of the proposed method. The input depth images are generated with Unimatch [209] from stereo
image pairs. The semantic segmentation labels provided in the dataset are raw object IDs generated
by the simulator. We merge less frequent IDs into a single class, resulting in a maximum of 10
classes. In the quantitative comparison, we calculate the drift in Absolute Translation Error (ATE)
in meters using the evaluation tool provided by TartanAir [194].

The quantitative results are listed in Table 5.3. The qualitative comparisons of all the meth-
ods on three challenging sequences are shown in Figure 27. The point cloud mapping results
of our method and baselines in the hospital sequence are shown in Figure 28. RKHS-BA,
which takes color point clouds, has lower mean drifts (0.664m) than the remaining direct meth-
ods with color or intensity inputs. RKHS-BA with both color and semantic inputs outperforms
Color RKHS-BA (0.584m). Both demonstrate a small standard deviation in the results as well.
The feature-based method still performs the best on the two well-structured sequences, gascola
and seasonsforest, when it is able to complete. But in sequences with repetitive patterns,
such as hospital, data association becomes difficult for feature-based backends. Furthermore,
in sequences with dynamic weather, like the rainy soulcity, the images are contaminated with
raindrops and water reflections. As shown in Figure 27c, even direct backends cannot do well,
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Table 5.1: The RMSE of Relative Pose Error (RPE) for fr1 sequences. The trans. columns show
the RMSE of the translational drift in m/ sec and the rot. columns show the RMSE of the rotational
error in deg/ sec.

Color RKHS BAD-SLAM [158] ElasticFusion [202] ORB-SLAM2 [121]
Sequence RPE Trans. RPE Rot. RPE Trans. RPE Rot. RPE Trans. RPE Rot. RPE Trans. RPE Rot.

fr1/desk 0.0547 3.0200 1.5757 88.5013 0.0283 1.4442 0.0206 1.3656
fr1/desk2 0.0691 3.7674 0.0740 3.3583 0.0489 2.2814 0.0227 1.9116
fr1/room 0.0676 3.1025 0.2584 7.4462 0.0600 2.8668 0.0487 1.8325
fr1/360 0.1309 4.6560 1.1642 38.0795 0.1460 7.9668 0.1502 3.4316
fr1/teddy 0.0738 2.3343 2.5763 100.0148 0.0637 1.7727 0.0426 1.3805
fr1/xyz 0.0405 1.9358 0.0225 1.4072 0.0183 0.8517 0.0157 1.0039
fr1/rpy 0.0545 3.5829 0.0396 3.3716 0.0435 2.8264 0.0361 2.4827
fr1/plant 0.0602 2.1086 0.0809 3.3150 0.0841 4.2299 0.0178 1.0376

Mean 0.0689 3.0634 0.7240 30.6867 0.0616 3.0300 0.0458 1.8057
Median 0.0709 3.0612 0.6023 22.4275 0.0545 2.5539 0.0493 1.8686
STD 0.0272 0.9274 0.9535 41.1324 0.0399 2.2450 0.0493 0.8213

Table 5.2: The RMSE of Relative Pose Error (RPE) for the fr3 structure v.s texture sequence. The
Trans. columns show the RMSE of the translational drift in m/ sec and the Rot. columns show the
RMSE of the rotational error in deg/ sec. If a method doesn’t complete a sequence, a bar ("−")
symbol is reported.

Color RKHS BAD-SLAM [158] ElasticFusion [202] ORB-SLAM2 [121]
structure-texture RPE Trans. RPE Rot. RPE Trans. RPE Rot. RPE Trans. RPE Rot. RPE Trans. RPE Rot.

× ✓ near 0.0673 2.9208 0.1153 3.2149 0.0149 0.7662 0.0137 0.7969
× ✓ far 0.1143 1.8551 0.1454 2.2520 0.4531 19.9528 0.0593 1.4011
✓ × near 0.0509 4.2206 0.0266 0.9841 0.2255 0.2255 0.0252 1.2838
✓ × far 0.0480 1.5334 0.7249 2.1433 0.0219 0.9406 0.0114 0.4603
✓ ✓ near 0.0615 3.1548 0.0338 1.4718 0.0126 0.7403 0.0104 0.6141
✓ ✓ far 0.0390 0.9854 0.0607 1.6148 0.0088 0.4112 0.0124 0.4992
× × near 0.2863 9.5914 1.3621 2.8592 1.1007 56.9050 - -
× × far 0.1462 1.5289 2.4284 100.9957 2.6699 36.0210 0.0294 0.8794

Mean 0.1017 3.2238 0.6121 14.4420 0.5634 19.6849 - -
Median 0.0644 2.3880 0.1304 2.1977 0.1237 10.4467 - -

STD 0.0832 2.7839 0.8717 34.9805 0.9302 22.6098 - -

while the color and semantic RKHS-BA still report low translation errors.

5.5.3 Application: Lidar Global Mapping

Lidar global mapping is another application of RKHS-BA. Classical Lidar SLAM methods per-
form PGO after loops are detected, but PGO only considers the consistency of poses, not the
consistency of the map. In contrast, when camera-based SLAMs [121] add an extra step besides
PGO, that is global bundle adjustment, to enforce the constancy of the map between the frames as
well.
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Table 5.3: Results of the proposed frame-to-frame method using the TartanAir benchmark as eval-
uated on the ATE in meters. If a method doesn’t complete a sequence, the frame’s index with lost
tracking will be recorded in the parenthesis.

Semantic-based direct method Intensity-based direct method Feature-based method

Semantic RKHS Color RKHS DSO-Stereo [206] BAD SLAM [158] ElasticFusion [202] ORB-SLAM2 [121]
Sequence (Easy P001) Environment No. Frames ATE (m) ATE (m) ATE (m) ATE (m) ATE (m) ATE (m)

abandonedfactory Sunny 434 0.3010 0.3149 (412) 1.3642 8.0056 (410)
gascola Foggy 382 0.0878 0.0905 5.4988 0.1893 1.7340 0.0377
hospital Repetitive 480 0.5535 0.5675 0.9567 (434) 2.8675 (238)
seasonsforest Forest 319 0.1399 0.1395 (307) 17.0627 1.7279 0.0359
seasonsforest winter Snowy 847 1.1515 1.5631 7.4030 (591) 14.4673 (582)
soulcity Rainy 1083 1.4628 1.4563 (910) (271) 5.6583 (480)
seasidetown Textureless 403 0.3901 0.3761 (30) 218.9929 4.9269 (260)

Mean - - 0.5838 0.6440 - - 5.6263 -
Median - - 0.3901 0.3761 - - 4.9269 -
STD - - 0.5254 0.6126 - - 4.5148 -

5.5.3.1 Setup

Assuming the trajectory of Lidar PGO is given, we first construct a pose graph for RKHS-global-
BA. For a frame fi, we firstly connect its adjacent frames fi−1 and fi+1 as odometry constrains,
then the frames whose translation is within a 3-meter boundary of the frame fi as loop closing
constrains. For the edges connecting adjacent frames, we assign a smaller initial lengthscale. For
the non-adjacent loop closing edges, we assign a larger initial lengthscale.

In addition, due to the large number of Lidar points per frame, we downsample the input point
clouds with voxel filters. To ensure that each frame has enough line points and surface points, we
use 0.4m voxels for surfaces and 0.1m for lines. This ensures that each frame contains less than
10, 000 points.

We benchmark the proposed method and the baselines on the KITTI Lidar dataset. Using
the same set of hyperparameters, we evaluate the proposed method on six sequences, 00, 02,

05, 06, 07, 09, with all the loop closures selected above. The odometry poses come from
MULLS’s [130] pose graph optimization result. We use the official evaluation tool from KITTI’s
website [69], which measures the translational drift, as a percentage (%), and the rotational drift in
degrees per meter (°/m) on all possible subsequences of 100, 200...., 800 meters.

5.5.3.2 Baselines

The baseline of the proposed BA formulation is the point-to-line and the point-to-plane formula-
tions in the mainstream Lidar bundle adjustment methods. We choose BALM [106] and HBA [105]
as baselines because they provide open-source implementations. Note that BALM and HBA have
extra components, such as submap and hierarchical submaps, other than the optimization of the
point-to-feature cost itself. We enable these additional modules for the completeness of their im-
plementations. We also add A-LOAM [183] which is an implementation of LOAM [220], which
shows the results without loop closures. The baselines also use the same initial poses from pose
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graph optimization and the same input point clouds as RKHS-BA.

5.5.3.3 Experiment Results

The quantitative comparisons between the proposed method and the baselines are listed in Fig-
ure 29. We run the proposed methods with color and semantic features. The proposed method has
lower translation errors on all the sequences but seq 00.

5.6 Discussions and Limitations

Besides the baseline results reported above, we also test BAD-SLAM with full loop closures.
Its translation drifts in RPE are significantly reduced, with a mean RPE of 0.7240m/ sec to
0.1273m/ sec on fr1 and from 0.6121m/ sec to 0.1389m/ sec on fr3, but still not as accurate as
RKHS-BA. Also, we test DSO’s photometric backend with the same frontend tracking as RKHS-
BA on the TartanAir Dataset, but the improvement on the final ATE error on the gascola se-
quence is marginal, from 5.4988m to 5.4895m, while still not able to complete other sequences.
This indicates that its photometric bundle adjustment is less robust than the proposed method in
highly semi-static environments.

In the experiments, we notice that the initial lengthscale choice affects the gradient calculation.
The traditional energy functions have larger values when the point clouds are far away. However,
if the initial lengthscale is not large enough in RKHS-BA, the proposed formulation will have
smaller inner product values in the same situation, which will lead to vanishing gradients. To
address this problem, the optimization starts with a sufficiently large lengthscale at the cost of
more computation time.
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(a) abandonedfactory sequence.

(b) gascola sequence.

(c) soulcity sequence.

Figure 27: Trajectories of the proposed method (solid line), baselines (dash-dot line), and ground
truth (dashed line) on three TartanAir [194] sequences. Only baselines that successfully complete
the sequences are plotted.
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(a) Color RKHS-BA.

(b) Semantics RKHS-BA.

(c) DSO.

(d) Elastic Fusion.

Figure 28: Qualitative comparisons of the stacked point cloud map of the four methods above in
the TartanAir hospital sequence. We use the poses from their result trajectories and the raw
point cloud inputs. RKHS-BA in (a) and (b) reconstruct the stairs and the wall on the right side
consistently. DSO [59] in (c) fails to reconstruct the wall on the right, and the floor is cracked. Elas-
ticFusion [202] in (d) can hardly show the structure of the hospital rooms. ORB-SLAM2 [121]’s
result is not plotted because it doesn’t complete the sequence.
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Figure 29: We compare the proposed RKHS-BA of color and semantic features with other state-
of-the-art Lidar local and global bundle adjustment methods [220, 106, 105] on six KITTI [69]
Lidar sequences, 00, 02, 05, 06, 07, 09. All the methods start from the same initial
trajectories and the same downsampled point clouds. The proposed method has lower translation
errors on all the sequences except seq 00.
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CHAPTER 6

EquivCVO: Correspondence-Free SE(3) Point Cloud
Registration with Unsupervised Equivariance

Learning

6.1 Overview

This chapter presents a novel unsupervised learning framework for correspondence-free 3D point
cloud registration, leveraging SE(3)-equivariant networks to accurately recover continuous SE(3)
transformations. Traditional methods, often challenged by arbitrary 3D motions and sensor noises
in point cloud observations, rely primarily on invariant feature matching or global equivariant
feature pooling. Our method diverges by treating point clouds as nonparametric functions in a re-
producing kernel Hilbert space (RKHS), each point described by high-dimensional SE(3) steerable
features. The process is structured based on the Continuous Visual Odometry (CVO) formulation,
which uses 3D coordinates. The minimization in feature space circumvents the need for pair-
wise point correspondences. The proposed unsupervised inner-outer loop learning strategy excels
in environments with limited ground truth data, offering robust adaptation in function space and
enhanced resilience against outliers and mismatches. This robustness is evident in various real-
world scenarios. The framework’s effectiveness is demonstrated through superior performance
over existing baselines on both the ModelNet simulated dataset and the ETH3D real-world RGB-
D dataset.

6.2 Introduction

Point cloud registration is crucial for determining the relative transformation between two sets
of 3D spatial observations, as extensively studied in literature [9, 28, 111, 223, 229]. It is com-
monly formulated as a nonlinear optimization problem, with data inputs from varied sensors such
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as RGB-D cameras, stereo cameras, and LIDAR. This technique is vital in computer vision and
robotics, especially for applications in visual odometry [95] and 3D reconstruction [202]. Despite
its wide use, point cloud registration encounters numerous challenges. These include complexities
in nonlinear optimization on Riemannian manifolds, addressing non-overlapping observations, and
mitigating the impact of sensor noise and outliers. These challenges stem from two tightly decou-
pled components in traditional point cloud registration: point representations and correspondences.
Point representation refers to the actual format of the raw point data in feature space, while cor-
respondences deal with optimizing the residuals from point pairings, which are influenced by the
point representations.

Euclidean
Space

Figure 30: Registration in RKHS with Equivariant Features: The registration process takes equiv-
ariant feature embeddings ϕ(X) and ϕ(Z) from point clouds X and Z. The point cloud embed-
dings are further represented as continuous functions fϕ(X) and fϕ(Z) in RKHS, allowing for the
utilization of a distance metric, ∥fϕ(X) − fϕ(Z)∥2H, for direct pose optimization in the feature space.

Classical registration methods represent points using hand-crafted geometric primitives such
as 3D point coordinates [9, 159], planes [28], Gaussian mixtures [111, 91], and surfels [202, 27].
These representations, typically low-dimensional vectors, allow residuals to be computed directly
as Euclidean or Mahalanobis distances. However, they often struggle with handling noise, outliers,
and non-overlapping observations due to their limited expressiveness. Overcoming this limitation
requires sufficient correct data correspondence estimations and robust optimization strategies to
minimize these limitations [210].

In contrast, recent advancements leverage deep neural networks, capable of learning point rep-
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resentations that embody geometric invariance [139, 103, 196, 32]. This approach offers enhanced
expressiveness for data association and improved robustness against noise and outliers in real-
world scenarios [217, 86]. These methods focus on learning point-wise local and global fea-
tures that remain invariant under pose transformations, facilitating semantic-aware data associa-
tion. Once 1-to-1 correspondences are established, RANSAC or weighted SVD are employed for
pose regression [62, 9]. However, challenges persist in generalizing invariant learning to avoid
excessive data augmentation and reliance on extensive ground truth data. Additionally, efficiently
correlating with transformations in SE(3) space and managing the computational demands of sam-
pling transformations in the SE(3) space remain significant hurdles.

Equivariant features [36, 38, 198, 179] provide an alternative deep representation for point
clouds. Equivariance is a property for a map such that given a transformation in the input, the
output changes in a predictable way determined by the input transformation: A function f : X →
Y is equivariant to a set of transformations G, if for any g ∈ G,

gY f(x) = f(gXx),∀x ∈ X .

For example, applying a translation on a 2D image and then a convolution layer is identical to pro-
cessing the original image with a convolution layer and then shifting the output feature map; hence,
convolution layers are natively translation-equivariant [36]. Recent strides in equivariant learning
have expanded to include SO(3) [48, 230], SE(3) [23, 229], and E(n) [155] equivariant networks.
These networks extend equivariance to more complex transformations in 3D point clouds, reducing
the need for data augmentation and labeling and thereby leading to improved generalization[229]
over invariant learning-based architectures. Equivariant learning has shown promise in current ap-
plications within physics, chemistry, and simulated robotics. Yet, its effectiveness in real-world
point cloud registration is not well-established. For existing works, common practices include
training a shape embedding to re-establish the 1-to-1 correspondence [230], or pooling point-wise
equivariant features into global equivariance features [23, 229]. This approach may undermine the
complexities of the noisy and outlier-rich real data where exact symmetry might not hold.

In this work, we develop an unsupervised deep equivariant feature learning and SE(3) regis-
tration framework (Figure 30) for point clouds, focusing on learning point-wise representations
that respect the intricate geometric structure in feature space. Our approach interprets the feature
embeddings of these point clouds as nonparametric functions within a reproducing kernel Hilbert
space (RKHS). This unique perspective allows for feature space registration without strict corre-
spondences and facilitates a comprehensive evaluation of its performance across various datasets.
The key contributions of our work are outlined as follows:

• A novel unsupervised correspondence-free SE(3) point cloud registration framework with a
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lightweight SE(3) equivariant feature representation.

• An equivariant feature-based function construction methodology in an RKHS.

• An unsupervised inner-outer loop learning scheme for iterative optimization in the equivari-
ant feature space. The inner loop performs iterative pose optimization while the outer loop
iteratively updates the equivariant encoder with curriculum learning.

• Validation of the proposed contributions’ effectiveness on classical and learning-based point
cloud registration baselines across synthetic and real-world datasets.

6.3 Problem Formulation

6.3.1 Problem Definition and Notations

Consider two (finite) collections of points, X = {xi}, Z = {zj} ⊂ R3. We aim at finding an
element h ∈ SE(3), which minimize a distance metric between two point clouds X and hZ =

{hzj}:
ĥ = arg min

h∈SE(3)
d(X, hZ) . (6.1)

6.3.2 Registeration in Reproducible Kernel Hilbert Space

In preparation for delving into the details of our EquivCVO in the following section, it is beneficial
to briefly review the notations and core principles outlined in the CVO framework [34, 223].

The point clouds, X and Z, are first represented as functions fX , fZ : R3 → I that live in some
reproducing kernel Hilbert space (RKHS), (H, ⟨·, ·⟩H). The group action SE(3) ↷ R3 induces
an action on the RKHS, SE(3) ↷ H, denoted as h.f(x) := f(hx). Inspired by this observation,
we will set h.fZ := fhZ . Furthermore, each point might contain pose-invariant information in
different dimensions, such as color or intensity, described by a point in an inner product space,
(I, ⟨·, ·⟩I). We introduce two labeling functions, ℓX : X → I and ℓZ : Z → I for the two point
clouds, respectively. With the kernel trick [13], the point cloud functions are

fX(·) :=
∑
xi∈X

ℓX(xi)kℓ(·, xi),

fhZ(·) :=
∑
zj∈Z

ℓZ(zj)kℓ(·, hzj). (6.2)

where the kernels are symmetric and positive definite functions parameterized by some parameter
ℓ: kℓ : R3 × R3 → R.
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To measure the alignment of the two point clouds, we use the distance between two point cloud
functions

d(fX , fhZ) = ∥fX − fhZ∥2H
= ⟨fX , fX⟩+ ⟨fZ , fZ⟩ − 2⟨fX , fhZ⟩. (6.3)

The distance is well-defined because RKHS is endowed with a valid inner product. With the
reproducing property [8], each inner product can be further broken into

⟨fX , fhZ⟩H =
∑

xi∈X,zj∈Z

⟨ℓX(xi), ℓZ(zj)⟩kℓ(xi, hzj) .

6.4 EquivCVO

Figure 30 illustrates the EquivCVO framework. The process begins with introducing a lightweight
SE(3) equivariant feature representation as detailed in Section 6.4.1. Subsequently, we focus on
optimizing the pose and kernel parameters within this feature space (Sections 6.4.2 and 6.4.3).
The training phase is distinctive due to the disparate stages and frequencies at which the equivariant
feature encoder and the kernel and pose updates occur. To address this, we perform an unsupervised
inner-outer loop learning strategy with curriculum learning, as discussed in Section 6.4.4.

6.4.1 Equivariant Point Representation

Unlike raw 3D coordinates, feature maps extracted from deep neural networks produce a more
expressive representation of the point clouds. Instead of representing each point as an element in R3

as in CVO, we choose equivariant features to represent them, x⊕ f̃ : a direct sum of x’s coordinate
and multiple channels of 3-dimensional steerable vectors f̃ := ϕ(x), while ϕ being the equivariant
encoder with weights θ. The steerable features are a specific type-1 feature [179] for rotations in
VectorNeuron [48]. VectorNeuron proposes that SE(3) equivariance can be realized by centering
the point cloud coordinates. However, in real applications, the two input point clouds do not
fully overlap. Thus, we cannot simply centralize them and process the rotation-only registration.
Instead, we add an additional type-0 feature, the 3D coordinate itself. Each channel of this feature
representation can be visualized as a vector field defined on R3, as demonstrated in Figure 31.

We can apply the rotation R and translation t of the pose h directly on the point-wise feature
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Figure 31: Equivariant Representation of Point Feature: (Left) Visualization of the two raw input
point clouds in blue and red, being the 3D coordinate itself; (Middle) The direct sum representation
of equivariant point features of the two point clouds at the initial relative pose, where each point
attaches its steerable vectors; (Right) Post ground truth SE(3) transformation applied directly to
the feature space, resulting in an exact overlap of the two representations of the point set, affirming
the precision of the equivariant representation.

representations as follows:

R(x⊕ f̃) = Rx⊕Rf̃ , (6.4)

t(x⊕ f̃) = (t+ x)⊕ f̃ . (6.5)

The rotation’s action on the vector field is on both the coordinates and the steerable features. The
translation’s action will only alter the coordinates but will not affect the vector field elements’
directions.

We can define the linear multiplications by weights W as well as the nonlinearity that only acts
on the steerable features. We use the same non-linearity as in VectorNeuron [48]

W (x⊕ f̃) = x⊕ (̃fW ), (6.6)

σ(x⊕ f̃) = x⊕ σ(̃f), (6.7)

We have the following convolution

W ∗ (x⊕ f̃) = x⊕ σ(
∑

f̃Wi). (6.8)

The neighboring points include those whose steerable features are similar to the current point in
the feature space.
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6.4.2 Pose Optimization and Kernel Learning in the Feature Space

To estimate the pose, we want to minimize the distance of the two functions in the RKHS:

d(fϕ(X), fhϕ(Z)) =∥fϕ(X)∥2 + ∥fϕ(Z)∥2

− 2⟨fϕ(X), fhϕ(Z)⟩, (6.9)

where each function is represented as fϕ(X) =
∑

lX(xi)kℓ(xi ⊕ f̃i, ·). We denote f̃i := ϕ(xi) and
g̃j := ϕ(hzj) = hϕ(zj). Then we have

d(fϕ(X), fhϕ(Z)) =∑
i,j

⟨(lX(xi), lX(xj)⟩kℓ(xi ⊕ f̃i, xj ⊕ g̃j)

+
∑
i,j

⟨lZ(zi), lZ(zj)⟩kℓ(zi ⊕ g̃i, zj ⊕ g̃j)

− 2
∑
i,j

⟨lX(zi), lZ(zj)⟩kℓ(xi ⊕ f̃i, zj ⊕ g̃j) . (6.10)

As the label function (color, intensity, etc) is invariant to the poses, we can consider them as
constants, cXij , c

Z
ij, cij:

d(fϕ(X), fhϕ(Z)) =
∑
i,j

cXijkℓ(xi ⊕ f̃i, xj ⊕ f̃j)

+
∑
i,j

cZijkℓ(zi ⊕ g̃i, zj ⊕ g̃j)

−2
∑
i,j

cijkℓ(xi ⊕ f̃i, zj ⊕ g̃j) . (6.11)

During the inference stage, we want to minimize both the distance between two functions with
respect to the pose h as well as kernel parameter ℓ, while holding the encoder weights θ fixed:

ĥ, ℓ̂ = argmin
h,l

d(fϕ(X), fhϕ(Z)) (6.12)

Note that for each iteration of the pose optimization, we don’t need to resend the transformed
point cloud through the encoder again. Instead, we just need to directly transform the equivariant
features and re-evaluate the kernels in the loss.
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6.4.3 Kernel Choice

The RKHS that the point cloud functions living in requires a properly defined Mercer kernel [8],
which is a function of two variables in the equivariant feature space

kℓ : ϕ× ϕ → H (6.13)

It is symmetric and positive-definite. We define our kernel as the product of the RBF kernel and
the hyperbolic tangent kernel [143]:

kℓ(xi ⊕ f̃i, zj ⊕ g̃j) := RBFℓ(xi, zj) · tanh (1 + f̃i · g̃j) (6.14)

because the product of two kernels is still a kernel. We use the RBF kernel for the coordinate part
and the hyperbolic tangent kernel for the steerable feature maps. The RBF kernel has a kernel
parameter, the lengthscale ℓ, to be optimized during the pose inference:

RBFℓ(xi, zj) = exp(
∥xi − zj∥23

2ℓ2
), (6.15)

while the hyperbolic tangent kernel does not. We adopt the RBF kernel to use the lengthscale
parameter to encourage sparsity and reduce the number of non-trivial terms in the loss. We do not
choose a parameterized kernel for steerable vectors f̃ because we want to reduce the number of
parameters to optimize during test time.

6.4.4 Unsupervised Training of Equivariant Encoder

In real applications like visual odometry, limited ground truth pose labels are available. To adapt
the encoder weights to new environments, we choose to perform unsupervised bi-level train-
ing [135].

Inner Loop : argmin
h,l

d(fϕ(X), fhϕ(Z)) (6.16)

Outer Loop : argmin
θ

d(fϕ(X), fĥϕ(Z)) (6.17)

In training, we first send the two point clouds X,Z through the equivariant encoder ϕ to obtain
the point-wise equivariant features ϕ(X), ϕ(Z). Then, in each iteration, we minimize the loss with
respect to the pose h and kernel parameter ℓ to produce a step pose update. Based on the latest
pose estimate ĥ, we keep the gradient in the computation graph and update the encoder parameters.
This training strategy doesn’t require the ground truth pose label.

We have some further considerations of the training procedure. We use the curriculum training
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strategy to bootstrap the training when we start from random initial weights. We start from smaller
angles at 1◦ and gradually towards larger angles at 90◦. Besides, the kernel parameter will occa-
sionally change too fast and effectively become all zero. To prevent this from happening, we use a
100 times smaller learning rate for updating the kernel lengthscale ℓ.

6.5 Experiments

In this section, we present qualitative and quantitative experimental results on the simulated Mod-
elNet dataset [207] and real ETH3D RGB-D dataset [158]. We evaluate EquivCVO ’s registration
accuracy in rotations and translations, robustness, and generalization capability. For each dataset,
we use the same set of hyperparameters.

Baselines: We choose three types of baselines. a) Classical non-learning registration meth-
ods, including ICP [9] and GICP [159].b) Invariant feature-matching based methods, including
RANSAC [62] with FPFH features and FGR [226] with FPFH features. c) Equivaraint finite-
group-based feature pooling method, E2PN [229], trained under the same setup as EquivCVO .

6.5.1 Simulation Dataset: ModelNet Registration

Setup: In this toy example, we perform point cloud registration of EquivCVO on the ModelNet40
dataset. It contains shapes generated from 3D CAD models. To avoid the pose ambiguity of
objects with symmetric rotational shapes, only the airplane category is used in this experiment,
with 60% training data, 20% validation data, and 20% test data. A point cloud is generated by
randomly subsampling 1,024 points on the surface and it is randomly rotated to form a pair. We
set the initial rotation angle at 45◦ and 90◦ around random axes. To study the model generalization
under different types of noise perturbations during inference time, we inject three types of noises:
a) Gaussian noise N (0, 0.01) distributed along each point’s surface normal. b) 20% uniformly
distributed outliers along each point’s surface normal c) 10% random cropping along a random
axis. These noises are not applied during training time.

Results: The quantitative results are presented in Table 6.1 and the qualitative results are shown
in Figure 32. We denote the variance of the Gaussian noise as σ and the ratio for the uniform outlier
perturbation as γ.

In noise-free conditions, both classical and proposed methods excel at smaller angles (45◦),
with invariant feature-matching methods showing lower errors than equivariant-learning-based ap-
proaches. EquivCVO demonstrates performance on par with classical ICP methods and superior to
E2PN. However, at initial angles of 90◦, ICP and GICP exhibit larger errors due to their reliance
on accurate initial guesses for data association. In these scenarios, EquivCVO surpasses E2PN,
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Type Method
Test Init Angle < 45◦ Test Init Angle < 90◦

σ = 0, γ = 0 σ = 0.01, γ = 0 σ = 0.01, γ = 20% σ = 0, γ = 0 σ = 0.01, γ = 0 σ = 0.01, γ = 20%

Non-Learning
ICP 0.25 0.37 0.62 34.52 35.72 39.69

GICP 0.49 0.45 0.74 42.33 43.64 37.82

Invariant Features
FPFH + RANSAC 0.00 42.20 42.45 0.00 85.40 85.34

FPFH + FGR 0.04 1.22 18.72 0.14 4.83 41.45

Equivariant Features
E2PN 1.46 3.70 6.75 1.42 3.17 7.59

EquivCVO 0.29 1.12 4.02 1.07 2.70 4.77

Type Method
Test Init Angle < 45◦ Test Init Angle < 90◦

crop 5% crop 10% crop 20% crop 5% crop 10% crop 20%

Non-Learning
ICP 1.21 1.84 4.61 38.04 41.25 42.00

GICP 1.17 2.51 1.26 32.96 37.14 41.27

Invariant Features
FPFH + RANSAC 42.83 42.75 43.10 85.89 86.17 85.74

FPFH + FGR 53.88 57.69 77.31 67.42 80.10 90.87

Equivariant Features
E2PN 14.80 22.31 18.76 24.19 18.05 21.80

EquivCVO 2.69 7.07 14.48 8.76 14.80 30.10

Table 6.1: Rotation Error Analysis on the ModelNet Dataset: (Top) Comparative performance
of baselines under varying noise and outlier conditions. σ is the variance of the Gaussian noise
applied on the surface normal direction of each point. γ is the ratio of points perturbed by uniformly
distributed outliers. (Bottom) Baseline comparison across different crop ratios.

though invariant feature-matching methods achieve the most favorable outcomes.
When encountering Gaussian noise, EquivCVO reaches a slightly better accuracy than the in-

variant feature matching methods at 45◦ and is the best-performing method at 90◦. ICP-based
methods still top the benchmark at 45◦, but similar to the noise-less situation, its result degenerates
at larger initial angles. RANSAC is not doing well in this situation.

With the introduction of 20% uniformly distributed outliers, methods that assume Gaussian er-
rors will degenerate. Invariant feature matching is severely affected by this type of perturbation
and fails to register at smaller or larger angles. ICP-based methods can reach satisfactory results at
small angles but not larger ones. Equivariant learning-based methods are not heavily affected by
this perturbation, while EquivCVO has an edge over the other equivariant baseline. This demon-
strates how the expressiveness of equivariant features helps in the robustness of the registration
process, even when only noise-free data is used in training.

In tests involving random cropping of input data (with no cropping in training), as reported in
Table 6.1 (Bottom), all methods experience performance dips. Similar to the third case, ICP-based
methods are not substantially affected by the cropping at 45◦ but are easily trapped in the local
minima at larger angles. Invariant feature-based baselines cannot converge at either initial angle.
Both equivariant methods also experienced larger errors, though not as severe as the invariant
feature matching methods. The proposed learning-based RKHS formulation natively annihilates
the outlier disturbance because, at larger distances, the kernel will return trivial values. In contrast,
as E2PN directly performs global pooling over all the points to obtain a single global feature,
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Type Method Rotation Error (◦) Translation Error (m)

Mean STD. Mean STD.

Non-Learning ICP 0.88 1.30 0.03 0.05
GICP 0.69 3.54 0.02 0.11

InvariantFeatures FPFH + RANSAC 8.75 2.95 0.17 0.40
FPFH + FGR 3.60 12.61 0.08 0.17

Equivariant Features E2PN 5.20 0.00 NA NA
EquivCVO 0.55 1.22 0.02 0.05

Table 6.2: Rotation and Translation Error Results on the ETH3D Dataset: Compared with other
baseline methods, EquivCVO achieves the best rotation and translation errors. E2PN is SE(3)
equivariant, but the implementation we use does not yet have translation predictions for compari-
son.

missing cropped components will reduce the quality of the global feature, especially when the
crop is unseen in the training data.

6.5.2 Real Dataset: ETH3D RGB-D Registration

Setup: In this experiment, we benchmark EquivCVO in a real RGB-D dataset. We use the ETH3D
dataset [158], which contains real indoor and outdoor RGB-D images. In this setup, two point
cloud pairs are sampled sequentially. Unlike the simulated ModelNet dataset, a pair of point clouds
will not fully overlap even without noise injections due to the viewpoint change. Additionally,
the ground truth pose will contain rotation and translation but at smaller angles than the Mod-
elNet experiment. We use 6 sequences for training: (cable_3, ceiling_1, repetitive,
einstein_2, sfm_house_loop, desk_3), 2 sequences for validation (mannequin_3,
sfm_garden), and 4 sequences for testing (sfm_lab_room_1, plant_1, sfm_bench,
table_3). As the number of frames in each sequence is not uniform, we subsample the frame
pairs such that 1000 pairs are selected per sequence at most. This results in 5919 training instances,
2000 validation instances, and 2702 test instances. For all the methods, we downsample the input
point clouds into 1024 points with the farthest_point_down_sample() from Open3D
for all methods. For the fair comparison, we do not use the color information by setting the label
function lX(x) = 1 in Eq. (6.2) as the baselines do not use color either.

Results: The quantitative results are shown in Table 6.2. On the test sequences, EquivCVO

demonstrates the best accuracy in both rotation and translation evaluations, with a 0.55◦ rotation
error and 0.02m translation error. The invariant feature-based baselines have significantly larger
test errors. ICP-based methods have comparable translation errors, but their rotation error is 60%
and 25% larger, respectively. This comparison indicates that EquivCVO produces fine-grained

81



registration alone in real data and thus can be directly adopted in applications like point cloud pose
tracking. It does not have the necessity of using coarse-to-fine strategies with ICP, as adopted in
recent invariant-learning-based works like PREDATOR [86].

Moreover, the other equivariant baseline, E2PN, is also not as accurate as EquivCVO , though
it is also correspondence-free. We argue that there are three potential reasons behind this: First,
E2PN chooses the finite group rotation representation on equivariance learning, resulting in a much
faster running speed via feature permutation. However, the discretization comes at a cost; that is,
it will have resolution challenges at fine-grained registration, especially compared to EquivCVO

’s continuous rotation representation. Secondly, EquivCVO does not require training labels and
thus is not tightly coupled to the training data distribution. In contrast, E2PN needs ground truth
supervision, which means there would be overfitting challenges if the test set is a new scene.
Thirdly, EquivCVO adopts the RKHS representation whose kernel can eliminate the influence of
non-overlapped areas, while E2PN assumes complete symmetry of the input pair, which is often
violated in real data. Recent works such as SE3-Transformer [65] and GeoTransformer [141]
attempt to bring the attention mechanism to address this issue. But training the attention network
will also need ground truth labels.

6.5.3 Ablation Study

6.5.3.1 Comparisons with Classical CVO

As shown in Table 6.3, we compare EquivCVO with CVO [34, 223], which shares the same
correspondence-free RKHS loss but does not learn equivariant features. The original CVO has
demonstrated superior robustness; therefore, we perform the comparison with the existence of
Gaussian noise and 20% uniformly distributed outliers on the ModelNet dataset. The result in-
dicates that the unsupervised kernel learning of the equivariant features has effectively improved
the registration accuracy and reduced the uncertainty. However, the original CVO implementation
is significantly faster per iteration because it does not need to evaluate a high-dimensional kernel
computation of steerable features.

6.5.3.2 Initial Kernel Parameter

EquivCVO has a hyperparameter, the kernel lengthscale ℓ, which controls the coarse-grain and
fine-grain resolution of the loss [34, 223]. It is optimized during pose regression but still requires
an initial value. In this ablation study shown in Table 6.4, we test how the init lengthscale will
affect the registration accuracy on the ModelNet dataset. The result aligns with the finding from
the CVO technical reports: When registering at a larger angle, a larger initial lengthscale is needed
for a global perspective.
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Method Init Rotation: 45◦ Init Rotation: 90◦ Time per Iteration (s)
Mean STD. Mean STD.

EquivCVO 2.55 5.75 3.20 28.90 0.6s
CVO 19.73 24.24 23.65 34.40 0.01s

Table 6.3: Comparisons between EquivCVO and Classical CVO: On the ModelNet dataset, Equiv-
CVO demonstrates significantly smaller mean and STD for both rotation and translation. However,
it is important to note that the unoptimized implementation of EquivCVO exhibits considerably
slower computational performance than CVO.

Init lengthscale (ℓ) 0.25 0.5 0.75 1.0

Init Angle: 45◦ 48.2 1.12 0.93 0.29
Init Angle: 90◦ 68.01 8.77 5.95 1.07

Table 6.4: Ablation Study on Kernel Lengthscale: This study examines the effects of four distinct
kernel lengthscales on two initial angles. The findings suggest a positive correlation between the
problem scale and the kernel lengthscale, indicating that larger initial errors necessitate a corre-
spondingly larger lengthscale.

6.5.3.3 Is Curriculum Learning Necessary?

Being an unsupervised method, a challenge we have encountered is how to bootstrap the randomly-
initialized network weights. We compare the training result between the curriculum training and
the direct training at the maximum angle in Table 6.5. The result shows that using a small step size
in the curriculum leads to higher accuracy and lower uncertainty.
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Curriculum [45◦] [1◦, 10◦, 20◦, 30◦, 45◦]

Mean STD. Mean STD.

Init Angle: 45◦ 2.73 9.1 0.29 0.469

Table 6.5: Ablation Study on the Necessity of Curriculum Learning: The results demonstrate
that initializing the EquivCVO on the ModelNet dataset with small, incremental angles leads to
better error means and STD compared to learning directly from larger angles, highlighting the
effectiveness of a curriculum learning in EquivCVO training.
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(a) The ground truth result (b) Testing setup: 90◦ initial rotation

(c) EquivCVO ’s result (d) ICP’s result

(e) GICP’s result (f) FPHF+RANSAC’s result

(g) FPHF+FGR’s result (h) E2PN’s result

Figure 32: An example of the point cloud registration at 90◦ initial angle, with Gaussian noise
N (0, 0.01) along the surface normal direction and 20% uniformly distributed outliers. The equiv-
ariant registrations outperform the invariant ones and ICP-based methods. EquivCVO has a slighly
better yaw angle comparing to E2PN.
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CHAPTER 7

Conclusion

This thesis considers the advancement of resilient and semantic-aware robot perception systems.
We focus on constructing symmetric and spatial-semantic representations of unknown environ-
ments, as well as developing robust localization methods on top of these representations. In prac-
tical applications, challenges such as inadequate training data encompassing all potential inputs,
the scale of 3D observations, sensors perturbed with noise and outliers, highly nonlinear optimiza-
tions, and unreliable semantic inputs from preceding machine learning methods are prevalent. In
light of these constraints, this thesis presents several notable contributions:

• Chapter 3 discusses a semantic map compression method using sparse Bayesian regressions,
particularly with the Relevance Vector Machine. We introduce a sparse spatial-semantic rep-
resentation for robot mapping. It demonstrates a highly memory-efficient strategy of storing
both semantic and geometric information and has comparable semantic query accuracy with
mainstream mapping techniques.

• Chapter 4 introduces Semantic Continuous Visual Odometry (CVO), a nonparametric data
association-free and global point cloud registration framework with reproducing kernel
Hilbert space (RKHS). The framework shifts focus from raw 3D observations, instead tightly
combining both geometric and invariant semantic data as a unified input representation. It
also offers a new alignment metric that evaluates the compatibility of both geometric and
semantic characteristics. The uniquely designed spatial-semantic alignment metric provides
the ability for global rotation regression through alignment tests within the discretized ro-
tation group. Its experimental evaluations exhibit remarkable exceptional accuracy and re-
silience against noisy and occluded inputs, irrespective of the size of the rotation angle.

• Chapter 5 extends the two-frame registration system in Chapter 4 to a multi-frame Bun-
dle Adjustment (BA) formulation, the RKHS-BA. It reformulates the original nonlinear loss
function, the weighted sums of exponentials, into the convex Iterative Reweighted Least
Squares (IRLS) problems, thereby facilitating largescale optimization. Furthermore, we
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tackle the concerns of the weight explosion endemic in classical IRLS by generating the
weights from spatial-semantic kernel functions that have defined bounds. Its applications
have been successfully demonstrated in sliding-window visual odometry and largescale
global Lidar mapping. It exhibits heightened robustness while dealing with challenging
datasets varying in weather conditions, noise levels, dynamic changes, and outlier ratios.

• Chapter 6 generalizes Chapter 4 into an unsupervised deep learning framework that uti-
lizes more expressive equivariant features. Observing that raw 3D points can be rotated or
translated in classical registration algorithms, we develop a neural network architecture that
allows similar rotation and translation actions directly on neural features of point clouds.
Neural networks supporting this property are considered equivariant. With this property,
the iterative registration process can directly take the highly expressive features instead of
raw 3D coordinates as inputs. Notably, the network employs an unsupervised training ap-
proach, which proves beneficial in settings where ground-truth data is limited. Our bench-
marks against other classical and learning-based baselines with both simulated and real-
world datasets show that it surpasses them in terms of accuracy and robustness.

7.1 Limitations and Future Directions

7.1.1 Limitations

In this thesis, we have shown that our spatial-semantic point cloud registration frameworks have
significant advantages over traditional localization methods in semantic awareness and robustness.
We also point out what we believe are the current limitations of this framework:

• The formulation in the BA has varying data associations at each iteration, which might

lead to a long optimization time for largescale problems. Classical BA formulation con-
structs least square problems from a fixed 1-to-1 data association, supporting various matrix
factorization techniques in the backend that exploit the sparsity patterns. In contrast, the
association in our formulation is dynamic and changing at each iteration. This trade-off has
limited the running speed of the proposed methods when we are performing global bundle
adjustments of thousands of frames.

• Low-overlapped registration. In online perception systems, a registration process can take
place between a pre-existing model and the present observation, while the model’s density
and coverage often display substantial differences compared to the latest inputs. As shown in
Chapter 4, when the overlap ratios decrease below 50%, non-learning-based methods often
struggle. Recently, a class of attention-based [189] deep learning methods utilizes supervised
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learning to label the matched inliers, which means the overlapped areas are explicitly learned
for the network [141, 217]. This approach has demonstrated significant improvements in
the datasets featuring lower overlaps, such as the 3DMatch [219] and 3dLowMatch [86]
datasets. An intriguing aspect to explore is whether it is feasible to learn spatial attention in
an unsupervised manner as discussed in Chapter 6?

• Extending the pose-only bundle adjustments to joint optimizations of maps and poses.

Tightly-coupled pose and map optimization have demonstrated sophisticated real data per-
formance in recent localization and SLAM systems [120, 59, 202, 177]. Our current design
in Chapter 5 performs the sliding window odometry with separated steps of pose regression
and map fusion. Instead, the mutual data consistency for map elements across covisible
frames can be integrated into the bundle adjustment formulation as well.

7.1.2 More Expressive and Generalized Equivaraint Features

The work of Chapter 6 on the registration with deep SE(3) equivariant features uncovers some in-
teresting potential directions for future research. Point cloud registrations, which have applications
in loop closures and robot state initialization, often involve non-trivial scale differences between
input pairs. Although the semantic features could aid in the scale regression, one pathway to ex-
plore is that the deep networks can capture the global feature scales, in other words, equivariant to
Sim(3) actions. Furthermore, in the context of visual odometry applications, modern depth sensors
such as RGB-D cameras remain noisy and have limited ranges. Outdoor RGB-D SLAM systems
sometimes opt for image-based odometry [20, 193, 177] instead of point cloud-based odometry
methods, while relying on map point triangulation [120] to reconstruct the depth values. This
prompts the discussion of running monocular odometry in the equivariant feature space as well,
with SL(3) equivariant networks.

7.1.3 Robust Localization with Implicit Map Representations

Recent advances in implicit geometric models offer an alternative way of depicting spatial struc-
tures. Techniques such as NeRf [197] and Gaussian Splatting [94] have the potential to recreate
more intricate details and complex illuminations compared to classical voxel-based maps, assum-
ing sufficient observations of the target objects and known camera positions. Some early progress
of implicit mapping in SLAM systems [169, 146] demonstrates the feasibility of pose estimations
while constructing photo-realistic maps in indoor environments. This naturally leads to the follow-
ing question: Can we execute robust global registrations of implicit map representations as well in
a complete SLAM system?
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APPENDIX A

Approximating the RKHS Multi-frame Registration
with IRLS

In this section, we provide detailed derivations on how we approximate the full objective function
in (5.7)

F (T ) :=
∑
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i ,Tnz

n
j ) · cmn
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with the Iterative Reweighted Least Square problem (IRLS) and solve it with the Gauss-Newton
method.

With a good initialization of the frame poses T = {T1, ...,TK} from tracking, and let
d(x, z) := x− z, we can expand each term Fmn

ij as follows:
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If we apply a perturbation ϵm ∈ R6 on the right of Tm
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and then the gradient with respect to ϵm is
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Here, the weight wmn
ij encodes both the geometric and hierarchical semantic relations between

the pair of points. If we treat wmn
ij as constant weights during one optimization step, the solution

to (A.10) corresponds to the solution for the following least square problem:
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where h ∈ H are the poses of all the keyframes involved except the first frame. To see that, we
can apply the perturbation exp(ϵ∧m) on the right of Tm and then take the gradient with respect to
ϵm for (A.11).

Assuming the weights wmn
ij are fixed, we solve (A.11) with the Gauss-Newton method. The

first frame’s pose is held fixed. The cost related to each Tm is
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We apply a small perturbation ϵm ∈ R6 on the right of Tm:
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where the ⊙ : R4 → R4×6 operator is defined as
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stack up all the residuals between pairs of points from all frames connected to frame m, and then
set it to zero:
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The corresponding step update for frame m’s pose Tm at the current iteration is

T⋆
m = Tm exp(∆Tm) (A.19)
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