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Preface 

Before beginning my dissertation, I met a patient whose story and life shaped my academic 

trajectory completely and set the foundation of this dissertation. Patient X, as many do, fled Cuba 

to the US by sailing across the Atlantic. On this journey, his boat took on so much water during a 

storm that it almost sank. Luckily, he survived, moved to New York, and lived a happy life. 

When I met Patient X, he was fine, but as the years went on and his neurodegeneration 

progressed, he would get frightened by the sound of water. It triggered this memory. How could 

a person with severe dementia, who can’t remember their own family, recall something so 

vividly? How could the sound of water trigger a behavioral response? What about the stage of 

his neurodegeneration allowed this memory to become aberrant? I was fascinated by how a 

sound could trigger a memory and behavior. Moreover, how did this circuitry change with 

neurodegeneration that now a neutral stimulus became an uncontrollable motor response? 

 Much to my surprise when I first began to try and understand Patient X, how a sound 

caused a motor behavioral response was still not fully understood.  At the time, there was an 

understanding that auditory sounds could cause a behavioral response but that under moving 

conditions they would take a backseat to other sensory information. Patient X, however, would 

get frightened whether he was walking, sitting, or doing any household task. So how a sound 

could cause a behavior during changing locomotive states was still unclear. This dissertation 

begins by studying exactly this, how does a sound trigger a behavioral response, across 

locomotive states, what brain region is necessary such behavior and what neural mechanisms are 
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used to do so. As I will show in this dissertation, sounds can cause a behavioral response across 

locomotive states, due to neural activity in the primary cortex that integrates movement and 

sound information together to produce audiomotor behaviors.  This work has been published in 

the Public Library of Science, Biology (Vivaldo, CA., Lee, J., Shorkey, M., Keerthy, A., 

Rothschild, G. Auditory cortex ensembles jointly encode sound and locomotion speed to support 

sound perception during movement. PLOS Biology, 21(8). 

https://doi.org/10.1371/journal.pbio.3002277).  

 While studying the phenomenon of how sounds were processed across locomotive states, 

I discovered a glaring gap in the literature, sounds themselves could move. While the ability to 

localize and respond to stationary sounds had been studied extensively, the ability to track the 

movement of a sound had very little to no work. As a compliment to the first part of this 

dissertation which studies how self-locomotion of influences auditory perception, in the second 

part of I examine how external movement influences auditory perception. Relating back to 

Patient X, it didn’t matter if the sound of water came from a stationary faucet or from the falling 

rain drops outside, a sound would cause a behavioral response. Understanding how sound 

processing occurs under both self-locomotion and external movement is necessary for me to be 

able to fully understand how these processes change with neurodegeneration. Thus, this 

dissertation contributes to the basic understanding of auditory perception needed to be able to ask 

translational questions.  
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Abstract 

In the world, humans and animals continuously receive sensory information, decode from 

it information about the environment and use that information to guide survival. For each 

sensory modality, continuous information can be produced by either the self, or an external 

source, and both are equally important for survival. Recent technological advances have allowed 

neuroscientists the ability to understand how neural populations encode continuous sensory 

information and how to localize the functional cortical region producing the behaviors. Across 

sensory modalities, self-generated locomotion, a ubiquitous and simple form of continuous 

sensory input, has been shown to have a direct effect on sensory processing and behavior. In the 

visual and somatosensory cortices, self-generated locomotion information is encoded by neural 

populations in each respective sensory cortex, but that has yet to be addressed in auditory neural 

populations. This dissertation addresses this gap by combining behavioral learning, cortical 

inactivation, two-photon calcium imaging, electrophysiology, and computational modeling to 

demonstrate that auditory neural populations encode self-generated locomotion and that it is 

necessary for learned adaptive behaviors. This finding, along with previous studies, suggests that 

the ability to integrate continuous sensory information and locomotive state is a fundamental 

property across sensory modalities, and necessary for quick adaptive behavioral processing and 

learning. While the ability to continuously integrate self-locomotion and sensory information has 

been studied, very little to no work has attempted to understand how and if sensory neural 

populations encode and integrate the movement of external sensory objects. In the visual and 

auditory modalities, studies have replicated external movement by using a VR system to play a 

moving video or increasing the sound intensity to mimic something approaching. However, in 

the real world, humans and animals move, and so do predators, prey, and mates. Thus, the ability 

to continuously track, or monitor the movement of an external object, is necessary for survival. 

This dissertation combines behavioral learning and two-photon calcium imaging to demonstrate 

that animals can be trained to understand the movement of external object, and auditory neural 

populations encode information about the movement of external sources. Beyond simply 
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processing auditory information, primary auditory cortex, continuously monitors and integrates 

self-generated locomotion and external object motion information to guide behaviors.  
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Chapter 1 Introduction 

1.1 General Overview 

Continuous processing and integration of sensory and non-sensory information is crucial 

for survival and adaptive behavior. As humans and other animal species continuously perceive 

and behave in the world, one of the simplest and most crucial pieces of non-sensory information 

that can influence neural activity and behavior is, locomotion, or movement. While the neural 

mechanism of continuous sensory processing under immobile or stationary conditions have been 

extensively studied, recent studies have shifted to understanding how locomotion information is 

co-encoded, or integrated with sensory information to guide behavior (Bigelow et al.,2019, 

McGinley et al., 2015; Khoury et al., 2023; ; Schneider, 2020; Ayaz et al., 2013; Ayaz et al., 

2019; Campbell & Giocomo, 2018; Saleem et al., 2013; Saleem et al., 2018; McGinley et al., 

2015b) .  

On a day-to-day basis, humans and animals integrate sensory and locomotion information 

to guide behavior. For example, if you’re a human or animal and you hear a loud sound, you 

might get up or stop and look. Each of these behaviors would depend on if the human or animal 

was sitting down, or actively moving. It would require the processing and integration of sound, 

and self-locomotive state. Work examining the integration of sensory information and self-

locomotive state shows a heterogenous effect of locomotion on sensory processing, enhancing 

some sensory neural populations while suppressing others simultaneously. For example, self-

locomotion enhances responses of neurons in primary visual cortex (V1) but suppresses neurons 

in primary auditory cortex (AC) (Dadarlat & Stryker, 2017; Niell & Stryker, 2010; Vinck et al., 

2015b; Audette et al., 2022; Clayton et al., 2021; Rummell et al., 2016; Schneider et al., 2018; 

Sigurdsson, 2019). Whether this suppression in auditory neural activity by self-locomotion also 

reflects a behavioral suppression has yet to be addressed. Because humans and other animals can 

readily react to sounds during locomotive states (Cuppone et al., 2018; Redd & Bamberg, 2012; 

Tajadura-Jiménez et al., 2015; Turchet et al., 2015; Turchet et al., 2018; Turchet et al., 2013; 
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Cornwell et al., 2020; Rodger et al., 2014; Schauer & Mauritz, 2003; Karpati et al., 2015; 

Ravignani & Cooke, 2016, Falk et al., 2014; Ghose et al., 2006; Moss & Surlykke, 2001; 

Triblehorn & Yager, 2005, Fox, 1984), I hypothesize and demonstrate that self-locomotion does 

not suppress behavioral performance. 

Just as the self-locomotion of the human or animal can inform sensory processing, so can 

locomotion or movement of objects in the environment. For example, in the real world, as 

sounds move closer or father away, they produce sounds that get louder or dimmer in intensity, 

respectively. These gradual changes inform the human or the animal of the nature of the external 

object and allow for an appropriate behavioral response. Either move if an object is approaching 

or do nothing if an object is receding. While some studies have mimicked continuous external 

movement, if animals and how humans process and integrate this type information to drive 

behavior has yet to be fully addressed (Li et al., 2021; Marques et al., 2018; Douglas et al., 2006; 

Hoy et al., 2016; Niell & Stryker, 2008; Metin et al., 1988; Stiman et al., 2016; Ahissar et al., 

1992; Konishi, 2003; Town et al., 2017; Gao et al., 2020)  

In this dissertation, I aim to address how the continuous processing and integration of 

auditory and movement information is crucial for adaptive behavior. Specifically, I aim to show 

that both self-locomotion and external-object movement can be used to guide behavior and that 

auditory sensory neural populations process and integrate this with sound information.  

To guide the reader, I will first introduce how sound processing occurs along the auditory 

pathway and the role of AC. Next, I will examine how continuous sensory and self-locomotion 

information is encoded in sensory neural populations. I will then specifically examine how self-

locomotion information is processed and integrated in the auditory cortex. I will continue by 

summarizing work done to examine continuous processing of external movement by sensory 

neural populations. Because much of this work requires awake and behaving animals, I will 

introduce the reader to the techniques used in this study that allow for neural activity to be 

monitored under behaving conditions. And lastly, I will introduce the chapters of this dissertation 

and how they contribute to the understanding of how auditory information and movement 

information integrate for survival and adaptive behavior. 
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1.2 Sound processing along the auditory pathway 

 When humans and animals perceive a sound, a series of events occur that allow the 

percept of a sound to emerge. How a human or animal will respond to this sound percept is 

dependent on the identity of the sound but also on how and where a sound is processed. Here I 

provide a summary of sound processing along the auditory pathway and explain the role of AC 

in this dissertation.  

 A common saying goes, “if a tree falls in the woods and no one is around, does it make a 

sound?” The simple answer is no. When a tree falls it creates soundwaves, or pressure changes of 

alternating compression and rarefaction, in the air. The rate at which a sound wave alternates 

between compression and rarefaction is known as the frequency and is measured in Hertz (Hz), 

or cycles of compression and rarefaction per second. Humans and animals have specialized 

sensory organs called ears that collect these soundwaves and funnel them through the ear canal. 

At the end of the ear canal lies the tympanic membrane, or eardrum, a thin piece of tissue that 

moves in response to the arriving pressure changes, or soundwaves. The movement of the 

tympanic membrane in turn causes the movement of the malleus, incus, and stapes. These small 

bones are responsible for amplifying the soundwave and propagating frequency information to 

the Cochlea via the vestibular window (Peterson et al., 2022).  

 The Cochlea is instrumental in being able to perceive sounds as it is the site of 

transduction between mechanical energy from soundwaves to neural electrical energy. The 

Cochlea is a spiral, fluid-filled structure, with three distinct sections, the scala tympani, scala 

vestibule, and scala media. When the vestibular window is stimulated by the stapes, it creates 

waves in the fluid-filled cochlea which travel within the scala tympani to the scala vestibula and 

cause movement of these sections. In between these two sections is the scala media housing the 

basilar membrane and the Organ of Corti which contain specialized mechanoreceptors called, 

hair cells. Within the scala media also lies the tectorial membrane, which moves in reaction to 

the movement of the scala tympani or scala vestibula. As the tectorial membrane moves, the tips 

of the hair cells, or stereocilia, get pushed in different directions, resulting in the opening, or 

closing of potassium channels and the activation or deactivation of the hair cell, respectively 

(Rhode, 1984; Peterson et al., 2022). At the tip of each stereocilia are tip links, or complex 

extracellular filaments thought to establish tension and thereby set the resting tension needed to 

move the hair cell. In addition, the complexity of the tip links provides a mechanism to control 
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for adaption as hair cells can have different tensions to open or close the transducing potassium 

channels (Zhao & Muller, 2015).  

 When the vestibular window moves, it propagates mechanical information about the 

incoming sound waves measured as frequency. Within the cochlea, this information is organized 

along a tonotopic gradient, or there is a spatial and anatomical organization of how information 

is transduced from low frequencies to high frequencies. At the base of the cochlea, nearest the 

vestibular window, stereocilia are much shorter and stiffer and respond to higher frequencies, 

whereas at the apex, stereocilia are longer and more flexible, responding to low-frequency 

sounds. Potentially mediated by the complexity of tip links on stereocilia (Zhoa & Muller, 2015).  

This organization allows spiny ganglion axons from the cochlear nucleus (CN), which innervate 

hair cells and form auditory nerves, the ability to be able to transmit information about the sound 

along the tonotopic map (Rhode, 1984; Sanes et al., 1989; Peterson et al., 2022). Pioneering 

electrophysiological work done on cochlear nuclei from cats and then replicated in rats 

demonstrated that cochlear nuclei response profiles were similar across species but also arranged 

in a tonotopic organization, with lower frequency units found along the lateral surface (Rose et 

al., 1959; Moller, 1968).  

 As information leaves the cochlea along the auditory nerves, sound waves have been 

converted into an electrical neural signal and are now in the central nervous system. The CN is a 

subcortical structure in the brainstem responsible for the initial processing of sound information. 

As auditory nerve fibers enter the brainstem they branch off and innervate distinct divisions of 

the CN while maintaining their tonotopic arrangements in each branch (Oertel, 1991). The 

anterior branch of the auditory nerve innervates the anteroventral cochlear nucleus (AVCN) and 

is involved in sound localization and forms the ventral stream. The posterior branches of the 

auditory nerves innervate the dorsal cochlear nucleus (DCN) and the posteroventral cochlear 

nucleus (PVCN) and are involved in complex stimulus analysis, forming the dorsal stream 

(Pickles, 2015). 

 When sound information arrives in the AVCN, spherical and globular bushy cells work 

in tangent to refine the temporal properties of the incoming sounds. Work done by (Osen & 

Roth, 1969) histologically characterized bushy cells as distinct neuron types in the AVCN. In a 

follow-up study, bushy cells were electrophysiologically recorded and stimulated and displayed 

responses to short tone onsets better than individual auditory nerve inputs. Additionally, bushy 
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cells could perform one large action potential, followed up by smaller potentials milliseconds 

apart, during tone presentation and silence, thus being able to continuously transmit temporally 

accurate sound information (Smith & Rhode, 1987). Bushy cells are thought to be able to refine 

temporal accuracy so that this information can be used to perform neural sound localization 

computations. AVCN projections go to two distinct regions, the medial superior olivary (MSO) 

and lateral superior olivary (LSO) nuclei. It is important to note that AVCN projections to MSO 

and LSO are both ipsilateral and contralateral. As sounds approach a human or animal, they will 

reach each ear at slightly different times, due to the spatial distance of each ear creating a slight 

time delay. This spatial difference creates a difference in the distance a sound wave must travel 

to reach each ear. The longer a soundwave travels the weaker its intensity will be and thus there 

will be a slight level difference in intensity between each ear to the same sound. Having 

processed the sounds arriving at each ear independently, projections from the AVCN to both 

ipsilateral and contralateral MSO and LSO will carry information about the same sound but with 

slightly different time and level differences. AVCN projects to the MSO neurons in a 

monosynaptic manner, where ipsilateral projections innervate distal dendritic arbors and 

contralateral projections contact the medial part of dendritic arbors. Due to the combination of 

differences in neural path lengths, distal and proximal dendrites, and inhibitory synapses on the 

soma, MSO cells preferentially respond to sounds in the contralateral ear first (Golding & Oertel, 

2012). In juxtaposition, LSO neurons receive excitatory monosynaptic projects from ipsilateral 

AVCN bushy cells. At the same time, contralateral AVCN projections go through the medial 

nucleus of the trapezoid body (MNTB) which then projects to the LSO via inhibitory glycinergic 

neurotransmitters (Wu & Kelly, 1991). This results in LSO neurons being more responsive to 

sounds originating in the ipsilateral ear first.  These differences can thus inform whether a sound 

is localized to the right or left, or along the azimuth, depending on which ear receives auditory 

information first and if it is slightly louder (Pickles, 2015). 

 Along the dorsal stream, DCN and PVCN nuclei process sound complexity. When a 

soundwave is comprised of a single frequency it is called a pure tone, and this is encoded in the 

tonotopic organization of the cochlea. However, in nature sounds, for example water or speech, 

are comprised of many different simultaneous frequencies and are called complex sounds or 

tones. Thus, the ability to be able to encode for and integrate many frequencies is key to being 

able to determine a sound's identity. Along the dorsal stream, complex neural responses can be 
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achieved by both inhibitory and excitatory mechanisms which aid in the processing and 

perception of complex sounds. In the DCN, large proportions of interneurons aid in processing 

sound complexity by inhibiting excitatory neurons (Young et al., 1992). By increasing inhibition, 

interneurons can be refined for the specific frequencies of a sound. Additionally, by having local 

feedback loops, interneurons can inhibit themselves which creates complex patterns of neural 

responses to sounds. In one study, DCN neurons were shown to be responsive to complex 

broadband tones, despite their inhibitory responses to pure tones (Young & Brownwell, 1976). In 

the PVCN there are specialized cells called octopus cells that receive large numbers of auditory 

nerve afferents. In addition to receiving a wide range of afferents, octopus cells, respond only 

when large numbers of small excitatory post-synaptic potentials occur allowing for the 

integration of many tones with a high degree of temporal synchrony (McGinley & Oertel, 2006). 

This ability to respond to fluctuations in sounds is necessary to process complex sounds (Pickles, 

2015).  

 The ventral and dorsal streams converge upon the inferior colliculus (IC) and is 

considered crucial in integrating simple acoustic characteristics into sound objects. The IC 

receives processed information in a tonotopic organization for sound complexity, sound 

localization, and sound timing from previous processing centers. Using un-anesthetized rabbits 

implanted with microelectrodes researchers demonstrated that IC neurons robustly encoded 

sounds along the azimuth modulated by sound intensity (Kuwada et al., 2011).  By using 

previously processed information, neurons in the central core of the IC can respond to sounds in 

directions along the azimuth and differences in locations along this plane.  Additionally, neurons 

in the external nucleus of the IC have been shown to have novel stimulus detection, or stimulus-

specific adaptation as regions of the IC habituate rapidly to ongoing stimuli but respond more 

strongly to onset of new stimuli (Pickles, 2015). IC neurons recorded using a single barrel glass 

micropipette showed that a tone burst evoked a response with a longer latency when it is 

presented repetitively than when it is embedded in a train of tone bursts with various different 

frequencies (Lumani & Zhang, 2010). While there is more complexity to the IC, this succinct 

summary highlights that the IC serves as an integration center of dorsal and ventral auditory 

information along the auditory pathway. Projections from the IC enter the thalamus, innervating 

the medial geniculate body (MGB). 
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 The MGB, is known as a thalamic relay center, as it receives information from many 

sensory modalities, and projects to many different neural structures. Thus, this region is known 

for multisensory processing and integration and is not of focus for this dissertation. In the context 

of auditory processing, auditory information in the MGB is conserved in a tonotopic map in the 

ventral division of the nuclei and this projects to the primary auditory cortex (Pickles, 2015). 

 The primary auditory cortex (AC) serves as the final neural structure along the auditory 

pathway responsible for auditory processing. In the auditory cortex, information is organized 

along a tonotopic map. However, embedded in this larger organization is a local heterogeneity of 

neural responses. Thus, while sound frequencies are on average encoded along a tonotopic map, 

individual neurons within small regions can respond to a wide range of frequencies (Rothschild 

et al., 2010). This dual encoding of sounds is thought to aid in higher-order sound processing, 

such that in the primary auditory cortex sounds can be processed along parallel and simultaneous 

maps (Nelken et al., 2008). Beyond processing along a tonotopic map, auditory information is 

processed along cortical layers. According to the canonical cortical microcircuit, auditory 

information from the MGB enters the AC in layer 4 and ascends to layers 2/3. After auditory 

processing neural information from layers 2/3 projects to neurons in layers 5/6 for projection to 

other neural areas (Weible et al., 2020). Interestingly using in-vivo two-photon calcium imaging 

of layers 2/3 and layer 4 showed that AC neurons were more homogenously organized in 

frequency in layer 4 as compared to neurons in layer 2 which show a local heterogeneity 

(Winkowski & Kanold, 2013). Thus, the tonotopic organization of auditory information is 

transferred to layer 4 from the MGB, and intracortical projections to layer 2/3 give rise to local 

heterogeneity embedded within a global tonotopy (Kanold et al., 2014). As this dissertation is 

focused on understanding how auditory information is processed along the auditory pathway, I 

specifically focus on AC neurons in L2/3 as they are the last processing center before auditory 

information is relayed to neurons in Layers 5/6 for efferent projections out of the auditory cortex.  

In the bat auditory cortex, AC neurons can respond to their best frequencies, or the sound that 

matches their tonotopic organization, while also responding to transient less optimal stimuli 

(Wang et al., 2005). Having received not only auditory information but affective information 

from the MGB, AC serves as a center for experience-dependent plasticity. When pairing auditory 

stimuli with aversive or appetitive stimuli, auditory cortical responses change with the 

association of the two to reflect learning of the contingencies (Xiong et al., 2009). Additionally, 
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AC neuronal populations will tune, or change their response profiles, to better encode for a 

salient stimulus. Over repeated exposure, more neurons will respond to a salient frequency or 

sound reflecting an enhancement of cortical representation (Xiong et al., 2009). As this 

dissertation will focus on auditory processing in locomotive states, the auditory cortex has been 

implicated in state-dependent processing. By comparing anesthetized and awake states 

researchers showed that auditory information is encoded with higher fidelity in awake-active 

states compared to immobile-anesthetized states. Suggesting cortical state influences auditory 

processing (Pachitariu et al., 2015). As this dissertation aims to show how auditory processing 

under self and external active states influence behavior and learning the primary auditory cortex 

is a key region to explore as it involves both state and experience-dependent learning and 

processing and higher-order processing.  

  

1.3 Continuous processing and integration of sensory and self-locomotion information 

In both humans and other animals, the ability to continuously process sensory 

information is crucial for survival, and the integration of locomotion information enhances this 

probability. Specifically, I will review work examining how self-locomotion, is encoded, and 

integrated by sensory neural populations to show that across sensory modalities locomotion 

information is continuously processed and integrated by sensory neural populations to refine 

adaptive behaviors. 

In the world, humans and animals move and navigate their environment. This ability to 

change from an immobile state to an active moving state is called locomotion. While most of our 

understanding of sensory processing has been studied under non-behaving or immobile 

conditions (Pachitariu et al., 2015), some of the most critical and daily sensory processing occurs 

under awake and locomotive states. Research on self-locomotion demonstrates a heterogeneous 

effect on sensory neural populations. Studies in the visual, barrel, and somatosensory cortices 

show that during self-locomotion, sensory neural populations are heterogeneously modulated, 

but overall enhanced by locomotion (Ayaz et al., 2013, Saleem et al., 2013; Vinck et al., 2015; 

Ayaz et al., 2019; Schneider, 2020). In the AC, a heterogeneous but net inhibitory effect of 

locomotion on sound evoked activity emerges (Audette et al., 2022; Clayton et al., 2021; 

Rummell et al., 2016; Schneider et al., 2018; Sigurdsson, 2019; Bigelow et al., 2019). 
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In the visual modality researchers implanted multisite electrodes into the primary visual 

cortex of head-fixed awake mice that were allowed to run or stay still as visual stimuli were 

presented on a virtual reality screen (Ayaz et al., 2013, Saleem et al., 2013). In one study, 

researchers found that the population-level firing activity of visual neurons was significantly 

higher when animals were running, compared to stationary (Saleem et al., 2013). Following this 

up, another study using the same behavioral setup replicated the finding that visual neurons were 

enhanced during locomotion and added that individual neurons encoded for the speed of the 

animal (Ayaz et al., 2013). Using the firing rate of single-unit activity, researchers showed that 

some neurons proportionally increased their firing rate to the speed of the animal, other neurons 

proportionally suppressed their activity, while some showed a bimodal effect by increasing their 

activity during low speeds and suppressing this effect after reaching top speeds (Ayaz et al., 

2013). Using a linear decoder to computationally examine neural data researchers were able to 

reliably decode the speed of the animal based on neural data collected during self-generated 

locomotion (Ayaz et al.,2013). Overall, studies show that in the visual cortex self-locomotion 

modulates and encodes neural activity at both the single cell and population level, with an overall 

enhancement of activity.  

In the barrel cortex, or somatosensory modality, self-locomotion has also been shown to 

have a local-heterogenous, yet overall population-level enhancement of neural activity (Ayaz et 

al., 2019). In a study, awake head-fixed mice were allowed to freely initiate locomotion bouts 

under whisker-touching or no-touching conditions. Using two-photon calcium imaging, 

researchers recorded the neural activity of layer 2/3-barrel cortical neurons under states of 

locomotion and locomotion with somatosensation to examine how self-generated movement 

modulated neural activity. The results of this study showed that a large proportion of barrel 

cortical neurons were enhanced by locomotion when it co-occurred with whisking. While there 

was an enhancement of neural activity caused by self-locomotion alone, neurons were most 

activated when running co-occurred with whisking. This increase was much larger than when 

whisking occurred in stationary conditions (Ayaz et al., 2019). Thus, this study suggests that 

locomotion enhances neural activity in the barrel cortex but is most modulatory when it occurs 

simultaneously with somatosensation.  

Because locomotion affects all sensory systems simultaneously, sensory neural 

populations must all be modulated while also being able to maintain or perform behavioral 
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functions. Given the nature of locomotion information to have a heterogeneous effect on neural 

activity across sensory modalities, this dissertation will focus on how locomotion information 

modulates the auditory modality. The auditory modality is an excellent model to study how 

locomotion information can modulate neural activity while maintaining behavioral function as I 

will explain in the following section, during locomotion auditory neural activity is suppressed. 

Yet we know we don’t stop listening when we walk. In this dissertation, I examine the auditory 

cortex as a key candidate brain region for processing incoming sounds during locomotion due to 

its well-established role in context-, behavior-, and decision-making- dependent sound 

processing (Cohen et al., 2011; David et al., 2012; Fritz et al., 2010; Jaramillo & Zador, 2011; 

Kuchibhotla et al., 2017; McGinley et al., 2015b; Nelken, 2014; Rodgers & DeWeese, 2014; 

Saderi et al., 2021; Ulanovsky et al., 2003; Xiong et al., 2015; Znamenskiy & Zador, 2013). This 

dissertation aims to address, how does auditory cortex continuously process and integrate 

sensory information to aid in behavior, when locomotion is suppressing its activity. 

1.4 Effects of Self-generated locomotion on auditory cortical processing 

During self-generated locomotion, as I will explain below, auditory cortical activity is 

suppressed relative to other sensory modalities. However, some of the most crucial and ordinary 

auditory behaviors can only occur in a locomotive state. For example, a runner will move at the 

sound of a car horn, just as an animal would change course at the sound of a mate. A runner will 

increase their running speed when listening to music, with faster tempos and louder intensities 

enhancing this effect (Edworthy & Warring, 2007). In a study that examined the functional 

magnetic resonance imaging (fMRI) activity of people learning to play piano, an audiomotor 

task, there was a shift in activity from motor to auditory regions as one moved from novice to 

expert (Hasegawa et al., 2004). In a similar but more controlled study, subjects were asked to 

play a musical sequence on a piano keyboard or listen to the same sequence during an fMRI. 

Interestingly temporal regions, associated with auditory processing, were enhanced during the 

active audiomotor task (Resnik et al. 2014). Altogether these examples and studies demonstrate 

that auditory processing and locomotion occur simultaneously and can drive or modulate 

behavior.  

Locomotion-induced suppression of auditory cortical activity was demonstrated in a 

study where head-fixed mice were implanted with sharp microelectrodes into the auditory cortex 
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while producing locomotion on a rotating plate. In this study sounds were played when the 

mouse was in either a running or immobile state to examine how locomotion modulated sound-

evoked activity. The results of this study showed a significant suppression of sound-evoked 

activity during locomotion, compared to immobility (Schneider et al., 2014). By infusing a 

retrograde tracer into the auditory cortex, previous work has shown that during locomotion, 

motor projections primarily from the secondary motor cortex (M2) innervate local auditory 

excitatory and interneurons. Furthermore, by optogenetically stimulating these projects 

researchers were able to replicate the suppressive effects of locomotion on sound-evoked activity 

(Nelson et al., 2013). While motor projections to the AC innervate both excitatory and inhibitory 

neurons, whole cell voltage clamp recordings of these neurons during optogenetic stimulation, 

showed that inhibitory currents were almost four-fold greater than excitatory currents. (Nelson et 

al., 2013). Additionally, using multi-electrode arrays to record spiking activity of local neuronal 

populations, researchers showed that firing rates of parvalbumin (PV) and vasoactive intestinal 

peptide (VIP) interneurons were enhanced with locomotion and excitatory firing rates were 

suppressed (Schneider et al., 2014; Bigelow et al., 2019). Interestingly, VIP neurons in layer 4 

were suppressed by locomotion for both spontaneous and sound-evoked activity, suggesting that 

the net suppressive effect of locomotion in L2/3 is not mediated by VIP networks (Yavorska & 

Wehr, 2021). This suggests a feedforward inhibition mechanism where motor projections 

activate more interneurons than excitatory neurons in the auditory cortex and create an overall 

suppressive effect of sound-evoked activity. In a more recent study, researchers implanted head-

fixed mice with electrode arrays while allowing self-generated locomotion and found that while 

overall population-level sound-evoked activity was suppressed, small proportions of neurons 

could be enhanced with locomotion (Bigelow et al., 2019). Thus, locomotion has a heterogenous 

effect on sound-evoked activity, with an overall net population-level suppression mediated by 

feedforward inhibition from local intraneuronal circuits.  

A proposed explanation for a suppressive effect of locomotion on auditory processing, 

supported by the finding that responses in the primary visual cortex are generally enhanced 

during locomotion (Ayaz et al., 2013, Saleem et al., 2013;Dadarlat & Stryker, 2017; Niell & 

Stryker, 2010; Vinck et al., 2015b), is that locomotion reflects a neural resource allocation shift 

from auditory to visual (Schneider et al., 2014; Zhou et al., 2014). According to this model, 

reduced sound responses during locomotion reflect a functional attenuation of AC, possibly 
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involving reliance on subcortical regions for sound processing in this state. In line with this idea 

is that locomotion induces suppression of auditory cortical activity from a corollary discharge 

hypothesis. As research has shown when animals move, motor projects innervate auditory 

regions, providing locomotion-induced changes (Nelson et al., 2013). This motor information is 

useful in the context of self-generated locomotion to reafferent sounds, or self-producing sounds. 

During movement, reafferent sounds are produced in by one’s behavior such as footsteps hitting 

the ground, or mouths moving to produce speech or song. Because the sounds are constant and 

expected, suppressing auditory activity to these sounds allows for enhanced detection of external 

stimuli, or quick modulation of motor activity (Audette et al., 2022; Clayton et al., 2021; 

Rummell et al., 2016; Schneider et al., 2018; Sigurdsson, 2019). In a behavioral experiment 

animal were trained to press a lever that elicited a sound, thus animals learned to associate a 

lever press with a reafferent cue.  Auditory cortical activity from freely moving mice implanted 

with microelectrodes was recorded as animals pressed the lever. Randomly the same sound was 

played when the animal did not generate the cue by pressing the lever. Auditory cortical activity 

to the exafferent sound was significantly greater than activity generated by the reafferent sound 

(Rummell et al., 2016). In a similar design, mice were trained to press a lever that generated a 

reafferent sound followed by a reward. In this study, a different sound was played during the 

lever press and similarly, the probe, or novel stimulus showed less suppression of activity and 

less licking, or a dampening of behavioral responsiveness (Audette et al., 2022). Interestingly 

overall sound evoked activity was suppressed during the movement of the lever, but the novelty 

of the sound reduced the suppressive effects. Despite being able to explain why a suppressive 

effect of auditory cortical activity occurs in locomotion the evolutionary and functional benefit 

of both a resource allocation shift and corollary discharge cannot explain how sound information 

can guide behavior during a locomotive state (Bigelow et al., 2019; Schneider, 2020). 

Alternatively, it has been suggested that rather than a resource allocation shift from the 

auditory to the visual modality, locomotion may induce a shift toward spatial information 

processing and coordination of information processing across modalities (Bigelow et al., 2019; 

Ghosh et al. 2022). According to this hypothesis, the AC may play a critical role in sound 

processing during locomotion, but it may include encoding of locomotion-related non-acoustic 

information, which, if unaccounted for, could appear as simple suppression. This hypothesis is 

supported by the robust encoding of locomotion-related signals and their integration with cue-
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evoked responses in other sensory cortical regions (Ayaz et al., 2013; Ayaz et al., 2019; 

Campbell & Giocomo, 2018; Saleem et al., 2013; Saleem et al., 2018). 

Overall, the inhibitory effect of self-locomotion on auditory neural populations reflects a 

modulation of neural activity but has not shown that auditory and locomotion information are 

continuously processed and integrated to aid in behavior. 

1.5 Continuous processing and integration of sensory and external-movement information 

In most sensory modalities, the integration and processing of movement information has 

focused on how information about the human or animal is used to aid in adaptive behaviors. 

Locomotion information modulates sensory neural activity based on the individual; however, 

external movement information can also influence neural activity. Furthermore, movement 

information gathered about the external object is crucial to survival. For example, a human or 

animal hears a faint sound that progressively gets louder and faster. This would signal a fast-

approaching object. If this sound is a growl, it’s a threat and run, but if the sound is a sibling’s 

call, then prepare for a hug. Combining sound information with movement information about the 

external object allows the human or animal to predict and react appropriately to the environment 

or track a sensory object. Of the sensory modalities, not many would have a direct evolutionary 

need or ability to track sensory objects, however visual and auditory processing do. Surprisingly, 

the few studies that have attempted to address how movement information about external objects 

influences neural activity and behavior have failed to move an object as it would occur naturally. 

 In the visual modality when an object moves along the frontal plane, perceptually it will 

change size to the human or animal. If the object gets bigger, it signals that it is getting closer, or 

smaller, and the object is further. By using this principle, studies have used virtual reality to 

create the illusion of movement along a virtual track by changing the size of objects on a fixed-

stationary screen (Ayaz et al., 2013; Campbell et al., 2018; Saleem et al., 2013; Saleem et al., 

2018; Goa et al., 2020).  Specifically, by head-fixing mice and placing them on a running wheel 

in a closed-loop system, as animals generated self-locomotion the external screen would change 

to reflect walking along a track. This closed-loop system was yoked to the animals' speed such 

that faster locomotion would cause faster changes in the virtual track. In one study, the animal 

and the virtual reality were inversely paired such that faster running caused slower virtual 

changes and vice versa. Using this paradigm while simultaneously recording from neurons in the 
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visual cortex, researchers demonstrated that neurons in the primary visual cortex encoded for 

self-locomotion speed, visual locomotion speed, and some neurons responded to the integration 

of self and external movement speed (Saleem et al., 2013). As external objects move, their 

position changes and that can be used to guide behavior.  By placing distinct markers along the 

virtual reality track, researchers trained animals to expect a reward at a certain location. As 

animals moved two visual markers 40 cm in length were used to determine their location and 

relative position to the reward zone which followed 2 repeats of each visual stimuli. Using two-

photon calcium imaging, researchers demonstrated that visual cortical neurons responded to the 

visual cues in a spatially dependent manner, such that some neurons responded to the same 

visual cue twice, whereas others responded to the same visual cue depending on if it was the first 

or second repeat. Thus, visual cortical neurons encoded the stimuli and the movement of the 

external cues to determine if it was spatially the beginning of the track or further along the track 

(Saleem et al., 2018). Beyond moving along the frontal plane, objects can also move along the 

azimuth, or horizontal plane to determine directionality. Using a virtual reality screen, animals 

were shown random dot kinetograms, which moved visual stimuli in either a nasal or temporal 

direction. Using the direction of motion of the visual stimuli, animals were trained to lick to 

either a left or right lick port depending on if the objects moved nasally or temporally, 

respectively. Using 2P calcium imaging, neurons in the visual cortex showed robust encoding of 

direction-specific visual stimuli with distinct subpopulations of neurons encoding for nasal or 

temporal direction (Marques et al 2018). Thus, visual neurons can distinguish the movement of 

an object as it moves direction, and this information can be used to guide behavior.  

In the auditory modality, the ability to track changes in location and direction has been 

shown. Ferrets were head-fixed and trained to listen for sounds as they moved from left to right, 

and vice versa, along a series of speakers 30 degrees apart. If sounds moved from right to left, 

marked by a reference sound followed by a target sound moving along the azimuth, animals were 

trained to lick to a left reward port, and to a right reward port if the sounds traveled in the reverse 

order. By implanting electrodes into AC during behavior, auditory cortical neuronal activity 

showed that neurons robustly encoded the spatial location of the target sound (Wood et al., 

2019). Thus, animals could learn and encode for the changes in the spatial location of objects as 

they move along the azimuth. In a pioneering study, macaques were implanted with 

microelectrodes into the auditory cortex and placed in front of a speaker attached to a base that 



 15 

moved along the azimuth. In this study, auditory neurons responded to sounds at distinct spatial 

locations. A subset of neurons also showed changes in auditory spiking activity as the object 

continuously moved from one direction to the next (Ahissar et al., 1992). Thus, not only could 

auditory cortical neurons encode for location, but the external motion of the object was 

modulating neural activity. While the ability to encode for spatial location and movement has 

been demonstrated along the azimuth, the ability to detect sounds as they approach and recede is 

key to survival. In the studies above as sounds move along the azimuth, interaural time and 

intensity differences aid in the ability to process and behave to a changing sound. However, 

when objects move along the frontal plane, these differences are negated as sounds will arrive at 

both ears simultaneously. More importantly, when sounds move along the frontal plane, they are 

getting closer to the self, which has more implications for survival than sounds that remain at a 

distance but change location. As an auditory object moves along the frontal plane, the perceptual 

loudness of the object can be used to infer its movement such that approaching sound objects 

means getting louder, and leaving objects means getting quieter. In a study to test this 

phenomenon, researchers used looming sounds to replicate objects approaching or receding.  In 

this study freely moving animals were placed in an open field and exposed to looming noises, or 

fast changes in sound intensity, which could either be in a crescendo, or quickly getting louder, 

or a decrescendo, or quickly getting quieter. By using these sounds scientists were able to elicit 

defensive behaviors from a mouse in the crescendo conditions, with no changes to behavior 

occurring in the decrescendo conditions. When using Muscimol (MUS) a GABA agonist to 

disrupt neural activity, animals no longer displayed defensive behaviors to looming sounds. This 

study suggests that the AC is necessary to produce defensive behaviors or respond to sounds that 

signal an approaching object (Li et al, 2021). Overall, the ability to detect changes in location, 

movement, and directionality has been shown in both the auditory modality, but under conditions 

that do not reflect how external objects move in the environment and under movements that 

would be most important for survival.  

1.6 Introduction to Methodology  

 Over the past three decades, technological advancements, have revolutionized the way 

neuroscience can explore the brain and behavior. With the invention of two-photon calcium 

imaging, and countless cortically modulating agents, neuroscientists have been able to examine 
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neural phenomena in awake and behaving animals without damage to brain structures. Some of 

the earliest and most pioneering work in neuroscience and the study of locomotor effects on 

sensory processing occurred using techniques that required the brain to be extracted from the 

animal, recording equipment to be inserted through layers of cortical tissue, or animals to be in 

heavily anesthetized states (Nelson et al., 2013; Schneider et al., 2014). However, to truly 

understand how the brain and behavior interact, being able to explore neural activity inside 

awake and behaving animals is key. 

 Two-photon Calcium Imaging was first invented in 1990 at Cornell University, as an 

upgrade to the traditional confocal microscope (Heath, 2018). In a confocal microscope, a 

continuous beam of single photons is used to pierce all cortical layers until they react with a 

fluorophore, causing the emission of a single fluorescent photon. In a two-photon microscope, 

pulses of photons are used to pierce the cortical layers until two photons interact with a 

fluorophore at the same time, to cause the emission of a single fluorescent photon. By pulsing 

photons, as opposed to a continuous beam, two-photon calcium imaging can use wavelengths at 

half the energy, as the sum of the two photons will have the same energy needed to excite a 

fluorophore. By using less energy per photon there is less background noise and increased 

precision in imaging the brain and neural activity. A continuous beam of single photons will 

interact with all layers that it crosses until it reaches a fluorophore of interest, whereas the 

pulsing of two photons will not have enough power to do so, only when they collide at the 

intended region of interest (Heath, 2018; Svoboda & Yasuda, 2006). For studying awake and 

behaving animals this comes in handy as animals move their heads, groom, and walk when 

recording. Being able to reduce the amount of noise coming from imaging sessions is critical to 

being able to precisely record brain activity from a specific region. In this case, being able to 

record more precisely during these active states allows neuroscientists the ability to understand 

how these processes are encoded in the brain. 

 Two-photon microscopy goes hand in hand with the use of genetically encoded calcium 

indicators (GECIs). GECIs are genetically engineered compounds that can be used to track 

changes in large populations of cell bodies or record subcellular processes in the axons, 

dendrites, or synapses (Dana et al., 2019). Specifically in this dissertation, I use GCamp6f, which 

is a GECI that has a green fluorescent protein (GFP) based sensor to monitor neural activity from 

excitatory pyramidal cells (Chen et al., 2013). When an action potential occurs in a neuron, 
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calcium channels open allowing the rise of intracellular calcium concentrations which in turn aid 

in neurotransmitter release. The more action potentials, the larger the intracellular calcium 

concentration and neurotransmitter release a neuron experiences. GCamp6f when present in a 

neuron will bind to the intracellular calcium influx caused by an action potential, and the more 

calcium the more binding that occurs. When two photons simultaneously collide with a neuron 

tagged with Gcamp6f that has calcium bound to it, the sum of the energy of each photon will be 

enough to cause a green fluorophore will be emitted. Thus, neural activity can be measured as 

the number of green fluorophores being emitted by a neuron based on the intracellular calcium 

concentration triggered by an action potential (Chen et al., 2013). 

 Although this technique allows for near-perfect spatial precision in being able to only 

record the intended region and neural population of interest, it is not perfect. GECIs can be 

introduced into neural populations by cortical infusions, or genetically modified mouse lines. Via 

cortical infusions, a GCamp6f virus is injected into the region of interest, which still requires 

damaging some cortical layers. This dissertation used genetically modified GCamp6F 

homo/heterozygous mouse lines that express this GECI in all excitatory cortical pyramidal cells 

to avoid damaging cortical structures. However, to be able to image neural activity, a craniotomy 

must still be performed. In a craniotomy, a piece of the skull is removed and replaced with a 

piece of glass that allows the two-photon microscope to pulse photons into the brain. Thus, while 

no cortical layers are damaged, the animal has a foreign piece of glass attached to the skull. 

Additionally, because the neural activity is measured as a function of calcium influx and binding 

to GCamp6F and its subsequent fluorescent emission, there is a time delay of 2 seconds to peak 

fluorescence and return to baseline with activity emerging as early as 20-200ms after stimulus 

onset (Dana et al., 2014); Chen et al., 2013). While no technique can be perfect, two-photon 

microscopy is currently one of the most advanced and precise techniques that allow neural 

activity to be measured in awake and behaving animals (Heath, 2018).  

 As noted above, being able to record neural activity from awake and behaving animals is 

crucial to understanding the interactions between the brain and behavior, and with recent 

technological advances like two-photon microscopy, this is becoming more common. Because 

animals can more readily behave during neural recordings the need to localize the origin of a 

behavior to a neural population has become more common as well (Heath, 2018; Svoboda & 

Yasuda, 2006). To do this requires two steps, designing behavioral paradigms that train animals 
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on a behavior of interest, and inactivating a local population to understand if it is involved in the 

production of said behavior.  

 In this dissertation, I will present two novel behavioral paradigms that train animals to 

perform a behavior. To create these behavior paradigms, the increased affordability and 

accessibility to microcontrollers, microprocessors, custom hardware, and open-source 

programming languages have been key. For this dissertation, I use an Arduino microcontroller to 

be able to integrate a speaker, a solenoid-based reward-delivery system, motion detectors, and a 

linear actuator to create custom behavioral rigs. By combining Arduino circuits with 

multichannel processors used in two-photon microscopy I can record neural data while animals 

are behaving in these custom-built behavioral rigs. Using Arduino Programming Language and 

MATLAB I can build custom software that controls and coordinates the hardware to be able to 

train and record from animals in these novel behavioral rigs. Specific details about each 

behavioral rig and paradigm will be explained in the following chapters.  

 Once a behavioral rig has been built and a behavioral paradigm established, inactivating a 

specific region of interest is next. In this dissertation, I use a cannula infusion system paired with 

Muscimol to inactivate the auditory cortex following behavioral training. Before training, 

animals are implanted with bilateral cannulas into the auditory cortex that pierces the cortex and 

stops at the point of interest. The cannula is a small metal that is inserted into the cortex and left 

there for the entirety of training. When trained and ready, a pharmacological agent can be 

delivered to the region of interest. To inactivate the auditory cortex, I use Muscimol which is a 

GABA agonist. When Muscimol is delivered into a neural population it binds to GABA 

receptors on inhibitory neurons in the brain altering normal cortical dynamics, by enhancing 

inhibitory activity (Majchrzak & Di Scala, 200). If animals can still perform a behavior under 

Muscimol, then this region is not involved in the production of behavior. However, if animals 

can no longer perform a behavior under Muscimol, then it stands to reason that this neural 

population is involved in the production of a learned behavior.  

 Overall, the advancement of technologies has vastly improved what is capable in 

neuroscience. From advanced recording techniques like two-photon microscopy to more 

accessible hardware and software, the ability to record awake and behaving animals has become 

a new frontier. I will now explain the chapters of my dissertation which take advantage of these 

new technologies.  
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1.7 Introduction to current experiments 

The experiments and results described here aim to fill in a gap in the literature and to 

provide further understanding of how sensory and non-sensory information are continuously 

processed and integrated to aid in behavior. Using the auditory modality, I aim to show that non-

sensory information can be used to guide behaviors and that this information is encoded and 

integrated with sensory information. Specifically, this dissertation aims to test if self-locomotion 

and external-object locomotion information can be used to guide behaviors and how this 

information is encoded in neural populations. First, I test the hypothesis that a net-suppressive 

effect of self-locomotion on auditory sound-evoked responses does not impair active auditory 

behavior and learning but reflects an alternate neural computation. Next, I test the hypothesis that 

external sound source object movement can be used to guide adaptive behaviors. Lastly, I 

examine if and how external sound source object movement is processed and encoded by 

auditory cortical neuronal ensembles. 

1.7.1 Chapter 2: Auditory cortex ensembles jointly encode sound and locomotion speed to 

support sound perception during movement 

AC may play a critical role in sound processing during locomotion, but that it may 

include encoding of locomotion-related non-sensory information, which, if unaccounted for, 

could appear as simple suppression. Here we combined AC inactivation of mice performing a 

sound-guided reward-predictive behavior during locomotion, two-photon calcium imaging in 

head-fixed mice, and electrophysiological recordings in freely-moving rats to test the hypothesis 

that auditory cortical ensembles are not simply suppressed during locomotion but rather 

explicitly encode it and incorporate it with sound information into an integrated audiomotor 

neural code. 

1.7.2 Chapter 3: The Doppler; a behavioral system to train external object tracking behavior 

Given that studies examining how external objects are processed have only mimicked 

aspects of sensation. Recording with a more naturally and ethologically behaving object would 

allow auditory and visual neuroscientist the ability to more accurately understand if animals use 

the non-sensory information of external objects to guide their behavior. Here I design and 
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develop “The Doppler,” a behavioral training and recording system that allows an auditory sound 

source to move continuously in front of an animal at varying speeds and sounds. Using The 

Doppler, I show that mice can be trained to integrate sound information with non-sensory 

information about a moving object, to demonstrate rodents can predict upcoming rewards based 

on the movement of an object. Furthermore, by using a series of control experiments, I 

demonstrate that mice understand and use the movement of objects to guide behavior and not 

changes in time, sound intensity, or location.  When external objects move in the environment 

the slight changes in sensory information can be enough to derive non-sensory information about 

them. Did the object stay put or move? Is it getting closer or further? If it is moving at what 

speed? By combining two-photon calcium imaging in head-fixed mice on the Doppler, I test the 

hypothesis that auditory cortical neuronal ensembles continuously process and incorporate sound 

and external object movement information into an integrated neural code. Specifically, I show 

that auditory cortical neuronal ensembles continuously process for and integrate information 

about the relative distance, locomotive state, direction, and speed of an externally moving sound 

object.  
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Chapter 2 Auditory Cortex Ensembles Jointly Encode Sound and Locomotion Speed to 

Support Sound Perception During Movement 

The ability to process and act upon incoming sounds during locomotion is critical for 

survival and adaptive behavior. Despite the established role that the auditory cortex plays in 

behavior- and context-dependent sound processing, previous studies have found that auditory 

cortical activity is on average suppressed during locomotion as compared to immobility. While 

suppression of auditory cortical responses to self-generated sounds results from corollary 

discharge, which weakens responses to predictable sounds, the functional role of weaker 

responses to unpredictable external sounds during locomotion remains unclear. Whether 

suppression of external sound-evoked responses during locomotion reflects reduced involvement 

of the auditory cortex in sound processing, or whether it results from masking by an alternative 

neural computation in this state remains unresolved. Here, we tested the hypothesis that rather 

than simple inhibition, reduced sound-evoked responses during locomotion reflects a tradeoff 

with the emergence of explicit and reliable coding of locomotion velocity. To test this 

hypothesis, we first used neural inactivation in behaving mice and found that the auditory cortex 

plays a critical role in sound-guided behavior during locomotion. To investigate the nature of this 

processing, we used two-photon calcium imaging of local excitatory auditory cortical neural 

populations in awake mice. We found that locomotion had diverse influences on activity of 

different neurons, with a net suppression of baseline-subtracted sound-evoked responses and 

neural stimulus detection, consistent with previous studies. Importantly, we found that the net 

inhibitory effect of locomotion on baseline-subtracted sound-evoked responses was strongly 

shaped by elevated ongoing activity which compressed the response dynamic range, and that 

rather than reflecting enhanced “noise”, this ongoing activity reliably encoded the animal’s 

locomotion speed. Decoding analyses revealed that locomotion speed and sound are robustly co-

encoded by auditory cortical ensemble activity. Finally, we found consistent patterns of joint 

coding of sound and locomotion speed in electrophysiologically recorded activity in freely 

moving rats. Together, our data suggest that rather than being suppressed by locomotion, 
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auditory cortical ensembles explicitly encode it alongside sound information to support sound 

perception during locomotion. 

2.1 Introduction 

Continuous processing of incoming sensory information is critical for survival and 

adaptive behavior. While the neural mechanisms of sensory processing have traditionally been 

studied in immobile subjects, some of the most critical behaviors in humans and other animal 

species, such as foraging for food, seeking a mate, and navigating to safety, occur during 

locomotion. To gain a coherent perception of the environment during locomotion and be able to 

rapidly trigger appropriate behavior, the brain must encode incoming external cues and integrate 

them with one’s own motion. For example, humans integrate incoming sounds with locomotion 

during simple walking, as manifested by the modification of walking pace based on auditory 

feedback (Cuppone et al., 2018; Redd & Bamberg, 2012; Tajadura-Jiménez et al., 2015; Turchet 

et al., 2015; Turchet et al., 2018; Turchet et al., 2013). Moreover, auditory feedback has been 

shown to improve walking in aged patients and those with neurodegenerative disorders 

(Cornwell et al., 2020; Rodger et al., 2014; Schauer & Mauritz, 2003). Integration of sounds with 

self-motion has also been studied in the context of other behaviors such as dance (Karpati et al., 

2015; Ravignani & Cooke, 2016) and sound-guided finger-tapping (Carr et al., 2016; Chen et al., 

2008; Tierney & Kraus, 2013, 2016). In non-humans, perhaps the best known example is bat 

echolocation  (Falk et al., 2014; Ghose et al., 2006; Moss & Surlykke, 2001), yet various forms 

of audiomotor integration have been studied in diverse animal species, including Praying 

mantids (Triblehorn & Yager, 2005), Dholes (Fox, 1984) and mice (Whitton et al., 2014). Thus, 

the ability to process incoming sounds during locomotion and integrate them with the locomotive 

state to guide appropriate behavior is fundamental in both humans and other animal species. 

The auditory cortex (AC) is a key candidate brain region for processing incoming sounds 

during locomotion due to its well-established role in context-, behavior-, and decision-making- 

dependent sound processing (Cohen et al., 2011; David et al., 2012; Fritz et al., 2010; Jaramillo 

& Zador, 2011; Kuchibhotla et al., 2017; McGinley et al., 2015b; Nelken, 2014; Rodgers & 

DeWeese, 2014; Saderi et al., 2021; Ulanovsky et al., 2003; Xiong et al., 2015; Znamenskiy & 

Zador, 2013). Intriguingly, previous studies have found that locomotion has a generally 

suppressive effect on sound-evoked responses in the AC (Bigelow et al., 2019; Schneider et al., 
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2014; Schneider et al., 2018; Zhou et al., 2014). Attenuation of responses to self-generated 

sounds produced during locomotion are well explained by corollary discharge, which acts to 

suppress responses to predictable sounds and enhance sensitivity to unpredictable sounds 

(Audette et al., 2022; Clayton et al., 2021; Rummell et al., 2016; Schneider et al., 2018; 

Sigurdsson, 2019)(though see (Reznik et al., 2021; Reznik et al., 2014; Reznik et al., 2015)). 

However, the functional benefit of the observed attenuation of AC responses to unpredictable 

external sounds during locomotion has remained illusive. A proposed explanation, supported by 

the finding that responses in the primary visual cortex are generally enhanced during locomotion 

(Dadarlat & Stryker, 2017; Niell & Stryker, 2010; Vinck et al., 2015b), is that locomotion 

reflects a neural resource allocation shift from audition to vision (Schneider et al., 2014; Zhou et 

al., 2014). According to this model, reduced sound responses during locomotion reflects a 

functional attenuation of AC, possibly involving reliance on subcortical regions for sound 

processing in this state. However, the evolutionary and functional benefit of this suggestion 

remains debated (Bigelow et al., 2019). Alternatively, it has been suggested that, rather than a 

resource allocation shift from the auditory to visual modality, locomotion may induce a shift 

towards spatial information processing across modalities (Bigelow et al., 2019). According to 

this hypothesis, the AC may play a critical role in sound processing during locomotion, but that it 

may include encoding of locomotion-related non-acoustic information, which, if unaccounted 

for, could appear as simple suppression. This hypothesis is supported by robust encoding of 

locomotion-related signals and their integration with cue-evoked responses in other sensory 

cortical regions (Ayaz et al., 2013; Ayaz et al., 2019; Campbell & Giocomo, 2018; Saleem et al., 

2013; Saleem et al., 2018). However, this hypothesis has yet to be directly tested in the AC. Here 

we combined AC inactivation in mice performing sound-guided reward-predictive behavior 

during locomotion, two-photon calcium imaging in head-fixed mice and electrophysiological 

recordings in freely-moving rats to test the hypothesis that auditory cortical ensembles are not 

simply suppressed during locomotion but rather explicitly encode it and incorporate it with 

sound information into an integrated audiomotor neural code. 

2.2 Auditory Cortical Activity is required for Sound Processing during Locomotion 

Previous studies have shown that during immobility, the AC is not necessary for simple tone 

detection or discrimination, but is required for more demanding tasks such as discrimination of 
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complex sounds and sound source localization (Goldberg & Neff, 1961a; Harrington et al., 2001; 

Kato et al., 2015; Kavanagh & Kelly, 1987; Kelly & Glazier, 1978b; Nodal et al., 2012; Ohl et 

al., 1999a; Porter et al., 2011; Scharloc.Dp et al., 1965). To determine whether AC activity is 

required for sound-guided behavior during locomotion, we measured the influence of AC 

inactivation on sound-guided reward-predictive licking during locomotion in mice. Male and 

female mice were first implanted with bilateral cannula into the AC for subsequent drug delivery 

and allowed to recover for at least 5 days. Mice were then put on water restriction and were 

trained on an appetitive trace conditioning task during head fixation while standing on a rotatable 

plate that allowed the animals to stand or run at will. Using a closed-loop system that received 

the output of a rotary encoder at the base of the plate, training trials were selectively initiated 

during locomotion and consisted of the presentation of an 8 kHz tone followed by a drop of 

water reward, delivered 1 s after sound termination. Mice (n=8) were trained until they learned 

the sound-reward association as evidenced by an increase in lick rate following the sound and 

before reward delivery (“predictive licking”, Fig. 1A). 

 
Figure 2.1 Auditory cortical activity is necessary for sound processing during locomotion. (A) Top: Illustration of the 
behavioral setup for sound-guided predictive licking in locomotion. Bottom: Peri-sound lick histograms of an example behavioral 
session from a trained animal performing the task. Licking in the pink shaded area following sound termination represents 
prediction of upcoming reward (delivered at 2 s). Licks following reward delivery are shaded as they do not require sound 
processing or reward prediction (B) Peri-sound lick histogram across animals performing the task when the AC was infused with 
either PBS or muscimol. Solid lines denote the mean and the shaded area represents s.e.m across animals. Predictive licking is 
reduced following AC inactivation using muscimol. (C) There was a significant reduction in predictive lick index following 
infusion of MUS (P=0.0156, signed rank test). Error bars represent mean±s.e.m across animals. Lines connecting gray circles 
represent data from the same animal in the different conditions.  

 

To test whether AC activity is necessary for this behavior, we measured the influence of AC 

inactivation on sound-triggered reward-predictive licking. To this end, we measured behavioral 

performance in trained mice following infusion of the GABA receptor agonist muscimol (MUS), 
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or inert phosphate buffer solution (PBS) as a control, into the AC, in a within-subject design 

(Fig. 1B). We found that inactivation of the AC induced a significant and near-complete 

reduction in sound-triggered predictive licking during locomotion (Fig. 1B,C). Furthermore, 

while following PBS delivery mice exhibited sound-triggered reduction of running speed leading 

to the time of reward delivery, this effect was significantly weaker following MUS delivery 

(Suppl. Fig. 1). In a version of this task performed during immobility, AC inactivation induced a 

trend of an impairment, but it did not reach significance (Suppl. Fig. 2), consistent with previous 

studies (Goldberg & Neff, 1961b; Kato et al., 2015; Kavanagh & Kelly, 1988; Kelly & Glazier, 

1978a; Ohl et al., 1999b). 

The finding that during locomotion the AC plays an important role in sound-guided 

predictive licking and locomotion speed modulation suggests that its reduced sound-evoked 

responses during locomotion may reflect part of an alternative neural computation in this state. 

To test this possibility, we carried out optical recording of AC ensemble activity in mice. 

2.3 A Heterogeneous and Overall Inhibitory Influence of Locomotion on Sound-evoked 

Responses of Local Excitatory L2/3 Neuronal Ensembles in the Auditory Cortex 

To study the nature of information processing by local groups of L2/3 excitatory neurons 

(“neuronal ensembles”) of the AC during locomotion, we carried out two-photon calcium 

imaging in head-fixed Thy1-GCaMP6f mice that were free to stand or run at will on a rotatable 

plate (Fig. 2A-C). 
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Figure 2.2 A heterogeneous and overall inhibitory influence of locomotion on sound-evoked responses of 
local excitatory L2/3 neuronal ensembles in the auditory cortex (A) Illustration of the experimental setup (B) 
Two-photon average micrograph of an example local neuronal ensemble in L2/3 of the auditory cortex. Scale bar: 
10µm. (C) Relative change in fluorescence (ΔF/F) of 22 neurons from the micrograph in ‘B’ during an imaging 
session. Periods of locomotion are marked in green. (D) Sound-triggered peri-stimulus time histograms from 6 
example neurons. Sound presentation trials in which the animal was immobile (red) and running (green) were 
grouped separately. Locomotion had diverse effects on sound-evoked responses of different neurons, including 
invariance (neurons 1+2), reduction (neurons 3+4) and enhancement (neurons 5+6) (E) Left: Sound-evoked 
responses in immobility and locomotion across all BBN-responsive neurons. Red and green dots represent neurons 
that individually exhibited a significantly stronger and weaker response during immobility, respectively. Blue dots 
represent neurons that did not exhibit a significant difference. Right: Box plot describing sound-evoked responses in 
locomotion minus immobility across all BBN-responsive neurons. The distribution was significantly lower than 0 
(P=0.009, two-sided Wilcoxon signed-rank). For this and subsequent whisker plots, the central mark indicates the 
median, the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively and the whiskers 
extend to the most extreme data points not considered outliers. (F) Ensemble-level neural stimulus detection 
performance in immobility and locomotion. Detection performance in immobility and locomotion was significantly 
correlated across ensembles (P=0.012, Pearson correlation). Detection in immobility was significantly higher than in 
locomotion (P=0.036, signed rank test). 

 

We first examined how locomotion modulates the responses of neurons to broad-band noise 

(BBN) bursts in 985 AC neurons from 7 mice, of which 612 neurons had a sufficient number of 

responses in both immobility and locomotion to allow for comparison. In keeping with most 

previous studies, we started with examining baseline-subtracted responses, which are defined as 

the difference between the activity evoked by the sound and the activity immediately preceding 

the sound. Locomotion had a diverse influence on sound-evoked responses of individual 

neurons, including invariance, suppression and enhancement (Fig. 2D). Across all neurons that 
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exhibited significant BBN-evoked responses in immobility (194/612, 31.7%, of which sound-

evoked response magnitudes of 23/194, 34/194 and 137/194 were individually significantly 

enhanced, suppressed, and not showing a significant difference, respectively), the population-

average responses were significantly reduced during locomotion (Fig. 2E), consistent with 

previous studies (Bigelow et al., 2019; Schneider et al., 2014; Zhou et al., 2014). To test whether 

these findings were unique to responses to BBN, we examined how locomotion modulates 

responses to pure tones and complex sounds. These experiments revealed a similar influence of 

locomotion on sound evoked responses, namely a net population-average decrease that coexists 

with heterogeneous influences at the single-cell level (Suppl. Fig. 3). 

Given our observation that sound-evoked responses of individual neurons showed 

heterogeneous modulation by locomotion, and that across animals the location of the imaging 

field within AC may slightly vary, we wondered whether some local groups of neurons were 

preferentially dedicated to sound processing during locomotion and others to sound processing in 

immobility. To test this, we used cross-validated classification models to quantify ensemble-

level stimulus detection in immobility and locomotion (separately) for each ensemble. We 

posited that if sound detection in immobility and locomotion is supported by distinct ensembles, 

stimulus detection performance in immobility and locomotion would be negatively correlated 

across ensembles. Instead, we found that stimulus detection performance in locomotion and 

immobility were significantly positively correlated (Fig. 2F). Furthermore, this analysis showed 

that across ensembles, stimulus detection performance was mildly but significantly lower in 

locomotion as compared to immobility, consistent with the average weaker sound-evoked 

responses in locomotion (Fig. 2E). Thus, overlapping AC L2/3 ensembles encode sounds during 

immobility and locomotion, with a net weaker sound detection performance during locomotion. 

2.4 Enhanced Ongoing-activity during Locomotion Reduces Baseline Subtracted Sound-

evoked Response Magnitudes 

We sought to further investigate the source of the net reduction in baseline-subtracted 

sound-evoked responses and noticed that many neurons exhibited increased ongoing activity 

during locomotion, which manifested as increased activity before stimulus onset (Fig. 2D).  
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Figure 2.3 Enhanced ongoing activity during locomotion reduces baseline-subtracted sound-evoked 
responses (A) Population-level peri-stimulus time histogram across all BBN-responsive neurons during immobility 
(red) and locomotion (green). Solid lines and shaded areas indicate mean±SEM. (B) Locomotion increased ongoing 
activity of sound-responsive neurons (left, P= 2.9e-23, two-sided Wilcoxon signed-rank test), as well as of evoked 
activity (middle, P= 8e-13, two-sided Wilcoxon signed-rank test). (C) Locomotion influence on ongoing and evoked 
activity across neurons (D) The per-neuron difference between the locomotion influence on evoked and ongoing 
activity. The locomotion influence on evoked activity was significantly lower than that of ongoing activity, resulting in a 
net reduction in baseline-subtracted sound-evoked responses (P= 0.0094, two-sided Wilcoxon signed-rank test). 

Increased baseline activity during locomotion could contribute to reduced sound responses by 

increasing the subtrahend in the baseline-subtracted sound-evoked response calculation. To test 

this possibility, we calculated the average sound-triggered peri-stimulus time histogram (PSTH) 

across the population of BBN-responsive neurons and found that it exhibits a significant 

elevation in ongoing, pre-stimulus activity during locomotion as compared to immobility (Fig. 

3A, orange arrow, Fig. 3B, left panel). Increased ongoing activity during locomotion was also 

observed in the presence of a constant masking sound, suggesting it is at least partly independent 

of self-generated sounds (Suppl. Fig. 4). Locomotion also produced a significant increase in 

evoked activity during the stimulus time window (Fig. 3A, blue arrow, Fig. 3B, right panel), and 

the locomotion influences on ongoing and evoked activity were positively correlated across 

neuron (Fig. 3C). However, the locomotion-induced increase in activity in the evoked window 

was significantly smaller than the increase in ongoing activity, likely reflecting a saturation 

effect, resulting in a net negative influence of locomotion on baseline-subtracted sound evoked 
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activity (Fig. 3D). This suggests that increased ongoing activity during locomotion compresses 

the dynamic range of the baseline-subtracted response. When including sound-unresponsive 

cells, locomotion increased activity during the ongoing and sound time windows, but did not 

induce a significant reduction in baseline-subtracted sound-evoked responses, as expected 

(Suppl. Fig. 5). 

These data demonstrate that the observed average reduction in baseline-subtracted sound 

responses during locomotion is at least partly due to increased ongoing, pre-sound activity. We 

therefore wondered whether this enhanced ongoing activity during locomotion, which is 

subtracted out in the standard calculation of sound response magnitude and impairs neural sound 

detection, may in fact reflect encoding of meaningful information for auditory cortical 

processing during behavior. 

2.5 Enhanced Ongoing-activity Reliably Encodes Locomotion Speed 

During locomotion, a key behavioral parameter which can shape how to process and act 

upon incoming sensory stimuli is locomotion speed (Campbell & Giocomo, 2018). In particular, 

robust speed coding in the hippocampus and medial entorhinal cortex are believed to be critical 

for cue-guided navigation (Dannenberg et al., 2020; Farrell et al., 2021; Geisler et al., 2007; Gois 

& Tort, 2018; Hinman et al., 2016). Moreover, hippocampal coding of space and locomotion is 

coordinated with the primary visual cortex (Haggerty & Ji, 2015; Saleem et al., 2018), where 

locomotion speed is robustly encoded and integrated with cue-evoked responses (Ayaz et al., 

2013; Saleem et al., 2013). We therefore tested the hypothesis that the enhanced ongoing activity 

that we observed during locomotion encodes movement speed. To test this hypothesis, we first 

asked whether neural activity of individual neurons is significantly correlated with locomotion 

speed. We calculated the correlations between the continuous relative change in fluorescence of 

each neuron and the running speed of the mouse, utilizing a large subset of our imaged neurons 

(647/985) that were imaged while the continuous running speed of the animal was acquired. We 

found that activity of auditory cortical neurons could exhibit surprisingly high positive 

correlations with locomotion speed (Fig. 4A), and in fewer cases significant negative correlations 

with locomotion speed (Fig. 4B). Across the population, ongoing activity of 52% of neurons 

(335/647) showed significant positive correlation with locomotion speed, 24% of neurons 

(155/647) exhibited significant negative correlation with locomotion speed and 24% (157/647) 
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showed no significant correlation with locomotion speed (Fig. 4C). The distribution of 

correlations between neural activity and locomotion speed was skewed to the right (Fig. 4D, 

skewness=0.84), consistent with our finding of a population-level enhancement in baseline 

activity during locomotion. 

 
Figure 2.4 Auditory cortical L2/3 neurons and ensembles reliably encode locomotion speed. (A) Z-scored ΔF/F 
of an example neuron (black trace) overlaid on the Z-scored locomotion speed of the mouse (green trace) during an 
example imaging session. This neuron exhibited a correlation of R=0.76 with locomotion speed across the session. 
(B) An example from a different neuron, showing a negative correlation with locomotion speed of R=-0.35. (C) 
Proportions of AC L2/3 neurons showing significant positive, significant negative and non-significant correlation with 
locomotion speed (D) The distribution of ΔF/F-locomotion speed correlations across the population (E) An illustration 
of all neurons in an example imaging session (same as in Fig. 1F), color coded according to each neuron’s ΔF/F-
locomotion speed correlation value. Local ensembles exhibited a high degree of heterogeneity in correlation with 
locomotion speed. (F) The ensemble-level range in ΔF/F-locomotion speed correlation values across ensembles. (G) 
The predicted log(speeds) of an example test-set against the real log(speeds) of that test-set, showing a correlation 
of 0.88. (H) Speed prediction performance, measured as the correlation values between the predicted and real 
locomotion speeds across ensembles. Shuffled values were derived by randomly shuffling the predicted speed 
values. Left: all data included (P=3e-9), right: movement-only (P=1.9e-8) 
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Interestingly, we also found that within local excitatory auditory cortical ensembles in 

L2/3, individual neurons exhibited high diversity in correlations between neural activity and 

locomotion speed (Fig. 4E). Within local neuronal ensembles, the average range of correlations 

between locomotion speed and relative change in fluorescence of the different neurons was 0.65 

(Fig. 4F). These findings suggest that despite the net excitatory effect, locomotion modulates 

ongoing activity of local excitatory neuronal populations in a spatially fine-tuned manner rather 

than acting as a global uniform modulator. 

To further quantify the degree of information that auditory cortical ensembles convey 

about locomotion speed, we implemented a cross-validated generalized linear model (GLM) to 

test if locomotion speed can be decoded from ongoing ensemble activity. For each imaging 

session of a single neuronal ensemble, a GLM was trained on a random half of the imaging 

session data and tested on the other half, and this procedure was repeated 200 times for robust 

estimation. In the test phase, the GLM model that was constructed in the training phase predicted 

locomotion speed based on ensemble patterns of neural activity of the test set. We found that in 

many cases the predictions of the model were highly correlated with the actual speeds (Fig. 4G). 

The correlations between the predicted speed and real speed were large and highly significant, 

even when excluding all immobility periods (Fig. 4H). These findings suggest that ongoing 

locomotion speed is reliably encoded by the activity of local neuronal ensembles in the AC.  

2.6 Integration of sound and locomotion information by excitatory neuronal ensembles in 

L2/3 of the auditory cortex 

Taken together, our results suggest that excitatory neurons in L2/3 of the AC robustly 

encode both external sounds and locomotion speed. These findings raise the question of whether 

these two variables- external sounds and locomotion - are simultaneously represented and 

integrated within the local network level. 

To test this, we first quantified whether the activity of individual neurons and local ensembles 

could predict both locomotion state (immobility/locomotion) and sound occurrence during 

locomotion (n=19 ensembles). To this end we implemented cross-validated support vector 

machine (SVM) analyses on each neuron’s or ensemble’s activity patterns and quantified the 

predictive power that it provided to discriminate between immobility and locomotion and 

between sound occurrence and no sound during locomotion (Fig. 5A). We found that while 
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individual neurons typically showed moderate prediction, with high prediction of at most one of 

these attributes, local ensembles could display high prediction of both locomotion state and 

stimulus occurrence (Fig. 5B-D). Indeed, while discrimination performance of ensembles was 

not better than that of their highest-predictive individual neuron for sound or state, sound-state 

discrimination average was significantly higher at the ensemble level than the best neuron level, 

demonstrating sound-state integration at the ensemble level (Fig. 5E). Furthermore, we found 

that local neuronal ensembles consisting of a few dozen neurons could exhibit both high-fidelity 

speed coding and stimulus detection in both immobility (Fig. 5F) and locomotion (Fig. 5G). 

Together, these data suggest that neuronal ensembles in L2/3 of the AC robustly co-encode 

locomotion speed alongside sound information during movement. 

 
Figure 2.5 Integration of sound and locomotion information by excitatory neuronal ensemble in L2/3 of the auditory 
cortex. (A) Schematic illustration of the measures used for stimulus detection in locomotion and state discrimination. (B) 
Performance of stimulus detection in locomotion against state discrimination in an example ensemble (C) Performance of 
stimulus detection in locomotion against state discrimination across ensembles and single cells. (D) Histogram of average state 
and stim discrimination for single cells (gray) and ensembles (E) Comparison of discrimination performance of ensembles and 
their best-predictive neuron (per attribute), for State (left, P=0.21), Stim (middle, P=0.687) and State-stim average (left, P= 
0.0004), signed rank test (F) Stimulus detection in immobility against speed prediction performance across ensembles. Black 
cross shows mean±STD of the two measures. (G) Stimulus detection in locomotion against speed prediction performance across 
ensembles. Black cross shows mean±STD of the two measures. 

2.7 Integration of sound and locomotion in the freely moving rat 

Finally, we wished to test whether our findings of joint coding of locomotion speed and 

sound in head-fixed animals generalize to freely-moving animals. To this end, we analyzed 

electrophysiological recordings from freely-moving rats that were implanted with tetrodes in the 

AC (Rothschild et al., 2017). Recordings were carried out as rats traversed a Y-shaped track for 
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food reward delivered at reward wells (Fig. 6A). In a pseudorandom ~25% of trials, following 

nose-poking in the Home well rats were presented with series of chirp-pair sounds, which 

signaled that subsequent reward is delivered in the Sound well. Rats trained on this task for up to 

12 days and reached good performance within 5-6 days (Rothschild et al., 2017). We identified 

putative excitatory and fast spiking interneurons based on spike waveform and firing rates 

(Suppl. Fig. 6). We recorded a total of 248 putative excitatory neurons that had a sufficient 

number of responses in both immobility and locomotion to allow comparison. Of these, 21% 

(51/248) were significantly responsive to the target sound during immobility.  

 
Figure 2.6 Integration of sound and locomotion in the freely moving rat (A) Illustration of the experimental setup 
for electrophysiological recordings in freely-moving rats (B) Sound-triggered peri-stimulus time histograms from 4 
example neurons. Sound presentation trials in which the animal was immobile (red) and running (green) were 
grouped separately. Neurons showed diverse patterns of modulation of sound-evoked responses during locomotion 
(C) Left: Sound-evoked responses in immobility and locomotion across all target-sound responsive neurons. Red and 
green circles denote neurons that individually exhibited a significantly stronger and weaker response during 
immobility, respectively. Blue circles denote neurons that did not exhibit a significant difference. Right: The per-
neuron difference in sound-evoked response between locomotion and immobility across all responsive neurons was 
significantly lower than 0 (P=3.4e-5, two-sided Wilcoxon signed-rank). For this and subsequent whisker plots, the 
central mark indicates the median, the bottom and top edges of the box indicate the 25th and 75th percentiles, 
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respectively and the whiskers extend to the most extreme data points not considered outliers. (D) Population-level 
peri-stimulus time histogram across all target-sound responsive neurons during immobility (red) and locomotion 
(green). Solid lines and shaded areas indicate mean±SEM. (E) Locomotion increased ongoing activity of sound-
responsive neurons (left, P=0.0144, two-sided Wilcoxon signed-rank test). Locomotion did not significantly modulate 
evoked activity (second from left, P=0.2687, two-sided Wilcoxon signed-rank test). Locomotion influence on ongoing 
and evoked activity was correlated across neurons (second from right). The locomotion influence on evoked activity 
was significantly lower than that of ongoing activity, resulting in a net reduction in baseline-subtracted sound-evoked 
responses (right, P=3.4e-5, two-sided Wilcoxon signed-rank test). (F) Top: Z-scored spiking of an example neuron 
(black trace) overlaid on the Z-scored locomotion speed of the rat (green trace) during an example session. This 
neuron exhibited a correlation of R=0.44 with locomotion speed across the session. Bottom: An example from a 
different neuron, showing a negative correlation with locomotion speed of R=-0.4. (G) Distribution of spiking-
locomotion speed correlation values (orange). The parallel distribution from the imaging data (Fig. 4D) is shown in 
light blue in the background as comparison. (H) Speed prediction performance, measured as the correlation values 
between the predicted and real locomotion speeds across ensembles. Shuffled values were derived by randomly 
shuffling the predicted speed values. (I) Stimulus detection in locomotion against speed prediction performance 
across ensembles. 
 

We first examined the effect of locomotion on baseline-subtracted sound-evoked spiking 

responses in freely moving rats by separating responses of putative excitatory neurons that 

occurred during immobility and locomotion. While individual neurons exhibited diverse 

influence by locomotion, across the population of target sound-responsive neurons, sound-

evoked responses were significantly weaker during locomotion as compared to immobility (Fig. 

6B,C), consistent with our imaging data (Fig. 2E) and previous studies (Bigelow et al., 2019; 

Schneider et al., 2014). Putative fast spiking interneurons exhibited an even stronger suppression 

of sound evoked responses during locomotion (Suppl. Fig. 6C). 

We thus sought to test whether this locomotion-related decrease in baseline-subtracted 

sound-evoked responses could in part be due to increased baseline firing during locomotion as 

our imaging data in mouse indicated. Indeed, we found that ongoing activity, measured as the 

spike rate preceding stimuli presentations, was significantly higher during locomotion as 

compared to immobility across sound-responsive putative excitatory neurons (Fig. 6D, Fig. 6E, 

left panel). Locomotion had no significant overall effect on spiking activity during the sound 

time window, which differed from the elevation observed in the imaging data, likely due to 

differences in the targeted cortical layers across these datasets. Nevertheless, as in the imaging 

data, we observed a larger increase in ongoing activity than evoked activity, resulting in a net 

reduction in baseline-subtracted sound-evoked responses (Fig. 6E). These data demonstrate that, 

consistent with our head-fixed mouse data, increased ongoing activity during locomotion 

contributes to weaker sound-evoked responses in the freely-moving rat as well. 

To test whether increased ongoing activity during locomotion encodes locomotion speed 

in the freely-moving rat, we examined correlations between continuous spiking activity and 
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locomotion speed. We found similar results to the head-fixed mouse data, with the spiking 

activity of some neurons reliably tracking locomotion speed (Fig. 6F). Across the population of 

putative excitatory neurons, the distribution of correlations between ongoing activity and 

locomotion speed was skewed to the right and highly similar to the distribution of the head-fixed 

data (Fig. 6G). The spiking-speed correlation distribution of putative fast-spiking interneurons 

was significantly higher (Suppl. Fig. 6D). To further investigate the temporal relationship 

between locomotion speed and neural activity, we calculated the cross-correlation between these 

signals. We found that neural activity-speed cross correlation peaked at 0 second lag and 

decayed substantially even with a shift of 1 second, indicating that AC neural activity tracks 

locomotion speed with a rapid time constant (Suppl. Fig. 7). Consistently, despite having a 

substantially lower number of simultaneously recorded putative excitatory neurons as compared 

to the imaging data (mean±sem electro: 4.5±0.39, imaging: 29.3±4.6), ensemble-level spiking 

activity could reliably predict locomotion speed (Fig. 6H). Indeed, the number of neurons within 

an ensemble positively correlated with speed prediction performance (Suppl. Fig. 8). Finally, we 

carried out a similar decoding analysis to that implemented on the imaging data and found that 

despite the low number of neurons per ensemble, many ensembles jointly coded for locomotion 

speed and sound in locomotion (Fig. 6I). Interestingly, sound detection in locomotion showed a 

small but significant increase across days of training on this task while speed prediction did not 

significantly change across days (Suppl. Fig. 9). Together, these findings suggest that coding of 

locomotion speed and its integration with sound information is a robust feature of AC ensembles 

in the freely moving rat as well. 

2.8 Discussion 

In this study, we tested the hypothesis that the AC plays a key role in auditory processing 

during locomotion and investigated the neural computation that it performs in this state. Using 

AC inactivation in behaving mice, we found that AC activity is required for sound-guided 

behavior during locomotion. Using two-photon calcium imaging in L2/3 of AC of head-fixed 

mice, we found that locomotion had a diverse but overall inhibitory influence on sound-evoked 

responses of individual neurons, which resulted in a mild but significant reduction in ensemble-

level stimulus detection. Across ensembles, stimulus detection in immobility and locomotion 

were positively correlated, suggesting that sound processing across these states is supported by 
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shared local neural populations in L2/3 of AC. Furthermore, we found that the net reduction in 

sound-evoked responses during locomotion are at least partly a result of increased ongoing 

neural activity, and importantly, that this ongoing activity robustly encoded the animal’s running 

speed. Thus, lower sound-evoked responses during locomotion reflected a tradeoff with the 

emergence of locomotion speed coding. Decoding analyses revealed that local neuronal 

ensembles of a few dozen neurons could jointly code locomotion speed and sound with high 

fidelity. Finally, we found consistent patterns of co-encoding of sound and locomotion speed in 

electrophysiologically recorded freely-moving rats. 

Previous studies have found that AC sound-evoked responses are on average weaker 

during locomotion as compared to immobility (Bigelow et al., 2019; Schneider et al., 2014; 

Schneider et al., 2018; Zhou et al., 2014), a finding we have replicated here in both head-fixed 

mice and freely-moving rats. Attenuation of responses to locomotion-associated self-generated 

sounds are well explained by corollary discharge, which acts to suppress responses to predictable 

sounds and enhance sensitivity to unpredictable sounds (Audette et al., 2022; Clayton et al., 

2021; Rummell et al., 2016; Schneider et al., 2018; Sigurdsson, 2019)(though see (Reznik et al., 

2021; Reznik et al., 2014; Reznik et al., 2015)). However, the functional benefit of the observed 

attenuation of AC responses to unpredictable external sounds during locomotion has remained 

illusive. This finding is particularly enigmatic given the critical need to be able to efficiently 

process external sounds and their associated meaning during locomotion for survival, and the 

well-established role that AC plays in behavior- and context- dependent sound processing 

(Cohen et al., 2011; David et al., 2012; Fritz et al., 2010; Jaramillo & Zador, 2011; Kuchibhotla 

et al., 2017; McGinley et al., 2015b; Nelken, 2014; Rodgers & DeWeese, 2014; Saderi et al., 

2021; Ulanovsky et al., 2003; Xiong et al., 2015; Znamenskiy & Zador, 2013). A proposed 

explanation for this finding is that during locomotion neural computational resources shift from 

auditory to visual processing (Schneider et al., 2014; Zhou et al., 2014). According to this 

proposal, weaker AC responses during locomotion reflect a reduced involvement of AC in sound 

processing in this state, in parallel to an enhancement of visual processing supported by 

increased responses in the visual cortex (Dadarlat & Stryker, 2017; Niell & Stryker, 2010; Vinck 

et al., 2015b). According to this model, reduced sound responses during locomotion reflects a 

functional attenuation of AC, possibly suggesting reliance on subcortical regions for sound 
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processing in this state. However, the evolutionary and functional logic of this finding remains 

debated (Bigelow et al., 2019). 

Our data strongly points at an alternative role of the AC in processing external sounds 

during locomotion. First, in contrast to the processing of simple sounds in immobility (Goldberg 

& Neff, 1961a; Harrington et al., 2001; Kato et al., 2015; Kavanagh & Kelly, 1987; Kelly & 

Glazier, 1978b; Nodal et al., 2012; Ohl et al., 1999a; Porter et al., 2011; Scharloc.Dp et al., 

1965), our inactivation experiments show that sound processing during locomotion is strongly 

dependent on the AC (Fig. 1, Suppl. Figs. 1-2), arguing against a reduction of AC involvement in 

sound processing during locomotion. Second, both our imaging and electrophysiological data 

show that the locomotion-associated reduction in baseline-subtracted sound-evoked responses is 

at least partly a result of increased ongoing activity, which compresses the response dynamic 

range, rather than being a result of simple reduction in evoked firing rates (Fig. 3 and Fig. 6E). 

Critically, rather than reflecting enhanced “noise”, the locomotion-associated elevated ongoing 

activity robustly encodes locomotion speed (Fig. 4 and Fig. 6G-H). While individual neurons 

showed heterogeneous locomotion-associated modulation of sound responses and ongoing 

activity, AC ensembles robustly jointly coded and integrated locomotion and sound (Fig. 5 and 

Fig. 6I). Thus, in contrast to the prevailing model, we propose that rather than being inhibited 

during locomotion, AC ensembles explicitly encode it, alongside sound information, to provide a 

sound-in-motion signal. 

Why is locomotion speed encoded in the AC? For both humans and other animals, the 

same sound can carry different meaning and appropriate motor response depending on the 

precise locomotive state, requiring ongoing integration between sound and motion. For example, 

a person hearing a train passing a few feet in front of them may not show a behavioral response 

if the person is standing still, may slow down if they are walking slowly, or may jolt backwards 

if they are running. Similar audiomotor integration is required in rodents, for example when 

fleeing a predator or hunting prey using sound. While one possibility is that in these scenarios, 

the auditory pathway would only represent sound and the integration with action would occur at 

a downstream integrative brain region, our inactivation and neurophysiological data suggest that 

the auditory cortex itself may be that region. Moreover, recent findings suggest that robust 

representation of motor action and its integration with sensory information may be a common 

functional principle across sensory cortices. Specifically, although V1 responses are on average 
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enhanced during locomotion, a number of studies have found that the influence of locomotion on 

visual cortical processing is better explained by sensory-motor integration than a general increase 

in gain. For example, one study found that locomotion modulates visual spatial integration by 

preferentially enhancing responses to larger visual objects (Ayaz et al., 2013). An additional 

study found that V1 neurons are tuned to weighted combinations of locomotion speed and the 

speed of the incoming visual stimulus, giving rise to multimodal locomotion-visual 

representations in V1 (Saleem et al., 2013). Based on these and additional studies (Fiser et al., 

2016; Keller et al., 2012; Saleem et al., 2018), it has been suggested that beyond simple 

modulation of response magnitude, a key function of V1 is to integrate visual and locomotion 

information in ways that inform action and navigation (Parker et al., 2020). Although the 

influence of locomotion on the magnitude of stimulus-evoked responses in the visual and 

auditory cortices appear distinct, our findings suggest that the neural coding scheme reflecting 

joint representation and integration of locomotion and sensory cues is dominant in the AC as 

well and may reflect a general cortical functional principle. 

In both our head-fixed mouse and freely-moving rat data, locomotion speed coding 

emerged from individual neurons showing diverse but largely positive correlations between 

ongoing activity and locomotion speed (Fig. 4A-E). This finding differs from some previous 

studies, which found that ongoing activity in AC was strongly suppressed during (and even just 

before) locomotion, due to input from the motor cortex and activity of local interneurons 

(Schneider et al., 2014; Zhou et al., 2014), a finding that would result in an overall negative 

correlation between neural activity and locomotion speed. However, our findings are consistent 

with other studies that observed an overall increase in ongoing activity during locomotion 

(Bigelow et al., 2019; McGinley et al., 2015b). The discrepancy between these findings may be 

due to experimental differences that may result in targeting of functionally different neuronal 

subpopulations. 

Locomotion is a complex behavior that is a result of coordinated motor activity, but it 

also involves changes in other factors such as arousal, motivation, attention and effort. This 

raises the question of whether the findings described here- a reduction in magnitude of sound-

evoked responses in parallel to the emergence of speed coding- are specific to locomotion or 

may be an indirect consequence of one of these factors. A reduction in the magnitude of AC 

sound-evoked responses is not unique to locomotion, and has also been observed, for example, 
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as a result of increased behavioral engagement in the absence of locomotion (Otazu et al., 2009; 

Rummell et al., 2016), although the mechanisms may differ. However, we believe that 

locomotion speed coding by ongoing activity is unlikely to be a result of alternative factors. Our 

data shows that the spontaneous activity of many neurons tracks ongoing locomotion speed with 

high reliability even when excluding periods of immobility (Fig. 4H and Fig. 6H) and that neural 

activity tracks locomotion speed with a rapid time constant (Suppl. Fig. 7). In contrast, while 

arousal level, attention and motivation can all influence spontaneous activity in the auditory 

cortex (Lin et al., 2019; McGinley et al., 2015b; Reimer et al., 2016; Schwartz et al., 2020) and 

typically increase in the transition from immobility to locomotion, there is no evidence that they 

rapidly track ongoing changes in locomotion speed. Specifically, previous studies that recorded 

pupil size as an indicator of arousal found that pupil size is larger during periods of locomotion 

relative to immobility, but it does not fluctuate rapidly enough to track locomotion speed 

(Khoury et al., 2023; McGinley et al., 2015b; Mineault et al., 2016; Reimer et al., 2016; Vinck et 

al., 2015a). Furthermore, ongoing firing rates were found to be higher during locomotion than 

during immobility for the same level of pupil-measured arousal (McGinley et al., 2015a). 

Moreover, the similarity in our findings of locomotion speed coding in the mouse imaging data 

and the rat electrophysiology data, as well as the similarity in speed coding across the rat training 

days (Suppl. Fig. 9C), despite substantial differences in the motivational and attentional demands 

across these conditions, further reduce the likelihood that these factors substantially contribute to 

the findings. Finally, studies in other cortical areas also suggest distinct contributions of arousal 

and locomotion on cortical activity (Khoury et al., 2023; Vinck et al., 2015a). The contribution 

of physical effort is harder to dissociate from locomotion speed, as these behavioral attributes are 

strongly linked. To do this, future studies could use elevated surfaces or treadmills with varying 

degrees of resistance. An additional alternative is that the encoding of locomotion speed is linked 

to coding of sound source location (Harrington et al., 2008; King et al., 2007; Middlebrooks & 

Pettigrew, 1981; Recanzone et al., 2000; Town et al., 2017; Wood et al., 2019). As an animal 

runs faster through its environment, it experiences an increased level of change in sound source 

locations relative to itself, and this could be reflected in ongoing activity. In our mouse imaging 

data, animals were head fixed and thus sound source locations did not actually move relative to 

the animal, arguing against this possibility. However, we cannot rule out a contribution from 

secondary factors related to spatial hearing, such as increased spatial attention effort. To test this 
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possibility, future studies could modulate the relationship between running speed and attended 

sound source location, for example with an auditory virtual reality (Gao et al., 2020). 

Finally, the degree of stimulus-specificity of the apparent response suppression during 

locomotion remains to be further explored. Indeed, locomotion-related attenuation of self-

generated sounds is stimulus- and prediction-dependent (Audette et al., 2022; Clayton et al., 

2021; Rummell et al., 2016; Schneider et al., 2018; Sigurdsson, 2019). In our imaging 

experiments we found that responses to BBN, pure tones and complex sounds were similarly 

suppressed during locomotion, though neither of these sounds carried immediate behavioral 

meaning to the animal and were presented at the same sound intensity. In our 

electrophysiological data, in which the target sound gained reward-location-predictive meaning 

across training, we found that locomotion-related responses strengthened (or were less 

attenuated) across days of training (Suppl. Fig. 9). This suggests that locomotion-related 

attenuation of sound responses in the auditory cortex may be salience-dependent. Moreover, 

sound intensity may strongly shape locomotion-related response modulation, with larger 

suppression of near-threshold sounds and lower suppression of mild sounds. Indeed, studies in 

humans have found that sound intensity and meaning influence the interaction between motor 

action and sound perception (Reznik & Mukamel, 2019). Future studies are required to further 

determine how locomotion modulates AC responses to sounds of varying attributes, such as 

intensity, behavioral relevance, valence and sound source location. 

2.9 Methods 

All procedures followed laboratory animal care guidelines approved by the University of 

Michigan Institutional Animal Care and Use Committee and conformed to National Institutes of 

Health guidelines. 

2.9.1 Animals 

A total of 32 male and female Thy1-GCaMP6f mice (C57BL/6J-Tg(Thy1-

GCaMP6f)GP5.17Dkim/J, JAX stock No: 025393) between the ages of 12-23 weeks were used 

in this study (15 in the behavioral experiments and 17 in the two-photon experiments). Mice 

were kept on a reverse light cycle and all imaging and behavioral sessions were performed in the 

dark cycle. 
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Data from 4 Long Evans male rats aged 4–5 months and weighing 450–550 g were also included 

in this study. Auditory cortical sleep data from these rats has been reported in an earlier study 

(Rothschild et al., 2017). 

2.9.2 Mouse surgery 

Mice were anesthetized with Ketamine-Xylazine or isoflurane and implanted with a custom 

lightweight (<1 gr.) titanium head bar. For two photon calcium imaging, the muscle overlying 

the right AC was removed and a 3 mm diameter glass cranial window was implanted over the 

right AC. For the cortical inactivation experiments, small bilateral craniotomies were drilled 

above the AC and either 2 mm or 3 mm length custom cannulas (Plastics One, MA) were 

lowered into the AC. Mice received postop antibiotic ointment and Carprofen and were allowed 

to recover for at least 5 days before any imaging or behavioral sessions. 

2.9.3 Appetitive trace conditioning and AC inactivation 

Mice were placed on water restriction 48 hours prior to behavioral training and received ad 

libitum access to food. During training and testing, mice were placed in a custom built 

behavioral training box, in which they were head fixed on top of a rotatable plate with an 

accessible water reward port. A custom Arduino-based system that received input from a rotary 

encoder at the base of the plate allowed presenting sounds from a speaker placed ~10cm in front 

of the animal in either immobility or locomotion. 

Appetitive trace conditioning in immobility: Animals were trained to associate a 1 s 8 kHz tone 

with subsequent water reward delivered after a delay of 1s following sound termination. Sounds 

(followed by water rewards) were presented following a period of continuous immobility that 

randomly varied across trials between 5-10 s. If the animal ran, the immobile duration counter 

was reset. Animals advanced to the testing phase only after they displayed consistent post-sound 

reward-predictive licking in locomotion for 2 consecutive days. Animals were tested following 

bilateral infusion of 750 nL PBS solution into AC. 24 hours following PBS infusions animals 

were tested following bilateral infusions of 750 nL muscimol (1 µg/µl). Unrewarded catch trials 

(10% of trials) were used to validate sound-triggered licking. 

Appetitive trace conditioning in locomotion: A different group of mice were trained on a similar 

task in which sounds were presented during locomotion. Specifically, mice were trained on a 
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task in which sounds (followed by water reward) were presented exclusively in locomotion after 

the animal had run a distance that randomly varied across trials between 25 and 55 20ths of a full 

rotation. If the animal paused for longer than 2 s then the trial was reset. Animals advanced to the 

testing phase only after they displayed consistent post-sound reward-predictive licking in 

locomotion for 2 consecutive days.  Unrewarded catch trials (10% of trials) and immobility trials 

were used to validate sound-triggered and locomotion-specific licking, respectively. Similar to 

the immobility conditions, mice were first tested following infusion of 750 nL PBS solution into 

AC and 24 hours later following muscimol infusion. 

To quantify the association between sound and subsequent water reward, we quantified the 

degree of increased licking in the 1 s window following sound termination and before reward 

delivery (0-1000 ms from sound offset) relative to the pre-sound baseline lick rate ((-1500) – (-

500) ms from sound onset). To this end we defined a “predictive lick index” as the across-trials 

average difference between the number of licks in the post-sound window and that of the pre-

sound window. 

2.9.4 Two-photon imaging 

During imaging sessions, mice were placed on a rotating plate while being head fixed under the 

microscope objective. Imaging was carried out while the head of the animal was straight, with 

the objective tilted using an orbital nosepiece to allow optical access to the AC. Mice were 

allowed to initiate movement at their leisure. Imaging was performed using an Ultima IV two-

photon microscope (Bruker), a pulsed tunable laser (MaiTai eHP DeepSee by Spectra Physics) 

providing excitation light at 940nm and 16X or 40X water-immersion objectives (Nikon). 

Images (256X256 pixels) were acquired using galvanometric mirrors at ~3 Hz to optimize signal 

quality and cell separation. The microscope was placed in an enclosed chamber in a dark, quiet 

room. Neurons were imaged at depths of 150-350 µM, corresponding to cortical L2/3. 

During imaging sessions, the mouse’s behavior was video recorded using an infrared camera, 

which was synchronized offline with the imaging data acquisition. Locomotion and immobility 

were determined offline using semi-automatic movement-detection MATLAB code with manual 

thresholding and supervision. In addition, in most imaging sessions a rotary encoder was 

positioned at the base of the rotating plate allowing to acquire continuous locomotion speed. In a 

given daily imaging session, responses of the same neurons were imaged to multiple sound 
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protocols. Different neuronal ensembles in the same mice were typically imaged on separate 

days. 

Auditory stimuli were delivered via an open-field magnetic speaker (MF1, Tucker Davis 

Technologies) at 75 dB. The broadband noise bursts protocol consisted of 45 repeats of 1 s white 

noise bursts with an interstimulus interval of 3 ± 1s. The sound-masking sessions consisted of 

continuous presentation of broad band noise at 80 dB. The pure tone protocol (Suppl. Fig. 1) 

consisted of three randomly shuffled pure tones (2 kHz, 4 kHz, 8 kHz), of 20 repeats, with a 

duration of 1s and an interstimulus interval of 3±1s. The complex sound protocol (Suppl. Fig. 1) 

consisted of four randomly shuffled complex sounds (cricket, sparrow, scratch, water), with 20 

or 9 repeats per stimulus. Complex stimuli duration ranged from 0.2-0.5s, padded with 0.8-0.2s 

of silence to create 1s long stimuli frames and an insterstimulus interval of 3±1s. 

2.9.5 Imaging data preprocessing and analysis 

Daily imaging data of the same ensemble across multiple sound protocols was concatenated and 

then preprocessed using the open source Suite2P software (Pachitariu et al., 2017) for movement 

correction and neuronal ROI detection within the ensemble. Neural data, sound stimuli and 

locomotion speed signals were aligned. 

Data analysis was performed using custom software written in Matlab (MathWorks). 

Relative change in fluorescence (ΔF/F) across time (t) was calculated for each detected cell as 

(F(t)-median(F))/(median(F)), where F(t) is the mean brightness of the cell’s pixels at time t. 

For determination of BBN-responsiveness of individual neurons and quantification of activity in 

the pre-stimulus time window (Ongoing) and stimulus time window (Evoked), the mean ΔF/F 

was taken across 1-4 samples preceding stimulus onset (corresponding to ~-1.2 – 0 s), and 1-4 

samples following stimulus onset (corresponding to ~0 – 1.2 s), respectively. A cell was 

determined as BBN-responsive if ΔF/F during the stimulus time window was significantly higher 

than during the pre-stimulus time window using a one-tailed paired t-test at P<0.05 across all 

immobile trials. Ongoing activity levels in immobility/locomotion in the presence of background 

masking noise was quantified as the average ΔF/F across all time points of 

immobility/locomotion in the session. 

A difference in BBN-evoked response magnitude between immobility and locomotion was 

determined using an unpaired two-sided t-test (at P<0.05) of the response magnitudes during the 
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immobility and locomotion trials. Neurons with 8 or fewer responses in either state 

(immobility/locomotion) were excluded from immobility/locomotion comparisons. To determine 

a difference in the influence of locomotion on responses to tones and complex sounds, 

locomotion and immobility trials of each stimulus were compared separately. 

Noise correlations between pairs of simultaneously imaged neurons were calculated as the 

Pearson correlation between their trial-by-trial baseline-subtracted sound responses. Cross-

correlations between pairs of simultaneously imaged neurons were calculated as the cross-

correlation between their continuous ΔF/F traces. Cross-correlations were normalized such that 

the autocorrelations at zero lag equal 1. Noise correlations and cross-correlations were calculated 

separately between pairs of neurons whose sound-evoked responses were (1) Both significantly 

enhanced during locomotion, (2) Both significantly suppressed during locomotion and (3) One 

neuron significantly enhanced and the other significantly suppressed during locomotion. A 

difference in the peak of cross-correlations between groups was tested by taking the maximum 

values of each cross-correlogram within a lag of ±0.66 and comparing these values across groups 

using a one-way ANOVA. 

For calculating ΔF/F-locomotion speed correlations and speed prediction, the daily locomotion 

speed was smoothed using a 6-sample (~2 s) moving average filter. The ΔF/F-locomotion speed 

correlation was calculated as the Pearson correlation between the continuous ΔF/F trace of each 

neuron and the animal’s locomotion speed. 

Speed prediction was carried out using cross-validated generalized linear models on the day’s 

ensemble continuous activity patterns and locomotion speed. For a given ensemble, the data 

included the daily continuous locomotion speed and ΔF/F traces of all cells. ΔF/F traces of each 

cell were smoothed using a 3-sample (~1 s) moving average filter. Locomotion speed in cm/s 

was log-transformed using  log⁡〖(speed+1).〗  In the model training phase, a random half of 

the daily sample points (“training set”) of locomotion and corresponding ensemble ΔF/F values 

were used to train a generalized linear model. In the test phase, the model used the remaining 

ensemble ΔF/F values (“test set”) to predict the corresponding (log) locomotion speeds. 

Prediction performance was quantified by the Spearman correlation between the predicted 

speeds and the real speeds. This procedure was repeated 200 times and the correlation values 

averaged across repeats to yield the final prediction performance. Repeats in which the test set 

included fewer than 10 non-zero speed values were excluded. 
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Stimulus detection during locomotion was quantified using cross-validated SVM analyses. Only 

ensembles with more than 10 cells and 12 trials in both immobility and locomotion were 

included in the decoding analyses. Data consisted of all ensemble activity patterns before BBN 

presentation (i.e., across-trials ensemble activity in the pre-stimulus time windows) and during 

BBN presentation (i.e., across-trials ensemble activity in the stimulus time windows) that 

occurred during locomotion. An SVM model was constructed on this data and a 10-fold cross 

validation was used to estimate the ability of the ensemble to discriminate between the pre-

stimulus and stimulus ensemble activity patterns. Detection performance was defined as the 

across-fold average of percent correct predictions. To estimate significance of prediction, this 

procedure was performed 200 times on shuffled data identity and significant detection was 

determined if detection performance was higher than 95% of shuffles. Discrimination of 

locomotion state (immobility/locomotion) was carried out in a similar manner, but using (1) The 

ensemble activity patterns during the pre-stimulus time windows in immobility and (2) The pre-

stimulus time windows in locomotion, as the data to be discriminated. Discrimination between 

the four combinations of sound occurrence and locomotion state was carried out similarly using a 

linear discriminant analysis, but using the ensemble activity patterns during (1) Pre-stimulus time 

windows in immobility (2) Pre-stimulus time windows in locomotion (3) Stimulus time windows 

in immobility (4) Stimulus time windows in locomotion, as the data to be discriminated. The 

same number of trials was included in the three models (stimulus detection during locomotion, 

state discrimination and stimulus+state discrimination) by removing excess trials in the data with 

more trials. 

Analysis of the electrophysiology data was carried out similarly to the imaging data, but using 

spike counts instead of ΔF/F as the neural measure and using a stimulus response time window 

of 1-450 ms and a pre-stimulus time window of -450-0 ms relative to sound onset. Immobility 

was determined as speed <= 4 cm/s, Neurons with 10 or fewer responses in either state 

(immobility/locomotion) were excluded from immobility/locomotion comparisons. A minimum 

of 20 trials in both immobility and locomotion were required for inclusion in the decoding 

analyses. Spiking-speed correlations were calculated by binning spiking and speeds into 200 ms 

bins and calculating the Spearman correlation. Speed prediction of movement-only data excluded 

all data with movement slower than 0.65 cm/s. Discrimination between the 4 state/sound 

combinations were carried out using a pseudolinear discriminant analysis. 
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2.9.6 Rat pretraining, surgery and electrophysiological recordings 

The rat behavioral and surgery procedures have been described previously (Znamenskiy & 

Zador, 2013). Briefly, after habituation to daily handling over several weeks, rats were pretrained 

to run on an E-shaped raised track for liquid food rewards (sweetened condensed milk). Rats 

were then implanted with a microdrive array with 21 independently moveable tetrodes (groups of 

four twisted 12.5 μm nichrome wires assembled in a bundle). Seven tetrodes were targeted to the 

left primary AC (−4.8 mm AP, 5.5 mm ML, 25° lateral from midline). Other tetrodes targeted 

left dorsal CA1 region of the hippocampus and left PFC, but these data are not included here. 

Over the course of two weeks following implantation, AC tetrodes were advanced gradually and 

responses to sound stimuli were used to validate approach to primary AC. Based on histological 

sections and the ventro-lateral angle of parallel tetrodes targeting the AC, the rat data likely 

includes neurons from a mixture of layers from 2-5 

Data were collected using the NSpike data acquisition system (L.M. Frank and J. MacArthur, 

Harvard Instrumentation Design Laboratory). Spike data were sampled at 30 kHz, digitally 

filtered between 300 Hz and 6 kHz (two-pole Bessel for high and low pass) and threshold 

crossing events were saved to disk (40 samples at 30 kHz). Individual units (putative single 

neurons) were identified by clustering spikes using peak amplitude, principal components and 

spike width as variables (MatClust). Behavior sessions were recorded with an overhead 

monochrome CCD camera (30 fps) and the animal’s position and speed were detected using an 

infrared light emitting diode array with a large and a small cluster of diodes attached to the 

preamps. For binary assignment of immobility and locomotion we used a standard 4 cm/s speed 

threshold. 

Approximately 14 d after implantation, animals were introduced to the Y-track and data 

gathering commenced. Animals were trained on the Y-track for 10–12 d in 3–4 20-min training 

sessions per day with interleaving 20- to 30-min sleep sessions in the rest box. Data for each 

neuron was pooled across daily sessions. During training sessions, sweetened condensed milk 

rewards were automatically delivered in food wells triggered by animal’s nose-poke crossing of 

an IR beam. Rats initiated each trial by a nose-poke in the home well and receiving a reward. In 

~75% of trials the next reward was delivered in the silent well if the rat nose-poked there. In a 

pseudorandom ~25% of trials (sound trials separated by 2–5 silent trials), 5 s after nose-poking 

in the home arm, a target sound series was emitted from a speaker, indicating that the next 
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reward would be delivered in the sound well if the rat next nose-poked there. The speaker was 

placed at the end of the sound arm in the first days of training and moved to the center junction 

after rats displayed consistent correct choices in more than ~70% of trials. The target sound was 

a pair of upward chirps, consisting of one 200-ms chirp with frequency modulated from 3 to 4 

kHz, an interchirp interval of 50 ms, and a second 200-ms chirp with frequency modulated from 

9 to 12 kHz. The series of target sounds was presented at 1 Hz and stopped after 12 s or once the 

rat made a correct or incorrect choice by a nose-poke in one of the wells. The sound-evoked 

responses analyzed in Fig. 6 include sounds in which the spatial orientation and distance between 

the animal and the speaker varied based on the animal’s behavior. Thus, the data contains 

variability of effective intensity and spatial orientation of the sound source. Reward amount in 

the sound well was double the reward amount in the home or silent well. Following the Y-track 

training days, two rats continued to perform the same task on a W-shaped track for an additional 

3 days. 

 

2.10 Supplemental Figures 

 
Supplemental Figure 1 AC inactivation alters locomotion speed following sound presentation (A) Sound-triggered PSTH 
showing changes in locomotor activity following sound presentation in locomotion in PBS (blue) and MUS (orange). (B) (Left) 
No significant difference in average step rate at sound onset for animals under PBS and MUS conditions (P = 0.569, two-sided 
Wilcoxon signed-rank test). (Right) Significant difference in the average step rate preceding reward delivery for animals under 
PBS and MUS conditions (P = 0.0078, two-sided Wilcoxon signed-rank test). (C) Relative decrease in locomotion speed 
following sound onset and preceding reward delivery is significantly greater in PBS compared to MUS conditions (P = 0.0078, 
two-sided Wilcoxon signed-rank test). 
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Supplemental Figure 2 Auditory cortical inactivation does not induce a significant impairment in sound-triggered 
reward-predictive licking in immobility (A–C) Similar to Figure 2.1A–1C for immobility conditions. C: P = 0.46875, signed-
rank test. (D) Calculation of predictive lick index in immobility and locomotion using an alternative lick window of 0–2 s. 
Immobility: P = 0.15625; Locomotion: P = 0.0391, signed-rank test. 

 
Supplemental Figure 3 Locomotion influence on AC responses to tones and complex sounds Baseline-subtracted sound-
evoked responses in immobility and locomotion for tones (top) and complex sounds (bottom). Graphical conventions same as 
Figure 2.2E. While individual responses showed diversity in locomotion-related influence, population-level responses to both 
tones and complex sounds were significantly reduced during locomotion (Tones: P = 3.7 × 10−5, Complex sounds: P = 0.0402, 
two-sided Wilcoxon signed-rank test). 
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Supplemental Figure 4 Influence of locomotion on ongoing activity under masking noise conditions. 

 
Supplemental Figure 5 Locomotion influence on all neurons (including sound-unresponsive) Same layout as Figure 2.3B 
and 3D. Left, P = 7.05 × 10−27; middle, P = 4.11 × 10−29; right, P = 0.0693, two-sided Wilcoxon signed-rank test. 
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Supplemental Figure 6 Locomotion modulation of putative fast-spiking interneurons (A) Detection of putative FS 
interneurons (red) based on spike width and firing rate. (B) Waveforms of putative FS (red) and RS (black) neurons. (C) 
Influence of locomotion on sound-evoked responses of putative FS interneurons (as in Figure 2.2E). (D) Distribution of spiking-
speed correlation for putative FS interneurons (orange) over the distribution for putative RS neurons (as in Fig 2.4D). The 
distribution of FS neurons was significantly higher than that of RS neurons (P = 0.0055, rank-sum test). There was no significant 
correlation between firing rate and spiking-speed correlation within putative excitatory neurons (R = −0.037, P = 0.557) or within 
putative FS interneurons (R = −0.075, P = 0.62). (E) Speed prediction performance of putative RS and FS single neurons. 
Prediction of FS neurons showed a higher trend, though this did not reach significance (P = 0.1036, rank-sum test). 

 

Supplemental Figure 7 Auto correlation of speed (purple) and cross-correlation of speed and spiking (green) across the 
electrophysiology dataset, calculated across all data where the speed-spiking correlation was > = 0.3 Inset shows enlarged 
view of the highlighted area. 
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Supplemental Figure 8 Relationship between the number of cells in an ensemble and speed prediction performance in the 
electrophysiological data.. 

 

 

 

Supplemental Figure 9 Sound detection performance of electrophysiological data Sound detection in locomotion (A) sound 
detection in immobility (B) and speed coding (C) across training days for the electrophysiology data. 
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Chapter 3 Sound Source Tracking: Continuous Movement of External Sounds Guides 

Behavior and is Encoded by Auditory Cortical Neuronal Ensembles 

 The ability to process, interpret, and act upon moving objects in the environment is 

critical for survival and adaptive behavior. It is this ability that allows humans and animals to be 

able to respond to and track a predator, prey, or, mate. While some work has been done to 

understand aspects of a moving object, how an object moves throughout the environment and if 

this influences behavior and neural activity remains to be fully addressed. Specifically in the 

auditory modality, discrete changes in location and sound intensity have been used to study 

components of the motion of an object. However, objects continuously move through the 

environment producing gradual changes in sensory information that distinguish its movement. 

Furthermore, whether the continuous movement of an object in the environment, or object 

tracking, is used to drive behaviors and if this is encoded by sensory neural populations has not 

been extensively addressed. Here, I test the hypothesis that movement information of a 

continuously moving sound-producing object is encoded by neural populations and used to learn 

adaptive behaviors. To test this hypothesis, I designed a continuously moving sound-producing 

object, The Doppler. Using The Doppler, I found that animals can be trained to track and predict 

the consequences of a continuously moving object across multiple speeds. Using The Doppler in 

combination with two-photon calcium imaging of local excitatory layer 2/3 auditory cortical 

neural populations in awake mice, I found that the continuous movement of a sound object had 

diverse influences on the activity of different neurons, and this was dependent on the location 

and speed of the object. I found that across slow and fast-moving conditions baseline-subtracted 

sound-evoked neural responses of auditory cortical neurons were larger in non-movement 

conditions compared to moving conditions. Interestingly, I found that compared to slow-moving 

objects, fast moving objects caused an increase in sound-evoked activity at discrete stationary 

locations, while causing a larger suppression of neural activity during moving states. Underlying 

this change in sound-evoked activity was a change in the responsiveness of auditory cortical 

neurons, with greater speed causing a larger proportion of auditory neurons to become 
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responsive. Together this data suggests that the continuous movement of an object can inform 

the animal of an upcoming consequence and that auditory neural populations can encode aspects 

of the object’s behavior such as location, movement, and speed.  

3.1 Introduction 

Throughout the day, animals and humans are continuously processing and integrating 

sensory information to guide adaptive behavior and survival. In the environment sensory 

information can come from a static source or a moving source and both are equally important for 

survival. For example, if someone standing far away were to yell “duck,” the listener would 

respond by getting closer to the ground to avoid being hit by a golf ball. However, if no one 

yelled, but there was a constant whirring sound getting louder and louder, this too would indicate 

an approaching object and cause a behavioral response to look around and crouch for cover. 

Thus, sounds can carry different information about the sound source and the nature of its 

movements. Animals and humans use sound sources and their movement information to produce 

sound source tracking behavior, or the ability to continuously monitor changes in location and 

intensity across time of sound-producing objects for adaptive purposes. A great example to 

illustrate this comes from the bat's ability to use echolocation, or to use the changes in sound 

vibrations to be able to identify and locate a moving target. In these studies, the auditory cortical 

activity of bats is enhanced to be able to identify and track objects as they move (Ghose et 

al.,2006; Moss et al., 2001; Falk et al., 2014; Triblehorn & Yager, 2005).  Understanding how 

the brain can perceive moving sound sources and track their movement is critical to 

understanding how animals and humans navigate the real world. Despite this, very little to no 

work has been done to understand how a continuously moving sound source is processed and 

used to guide behaviors.  

Across the sensory modalities, research has consistently used stationary objects to 

understand principles of object motion, with most of the work being done in the visual modality. 

By placing subjects in front of a stationary screen and using changing visual stimuli, scientists 

recreate external movement using a virtual reality system (Marques et al., 2018; Douglas et al., 

2006; Niell & Stryker 2008; Metin et al., 1988; Stirman et al., 2016). By using this method, 

researchers demonstrated that V1 neurons can encode for the directionality of a moving object by 

training animals to lick to visual stimuli moving along a nasal or temporal plane. In this study 
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two-photon calcium imaging of V1 neurons showed that there are distinct subpopulations of 

neurons that preferentially respond to sounds moving in either the nasal or temporal direction 

(Marques et al., 2018).  By using a closed-loop system tied to the animal’s locomotion to make 

an external virtual reality track move, researchers showed that V1 neurons can encode the speed 

of the external object (Ayaz et al., 2013; Flossman & Rochefort, 2021).  Beyond simply 

encoding external motion research has shown that visual cortical activity uses motion perception 

to guide adaptive behaviors, such as tracking the location of prey. When animals were placed in 

an open field with an appetitive prey positioned in the corner, animals quickly moved towards 

and captured the prey. However, when visual information was eliminated by placing animals in a 

dark box, animals took significantly longer to find their prey. Thus, visual information is 

necessary for animals to guide behavior in a tracking task (Hoy et al., 2016). In the visual 

modality, the primary visual cortex serves as a center for integrating visual stimuli and their 

movement information to guide behavioral performance (Hoy et al., 2016; Marques et al., 2018; 

Douglas et al., 2006; Ayaz et al, 2013; Flossman & Rochefort, 2021; Metin et al., 1988; Stirman 

et al., 2016). However, in these studies, objects were not moved, and ethologically speaking, 

there is a difference between approaching a stationary object and an object approaching you, or 

watching an object move on a stationary screen.   

In the auditory modality, less work has been done to understand how the movement of an 

object is processed and its ability to guide adaptive behaviors. Studies in the auditory modality 

have focused on understanding sound source localization, or the ability to track changes in an 

object’s spatial position. Work in this field has shown that auditory cortical neurons respond to 

and encode the sound of an external object as well as the discrete changes in spatial position 

along the azimuth (Town et al, 2017; King et al., 2007). Furthermore, animals can use this 

information to predict the movement direction of the object by correctly licking a reward port if a 

sound moves from left to right, or right to left (Wood et al., 2019). In the context of sound source 

localization, interaural time differences and interaural level differences heavily shape the ability 

to locate a sound source respective to the listener’s head (Blauert & Lindleman,1986; Bizley et 

al.,2009; Town et al., 2017; King et al., 2007).  When a sound-producing object moves in space, 

it will generate sound waves that will reach the ears for processing. Because humans and animals 

have binaural hearing, sounds produced by objects on either side of the observer, will take longer 

to reach one of the ears producing a slight difference in time and intensity. Using interaural time 
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and level differences, the movement, or change in spatial location, of an object can be inferred 

by changes in these cues (Bizley et al.,2009; Town et al., 2017; King et al., 2007). In one of the 

few studies to continuously move a sound source along the azimuth researchers found that 

individual neurons responded to the location of a sound source and were modulated by its 

movement (Ahissar et al., 1992). This suggests that in the AC movement of a sound source may 

modulate neural activity. However, in this study objects were moved along a horizontal azimuth. 

By moving along this plane, whether neural activity reflected an encoding of pure movement or a 

change in interaural level and time differences, cannot be disentangled. 

When objects move along the frontal plane, sound intensities become louder or weaker 

depending on whether a sound is approaching or receding, respectively. In a pioneering study, 

researchers focused on the changes in sound properties, as opposed to changes in location to 

understand how the movement of sound objects was perceived. By using looming sounds, a 

sound quickly increases or decreases intensity to mimic the approaching or receding nature of an 

external sound source, researchers were able to elicit defensive behaviors to approaching 

looming sounds. In this study, inactivating the AC impaired the animal’s ability to produce 

defensive behaviors to the looming sound, suggesting that the AC is necessary to understand a 

sound is moving toward the observer (Li et al., 2021). One limitation of this study is that 

researchers utilize a stationary speaker at a discrete location to mimic sound source movement. 

Thus, while reproducing the acoustic effects of movement, no movement of the external object 

occurred.  In the real world, sound source tracking involves the integration of these components, 

or the continuous monitoring of a sound source as it moves locations, which produces gradual 

changes in sound intensity, creating a looming or Doppler effect (Li et al., Vessely et al., 2018). 

  To understand how a continuously moving object is processed I created a novel 

behavioral setup, The Doppler, that allows an object to continuously move while generating 

sensory stimuli. Because this study aims to understand if the motion of an object can guide 

behavior, the Doppler moves along the frontal axis to control for and eliminate the use of 

interaural and time differences by the auditory cortex. However spectral cues, or changes in 

sound perception due to changes in sound elevation or front-back distance remained. While 

spectral cues can be used to determine changes in position along the azimuth, they are 

intrinsically necessary to detect changes in position along the frontal plane (Ito et al., 2020).  By 

allowing the object to move across space and time without any binaural cues, this study is a first 
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of its kind, aiming to understand if and how animals use the motion of an external object to guide 

behavior as it moves and changes distance along the frontal plane.  

In this study, I use a novel sound source tracking task to test the hypothesis that mice use 

the movement of an external sound source to guide behavior. To do this I train mice to 

understand that an approaching sound source signals an incoming reward. Furthermore, by 

combining The Doppler, with two-photon calcium imaging I test whether auditory cortical 

neuronal ensembles actively encode information about the object’s movement. Specifically, I test 

whether auditory cortical neuronal ensembles can encode the location, movement state, direction, 

and speed of an externally moving sound source. All together this study tests whether the 

external motion of an object is used to guide behavior and the neural properties that are encoded 

alongside this phenomenon.  

3.2 Continuously moving sound sources guide learning and adaptive behavior 

Previous studies have shown that changes in the spatial location of a sound-producing 

object can be used to guide behavior, however, have not addressed whether a continuously 

moving sound source can do the same (Wood et al., 2019). To determine if a continuously 

moving sound source can inform an animal about the consequences of movement, I developed a 

novel behavioral recording setup to measure sound-guided reward predictive licking during 

conditions in which a sound source was approaching (Figure3.1A). Male and female mice 

(N=11) were first implanted with titanium headbars and allowed to recover. Mice were then 

placed on water restriction and trained on an appetitive trace conditioning task. Head-fixed mice 

were placed on top of a rotatable plate, in front of a visual block, reward delivery system, and a 

continuously moving speaker on a linear actuator( Figure3.1A). Using an Arduino system to 

control the movement of the linear actuator, training trials were initiated by the continuous 

movement of the speaker from the out-most position, “Far”, to in front of the visual block, 

“Close”. During training trials, constant 8 kHz tones (125ms duration) were emitted by the 

moving speaker for the entirety of its movement path from “far” to “close”. Once the speaker 

reached the “close” position a delay period was initiated (1s duration), immediately followed by 

a water reward (“delay” Fig 3.1A). During daily recording sessions, each animal was exposed to 

3 blocks of (n=20) training trials. Each training block was varied in how fast the moving 

speaking approached and thus the total time taken in traveling the same distance, slow (12s), mid 
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(8s), and fast (6s) (Fig 3.1A).  For each training block a Predictive Lick Index (PLI) was 

determined by comparing the lick rate during the predictive lick window, 1s before reaching 

“close” until the end of the delay, to the baseline licking of each animal, which consisted of 2s 

following movement initiation (“predictive lick” “baseline lick” Fig3.1A, B). Mice were trained 

until they learned to predict a reward to an approaching sound source. Learning was quantified as 

a significant increase in PLI, or amount of licking during the predictive window compared to the 

baseline window, across speed conditions. Animals were considered trained after two 

consecutive days of PLI scores reflecting a significant difference between, predictive and 

baseline licking (Fig 3.1B). As the total time traveled varied, but not the total distance traveled, 

our results show that across learning of an approaching sound source, the lick rate of mice 

significantly increases (Fig 3.1C). Using the PLI as an index of learning, animals show a 

significantly higher score in trained conditions compared to initial baseline conditions (Fig 

3.1D). These animals also demonstrate a global increase in licking.  Overall, these results 

demonstrate that mice can be trained to predict the expectancy of an upcoming reward based on 

the movement of an object approaching them. In this study design, binaural cues were controlled 

for by moving along the frontal plane, however, other forms of learning may not have been 

controlled for. To test the hypothesis that the movement of an object is what is driving 

behavioral learning, I designed a control behavioral paradigm to for location, timing, and sound 

intensity cues.  
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Figure 3.1 Continuously moving sound sources guide learning and behavior. (A) Illustration of the behavioral 
set up for predictive licking to a moving sound source. (B) Left: Peri-sound lick rasters of an example behavioral 
session from baseline and trained animals. Licking in the yellow shaded area 1s before and 1s after movement and 
sound cessation and before reward delivery represents prediction of an upcoming reward. Licking in the orange 
shaded area 2s after movement and sound initiation represents baseline licking. Right: Peri sound lick histogram 
across animals and conditions performing a behavioral task. (C) Peri sound lick histogram across animals and 
conditions performing a behavioral task focused on the last 4s of movement to highlight an increase in predictive 
licking as a sound source approached. (D) There was a significant increase in predictive lick index following 
training (P=0.0001, signed rank test) Error bars represent meant +/- SEM across animals. Lines connecting pink and 
black dots represent data from the same animal across learning.  
 

3.3 Sound source tracking is not due to changes in location, intensity, or timing 

 Studies have shown that animals can use changes in location, intensity, and timing to 

learn a behavioral task (Li et al., 2021; Town et al, 2017; Wood et al., 2019; King et al., 2007; 
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Cook et al, 2022). Because the ability to track a continuously moving sound source requires 

processing and integration of all three components whether learning is due to one of these 

components was not clear. To address these confounds I tested whether the movement of an 

approaching sound source  signaled an upcoming reward and not one of these confounding 

variables. To do this, following training, animals underwent a testing phase. In this testing phase, 

mice were exposed to three conditions, Approaching, Stationary-Far, and Stationary-Close (Fig 

3.2A). In the Approaching condition, which consisted of 60% of all daily trials, the speaker 

approached the animal at a fixed speed of 8s per travel time followed by a 1s delay and 

subsequent water reward. PLI scores were calculated by comparing predictive licking to baseline 

licking, as noted above (Fig 3.2A top panel). In the Stationary-Far condition, the speaker 

remained stationary in the farthest position away from the animal, while continuously emitting 

the same number of sounds for the same duration as in the Approaching condition. This design 

tested for a timing mechanism of learning.  Consisting of 20% of all daily trials, Stationary-Far 

PLI scores were calculated by comparing baseline lick as the first 2s of each trial, or what 

would’ve been movement initiation, to the last 2 s of each trial before what would’ve been a 

water reward (Fig 3.2A middle panel). Lastly, in the Stationary-Close condition, 20% of trials 

began with the speaker moving to the closest position directly in front of the animal, without any 

sound being produced. Once at the inmost position, the speaker remained stationary and emitted 

the same number of sounds for the same duration as the Approaching condition. This design 

tested for location and sound intensity as mechanisms of learning. Stationary-Close PLI scores 

were calculated by comparing baseline lick as the first 2s of sound initiation, or what would’ve 

been movement initiation, to the last 2 s of each trial before what would’ve been a water reward 

(Fig 3.2A bottom panel). Our results show that mice selectively increase predictive licking only 

in the Approaching conditions as compared to the Stationary-Far and Stationary-Close 

conditions (Fig 3.2 B). By comparing PLI scores across conditions, our analysis show that 

animals have significantly higher predictive licking in the Approaching condition as compared to 

the Stationary-Far and Stationary-Close conditions. There was no significant difference in PLI 

between the Stationary-Far and Stationary-Close conditions (Fig 3.2C). Overall, these results 

suggest that mice tracked the movement of an object to predict an upcoming reward. Tracking of 

the sound object was independent of timing or changes in intensity of spatial location. To test 

whether this information is also encoded by auditory neural populations, I conducted two-photon 
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calcium imaging of animals while exposing them to a continuously moving sound source. To 

better understand how external sound movement is encoded, I decided to record neural activity 

under two different speeds (Fig 3.3A). Given that fast increases in sound intensity or looming 

sounds, produce defensive behaviors mediated by auditory cortical activity, whether gradually 

increasing sounds are encoded in the same way remains to be addressed. I hypothesize that sound 

objects moving at faster speeds, being associated with more defensive and dynamic acoustic 

changes, will be differentially encoded than objects moving at slower speeds by layer 2/3 AC 

neurons.   
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Figure 3.2 Sound source tracking is not due to changes in location, intensity, or timing. (A) Illustration of 
testing phase conditions. Top: Approaching sound source. Middle: Stationary-Far condition. Bottom: Stationary-
Close condition. (B)  Left: Peri-sound lick raster of an example behavioral testing session from a trained animal 
across testing phase conditions. Licking in the yellow shaded area represents 1s before and after movement cessation 
and before reward. In the stationary conditions, the yellow shaded area represents the same time points as moving 
conditions. The Orange shaded area represents the first 2s of movement or non-movement trials and sound initiation.  
Right: Peri-sound lick histogram across animals by testing phase conditions when performing a behavioral task (C) 
There was a significant difference between approaching sound source and stationary trials F(2,30)=10.94, P=0.0003. 
Multiple comparison analysis revealed a significant difference of Approaching and Stationary-Far (P=0.012) and 
Stationary-Close (P=0.000) but not between the Stationary-Far and Stationary-Close (P=0.293). Box Plot show the 
mean Predictive lick index as the red line and the lower and upper limits for 95% confidence intervals. 
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3.4 Acoustic properties of a continuously moving sound source during two-photon calcium 

imaging 

Having established that a continuously moving sound source can be used to train animals 

to understand the movement of an object can have consequences, I aimed to test whether 

auditory cortical neuronal ensembles themselves encoded information about a continuously 

moving object. To do this, I modified The Doppler to interact with a two-photon calcium 

imaging microscope (Fig 3.3 A). Before examining the auditory cortical neural encoding of a 

moving sound source, I tested the acoustic intensity and frequency components of the setup to 

determine how a continuously moving sound source would influence auditory neural activity 

based on changes in acoustic properties. This was done by placing a microphone directly under 

the animal (Fig 3.3 A).   
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Figure 3.3 Acoustic properties of a continuously moving sound source during two-photon calcium imaging (A) Illustration 
of the behavioral setup under a two photon (B) Left: Power spectrums of a moving sound source across location (Stationary-Far-
magenta, Stationary-Close-purple), and speed conditions (Red-slow, Green-fast). Right: There was a significant difference in 
sound intensity (dB) across location and speed conditions (Slow P=0.000, Fast P=0.000, signed rank test). Error bars represent 
mean +/- SEM across all trials. (C) Left: Power spectrums of a moving sound source across moving trials (Stationary-yellow, 
Moving-grey), and speed conditions (Red-slow, Green-fast). Left: There was  no significant difference in sound intensity (dB) 
across moving state and speed condition (Slow P=0.304, Fast P=0.899, signed rank test). Error bars represent mean +/- SEM 
across all trials. 

It is widely understood that auditory cortical neurons can encode changes in sound 

intensity that can be increased or decreased by location (Soeta & Nakagawa, 2012; Takahashi & 

Kaga, 2004; Schreiner & Malone, 2015). In this design, the Doppler moves from Stationary-Far 

to the Stationary-Close position while continuously emitting a 125ms broadband noise pulse and 

therefore I hypothesize a difference in the sound intensities across locations, but not frequency 

components as the sound remains the same. To address this, I tested if there were changes in 

frequency components between locations (Fig 3.3A left). Our results showed that there was no 
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discernable difference in the frequency components of the broadband noise between Stationary-

Far and Stationary-Close locations (Fig 3.3B Left top, bottom). As expected, there was a 

significant decibel change between locations reflecting the gradual increase and decrease in 

sound intensity caused by an object moving closer and farther away (M=4.5dB difference Slow, 

M=4.3dB difference Fast) (Fig 3.3B Right top bottom). Overall, sound frequency components 

did not differ between speed conditions, sound intensity gradually changed across locations and 

was overall larger in the Stationary-Close conditions. 

 Next, I tested whether the moving sound source produced a discernable difference in 

frequency components and sound intensities as a function of being in motion compared to 

periods of being in a discrete stationary location (Fig 3.3A Right). Our results showed that when 

the object was moving there was no difference in the frequency components of the sound source 

relative to when the sound source was at discrete stationary positions (Fig 3.3C Left top, 

bottom). Furthermore, there was no significant difference in the sound intensities between 

stationary and moving conditions (M=0.75dB difference Slow, M=0.31dB difference Fast) (Fig 

3.3C Right top, bottom). 

Overall, these results demonstrate continuously moving sound source will produce 

gradual changes in sound intensity across locations that replicate how an object's movement 

would influence sound intensity changes. Furthermore, the average sound intensities of a sound 

produced during movement were not different from sounds in stationary positions. Next, using 

two-photon calcium imaging I examined how the movement of a sound source was encoded by 

auditory neural populations. 

3.5 Auditory cortical neuronal ensembles encode for the location of a continuously moving 

sound source 

 In the previous section, I demonstrated that when an external object continuously moves 

from the Stationary-Far position to the Stationary-Close position, it causes a gradual change in 

sound intensity. Because auditory cortical neurons are known to encode sound intensity 

information, I aimed to replicate this finding in a moving sound source (Soeta & Nakagawa, 

2012; Takahashi & Kaga, 2004; Schreiner & Malone, 2015). To do this I carried out two-photon 

calcium imaging of head-fixed Thy-1GCamp6f mice (N=5) that were free to stand or run on a 

rotatable plate, while a moving sound source continuously moved from the Far to Close position, 
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across slow and fast movement speeds (Fig 3.4 A). I first examined how location modulated the 

responses of neurons to broadband noise (BBN) bursts in (n=962) primary auditory cortical 

neurons. In keeping with most previous studies, I examined the baseline-subtracted responses, 

which are defined as the difference between the activity evoked by the sound and the activity 

immediately preceding the sound. Specifically, to test for discrete location encoding I examined 

sound-evoked activity only at locations when The Doppler was temporarily immobile at 

Stationary-Far (blue) and Stationary-Close (magenta) positions, before beginning to move again 

(Fig 3.4 A).  Additionally, because animals were free to move and previous research shows self-

locomotion influences neural activity, all trials in which the animal was moving were not used in 

this analysis (Vivaldo et al., 2023).  Replicating previous findings in the literature, auditory 

cortical neurons had a diverse range of sound-evoked responses to different sound intensities 

caused by changes in location, including enhancement, invariance, and suppression (3.4B). 

Across all neurons that exhibited significant BBN-evoked responses (n=327) at discrete locations 

during slow-moving conditions to changes in Stationary-Far and Stationary-Close locations, the 

population-average responses were significantly greater in the Stationary-Far condition, 

inconsistent with our previous acoustic analysis and studies demonstrating more neural activity is 

recorded during louder conditions (Fig3.4C top). Additionally, I examined all neurons that 

exhibited significant BBN-evoked responses (n=296) at discrete locations in fast-moving 

conditions to changes in Stationary-Far and Stationary-Close locations. These results showed 

that the population-average responses of neurons in fast moving conditions were greater in the 

Stationary-Far conditions as well (Fig 3.4C middle). To examine how the speed of an object 

before reaching a stationary position influenced auditory processing, I examined the average 

difference of significant BBN-evoked responses across speed conditions at the Stationary-Far 

and Stationary-Close positions. My results show that there was a significant difference in the 

relative change in neural activity from Stationary-Far to Stationary-Close locations based on 

speed. These results showed that slower-moving conditions have a greater effect on the 

difference in neural activity between discrete locations and that this difference is smaller when 

objects are moving faster (Fig 3.4C bottom). Interestingly, how an object moved prior to 

reaching a stationary position influenced the overall population average responses of neurons to 

different locations. This difference was most pronounced for neural activity in the Stationary-

Close position, such that objects moving at a faster speed before reaching a specific location 
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enhanced population-average neural activity to sounds in the Stationary-Close position but had 

little effect on population averages to sound-evoked activity in the Stationary-Far position (Fig 

3.4C top middle). To further explore the nature of this finding I examined the distribution of 

sound-evoked responses to Stationary-Far and Stationary-Close conditions when objects 

gradually approached these distinct locations. In the slow-moving conditions, there was a 

heterogenous spread of neurons preferring a specific location (327/962 total, 34% of which 

sound-evoked magnitudes of 42/327, 46/327, and 239/327 were individually significantly 

Stationary-Close preferring, Stationary-Far preferring, and not showing a significant difference, 

respectively) (Fig3.4D top). Similarly in the fast-moving conditions, there was a heterogenous 

spread of neurons preferring a specific location (296/962, 28% of which sound-evoked 

magnitudes of 21/296, 40/296, and 208/296 were individually significantly Stationary-Close 

preferring, Stationary-Far preferring, and not showing a significant difference, respectively) (Fig 

3.4D bottom). Overall, more neurons were significantly BBN-evoked responsive in the slower 

condition compared to faster condition (n=327 slow, n=296 fast). Interestingly, of these neurons, 

the proportion of neurons that preferred the Stationary-Far location remained relatively the same 

across speeds, but there was an increase in the neurons that preferred the Stationary-Close 

condition in the faster moving condition, in agreement with an increase in population average 

neural activity to this condition at this speed.  
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Figure 3.4 Auditory cortical neuronal ensembles encode for the location of a continuously moving sound source (A) 
Illustration of the behavioral setup for recording a continuously moving sound source under two-photon calcium imaging. (B) 
Sound-triggered PSTHs from 6 example neurons. Sound presentations under slow conditions, red box. Sound presentations in the 
fast condition, green box. Sound presentation in the Stationary-Far condition, magenta. Sound presentation in the Stationary-
Close, purple. Moving sound sources showed a heterogeneous spread of sound-evoked responses at different locations including 
invariance (Red box neuron 2&3 Purple box neuron2) Stationary-Far preferring (Red box neuron 1 Purple box neuron 1) and 
Stationary-Close preferring (Blue box neuron3). (C) Top: There was significantly more sound-evoked activity to Stationary-Far 
positions compared to Stationary-Close, in slow moving conditions (P=0.002, signed rank test). Error bars represent the median 
+/- SEM across all trials. Middle: There was significantly more sound-evoked activity to Stationary-Far-positions compared to 
Stationary-Close, in fast-moving conditions (P=0.000, signed rank test). Error bars represent the median +/- SEM across all trials. 
Bottom: The difference in sound-evoked activity across locations was significantly larger in the slow-moving conditions than fast 
moving conditions (P=0.000, signed rank test). Error bars represent the median +/- SEM across all trials. (D) Top left: Sound 
evoked responses in Stationary-Far and Stationary-Close locations across all BBN responsive neurons during slow moving 
sessions. Magenta and purple dots represent neurons that individually exhibited a significantly stronger response to Stationary-
Far and Stationary-Close respectively. Black dots did not exhibit a significant difference. Top right: Proportion of BBN-
responsive neurons showing a significantly stronger response to Stationary-Far and Stationary-Close respectively during slow 
moving conditions.  Bottom left: Sound evoked responses in Stationary-Far and Stationary-Close locations across all BBN 
responsive neurons during fast-moving sessions. Magenta and purple dots represent neurons that individually exhibited a 
significantly stronger response to Stationary-Far and Stationary-Close respectively. Black dots did not exhibit a significant 
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difference. Bottom right: Proportion of BBN-responsive neurons showing a significantly stronger response to Stationary-Far and 
Stationary-Close respectively during fast-moving conditions. 

Overall, these results suggest that auditory cortical neuronal populations can encode for 

the location of a continuously moving object and this does not match onto the intensity of the 

object. Interestingly, slower-moving objects produce a large difference in activity due to 

differences in location. Faster moving objects overall enhance population level activity while 

simultaneously increasing the overall number of location-selective neurons and more so to the 

all-in condition, despite an overall weaker sound intensity. Because this analysis examined how 

the movement of an object influenced neural activity at discrete stationary locations, I next 

examined how neural activity during continuous movement modulated auditory cortical activity. 

3.6 Auditory cortical neuronal ensembles encode the movement state and speed of an 

external sound source 

 Previous research has attempted to replicate aspects of a moving sound source while 

recording neural activity, but no study to my knowledge has recorded neural activity under 

conditions in which an object is continuously moving across space and time in the frontal plane 

(Ahissar et al., 1992). To test the hypothesis that auditory cortical neurons encode the movement 

state and speed of the object, neuronal activity was recorded in sound-source stationary (yellow) 

and moving conditions (grey) (Figure 3.5 A). Auditory cortical neurons exhibited a diverse range 

of sound-evoked responses to BBN sounds during stationary and moving conditions, including 

enhancement, invariance, and suppression (3.5 B). Across all neurons that exhibited significant 

BBN-evoked responses (n=327) in slow speed conditions to changes in stationary or moving 

conditions, the population-average responses were significantly greater in the stationary 

positions compared to moving states (Fig3.5C top). Across all neurons that exhibited significant 

BBN-evoked responses (n=296) in fast speed conditions to changes stationary or moving 

conditions, the population-average responses were significantly greater in the stationary 

positions compared to moving states (Fig 3.5 C middle). To examine how the speed of the 

moving sound source influenced movement encoding, I examined the average difference of 

significant BBN-evoked responses across speed conditions to the stationary and moving 

conditions. Results showed that there was a significant difference in the relative change in neural 

activity caused by movement speed. These results showed that faster moving conditions have a 
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greater effect on the difference in neural activity between movement and stationary conditions, 

causing a significantly larger reduction in sound-evoked activity. (Fig 3.5C bottom). To further 

explore the nature of this change I examined how sound-evoked responsiveness changed across 

movement-state by the speed of moving object. In the slow-moving conditions, there was a 

heterogeneous spread of neurons preferring a specific movement state (327/962 total, 34% of 

which sound-evoked magnitudes of 56/327, 12/327, and 259/327 were individually significantly 

stationary preferring, movement preferring, and not showing a significant difference, 

respectively) (Fig3.5D top). Similarly in the fast-moving conditions, there was a heterogenous 

spread of neurons preferring a specific movement state (296/962, 28% of which sound-evoked 

magnitudes of 127/296, 62/296, and 80/296 were individually significantly stationary preferring, 

movement preferring, and not showing a significant difference, respectively) (Fig 3.5D bottom). 

Interestingly, more neurons were significantly BBN-evoked responsive to a movement state in 

the faster condition compared to the slower condition. Thus, despite overall movement-induced 

suppression, and an increase in speed enhancing this reduction in population-average BBN-

evoked neural activity, a much larger proportion of neurons encoded for the movement state of 

the object as speed increased. This proportion however was still smaller than stationary 

preferring neurons, which also saw an increase in responsiveness proportion across speed 

conditions. Conversely, neurons that were invariant to a movement state but sound responsive 

saw a drastic reduction in their proportion, switching to encoding for a movement state (Fig 

3.5D).  

Overall, these results suggest that auditory cortical neuronal ensembles can encode the 

movement state of an external object. Furthermore, as objects move faster in the environment, 

population-level sound-evoked activity in the AC is suppressed. Underlying this overall external-

movement-induced suppression is a significant increase in the number of neurons that encode for 

the movement state of the object, with fewer neurons becoming purely sound-responsive. Thus, 

auditory cortical populations integrate the movement state of the external object with their neural 

activity. Our results have shown that auditory cortical neurons encode for the location and 

movement-state of an object during locomotion, and thus I next test whether neurons encode for 

the integration of these two pieces of information or the direction of movement.    
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Figure 3.5 Auditory cortical neuronal ensembles encode for the movement state and speed of an external sound source (A) 
Illustration of the behavioral setup for recording a continuously moving sound source under two-photon calcium imaging. (B) 
Sound-triggered PSTHs from 6 example neurons. Sound presentations under slow conditions are in the red box, and sound 
presentations under fast condition are in the green box. Sound presentation in the stationary condition is colored in yellow, and 
sound presentation in the moving condition is colored in grey. Moving sound sources showed a heterogeneous spread of sound-
evoked responses at different movement states including invariance (Yellow box neuron 3 Green box neuron 2) stationary 
preferring (Yellow box neuron 1& 2 Green box neuron 1) and moving preferring (Green box neuron 3). (C) Top: There was 
significantly more sound-evoked activity to stationary compared movement, in slow-moving conditions (P=0.000, signed rank 
test). Error bars represent the median +/- SEM across all trials. Middle: There was significantly more sound-evoked activity to 
stationary positions compared to movement, in fast moving conditions (P=0.000, signed rank test). Error bars represent the 
median +/- SEM across all trials. Bottom: The difference in sound-evoked activity across movement states was significantly 
larger in the fast moving conditions than the slow moving conditions (P=0.000, signed rank test). Error bars represent the median 
+/- SEM across all trials. (D) Top left: Sound evoked responses in stationary and movement-state across all BBN responsive 
neurons during slow-moving sessions. Yellow and grey dots represent neurons that individually exhibited a significantly stronger 
response to stationary and movement respectively. Black dots did not exhibit a significant difference. Top right: Proportion of 
BBN-responsive neurons showing a significantly stronger response to stationary and moving state respectively during slow-
moving conditions.  Bottom left: Sound evoked responses to stationary and movement-state across all BBN responsive neurons 
during fast moving sessions. yellow and grey dots represent neurons that individually exhibited a significantly stronger response 
to stationary and movement conditions, respectively. Black dots did not exhibit a significant difference. Bottom right: Proportion 
of BBN-responsive neurons showing a significantly stronger response to stationary and movement respectively during fast-
moving conditions. 

A 

B 

C 
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3.7 Auditory cortical neuronal ensembles encode the direction of a moving object  

 Previous work has shown that visual cortical neurons can encode for and are selective to 

the direction of an object and that AC neurons might be doing the same along the horizontal 

azimuth (Marques, et a.,2018; Ahissar et al., 1992). In my previous results, I demonstrated that 

AC neurons can encode for the location and movement state of an object and that the speed of an 

object influences these effects. Here I test whether these same neurons encode for and are 

selective to the direction of a continuously moving object, which is an integration of changes and 

in location and movement-state information. To do this auditory cortical neural activity of BBN-

evoked sound responses were recorded in moving-in (blue) and moving-out (conditions) (Fig 3.6 

A). Auditory cortical neurons exhibited a diverse range of sound-evoked responses to BBN 

sounds during stationary and moving conditions, including enhancement, invariance, and 

suppression (Fig3.6 B). Across all neurons that exhibited significant BBN-evoked responses in 

slow speed conditions to moving-in and moving-out conditions, the population-average 

responses were significantly greater when objects were moving in (Fig3.6C top). As expected, 

faster-moving objects caused a suppression of auditory cortical activity, but had no overall effect 

on population-level direction encoding (Fig3.6C middle). To further test this effect, I calculated 

the average difference of significant BBN-evoked responses across speed conditions to moving 

in and moving conditions and found that there was a significant difference in the relative change 

in neural activity caused by movement speed on direction encoding. These results showed that 

slower moving conditions have a greater effect on the difference in neural activity between 

moving-in and moving out conditions, causing a significantly larger reduction in sound-evoked 

from moving-in and moving-out activity (Fig3.6C bottom). To test if this population-level 

encoding of directionality was due to distinct auditory cortical populations, I examined how 

BBN sound-responsive neurons selectively preferred a moving-in or moving-out condition. This 

analysis showed that there was a heterogenous spread of neurons preferring a specific direction, 

with only a significant but small population of neurons encoding for moving-in direction 

(327/962 total, 34% of which sound-evoked magnitudes of 20/327, 8/327, and 299/327 were 

individually significantly moving-in preferring, moving-out preferring, and not showing a 

significant difference, respectively) (Fig3.6D top). Unexpectedly, in conditions where the object 

moved faster, significant populations of direction encoding neurons emerged (269/962, 28% of 

which sound-evoked magnitudes of 25/269, 26/269, and 218/269 were individually significantly 
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moving-in preferring, moving-out preferring, and not showing a significant difference, 

respectively) (Fig3.6D bottom). Thus, despite an overall reduction of sound-evoked activity and 

elimination of direction encoding at the population level by speed, more individual neurons 

significantly encoded for a specific direction.  

 
Figure 3.6 Auditory cortical neuronal ensembles encode the direction of a moving object (A) Illustration of the behavioral 
setup for recording a continuously moving sound source under two-photon calcium imaging. (B) Sound-triggered PSTHs from 6 
example neurons. Sound presentation under slow conditions are in the red box, and sound presentations in the fast condition are 
in the green box. Sound presentation in the Moving-in condition are colored in cyan, and sound presentation in the moving-out 
condition are in orange. Moving sound sources showed a heterogeneous spread of sound-evoked responses at different 
movement-states including invariance (Cyan box neuron1& 2, Orange box neuron& 2) move-in preferring (Cyan box neuron 3) 
and move-out (Orange box neuron 3). (C) Top: There was significantly more sound-evoked activity to move in compared move 
out, in slow moving conditions (P=0.001, signed rank test). Error bars represent the median +/- SEM across all trials. Middle: 
There was no significant different in sound-evoked activity to move-in and move-out, in fast moving conditions (P=0.75, signed 
rank test). Error bars represent the median +/- SEM across all trials. Bottom: The difference in sound-evoked activity across 
direction was significantly larger in the slow moving conditions than the fast moving conditions (P=0.027, signed rank test). 
Error bars represent the median +/- SEM across all trial. (D) Top left: Sound evoked responses to move-in and move-out 
directions across all BBN responsive neurons during slow moving sessions. Cyan and orange dots represent neurons that 
individually exhibited a significantly stronger response to move-in and move out respectively. Black dots did not exhibit a 
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significant difference. Top right: Proportion of BBN-responsive neurons showing a significantly stronger response to move-in 
and move out direction respectively during slow moving conditions.  Bottom left: Sound evoked responses to move-in and move-
out directions across all BBN responsive neurons during fast moving sessions. Cyan and orange dots represent neurons that 
individually exhibited a significantly stronger response to move-in and move-out conditions, respectively. Black dots did not 
exhibit a significant difference. Bottom right: Proportion of BBN-responsive neurons showing a significantly stronger response to 
move-in and move-out directions respectively during fast moving conditions. 
 

Overall, these results demonstrate that auditory cortical neuronal ensembles can encode 

the direction of a moving object and that the speed of the object modulates if this is encoded at 

the individual or population-level analysis of neural activity. In slower conditions, directionality 

is encoded for population-level sound evoked activity, with a small yet significant proportion of 

neurons encoding for objects moving in, or closer, but not for moving out. In faster conditions, 

directionality is not encoded at the population level sound evoked activity as moving in and 

moving out conditions produce similar levels of neural activity. However, underlying this net 

null effect is a significant increase and emergence of distinct subpopulations of neurons that 

encode for the directionality of a moving object, greater for both moving-in and moving-out 

compared to slow-moving conditions.  

3.8 Discussion 

In this study, I tested the hypothesis that the external motion of a sound-producing object 

guides and informs adaptive behavior and information about the object is encoded by neural 

populations. To do this I created a novel behavioral recording system, The Doppler, that allows 

an object to continuously move, while allowing for behavioral training or neural recordings. 

Using, the Doppler, this study demonstrated that animals could learn that a continuously 

approaching sound source signals an upcoming reward. Furthermore, using a series of behavioral 

controls this study demonstrated that mice used the continuous movement of a sound source to 

predict an upcoming reward and confounding cues such as an increase in sound intensity, change 

in location, or time that an object emits sounds. Using two-photon calcium imaging of L2/3 

auditory cortical neurons, this study showed that neural populations encoded aspects of 

movement, such as location and sound intensity changes, as well as the continuous movement 

state of an object and that this is modulated by the speed of the object. Additionally, this study 

showed that auditory cortical neurons can integrate aspects of motion to be able to encode for 

directionality of a moving sound source. Furthermore, this study demonstrated that during bouts 

of movement, sound-evoked responses to moving sounds were significantly reduced as 



 98 

compared to stationary conditions. Finally, the faster the object moved the larger the suppression 

of sound-evoked neural activity. Interestingly, as objects move faster, more individual neurons 

become selectively responsive for location, movement, and directionality.  

Previous work has found that auditory cortical activity is necessary to drive adaptive 

behaviors that signal the movement of an external object (Li et al., 2021). Namely, by increasing 

sound intensity at a stationary location to replicate an object approaching, mice produce evasive 

behaviors suggesting an understanding that a potential threat is approaching and that the AC is 

necessary for this. Because, large, unexpected sounds can produce an acoustic startle reflex, 

whether mice understand that an object is approaching, or whether they are responding to this 

loud burst of noise cannot be separated (Yeomans & Frankland, 1995). Because mice in our 

study selectively increased predictive behavior to conditions in which the sound-source 

continuously approached and not to control conditions in which the sound intensity was 

increased by location we provide evidence that mice understand that a continuously approaching 

movement object is perceptually different than a large deflection in sound intensity. 

Interestingly, mice in our study showed some startle-like behavior as licking slightly increased at 

sound and movement onset, but this quickly was suppressed and emerged to a significantly 

higher degree the closer the object approached (Fig 3.2). Previous work has established that the 

auditory cortex is necessary for behavioral, context, and self-locomotive state dependent sound 

processing to guide learning and production of adaptive behavior  (Cohen et al., 2011; David et 

al., 2012; Fritz et al., 2010; Jaramillo & Zador, 2011; Kuchibhotla et al., 2017; McGinley et al., 

2015b; Nelken, 2014; Rodgers & DeWeese, 2014; Saderi et al., 2021; Ulanovsky et al., 2003; 

Xiong et al., 2015; Znamenskiy & Zador, 2013). Thus, I hypothesize that external-movement 

state dependent sound processing is also auditory cortex mediated, especially given its necessary 

role in the production of adaptive behaviors to the perception of a replication of a moving sound. 

However, because this study did not inactivate or impair the AC this remains to be confirmed. 

The AC, however, was necessary for mice to produce evasive maneuvers to a looming sound (Li 

et al., 2021).  

In a recent study, auditory cortex was shown to be necessary for sound perception during 

self-locomotion, despite a net-global suppression of sound-evoked activity by locomotive state 

(Vivaldo et al., 2023). To allow for sound perception during self-locomotion, this study found 

that underlying neural suppression, auditory cortical neuronal ensembles, encode for and 
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integrate locomotive state and speed with sound information into a single neural code. Here, we 

show that external movement of a sound source is also encoded for and integrated by auditory 

cortical neuronal ensembles. Furthermore, much like self-locomotion, external-movement 

produces a net-global suppression of sound-evoked activity in the AC. Moreover, much like self-

locomotion, underlying this net-suppression is an enhancement of coding for the locomotion or 

movement information itself. In self-locomotion a net suppression of sound-evoked activity was 

mediated by an enhancement of ongoing activity that encoded for the movement state, and speed 

of the animal. In this study we demonstrate that underlying a net suppression of sound evoked 

activity by external movement state, subpopulations of individual neurons are selectively 

enhanced to be able to encode for specific aspects of the external object’s movement. Overall, 

these studies suggest that self and external movement suppress auditory cortical sound-evoked 

activity to enhance the encoding and integration of non-sensory information such as movement-

state and speed into a single neural code. This is supported by work suggesting that with 

increased locomotion there is shift towards spatial coding (Bigelow, et al. 2019). As objects 

move their spatial location changes and this would be supported by this enhancement of spatial 

coding. Because of the influence of self-locomotion on auditory processing, in this study we 

selectively examined external locomotion only when the animal was remained stationary. Some 

evidence of neural encoding of self-locomotion and external-movement comes from studies in 

the visual modality where visual cortical neurons integrated self-locomotion speed and the speed 

of an external stimulus on a virtual reality screen (Ayaz et al.2013). If and how self-locomotion 

and external locomotion are integrated during sound perception remains to be addressed in the 

auditory cortex. Furthermore, whether internal and external movement is encoded by influencing 

distinct neural properties, such that internal locomotion is encoded by modulating ongoing 

activity and external locomotion is encoded in the formation of distinct sound-evoked 

subpopulations, remains to be addressed. 

In this study, our results show that not only is the movement state of an external object 

encoded in auditory cortical neural activity but that the nature, or speed, of this object can 

modulate activity at stationary positions. Before examining the effect of neural activity of 

auditory cortical neurons, I examined the acoustic properties of the Doppler, and found that as 

expected sound intensity increased as objects approached. It is widely, understood that as sounds 

approach their intensities increase (Soeta & Nakagawa, 2012; Takahashi & Kaga, 2004; 
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Schreiner & Malone, 2015), so I expected the larger neural response in the Stationary-Close 

conditions. However, this was not the case as there was more activity in the Stationary-Far 

condition. This may have been confounded by the introduction of a visual block in front of the 

animal, which caused an unintentional sound block as the object moved closer, allowing for 

fewer sound waves to reach the mice but not the microphone.  

An interesting result was that as the Doppler increased in speed and moved between these 

two locations at a faster rate, Stationary-Far activity remained relatively unchanged, but activity 

in the Stationary-Close condition was increased, but still overall less. Since the Doppler overall 

had a weaker sound intensity in the faster moving conditions, I expected overall activity to be 

suppressed at both locations, however, it was selective for the Stationary-Close position and 

remained stable at the Stationary-Far position.  Studies have shown that auditory cortical neurons 

can maintain sustained activity at specific locations, perhaps explaining the relatively unchanged 

activity to Stationary-Far conditions (Wang et al., 2005). This however cannot explain the 

selective enhancement to the Stationary-Close position. An alternative explanation reflects a 

stimulus adaptation paradigm (Ulanovsky et al., 2003; Nelken et al 2014; Taaseh et all., 201; 

Klein et al., 2014; Kim et al.,2020). Over time, with repeated exposure, sounds will undergo 

stimulus adaptation, or produce a smaller neural response to the same sound because the novelty 

of the object decreases. Because the change in decibel from all to all in is relatively small, each 

sound-evoked response in the slower conditions will be only slightly different than the previous, 

so there is less overall change in the stimulus. In a classic odd-ball paradigm to test stimulus 

adaptation, after presenting repeated sounds, a novel or different sound will elicit a larger neural 

response (Zhang et al., 2003; Malmierca et al., 2014; Anderson & Malmierca, 2013). When 

objects move faster, there is a greater distance traveled between sounds and thus two consecutive 

sounds will have larger differences in their stimulus properties and sound evoked responses may 

reflect this. However, this does not fully explain why sounds in the Stationary-Close position 

were enhanced, as this should also apply to Stationary-Far sounds.  A last hypothesis could 

reflect an evolutionary need to pay more attention to sounds that are approaching at faster 

speeds. In the real world, if something approaches, we pay attention to it as it could mean a 

predator, prey, or mate. If something is moving slowly, we have time to determine what it is and 

how to appropriately respond. However, objects that are moving much faster towards us give us 

less time to process what they are and in turn how to respond to them. In both scenarios, objects 



 101 

that are moving away maintain the same relevance because they are becoming less meaningful to 

the immediate environment. Perhaps this effect of the moving speed of the external object 

reflects this phenomenon, to have more responsiveness to faster approaching sounds as it more 

relevant. Research has that auditory responsiveness in the cortex can be modulated by the 

behavioral relevance of an object (Kato et al., 2015; Kuchibhotla & Bathellier, 2018; Liu & 

Schreiner, 2007). 

  Lastly, in the visual modality, studies have shown that there are direction selective 

neurons (Marques et al., 2018), and in the visual modality neurons encode direction based on 

changes in interaural and time differences (Ahissar et al., 1992). Here we show that in the AC 

similarly, we have direction selective neurons that do not rely on binaural cues. Interestingly, 

when we looked at how AC neurons respond to the directionality of the moving sound source, 

we see that in slow speed there is a significant population of neurons that selectively respond to 

an object moving in, but not to moving out. Adding support for the hypothesis that the behavioral 

relevance of the object influences neural activity (Kato et al., 2015; Kuchibhotla & Bathellier, 

2018; Liu & Schreiner, 2007). As speed increases this population increases, and a distinct 

population of neurons encoding all out emerges. Despite this, population-level activity shows a 

reverse effect, having distinct differences in neural activity between moving in and moving out 

when objects move slower, and this goes away with an increase in external sound source speed. 

Because increased external speed has a greater suppression of sound-evoked activity, it makes 

sense that faster movement would suppress sound-evoked activity and decrease the overall 

difference of directionality at the population level. This Possibly reflects a floor effect or sound-

evoked activity is suppressed enough that the differences between directionality slow-moving 

states are negated. Similarly, as we have noted underlying this net-suppression of external 

movement is an enhancement of individual neuronal subpopulations that encode for aspects of 

movement, in this case, directionality. This excitation-inhibition balance is common across the 

sensory cortices, including the AC and reflects a neural computational property allowing the 

encoding of more information (Zhou et al., 2014; Poole, 2023; Briggs et al., 2013). Specifically, 

by inhibiting global sound-evoked activity, while exciting subpopulations of neurons, neural 

ensembles increase the signal-to-noise ratio of sensory encoding. Overall, specific neurons 

become more important when overall activity is suppressed allowing for the distinct encoding of 

directionality and movement-state of an object.  
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3.9 Methods 

All procedures followed laboratory animal care guidelines approved by the University of 

Michigan Institutional Animal Care and Use Committee and conformed to National Institutes of 

Health guidelines. 

3.9.1 Animals 

A total of 5 male and female Thy1-GCaMP6f mice (C57BL/6J-Tg(Thy1-

GCaMP6f)GP5.17Dkim/J, JAX stock No: 025393) between the ages of 12-23 weeks were used 

in this study. Mice were kept on a reverse light cycle and all imaging and behavioral sessions 

were performed in the dark cycle. 

3.9.2 Mouse surgery 

Mice were anesthetized with Ketamine-Xylazine or isoflurane and implanted with a 

custom lightweight (<1 gr.) titanium head bar. For the cortical inactivation experiments, small 

bilateral craniotomies were drilled above the AC and either 2 mm or 3 mm length custom 

cannulas (Plastics One, MA) were lowered into the AC. Mice received postop antibiotic 

ointment and Carprofen and were allowed to recover for at least 5 days before any imaging or 

behavioral sessions. 

3.9.3 Sound Source Tracking conditioning  

Mice were placed on water restriction 48 hours prior to behavioral training and received 

ad libitum access to food. During training and testing, mice were placed in a custom-built 

behavioral training box, in which they were head fixed on top of a rotatable plate with an 

accessible water reward port. A custom Arduino-based linear actuator system that received input 

from an external power source allowed presenting moving sounds from a speaker fastened to the 

end of the actuator. Upon receiving voltage, the linear actuator would move the speaker forward 

and back while emitting continuous 1s 8 kHz pulses, from ~ 42 inches away from to ~6 inches in 

front of the animal in either immobility or locomotion. 

Sound source tracking learning phase: Animals were trained to associate a 1 s 8 kHz tone 

with subsequent water reward delivered after a delay of 1s following sound termination. Sounds 
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(followed by water rewards) were presented following a period of continuous approaching of the 

speaker that randomly varied across trials between 5-10 s. Animals advanced to the testing phase 

only after they displayed consistent post-sound reward-predictive licking in locomotion for 2 

consecutive days.  

Sound source tracking control phase: Animals were trained to associate a 1s 8 kHz tone 

with subsequent water reward delivered after a delay of 1s following sound termination, which 

was called a movement trial (40% of trials). To test that animal understood the movement of an 

object meant reward and not the timing of the trial an All-out condition occurred (20% of the 

time). In this condition the doppler remained stationary while playing sounds at the same 

intensity and duration from a far. To test that animal understood the movement of an object 

meant reward and not the location or intensity of the trial an All-in condition occurred (20% of 

the time). In this condition the doppler remained stationary while playing sounds at the same 

intensity and duration however began close to the animal.  

To quantify the association between sound and subsequent water reward, we quantified 

the degree of increased licking in the 1 s window before the sound reached it target and 1s 

window following movement of the sound source termination and before reward delivery ((-

1000) – (+1000)) ms from movement onset relative to the pre-sound baseline lick rate ((0) – 

(2000) ms from sound onset. To this end we defined a “predictive lick index” as the across-trials 

average difference between the number of licks in the predictive window and that of the baseline 

window. 

3.9.4 Two-photon imaging 

During imaging sessions, mice were placed on a rotating plate while being head fixed 

under the microscope objective. Imaging was carried out while the head of the animal was 

straight, with the objective tilted using an orbital nosepiece to allow optical access to the AC. 

Mice were allowed to initiate movement at their leisure. Imaging was performed using an Ultima 

IV two-photon microscope (Bruker), a pulsed tunable laser (MaiTai eHP DeepSee by Spectra 

Physics) providing excitation light at 940nm and 16X or 40X water-immersion objectives 

(Nikon). Images (256X256 pixels) were acquired using galvanometric mirrors at ~3 Hz to 

optimize signal quality and cell separation. The microscope was placed in an enclosed chamber 
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in a dark, quiet room. Neurons were imaged at depths of 150-350 µM, corresponding to cortical 

L2/3. 

During imaging sessions, the mouse’s behavior was video recorded using an infrared 

camera, which was synchronized offline with the imaging data acquisition. Locomotion and 

immobility were determined offline using semi-automatic movement-detection MATLAB code 

with manual thresholding and supervision. In addition, in all imaging sessions a rotary encoder 

was positioned at the base of the rotating plate allowing to acquire continuous locomotion speed, 

which was used to filter out all trials where the animal was moving. In each daily imaging 

session, responses of the same neurons were imaged to multiple speed protocols as the Doppler, 

a moving sound source continuously approached and receded. For the slow conditions the 

doppler took 6 s to go from all out to all in, and in the fast conditions that was sped up to 3 s. 

While the doppler was moving sounds were continuously played. During each session, directly 

under the animal, a microphone was placed to be able to record and measure the intensities of the 

sounds as they approached and receded. Lastly a visual block was placed 3 inches in front of the 

animal, to block visual input from the moving speaker.  

Auditory stimuli were delivered via an open-field magnetic speaker (MF1, Tucker Davis 

Technologies) at 75 dB. The broadband noise bursts protocol consisted continuous repeats of 125 

ms white noise bursts padded with 825ms of silence for a total of 1s per sound presentation. 

3.9.5 Imaging data preprocessing and analysis 

Daily imaging data of the same ensemble across multiple sound protocols was 

concatenated and then preprocessed using the open source Suite2P software (Pachitariu et al., 

2017) for movement correction and neuronal ROI detection within the ensemble. Neural data, 

sound stimuli and locomotion speed signals were aligned. 

Data analysis was performed using custom software written in Matlab (MathWorks). 

Relative change in fluorescence (ΔF/F) across time (t) was calculated for each detected cell as 

(F(t)-median(F))/(median(F)), where F(t) is the mean brightness of the cell’s pixels at time t. 

For determination of BBN-responsiveness of individual neurons and quantification of activity in 

the pre-stimulus time window (Ongoing) and stimulus time window (Evoked), the mean ΔF/F 

was taken across 1-2 samples preceding stimulus onset (corresponding to ~-0.5 – 0 s), and 1-3 

samples following stimulus onset (corresponding to ~0 – 1 s), respectively. A cell was 
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determined as BBN-responsive if ΔF/F during the stimulus time window was significantly higher 

than during the pre-stimulus time window using a one-tailed paired t-test at P<0.05 across all 

immobile trials. 

Using a closed-loop system, all trials began with the actuator in the all-out position and 

continuously moved positions for the duration of 600s. Actuator start times and movement 

direction were calculated as alternating deflections in voltage recordings signaling movement 

onset and change in direction. Slow moving conditions required an external voltage of 5.2mV, 

and fast conditions were recorded with an external voltage of 9.3mV to power the actuator. To 

calculate acoustic properties, voltage data from the microphone was collected and was converted 

to decibels using MATLAB. 

To determine analysis conditions BBN-evoked responses and acoustic recordings were 

only from certain locations, moving-states, and directions. Stationary-Far neural activity was 

taken when the actuator was stationary and in the starting and outmost position and given a 

percent value of 100, signifying 100 percent of the actuator was extended. All in neural activity 

was taken when the actuator was stationary and at the inmost, closest to the animal position and 

given a percent value of 0, signifying that 0 percent of the actuator was extended. In slow 

conditions the Doppler remained stationary at each location for ~3 seconds, while in the fast 

conditions the time stationary at each location was ~1s.  All-stationary neural activity was the 

sum of all-in neural activity and all-out neural activity, or only when the actuator and sound-

evoked activity occurred at 100 and 0 percent of actuator extension. All-moving in were 

calculated as all sound evoked activity when the actuator was moving, or all values between 99 

and 1 percent actuator extension, signaling it was moving. Moving in conditions were calculated 

as all sound evoked activity when the actuator was moving from the outmost position to the 

inmost position or as values of percent extension went from 99 to 1, selectively. Moving out 

conditions were calculated as the sound evoked activity when the actuator was moving from the 

inmost position to the outmost position or as percent values of extension went from 1 to 99, 

selectively. Calculations for conditions remained consistent across speeds.  

To calculate effects of speed for each condition BBN-evoked activity for each cell was 

subtracted across condition, to calculate an average change in effect. Differences were calculated 

by subtracting the fluorescent activity of each cell across conditions, such that for each cell 

condition 1 activity was subtracted from condition 2. Condition 1 variables were Stationary-
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close, stationary, and moving-in, while condition 2 variables were, all out, moving, and moving 

out. Population averages of the differences were used to generate figures.  

To calculate decibels of sounds, microphone voltage data was only taken at Statioary-Far, 

Stationary-Close, and Moving conditions. All per condition effects and speed effects were tested 

for significance using a nonparametric Wilcoxon rank-sum test.  
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Chapter 4 Discussion 

4.1 Summary  

In this dissertation, I aimed to address how continuous processing and integration of 

sensory and non-sensory information is crucial for adaptive behavior. Specifically, I set forth to 

show that both self-locomotion and external-object motion can be used to guide behavior and 

that auditory sensory neural populations can process and integrate these two pieces of non-

sensory information.  In my first set of experiments, I tested the hypothesis that a net-suppressive 

effect of self-locomotion on auditory sound evoked responses does not impair active auditory 

behavior and learning but reflects an alternate neural computation. Secondly, I tested the 

hypothesis that external sound source object movement can be used to guide adaptive behaviors 

and external sound source object movement is processed and encoded by auditory cortical 

neuronal ensembles. 

To address my first hypothesis, I designed a novel behavioral system that trained animals 

to understand that their own locomotive state was indicative of an upcoming reward.  Using AC 

inactivation in these trained and behaving mice, I found that AC activity is required for sound-

guided behavior during locomotion. Furthermore, by using two-photon calcium imaging in L2/3 

of AC of head-fixed mice, I found that locomotion had a diverse but overall inhibitory influence 

on sound-evoked responses of individual neurons, which resulted in a mild but significant 

reduction in ensemble-level stimulus detection. Across ensembles, stimulus detection in 

immobility and locomotion were positively correlated, suggesting that sound processing across 

these states is supported by shared local neural populations in L2/3 of AC. Furthermore, I found 

that the net reduction in sound-evoked responses during locomotion are at least partly a result of 

increased ongoing neural activity, and importantly, that this ongoing activity robustly encoded 

the animal’s running speed. Thus, lower sound-evoked responses during locomotion reflected a 

tradeoff with the emergence of locomotion speed coding. Decoding analyses revealed that local 

neuronal ensembles of a few dozen neurons could jointly code locomotion speed and sound with 
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high fidelity. Finally, I report consistent patterns of co-encoding of sound and locomotion speed 

in electrophysiologically recorded freely-moving rats. 

To address my second hypothesis, I designed a second novel behavioral recording 

system, The Doppler, that allows an object to continuously move, while allowing for behavioral 

training or neural recordings. Using, the Doppler, this study demonstrated that animals could 

learn that a continuously approaching sound source signals an upcoming reward. Furthermore, 

using a series of behavioral controls, this study demonstrated that mice understand that it is the 

continuous movement of a sound source that signals and upcoming reward and not aspects of 

motion such as an increase in sound intensity, change in location, or time that an object emits 

sounds. Using two-photon calcium imaging of L2/3 auditory cortical neurons, this study showed 

that neural populations encoded aspects of movement, such as location and sound intensity 

changes, as well as the continuous movement-state of an object and that this is modulated by the 

speed of the object. Additionally, this study showed that auditory cortical neurons can integrate 

aspects of motion to be able to encode for directionality of a moving sound source. Furthermore, 

this study demonstrated that during bouts of movement, sound-evoked responses to moving 

sounds were significantly reduced as compared to stationary conditions. Finally, the faster the 

object moved the larger the suppression of sound-evoked neural activity. Interestingly, as objects 

move faster, more individual neurons become selectively responsive for location, movement, and 

directionality. 

Overall, this dissertation provides evidence that both self-locomotion and external 

locomotion can guide auditory learning and behavior. Additionally, here, I provided evidence 

that self-locomotion and external object locomotion information is processed and encoded by 

auditory cortical neuronal ensembles.  

4.2 Self-locomotion is a fundamental property of sensory cortices 

 In my first study, I addressed how self-locomotion guided behavior and the neural 

computations needed to produce this behavior. The results of this study filled in a missing gap to 

a larger phenomenon, encoding of self-locomotion is a fundamental property of sensory cortices. 

Previous work in the visual somatosensory, barrel, and to some extent auditory cortices has 

shown that self-locomotion is processed by its respective ensembles and modulated neural 

activity (Ayaz et al., 2013, Saleem et al., 2013; Vinck et al., 2015; Schneider et al., 2014; 
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McGinley et al., 2015a; McGinley et al., 2015b; Niell & Stryker 2010; Polack et al., 2013; Zhou 

et al., 2014;  Schneider, 2020) . In the other sensory modalities work has also established a 

functional role of self-locomotion to guide in behavior, however this remained to be addressed in 

the auditory cortex. By filling in this gap, this dissertation shows that the locomotive state of the 

human or animal, immobile or moving, is not only encoded but that animals can respond to 

sensory stimuli in an adaptive way using this information. Because animals and humans are 

continuously changing locomotive states as they behave through the world, switching from 

periods of rest or sitting, to moving, walking, or running, being able to process and react to 

sensory information is necessary across all these states. This study replicates work done in the 

visual and somatosensory cortices, demonstrating that auditory neural populations encode for 

locomotive state and speed of movement. Furthermore, by establishing the functional role of this 

integration as necessary for behavior, this study further provides evidence to this larger 

phenomenon. Sensory cortices integrate locomotion state and speed into an integrated neural 

code, to be able to learn and make quick informed behaviors. 

 It is interesting to note that the encoding of self-locomotion, is not limited to sensory 

modalities. In hippocampal regions, self-locomotion is encoded by neural activity in a speed 

dependent manner (Saleem et al., 2018; Gois et al.,2018; Farrell et al., 2021; Geisler et al., 2007; 

Haggerty et al., 2015) Additionally, increases in locomotion can coordinate the activity of 

hippocampal and sensory cortices (Ghosh et al, 2022)., suggesting that perhaps self-locomotion 

coordinates the transfer of information from sensory cortices to memory and spatial regions, or 

vice versa. A cortico-hippocampal-cortical circuit, known to be important in the formation of 

sensory learning and memories, might be responsible for more than a simple transfer of sensory 

information (Rothschild et al., 2017). To be able to properly learn a sensory cue, the behavioral 

context, or locomotive state that the learning occurred is perhaps also transferred in this loop. If 

one were to think about our dreams, we often dream in multiple states, think about running from 

that scary clown. Having sensory information consolidated along with the behavioral state it 

occurred would allow learning to be more effective (Ghosh et al. 2022; Rothschild et al., 201; 

Maluck et al 2019; Windt, 2018; Rosen, 2019). Given self-locomotion modulated activity along 

this pathway this is something worth addressing in future work.  
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4.3 External motion is not the same perceptually as mimicking motion in stationary 

conditions. 

 In the second series of experiments I conducted, I fundamentally wanted to test if the 

perception of external motion by replicating aspects of motion was indeed the same as a moving 

object in space. Much, if not all, of the work done on the understanding how the motion of 

external objects is encoded has been done by replicating components of motion on stationary 

objects. In the visual modality, this is done by using a virtual reality system where objects can be 

moved in different directions, locations, and along different speeds (Marques et al., 2018; 

Douglas et al., 2006; Ayaz et al., 2013; Hoy et al., 2016; Stirman et al., 2016). In the auditory 

modality this has been done by modulating sound intensity, and by playing sounds along a series 

of discrete speakers (Li et al., 2021; Wood et al., 2019, Ahissar et al., 1992). While these 

methods produce aspects of external motion, true movement of objects in the real world is a 

gradual and complex integration of all these properties simultaneously. Thus, by developing, a 

first of its kind, behavioral system, I was able to move an external object producing sensory 

information in a naturalistic and holistic manner, not a stationary one or aspects of movement. In 

this manner, I demonstrated that mice understand movement in the environment as independent 

from replications of aspects of motion. A mouse understands that an incoming object is not the 

same as an increase in sound intensity, and this is a key finding of this dissertation. Much of our 

knowledge of understanding external motion in the context of behavioral relevance must 

distinguish if what is being recorded and encoded for is actual motion, or simply changes in 

sensory information. Because this study was able to show that auditory cortical neurons encode 

for aspects of motion such as location, directionality, movement-state, and speed, we can argue 

that it is the simultaneous encoding and processing of changes in along these parameters that 

define true external motion. Furthermore, in this study I demonstrated that even at stationary 

locations, how the external object was behaving before reaching a still, influences how neurons 

encode for that stimulus, movement components can be processed in stationary locations, but 

they are modulated by the behavioral relevance (Kato et al., 2015; Kuchibhotla & Bathellier, 

2018; Liu & Schreiner, 2007).  

 In the real world, external objects are free to move independent of the self, and here we 

show that the dynamics of the objects, or speed of the objects, influences how sensory 
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information is processed and interpreted. If humans and animals are in environments where there 

is no external motion, or everything is still, then when something moves it requires attention. If 

humans and animals were in environments where there were many moving objects in space than 

that would require more fine-tuned processing (Verdeny-Vilalta et al., 2015; Hermundstad et al., 

2014; Machens et al., 2005; Malmierca et al., 2014; Nelken et al., 2014). Furthermore, if there 

were multiple moving objects and suddenly one increased its speed that too would carry 

information. Thus, this dissertation highlights a new phenomenon of interest in the sensory 

neurosciences. How do external objects modulate sensory processing and how is that used for 

behavior.  

4.4 Dynamic environments require complex neural mechanism of excitation and inhibition 

 In the studies conducted here a unique phenomenon was also discovered. Whether it is 

self or external locomotion, auditory cortical activity becomes suppressed. However, underlying 

this suppression is a neural mechanism that allows for the integration of locomotion and auditory 

information, in self-locomotion it’s the encoding of speed by ongoing activity, and in external 

locomotion it is the enhancement of subpopulations to encode for movement and directionality. 

As information and environments become more complex neural ensembles, must alter their 

neural computations to allow for this increase in information without losing function. An 

excitation-inhibition paradigm to increase signal to noise ratio of neuronal activity had been 

proposed that fits into this idea (Zhou et al., 2014; Zagha et al., 2016; Schinkel et al., 2012; 

Dorrn et al., 2010). Neuronal ensembles will excite or enhance some neural properties to make 

up for the inhibition and suppression of others, maintaining an equilibrium of information and 

neural activity. In the auditory cortex, self-locomotion inhibits sound-evoked activity, buy 

enhances on going activity (Vivaldo et al., 2023). In the context of, external locomotion this also 

inhibits sound-evoked activity, but enhances neural specificity. On a larger scale, this same 

principle applies to multimodal integration and processing (Bigelow 2019). In the context of self-

locomotion, visual and somatosensory sensory-evoked activity is excited, and auditory activity is 

suppressed (Ayaz et al., 2013; Schneider et al., 2014; Ayaz et al., 2019). Because this is the first 

study to examine a moving sensory object in three-dimensional space, without any cues beyond 

simple motion, whether the same principles generate across all forms of locomotion remains to 

be addressed.  
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4.5 Applications of the doppler for audio-visual integration 

 If an external object is moving in space, there are only a few sensory modalities that can 

realistically encode for this. For example, if a predator is coming towards you, you might be able 

to see the predator approaching, hear the approaching footsteps, but once you can smell or feel or 

even taste, then it has reached you and that would not advantageous. Thus, it stands to reason 

that auditory and visual modalities primarily are responsible for being able to detect external 

objects and infer about their movement (Bruns & Getzmann, 2008; Kwon et al, 2014; Schroger 

& Widmann, 1998). Additionally, if a predator is approaching from behind only auditory 

perceptions would be able to detect an incoming or approaching object. (Furukawa et al., 2000; 

Town & Bizley, 2022; Konishi, 2003) Thus, here I propose additional studies and use for 

Doppler to understand how external objects are processed. 

 In this dissertation, I specifically blocked out visual input to understand how a moving 

sound source guides behavior. By removing the visual block and disconnecting the speaker the 

doppler functions as a visually moving object in space. By using the behavioral protocols 

mentioned in chapter 2, one could test whether the motion of an approaching object guides 

learning and behavior. Additionally, by placing animals in a two-photon microscope with the 

visual Doppler, one could compare if external motion elicits similar neural responses as 

movement on a virtual reality screen. By using both a speaker, without a visual block, 

Audiovisual integration strategies can be assessed. Given the unique role both sensory modalities 

have in processing stimuli in similar manners, for location, direction, movement-state, and speed, 

whether there is multimodal integration of information has yet to be addressed in the context of 

an externally moving object. Lastly, because auditory modality is uniquely equipped to monitor 

changes in the environment beyond peripheral vision, if external locomotion of objects moving 

behind the perceiver enhanced or suppressed auditory activity has yet to be addressed. 

Furthermore, whether and how these influences visual activity remains to be addressed.  

4.6 Ethologically relevant study designs are necessary to understand how the brain and 

behavior interact 

  In this dissertation, I took an ethologically grounded approach to studying sensory 

perception. Because most of our understanding of sensory processing has occurred in slice 
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recordings, anesthetizes states, or by replicating aspects of self or external locomotion, how this 

generalizes to the real world is still up for debate (Nelson et al., 2013; Schneider et al., 2014; 

Marques et al., 2018; Douglas et al., 2006; Ayaz et al., 2013; Hoy et al., 2016; Stirman et al., 

2016; Li et al., 2021; Wood et al., 2019, Ahissar et al., 1992). With the advancement of 

technologies like two-photon calcium imaging and the increase in affordability of Arduino 

microprocessors and mechanical parts, this dissertation designed novel behavior recording 

systems that recorded activity much more ethologically grounded manner (Svoboda & Yasuda, 

2006). In my first study to test the effects of locomotion, animals were free to initiate locomotion 

voluntarily, in awake and behaving state. Much like you or I would react to a car horn while on a 

walk or jog, my first experimental training paradigm mimicked a freely moving animal 

responding to a sound while in motion. It was using this method that I was able to causally show 

that despite self-locomotion’s net inhibitory effect auditory cortical processing, it was still 

necessary to produce sound-guided behaviors. In my second set of studies, I designed the first 

ever sensory object that could freely move in space, while the animal was also free to move, and 

recorded from awake and behaving conditions. Just as you or I would respond to the sound of an 

incoming car no matter how fast, I designed my second behavioral training paradigm to mimic a 

freely moving object across multiple speeds to ensure that the concept of movement was 

understood. By doing this I was able to train animals to understand that no matter the speed an 

approaching object has consequences. Furthermore, I was able to understand that not only do 

neurons encode for external locomotion and direction, but that how the object is moving 

influences neural activity. I end this dissertation with a general call to produce and replicate more 

ethologically relevant behavioral training recording systems and training paradigms (Bekoff 

2006; Dixon et al., 1989; Hernstein, 1977; Timberlake, 1997). If neuroscientist truly want to 

understand how the brain influences behavior and vice versa, then we must model behavior as it 

occurs naturally in a dynamic world.  
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