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Abstract 
This dissertation aims to investigate the properties of the mitotic oscillator and its 

complex regulatory mechanism. Responsible for the progression of the cell cycle through its 

various stages, the mitotic oscillator is highly conserved in organisms and is essential for life, 

however the design principles of the biochemical network behind the oscillator and the 

significance of its topology are not fully understood. Falling into the “activator-inhibitor” 

category, the mitotic circuit has a negative-plus-positive feedback structure. To untangle the 

complex interactions of this circuit, in this work I present a novel droplet-based platform 

combined with microfluidic techniques where Xenopus egg extracts were encapsulated in water-

in-oil microemulsions. Our system allows for the fine tuning of all kinds of variables including 

droplet size and extract content and can reliably reconstitute the cell cycle dynamics. Primary 

tests using this system indicate that the mitotic oscillators are to a certain extent robust to 

perturbations while tunable in bi-stability, speed, and accuracy. Experimentations on partial 

inhibition of the network revealed shortcomings of current cell cycle models, which cannot 

explain the oscillator’s multimodal behavior and thus suggests other essential regulatory 

pathways. Taking advantage of the setup. I also investigated the oscillator behavior at different 

energy levels and discovered a non-monotonic response in oscillator speed and accuracy, which 

points to interesting mechanisms designed to sense and respond to a cell’s energy budget.
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Chapter 1 Introduction 
 

1.1 The Studies of Biological Oscillators and the Development of the Xenopus 
Egg Extract 

Oscillations are prevalent in biological systems. From the single-celled to the most 

sophisticated organisms, oscillatory behaviors have been observed in a broad spectrum of 

biological processes, such as neuron firing, heartbeats, cell cycles, menstrual cycles and 

circadian rhythms. Their ability to keep time is essential to ensuring the correct and timely 

progression of critical biological events and processing information from both internal and 

external environments. Defects in these oscillators can cause a variety of diseases from insomnia 

to cancer1, therefore mapping out the fundamental design principles of biological oscillators is of 

great significance to health-related studies.  

Although theoretical works on oscillators date back decades, systematic experimental 

characterization of biological oscillators remains challenging. There are distinct advantages of 

observing the behaviors of a simulated molecular network over that in an experimental 

environment: the modeled system is cleaner with no unknown influencing factors; the modeled 

system has the ability to simultaneously track multiple molecule species with high resolution; 

and the modeled system allows for fine tuning of certain parameters such as molecular 

concentration, reaction rate, and even the molecular network topologies. On the contrary, 

traditional experimental methods include using cell cultures, tissues, whole organisms, or bulk 

cell extracts2–4, which typically can only test a few discrete conditions, corresponding to a few 
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points in the theoretical parameter space, and only limited replicates at each condition. When 

considering that minute changes in parameter can lead to bifurcations, resulting in complete 

shifts in system behavior, the especially coarse-grained experimental approach risks losing large 

amounts of intricate changing dynamics in oscillator behaviors. As a result, there is a significant 

imbalance in abundance between simulated and experimental data. The lack of experimental 

datasets comparable in size and resolution to simulation results makes it difficult to provide 

concrete evidence on the reliability of theoretical predictions, the reliability of the models, and 

according to recent findings the plausibility of the widely accepted network simplifications5.  

This type of mismatch in production power is also present in the subject of this 

dissertation, the mitotic oscillator, which is responsible for the normal progression of cell 

division. The regulation network behind the cell cycle has been extensively studied and remains 

an important field of interest. Pieces of this puzzle have been unveiled by studies done in 

numerous model organisms, including the budding yeast Saccharomyces cerevisiae, the common 

fruit fly Drosophila melanogaster, and mice. The African Clawed Frog, Xenopus laevis, is a 

particularly popular model, especially after Murray developed standard protocols for making 

various cell-free extracts from Xenopus eggs6. Xenopus egg extracts have made major 

contributions to the initial discovery and characterization of the mitotic oscillator. For example, 

Lohka et al. studied the M-phase promoting factor (MPF, or referred to as the cyclinB/Cdk1 

complex in this work)7–10, which was known at the time to induce oocyte maturation. They 

purified MPF from crushed Xenopus eggs and discovered its kinase activity, indicating that 

increased protein phosphorylation might be an important step during G2 to M phase transition. 

Murray et al., inspired by the isolation of MPF, demonstrated the role of cyclin synthesis and 

degradation in the control of Cdk1 complex activity using CSF arrested extract combined with 
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normal and proteolysis-resistant cyclin B. Other contributions include discoveries in 

chromosome segregation11, spindle assembly12, nuclear transport13, and chromosome 

assembly14,15. Based on current understandings acquired from previous discoveries in Xenopus as 

well as other model organisms, the correct progression of the cell cycle through its various stages 

is controlled by a complex network of interacting molecules, with each stage corresponding to a 

different subgroup of the network, notably revolving around different Cyclin/Cdk complexes 

(figure 1.1). However, it is bordering impossible to study such a complex system all at once, the 

modeling of all the species and their interactions is severely limited by current computation 

powers. Typical studies tend to focus on specific subsets of molecules or cell cycle stages. In line 

with contemporary studies, this dissertation focuses on the cell cycle clock, which describes the 

cyclic switching between interphase and mitotic phase during the G2/M transitions and mitotic 

exits. Due to the periodicity and regularity of this behavior, I hereby define the system involved 

in this process as a mitotic oscillator. However, even when looking at only this oscillator, there is 

still a complex network of interactive proteins that oversee the oscillatory process. Previous 

works have aimed to identify a simplified network including only the essential molecules that 

impact oscillatory behaviors16–18. This simplified network is defined as, and will be referred to 

as, the mitotic circuit. 

https://www.zotero.org/google-docs/?90PgxG
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Figure 1.1. The molecular network regulating the various stages of cell cycle. 

Reproduced from the KEGG PATHWAY Database19. 

 

The current widely accepted mitotic circuit (shown in figure 1.2) revolves around a 

negative feedback loop consisting of the cyclin B-cyclin dependent kinase 1 (Cdk1) complex and 

anaphase-promoting complex (APC/C), where Cdk1 is a protein functioning as a 

serine/threonine kinase and APC/C as an E3 ubiquitin ligase that targets cell cycle proteins for 

degradation. Cyclin B protein can bind and unbind from Cdk1, thus partially activating and 

inactivating its kinase activity. This circuit has also interdependent double-positive and double-

negative feedback loops, involving the protein kinase Wee1, and the phosphatase Cdc25. Wee1 

is a protein kinase that inhibits Cdk1 activity by phosphorylating it on two sites, Tyr15 and 

Thr1420. Cdc25 is a phosphatase that activates Cdk1 by dephosphorylating inhibitory residues on 

the same sites phosphorylated by Wee121. Active cyclin B-Cdk1 activates its activating 

phosphatase Cdc25 and forms a double-positive feedback loop and inhibits the inhibitory kinase 
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Wee1, forming a double-negative feedback loop22. The double-positive and double-negative 

feedback loops collectively function as a bistable trigger23,24. The E3 ubiquitin ligase APC/C is 

also activated by the active cyclin B-Cdk1 complex, but the mechanism is still not well 

understood. Active APC/C polyubiquitinates the mitotic cyclin, tagging them for degradation by 

the proteasome, thus deactivating the cyclin B-Cdk1 complex. The cyclin B-Cdk1 complex is 

mainly responsible for the G2 to M phase transition in the cell cycle. The activation of Cdk1 

drives the cell cycle into mitosis, while the activation of APC/C drives the cell back out of 

mitosis. Although the required minimum construction of an oscillator is only a time-delayed 

negative feedback loop, the extract structure in the mitotic circuit is still highly conserved in a 

variety of organisms, the significance of which is not fully understood. Some theoretical works 

have postulated the functions of certain components of the network. Tsai et al. proposed that the 

existence of positive feedbacks enables the oscillator to alter it frequency while maintaining a 

relatively constant amplitude22; Yang et al. proposed that the interactions between Cdk1 complex 

and Wee1/Cdc25 allows the system to act as an ultra-sensitive switch, which leads to ultrafast 

switching between interphase and mitotic phase25. Li et al. did a more comprehensive scan of 

different network topologies in addition to the mitotic circuit. The networks are treated as nodes 

(the molecules) and vertices (the interaction between molecules) and ranked according to their 

performance. They found that incoherent inputs, i.e. nodes receiving both positive and negative 

regulations, increase the molecular networks’ tunability (the system’s ability to alter its 

frequency while still maintaining it oscillatory status) and robustness (the system’s ability to 

remain oscillating with parameter changes)26.  
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Figure 1.2 Schematic of the mitotic circuit. 

 

Varius attempts have been made to model the mitotic circuit. Some examples include 

Novak and Tyson’s detailed mass action 10-equation model17 and their simplified 2-equation 

model based on Goldbeter-Koshland kinetics18; Yang and Ferrell’s 2-equation model using Hill 

function-based rate equations25; and Cao et al.’s activator-inhibitor model27. In addition to 

studying the inherent properties of the oscillator, Certain explorations have been done to probe 

the circuit’s ability to respond to environmental cues. Cases relative to the scope of this 

dissertation are focused on the oscillator’s response to changing energy landscapes. Theoretical 

predictions show that the availability of free energy can significantly impact oscillator behavior, 

including the ability to oscillate, the switching threshold of total Cdk1 concentration28, and the 

oscillating precision27. However, in most of the studies listed above, due to the lack of 

experimental evidence compared to the plethora of theoretical predictions, it remains to be seen 
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whether the simulations faithfully recreate actual cellular dynamics. A systematic mapping of 

oscillator behavior and its response to perturbations is desperately needed for further 

understanding of the network and an experimental setup capable of producing satisfactory 

datasets is essential. Therefore, one of the main goals of this dissertation is to construct an 

experimental platform that can bridge the gap between the production capabilities of 

experimental and theoretical studies. Building upon the successful development of such a 

platform, I will further compare the experimental observations and theoretical predictions, and 

conduct an evaluation of popular cell cycle models concerning their ability to faithfully 

reproduce oscillatory dynamics.  

 

1.2 Engineering Spatiotemporal Organization and Dynamics in Synthetic 
Cells 

To address the previously mentioned lack of experimental tools, synthetic biology has 

recently become a popular area of research. Previous works in biochemistry and cell biology 

have revealed functional components involved in various biological processes. However, 

recreating any of these processes in vitro remains challenging. Currently, the development of 

synthetic cells, i.e. different kinds of encapsulated biochemical systems that can recapitulate one 

or more specific functions of a natural cell29–31, provided unprecedented opportunities to untangle 

complex biochemical networks. The design of synthetic cells aims to recreate mainly 2 essential 

features of real cells—compartmentalization and spatiotemporal dynamics32. To achieve 

compartmentalization, special attention has been paid to the construction of a synthetic boundary 

to mimic the cell membrane. phospholipids, polypeptides, block copolymers, and polypeptide 

copolymers have all been utilized to form the membrane of synthetic cells33–35. Building upon 
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these previous achievements and the need addressed above, my study aims to develop a system 

that allows quantitative manipulation and high yield. A droplet-based system that can generate 

artificial “cells” is selected as the blueprint for the new platform. The choice is made due to the 

need to generate sample replicates with high speed and high yield. A fluorosurfactant with a 

molecular structure functionally similar to lipids, having one hydrophobic end and one 

hydrophilic end, was used to create a single layer boundary for the water-in-oil droplet emulsion. 

Unlike the lipid bilayer of cell membrane, the single layer doesn’t allow molecules to permeate 

into or out of the droplets or anchoring of membrane proteins, but this discrepancy is justifiable 

considering the scope of my studies, because although there is some evidence of the mitotic 

network communicating with other intercellular signaling pathways, such as the segmentation 

clock4, it is not the focus of our study, therefore to possibly reduce influencing factors, selective 

permeability and membrane transportation that’s made possible in other boundary generating 

methods is excluded our setup.  

Regarding the reconstitution of cellular dynamics, considering most biological processes 

are regulated by a sophisticated regulatory network that involves a complex network of genes, 

proteins, and signaling molecules, it is difficult to construct the system by the elements from the 

bottom-up. To recreate essential cellular functions ranging from transportation of nutrients to 

sensing of physical and chemical information, attempts have been made in combining available 

components in cell-free extracts and additional machinery in the same system. Both prokaryotic 

and mammalian systems have successfully expressed structurally intact proteins33,36. Considering 

temporal dynamics, significant achievements have been made reconstituting the cell cycle37,38. 

Different systems have been proven to mimic both cell cycle oscillations and divisions in 

synthetic cells, one of which being the Xenopus laevis egg cytoplasm with recombinant proteins, 
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mRNAs, and DNAs. The cytoplasm can be activated by the addition of Calcium ionophore, 

which mimics the release of Calcium ions from the mitochondria after the fertilization process. 

Cell cycle-related proteins are therefore initiated to oscillate, although the cytoplasm is not 

actually developing into an embryo. Fluorescent proteins with highly selective targets allow for 

live reporting of cell cycle dynamics over time. 

Regarding spatial dynamics, although reconstitutions including protein organelles39, 

chromosomal organization40, DNA segregation41, and components of the cell cycle37,42, have been 

achieved in cell-free systems, introducing spatial heterogeneity risks introducing a whole new set 

of variables that can potentially alter dynamics of the mitotic circuit43,44. Spatial difference in 

molecular concentration can also lead to erroneous estimations of molecular reaction rates and 

synthesis/degradation rates, so in the scope of this study, I only proved that the droplets have the 

capability of reproducing spatial dynamics during the initial stages of developing the 

experimental platform, but when conducting quantitative studies, steps have been taken to ensure 

that individual droplet contents are homogeneous. For the same reason of eliminating as many 

interfering factors as possible, even though the mitotic circuit components go through 

oscillations inside droplets, spatial changes including cytokinesis are not present due to the 

intention chemical destruction of the cytoskeleton by not constructing a functional cell 

membrane and blocking the formation of actin filaments with Cytochalasin B.  

 

1.3 Summary of Thesis Questions, Designs, and Results 
In this chapter, I reviewed previous research on the mitotic oscillator and the efforts to 

build functional synthetic biological systems. The first step of my study focuses on the 

development of a high-throughput in vitro system to reconstitute mitotic oscillations and 
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demonstrating its various applications in studying the properties of the oscillator. In chapter 2 I 

will discuss the details of the system and its combination with novel microfluidic techniques, as 

well as some general characterizations of the droplets produced. Some primary findings made 

with this experiment setup indicate the droplets can faithfully reconstitute cell-cycle events and 

are thus an ideal platform for further studies. The results are described in published works A 

robust and tunable mitotic oscillator in artificial cells38, Reconstitution of Cell-cycle Oscillations 

in Microemulsions of Cell-free Xenopus Egg Extracts45, Building Dynamic Cellular Machineries 

in Droplet-Based Artificial Cells with Single-Droplet Tracking and Analysis46, and Plug-in tubes 

allow tunable oil removal, droplet packing, and reaction incubation for time-controlled droplet-

based assays47. In chapter 3 I will demonstrate the mitotic oscillator’s highly tunable nature in 

response to perturbations. I comprehensively mapped the cell-cycle period landscape by 

continuously tuning single-cell parameters in multiple dimensions with full dynamic ranges to 

provide an experimental framework for global parameter space scans. I also made new 

observations that via inhibition of the Cdk1-counteracting phosphatase PP2A, monomodal or 

bimodal distributions can be seen across varying inhibition levels, underscoring the complex 

nature of cell cycle regulation. The data allowed us to challenge existing models and refine a 

new model that matches the observed response. The results are described in the published 

manuscript Comprehensive Parameter Space Mapping of Cell Cycle Dynamics under Network 

Perturbations48. In Chapter IV, I will present an ongoing work studying the energy-dependent 

behavior of the mitotic oscillator. By tuning the ATP content in extracts, I observed an intriguing 

non-monotonic response in oscillation characteristics to varying energy landscapes. The 

oscillator is able to adjust its speed and accuracy based on the available energy budget, however 
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further research is needed to untangle the mechanisms that allow the oscillator to self-regulate in 

response to intracellular environments. A manuscript describing this work is in preparation. 
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Chapter 2 The Development of a Droplet-Based Microfluidic System 
to Reconstitute Mitotic Events and Fine-Tune the Mitotic Circuit 

 

2.1 Introduction 
Experimental platforms, whether whole organisms, isolated tissues or cell cultures, can 

be roughly categorized as either in vivo or in vitro. Both systems have been extensively used to 

study diseases and complex biological processes, and both have their own advantages and 

shortcomings. For example, in vivo testing is considered more representative of physiological 

conditions thus more reliable, however conducting experiments and acquiring statistically 

significant results in certain in vivo systems can be costly and resource consuming. Moreover, 

existing in vivo models can be too complex, containing more interfering factors when studying a 

specific pathway or circuit. Tried and tested in vitro systems have fewer such restrictions, 

allowing researchers to strip the complex cellular environment down to the bare necessities, and 

are open to all kinds of quantitative manipulations not possible in in vivo systems. Even though it 

is difficult for in vitro systems to wholly reproduce dynamic behaviors of living cells in vitro, it 

is possible to reconstruct certain aspects of a dynamic system of interest. 

Many complex biological processes and their regulations concerning the cell cycle can be 

reconstituted in vitro using extracts made from Xenopus laevis eggs. Cytoplasmic extracts from 

Xenopus eggs have made major contributions to the initial discovery and characterization
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of the central cell-cycle regulators including the protein complex cyclin B1-Cdk1 and the 

anaphase-promoting complex or cyclosome (APC/C). Cell-free extracts have also been used to 

investigate downstream mitotic events such as spindle assembly and chromosome segregation. 

Today, Xenopus extracts are still widely used for studying the cell cycle, DNA replication and 

repair, spindle assembly and microtubule motor function. One specific type of Xenopus extract, 

the cycling extract, is the cytoplasmic extract prepared from Xenopus eggs that goes through the 

rapid cell division observed in early embryo development. The oscillating dynamics is achieved 

by “activating” the extract with Calcium ionophore, which mimics the calcium ion release after 

fertilization. Cycling extract is proven to have the ability to reconstitute mitotic cycles in in vitro 

environments38, and thus is a powerful tool to study cell cycle. It has been used to investigate 

diverse cell cycle events such as chromosome morphology changes, nuclear envelope breakdown 

and reformation, DNA replication, spindle assembly and microtubule dynamics, and the budding 

and fusion of carrier vesicles involved in membrane transport. However, for most previous in 

vitro reconstitutions of Xenopus cycling extracts, tests are performed in well-mixed bulk 

solutions and exhibit only damped oscillations49,50, possibly due to the desynchronization of 

multiple oscillators, making it difficult to study cell cycle dynamics. These bulk extracts also 

lack the ability to recreate the spatial organization achieved by functional compartmentalization 

in real cells. The dramatic disparity in physical dimensions between bulk extract and the real cell 

also casts shadow on whether the phenomena observed in bulk extract is comparable to that in 

actual cells. 

Therefore, to our interest, an in vitro compartmentalized and easily manipulatable 

biochemical reaction system is needed to study the dynamics of biochemical oscillators. To this 

end, we developed a high-throughput artificial mitotic oscillation system by encapsulating 
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Xenopus cycling extracts in cell-like droplet emulsions. In the early developmental phase, the 

droplets were generated by simply creating an emulsion of the extract-oil mixture with a vortex 

machine51, which yielded droplets of different sizes. This method was subsequently replaced by 

droplet generation with microfluidic devices, which yielded extremely uniform droplets. The 

droplets were loaded into a Teflon-coated 2-dimensional chamber, and the cell cycle dynamics 

were recorded with long-term time-lapse fluorescence microscopy. These droplet-based cells 

exhibit undamped, self-sustained oscillations that last for days, offering significant advantages 

than their bulk counterparts and outperforming the current existing in vivo and in vitro systems. 

To enable real-time tracking of cell cycle dynamics, fluorescent reporters have been 

added to the droplets as needed. We have developed and used multiple reporters to label different 

cellular structure and components of the mitotic circuit. The fluorescence profile of each droplet 

was analyzed to obtain information of period, amplitude, number of cycles and droplet size, etc. 

The continuous output of fluorescent signals from reporters allowed us to measure the cell cycle 

dynamics in real time and explore the relationship between the variables of interest and the cell 

divisions quantitatively. 

This chapter is adapted from the published articles A robust and tunable mitotic oscillator 

in artificial cells38, Reconstitution of Cell-cycle Oscillations in Microemulsions of Cell-free 

Xenopus Egg Extracts45, Building Dynamic Cellular Machineries in Droplet-Based Artificial 

Cells with Single-Droplet Tracking and Analysis46, and Plug-in tubes allow tunable oil removal, 

droplet packing, and reaction incubation for time-controlled droplet-based assays47. My 

contributions to these projects include experimental platform design; experiment design; 

performing experiments; data collection, processing, and analysis; analysis script writing; and 

writing the manuscripts. 
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2.2 Cycling Xenopus Extracts Preparation 
We optimized the cycling extract preparation process based on Murray’s protocol for the 

extract preparation45, some major changes include: 1) Xenopus egg activation: eggs were 

activated with Calcium ionophore A23187 (0.5 µg/mL) rather than electric shock to mimic the 

rapid release of Calcium after egg fertilization; 2) egg crushing method: we used long snap-cap 

LDPE tubes instead of Eppendorf tubes to more easily separate different layers after 

centrifugation, especially in small quantities; 3) extract separation: instead of extract the 

cytoplasm by syringes, which may decrease extract activity caused by potential shear forces, we 

cut out specific layers of the tubes with razors; 4) buffer removal: to preserve extract activity, we 

avoided the use of silicone oil during the buffer removal step. 

Two mature female Xenopus laevis between over 12 months old were injected with 100 

IU Human Chorionic Gonadotropin (HCG) one to two weeks prior to the experiment date. On 

the eve of the experiment, these Xenopus frogs were injected with 500 IU HCG to induce egg 

laying 12-16 hours later. Before the extract preparation, frogs were gently squeezed for eggs. 

The dorsal side was massaged, and gentle pressure was applied to induce egg laying. This step 

was repeated over 10-minute intervals until a desired amount of eggs were collected. Eggs laid 

before the arrival of staff were usually discarded as their ability to reconstitute cell cycle is 

proven to be poor. Eggs were squeezed into 100 mL petri dishes containing 1× MMR buffer and 

inspected. Batches of eggs that were stringy or had unclear boundaries between animal and 

vegetal poles or irregular white spots on top of animal poles were discarded. The frogs were 

allowed to rest for three months later until the next egg harvest.  



16 
 

The batch of eggs presenting a homogeneous population of oocytes with clearly 

differentiated animal and vegetal poles was chosen and transferred into a 600 mL beaker. Excess 

MMR buffer was poured out and 250 mL of 2.2g/100 mL cysteine (pH=7.8) in 1× extract buffer 

was added to eggs gently to de-jelly the transparent outer coat. The eggs were shaken vigorously 

by hand and inspected regularly to check the removal of the jelly layer. The cysteine solution 

was immediately removed when the eggs were visibly touching each other. The eggs were then 

washed with 1L 0.2× MMR solution over four washes. Meanwhile, eggs that turned white were 

discarded using a glass Pasteur pipette. The MMR buffer was then poured out and eggs were 

supplied with 200 mL 0.1 µg/mL calcium ionophore A23187 solution in 0.2× MMR buffer for 

activation. A glass pipette was used to stir the eggs gently. The eggs were checked regularly to 

determine the activation efficiency. For the well-activated eggs, there is a clear contraction of the 

animal pole toward the white spot on the top of the eggs. Most of the healthy eggs would self-

orient with animal poles up and vegetal poles down. The overall activation efficiency can be 

estimated from the percentage of eggs with the vegetal side down. The whole activation process 

should ideally take less than 3 minutes. The activated eggs were then washed twice with 50 mL 

of 1× extract buffer supplemented with protease inhibitors (10µg/mL of leupeptin, pepstatin, and 

chymostatin each). Eggs were carefully transferred to 0.4 mL snap-cap tubes and then packed 

using a tabletop microcentrifuge at 200× g for 60 seconds, and then 600× g for 30 seconds. To 

reduce the dilution of extracts, extra extract buffer on top of the eggs was removed using a glass 

Pasteur pipette after each spin. The eggs were crushed at 20,000× g for ten minutes at 4°C in a 

centrifuge with a swinging bucket rotor. Typical tubes after centrifugation would have clear 

layers of dark pigment, yellow heavy membrane, clear cytosol, and light-yellow lipid layers from 

bottom to top. The tubes were cut to get the crude cytosolic extract in the middle layer. The 
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crude cytoplasm was transferred into new 0.4mL tubes and supplemented with protease 

inhibitors. They were then spun at 20,000× g again at 4°C for 5 minutes. The cutting and 

extracting process was repeated after centrifugation to further remove any impurities and the 

extract was supplied with protease inhibitors again. The final extract was stored on ice ready for 

experimentation. 

 

Figure 2.1 Schematic of Xenopus extract preparation.  

Xenopus eggs were freshly collected from a female frog. The collected eggs were packed through low-
speed centrifugation and crushed by high-speed centrifugation. 

 

2.3 Droplet Generation and Imaging 
Freshly prepared extracts were kept on ice while being supplied with different drugs and 

fluorescent markers as needed. For cell cycle dynamics, multiple fluorescent reporters were used 

for different research needs. NLS (nuclear localization signal)-tagged proteins, such as NLS-

GFP, were used to mark the nuclear membrane when sperm DNA is added to the droplets. 

Securin tagged proteins such as securin-CFP and securin-mCherry were initially used to report 

Cdk1 activities as both securin and Cdk1 are substrates of APC/C38,48. The securin proteins were 

replaced when a Cdk1 specific FRET sensor was developed44. Cyclin tagged proteins such as 

cyclin-YFP were used to record cyclin activities38,48.  
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Figure 2.2 Scheme of Cdk1-EV FRET biosensor.  

FRET efficiency reversibly increases or decreases via phosphorylation by Cdk1 and dephosphorylation by 
antagonistic phosphatases (PP1/PP2A). reproduced from Maryu et. al, 2022. 

 

2.3.1 Droplet Generation with a Vortex Machine 
The extracts were mixed with 2% Perfluoropolyether-polyethylene glycol (PFPE-PEG) 

surfactant oil to generate droplets. In the initial phase we applied a simple vortexing method to 

create droplets with a broad size distribution. 20 µL cycling extracts supplied with multiple 

biochemical molecules suspended in 200 µL 2% PFPE-PEG surfactant oil were emulsified by a 

vortex machine at a speed of level ten for 3 seconds. By adjusting the vibration speed and ratio 

between the aqueous and oil phase, we can obtain droplets of various radii, ranging from 20 µm 

to 500 µm. However, the varying sizes of droplets may pose unexpected variabilities when 

quantifying certain characteristics of the oscillator that are sensitive to reaction volumes. 
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Figure 2.3 Experimental procedures for generation cycling extract.  

Cycling Xenopus extracts are supplemented with various combinations of recombinant proteins, mRNAs, 
and de-membraned sperm DNAs, which are encapsulated in 2% PFPE-PEG oil microemulsions. Scale 
bar: 100 µm. 

 

2.3.2 Droplet Generation with Microfluidic Devices 
Considering the shortcomings of the vortexing method, we introduced a microfluidic 

system to our experimental setup46. Although the application of droplet microfluidics has grown 

exponentially in chemistry and biology over the past decades, robust universal platforms for 

routine generation and comprehensive analysis of droplet-based artificial cells are still rare. Our 

system enables full automation in tracking single droplets with high accuracy, high throughput, 

and high sensitivity. After the introduction of microfluidic techniques, we used custom PDMS 

flow-focusing devices to generate droplets of a uniform size. An SU-8 mold on silica wafer was 

first fabricated to replicate PDMS slabs (∼5 mm thick) with microfluidic channels (40μm in 

depth) via traditional photolithography and soft lithography methods. PDMS slabs were 

fabricated with the mold by pouring PDMS and baking in an oven for 3h at 60°C or 24h at room 

temperature. After the slabs were cut off the mold with a razor, fluidic access holes and the 

droplet collection reservoirs were then made by punching through the PDMS slabs using 0.7 mm 

dispensing tips and 4 mm biopsy punches respectively. The thick slab was then bonded to a glass 
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slide spin-coated with a thin and half-cured PDMS layer (∼80μm), the assembled slab and slide 

was baked for an additional 1h at 60°C. The microfluidic devices were fabricated with 1, 2, or 3 

inlets, which allows for mixing of different extracts with different contents and also fine tuning 

of certain chemical of molecular concentrations in the extract. 

To generate droplets, the oil and aqueous phases were driven into the PDMS device with 

a multi-channel microfluidic flow controller. Microbore PTFE tubings (0.3 mm i.d., 0.76 mm 

o.d.) were used for fluidic connections. The generated droplets were first pooled in the reservoir, 

then loaded into thin glass tubes, which eliminated the need for space by microwells or 

microtraps fabricated on a chip and the complexity of manipulating fluid dynamics in 

microchannel networks. The inner dimensions of the glass tubes (inner dimension: 100μm in 

height, 2mm in width) were selected to force the droplets to settle in a single layer, forming an 

almost 2D array. 

 

Figure 2.4 Droplet microfluidic platform.  

(A) Schematic diagram showing droplet generation and loading into a glass tube: a reservoir opened at the 
end of a flow-focusing device with a diameter of 3 mm; the tube width is 2.1 mm. The arrows indicate the 
flow direction of droplets. (B) Droplet microfluidic workflow: droplet (i) generation;(ii) collection; (iii) 
incubation; (iv) imaging (e.g., a phase-contrast image showing the collected water droplets in a glass 
tube); and (v) bright-field indexing and tracking. 
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The glass tubes were pre-cut into 3−5mm pieces using a ceramic scoring wafer and then 

placed in a vacuum desiccator with vaporized trichloro (1H,1H,2H,2H-perfluorooctyl) silane for 

at least 1.5h to create a hydrophobic surface. The hydrophobic layer prevents the droplets from 

attaching to the tube wall. To assist the vaporization of Trichloro (1H,1H,2H,2H-perfluorooctyl) 

silane, A 1.5 mL Eppendorf tube containing 30 µL Trichlorosilane was placed in a heating block 

preheated to 95°C. The heating block and the tube were then placed in a vacuum desiccator with 

the glass tubes.  

When droplets were generated, they were pooled in a reservoir in the PDMS device, 

which were then loaded into the glass tubes by dipping the tube into the reservoir. The tubes 

were only partially filled with droplets so as not to overload the glass chamber, which would 

result in more than one layer of droplets, creating difficulties during the segmentation step. After 

the droplets were loaded into the glass tubes, the tubes were immersed in a glass-bottom Petri 

dish filled with mineral oil to prevent sample evaporation. 

 

Figure 2.5 Single channel microfluidic device for droplet generation.  

(A) Scheme of a single channel microfluidic device and the resulting droplets generated and collected in a 
glass chamber. Scale bar: 100 µm. (B) an example track of an individual droplet over time with peaks and 
troughs selected.  

A 

B 
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Images of droplets were captured by a digital CMOS camera installed on an inverted 

fluorescence microscope, which was controlled by Micro-Manager, an open-source microscopy 

software, for automatic stage positioning and droplet imaging. Corresponding filter cube or filter 

wheel was used to record fluorescent signals as well as brightfield images for subsequent 

analysis. 

 

2.4 Data Analysis 
Custom MATLAB scripts were used to analyze the time-lapse videos. The droplets were 

segmented and tracked using bright field images. Segmentation was achieved by a watershed 

algorithm with seed generated from the Hough circle detection. Tracking was performed by 

maximizing the segmentation feature correlation between two consecutive time frames. 

Although the script included tunable parameters such as droplets area, eccentricity, or maximal 

permitted positional shift, to improve tracking results, some droplets will inevitably be wrongly 

tracked caused by unideal conditions such as sudden movements between frames, droplet 

overlap caused by overcrowding, multiple droplets merging into one, droplet deformation, or 

extract darkening caused by apoptosis. These tracks were removed manually after inspection 

during subsequent analyses. Statistics involving useful information for each track over time were 

exported as tables, including the coordinates and areas of droplets, mean intensities of the 

fluorescent channels, the standard deviations of the intensities of the channels. The volume of a 

droplet was calculated using the formula proposed by the study of Good et al.52. 

The noise in the temporal profiles of mean fluorescent intensities poses difficulty for 

subsequent analysis. The whole imaging area had similar levels of fluctuation for each frame, 

which was likely caused by instrument error. Thus, we calculated the mean background intensity 
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by manually selecting 3 blank rectangular areas in the field of view, calculating the mean 

intensity of the selected areas in each frame, then subtracting the mean from the measured 

intensity of our droplets at each frame to eliminate the noise. 

For period calculation, a peak/trough finding algorithm was used to automatically detect 

peaks and troughs in the temporal profiles of the desired mean fluorescent intensity. To make 

sure the behaviors of oscillators were accurately detected, manual checking and correction was 

applied. The results were then exported as tables available for further statistical analysis. 

 

2.5 Application of The Droplet System by Reconstituting Biological Processes 
in Artificial Cells 

Our pipeline was applied to the study of the mitotic oscillator, which regulates the cell 

cycle. Spontaneous progression of cell cycles represents one of the most extensively studied 

biological oscillations. Detailed dissections of the regulatory circuits in these extracts have 

revealed architecture of interlinked positive and negative feedback16,24,25,49,53–58. Such interlinked 

feedback loops are also found in many other biological oscillators59–62 and have been shown 

computationally to play an important role in achieving the essential clock functions such as 

robustness and tunability22. These studies have stimulated major interests in quantitative 

characterization of clock functions, for which an experimental platform is still lacking. 

2.5.1 The Oscillator Reliably Drives the Periodic Progression of Multiple Mitotic Events 
To examine the functionality of the droplet mitotic system, we added de-membranated 

sperm chromatin (to mimic the chromosomal dynamics during cell cycle), purified green 

fluorescent protein-nuclear localization signal (NLS-GFP), securin-mCherry mRNA and Hoechst 

33342 dye to the cytoplasmic extracts. We demonstrated that the system is capable of 
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reconstructing at least three cell cycle-specific events in parallel while alternating between 

interphase and mitosis. This autonomous alternation of distinct cell-cycle phases is indicated by 

securin-mCherry, which is synthesized by the extracts’ own translation machinery and degraded 

periodically via APC/C marking. In interphase, the presence of sperm chromosomal DNA, 

labeled by Hoechst, initiatives the self-assembly process into a nucleus, upon which GFP-NLS 

protein was imported through the nuclear pores. The localization of Hoechst and GFP-NLS thus 

coincide in the interphase nucleus. As the artificial cell enters mitosis, the chromosome 

condenses resulting in a tighter distribution of Hoechst, while the nuclear envelope breaks down 

and GFP-NLS is quickly dispersed uniformly in the whole droplet. The time courses for these 

processes were analyzed, indicating that the chromosome condensation and nuclear envelope 

breakdown (NEB) happened almost at the same time, while securin degradation lags these two 

processes at each cycle. All together, these experiments showed that the droplet system 

successfully reconstituted a cell-free mitotic oscillator centered on Cdk1 and APC/C that can 

reliably drive the periodic progression of downstream events including chromosome morphology 

change and nuclear envelope breakdown and reassembly, reproducing what occurs in vivo.  

We have successfully reconstituted the dynamics of nucleus during cell cycle, however 

the spatial-temporal dynamics introduced by nuclei, such as the transport of Cdk1 complex into 

and out of the nucleus at different cell cycle stages, might bring unnecessary complexities into 

the system, therefore subsequent experiments all used droplets with homogenous contents with 

no sperm chromatin added. 
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Figure 2.6 Reconstitution of cell cycle events in droplets.  

(A) Snapshots of a droplet were taken periodically both in fluorescence channels (top three rows) and 
bright field (the last row). The cyclic progression of the cell cycle clock and its downstream mitotic 
processes are simultaneously tracked by multiple fluorescence reporters. The clock regulator APC/C 
activity is reported by its substrate securin-mCherry, chromosomal morphology changes by the Hoechst 
stains, and NEB by GFP-NLS. Nuclear envelopes (red arrows) are also detectable on bright field images, 
matching the localization of GFP-NLS indicated nuclei. Scale bar is 30 mm. (B) Multi-channel 
measurements for the droplet above. The nucleus area (green circle) is calculated from the area of the 
nuclear envelope indicated by GFP-NLS, noting that the areas of the green circles are also scaled with the 
real areas calculated for the nuclei. DNA area curve (blue line) shows the chromosome area identified by 
Hoechst 33342 dye. Chromosome condensation happens almost at the same time as the nuclear envelope 
breaks down (black dashed line). The red dashed line represents the intensity of securin-mCherry over 
time, suggesting that degradation of the APC/C substrate lags NEB consistently at each cycle. 

A 

B 
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2.5.2 The Oscillator Is Effectively Tunable 
The ability to adjust frequency is an important feature shared by many oscillators22. Here, 

we demonstrated that the present system provides an effective experimental solution to the study 

of tunability of the clock. To avoid any interference from the complicated nuclear dynamics, we 

reconstituted a minimal mitotic oscillatory system which, in the absence of sperm chromatin, 

formed no nuclei. This simple, cytoplasmic-only oscillator produced highly robust, undamped, 

self-sustained oscillations up to 32 cycles over a lifetime of 4 days, significantly better than 

many existing synthetic oscillators. To modulate the speed of the oscillations, we supplied the 

system with various concentrations of purified mRNAs of full-length cyclin B1 fused to YFP 

(cyclin B1-YFP), which function both as a reporter of APC/C activity and as an activator of 

Cdk1. A droplet supplied with both cyclin B1-YFP and securin-mCherry mRNAs exhibited 

oscillations with highly correlated signals, suggesting that both are reliable reporters for the 

oscillator activity.  

With an increased concentration of cyclin B1-YFP mRNAs added to the system, we 

observed a decrease in the average period, meaning that a higher cyclin B1 concentration tends 

to speed up oscillations. However, the average number of cycles was also reduced with increased 

cyclin B1 concentrations, resulting in a negative correlation between the lifetime of oscillations 

and the amount of cyclin B1 mRNAs. The extracts will eventually arrest at a mitotic phase in the 

presence of high concentrations of cyclin B1. 
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Figure 2.7. Simultaneous measurements of fluorescence intensities of securin-mCherry (upper 
panel) and cyclin B-YFP (lower panel), showing sustained oscillations for about 58 hr.  

The mRNA concentrations of securin-mCherry and cyclin B-YFP are 10 ng/mL and 1 ng/mL. The series 
of mCherry and YFP images correspond to selected peaks and troughs in the time courses of fluorescence 
intensities. The two channels have coincident peaks and troughs for all cycles, suggesting that they both 
are reliable reporters for the cell cycle oscillator. 

 

 

Figure 2.8. The oscillator is tunable in frequency (A) and number of cycles (B) as a function of the 
concentration of cyclin B mRNAs.  

Cyclin B not only functions as a substrate of APC/C but also binds to Cdk1 for its activation, functioning 
as an ‘input’ of the clock. The cell cycle periods are shortened by increasing the mRNA concentrations 
and the number of total cell cycles is reduced in response to increasing cyclin B mRNA concentrations. 
Each data point represents a single droplet that was collected from one of the loading replicates. Red 
dashed line connects medians at different conditions. Error bar indicates median absolute deviation 
(MAD). 

A B 
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2.5.3 The Behavior of The Single Droplet Oscillator is Size-Dependent 
With the vortexing method, droplets were generated with radii ranging from a few µm to 

300 µm, enabling characterization of size-dependent behaviors of cell cycles. At the scale of a 

cell, the dynamics of biochemical reactions may become stochastic. Although stochastic 

phenomena have been studied extensively in genetic expressions, studying a stochastic system 

that is out of steady state can be challenging in living organisms due to low throughput and 

complications from cell growth, divisions and other complex cellular environments. These 

limitations can be overcome by reconstitution of in vitro oscillators inside cell-scale droplets, 

which are in absence of cell growth and divisions. Parallel tracking of droplets also enables high-

throughput data generation for statistical analysis. In vitro compartmentalization of molecules, 

especially rate-limiting molecules such as cyclin B1 mRNAs, into cell-sized droplets may have a 

major effect on the reaction kinetics of cell cycles. The smaller the size of a droplet, the smaller 

the copy number of molecules encapsulated inside the droplet and the larger the inherent 

stochasticity of biochemical reactions. Additionally, the partition errors of these molecules 

resulting from compartmentalization may further contribute to the variations of droplet behaviors 

in a size-dependent manner. Our results showed that smaller droplets led to slower oscillations 

with a larger variance of the periods, consistent with the size effect reported on an in vitro 

transcriptional oscillator63. 

We also observed a reduced number of oscillations and a smaller variance of the cycle 

number in smaller droplets. Interestingly, these size effects become less dramatic for droplets 

with larger sizes or with higher concentrations of cyclin B1 mRNAs. Therefore, our concerns of 

size-dependent behavior and subsequent switch to microfluidic devices were justified. 
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Figure 2.9. Droplets with smaller diameters have larger periods on average and a wider 
distribution of periods (A) and exhibit smaller number of oscillations on average (B).  

Colored areas represent moving 25 percentiles to 75 percentiles and are smoothed using the LOWESS 
smoothing method. The equivalent diameter is defined as the diameter of a sphere that has an equal 
volume to that of a droplet, estimated by a volume formula in literature. Note that these size effects are 
smaller for droplets with higher cyclin B mRNA concentrations. 

 

2.5.4 In Vitro Transcription and Translation 
Protein synthesis and degradation are among the most essential reactions of a cell and can 

provide a fundamental source-sink basis for various complicated nonlinear dynamic processes 

(e.g., genetic switches, oscillations, morphogenesis, etc.). However, analyzing transcription and 

translation can be difficult in live cells since these processes are embedded in larger complex 

genetic regulatory networks that are subject to changes in intracellular and extracellular 

environments. Using cell-free extract, these processes can be isolated and better controlled, 

which directly led to the deciphering of RNA codons in the early 1960s64. Recent research has 

shown that cell-free expression system can also be used to engineer genetic circuits65, perform 

fast and scalable screens to characterize gene editing systems, such as CRISPR-Cas66, and, in 

A B 
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combination with droplet microfluidics, produce a detailed dynamical analysis of the 

transcription/translation process67,68. 

To demonstrate the analytical power of our system in kinetic measurements, we 

reconstituted cell-free TXTL and TL systems side by side, by encapsulating wheat germ extracts 

supplied with plasmid DNA and mRNAs, respectively, of securin-CFP. Securin is a separase 

binding protein that prevents premature chromosome separation, which is critical for reliable cell 

cycle progression. In live cells, securin is actively synthesized in interphase and degraded upon 

anaphase onset, which makes it complicated to study its translation kinetics. This assay enabled 

high-resolution, high-throughput, real-time kinetic measurements of both TXTL and TL 

reactions simultaneously for more than 10 h. 

 

Figure 2.10. Synthesis of securin-CFP in artificial droplet cells via in vitro transcription−translation 
(TXTL) and translation (TL).  

Selected time-lapse images showing the increasing brightness of CFP signal in droplets over a course of 
600 min in both TXTL and TL assays. The fluorescence intensities of droplets at time zero are invisible, 
and bright-field images are shown instead. Solid colored lines showing CFP fluorescent intensities 
increased with protein synthesis and reached plateaus in individual droplets in TXTLassays (n= 1639) and 
TL assays (n= 1604), respectively. The blue dashed lines showing the medians and the thick red lines 
showing the model fit results. Standard deviations of the fluorescence intensities indicate the variation 
difference in the TXTL and TL assays. Images and data were collected every 5 min at room temperature. 
Scale bars: 100μm. 

A B 
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Interestingly, in the TXTL system, which undergoes a two-step transcription and 

translation process, droplets show an increasingly larger variance in intensities over time 

compared to the TL-alone assay, as indicated by the higher heterogeneity in brightness of 

droplets and the wider distribution of the curve intensity after the transcription and translation 

initiated. We attribute the more pronounced increasing variations of protein expression in the 

TXTL system to the additional transcription noise (i.e., stochastic mRNA production and 

degradation rates) in pL-scale encapsulations, compared to the TL system; it was found that such 

variation was not caused by the dispersed sizes of droplets. To further verify this hypothesis, we 

built a model based on previous research6,69 to simulate the transcription and translation 

processes over time. By fitting each curve with our model, we found that the translation resource 

variation produces similar effects on both systems, while the introduction of transcriptional 

resource variation among droplets in the TXTL system can account for their differential 

variations, supporting our hypothesis. 

 

2.6 Conclusion 
In conclusion, we have developed a microfluidic platform and analytical algorithm that 

enables generation, incubation, and detection of arrays of individual droplets. The unique and 

powerful combination of analytical abilities opens up exciting possibilities for studying cell-free 

systems, which oftentimes require microscale analyses at high throughput, high sensitivity, and 

high spatiotemporal resolution. Specifically, in this chapter, we reconstructed and quantified 

various cellular machineries in cell-free microdroplets (i.e., cell-cycle oscillations, and nuclear 

morphology changes, and protein expression and degradation). Our results indicated that the 

droplet artificial cells enable efficient constitution and quantification of sophisticated 
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spatiotemporal dynamics in vitro, manifesting its transforming potential in synthetic biology. It 

may eventually benefit the study of diseases and disorders at early stages of embryonic 

development that has been previously difficult to achieve without such a tool. In addition, the 

framework is easy to set up and straightforward to use, therefore, it can be adopted by any 

regular lab that has already been equipped with a conventional fluorescence microscope as a 

universal and low-cost solution to perform diversified types of droplet analysis; thus, it will 

ultimately be lowering the barrier of using droplet microfluidic technology for a broader range of 

applications, particularly in the fields of chemistry, physics, medicine, and biology. 
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Chapter 3 Comprehensive Parameter Space Mapping of Cell Cycle 
Dynamics Under Network Perturbations  

 

Studies in quantitative systems and synthetic biology have extensively utilized models to 

interpret data, make predictions, and guide experimental designs. However, models often 

simplify complex biological systems and lack experimentally validated parameters, making their 

reliability in perturbed systems unclear. Based on the findings of the previous chapter, the 

mitotic oscillator is highly tunable, so here we used the previously described droplet-based 

synthetic cell system to continuously tune single-cell parameters in multiple dimensions with full 

dynamic ranges to provide an experimental framework for global parameter space scans. We 

systematically perturbed the cell-cycle oscillator, enabling comprehensive mapping of period 

landscapes in response to network perturbations. The data allowed us to challenge existing 

models and refine a new model that matches the observed response. Our analysis demonstrated 

that Cdk1 positive feedback inhibition restricts cell cycle frequency range, confirming model 

predictions; furthermore, it revealed new observations of cellular responses to the Cdk1-

counteracting phosphatase PP2A inhibition, exhibiting monomodal or bimodal distributions 

across varying inhibition levels, underscoring the complex nature of cell cycle regulation that can 

be explained by our model. This global perturbation platform may be generalizable to exploring 

other complex dynamic systems.
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3.1 Introduction 
Most multicellular life starts with a series of rapid synchronous embryonic cell cycles. 

Unlike somatic cells that undergo four distinct cell cycle phases, early embryonic cells skip 

G1/G2 gap phases, checkpoint machinery, or transcriptional activity, and oscillate between the S 

phase and M phase until zygotic genome activation70–72. Nonetheless, the basic components of 

the oscillatory networks are shared among early embryonic and somatic cell cycles and 

evolutionarily conserved across almost all eukaryotic species. 

In theory, a negative feedback loop alone can generate oscillations. In reality, however, 

cell cycle networks involve many more complicated regulatory components that form coupled 

positive and negative feedback loops. Researchers have constructed mathematical models, both 

simple and complex, to understand the role of these regulatory circuits in cell cycle behaviors 

observed in experiments. Novak & Tyson16 and Thron58 first proposed the role of the 

Cdk1/Cdc25/Wee1 positive feedback system as a bistable trigger for mitotic entry, which was 

later confirmed by experiments24. Novak and Tyson constructed a detailed mass action model 

with 10 equations17. Following that initial work, they then simplified it into a two-equation 

model based on Goldbeter-Koshland kinetics (Novak-Tyson-2equ)73. Yang and Ferrell also 

developed a two-equation model using Hill function-based rate equations. This model 

highlighted the important role of hypersensitive response of APC/C to Cdk1 and a sufficient time 

delay in the robust cell cycle oscillations, which were verified experimentally. Modeling work by 

Tsai and Ferrell also predicted that the interlinked positive and negative feedback promotes 

robust oscillation and expands the frequency range (i.e., tunability) of cell cycles22. Remarkably, 

cell cycle modeling also predicted a significant role of phosphatase(s) in cell cycle regulation, 

before the discovery of the importance of the protein phosphatase 2A (PP2A)73. 
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Despite the fact that these models played a significant role in advancing the 

understanding of cell cycle regulation principles and informing experimental design, there are 

key challenges for all current models. First, even the simplest models may contain many 

unknown parameters that are challenging to estimate. Experimentally measuring parameters is 

labor-intensive and can yield inconsistent results across different laboratories and batches. Direct 

measurement from experiments is impractical for some highly abstract parameters in simplified 

models. Second, to reduce complex biological systems, models often have assumptions of 

chemical reactions that are not necessarily realistic. For instance, the three aforementioned cell-

cycle models used different rate functions and simplified the Cdk1 network differently. 

Therefore, the effectiveness of these models in altered conditions is questionable. Lastly, 

additional regulatory networks of the cell cycle have been discovered in recent years and the 

classical models need to be modified to incorporate these new circuits. Notably, while previous 

models only considered positive feedback loops involving Wee1 and Cdc25, recent research 

suggests the need to include additional positive feedback regulation between Cdk1 and its 

counteracting phosphatase, especially PP2A5,74–76. Yet, there has not been a systematic study on 

how PP2A affects embryonic cell cycle dynamics.  

An important step towards addressing these challenges is to systematically quantify cell 

cycle dynamics and map the entire oscillation landscape of the network under global parameter 

perturbations. Compared to measuring parameters individually, such fine-grained multi-

dimensional dataset enables more reliable parameter estimation by global fitting and hence 

provides better constraints of models for their efficacy evaluation.  

To this end, we systematically scrutinized cell cycle dynamics in droplets under 

perturbations of cyclin B1, Wee1, and the recently identified PP2A circuit, either individually or 
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in combination. The cell-free extracts provide an exceptional system for such perturbation 

analysis, as it permits the direct incorporation of various cell-impermeable molecules such as 

mRNAs, proteins, and sensors. We further examined the behavior of classical cell cycle models 

under these combinatory perturbations and compared them with our experimental results. To 

incorporate the PP2A perturbation data, we constructed a cell cycle model including the PP2A 

circuit based on the Yang-Ferrell-2equ model and identified the parameter space that supports 

free-running oscillation. Modeling the experimental perturbation responses offers insights into 

how this newly incorporated PP2A circuit contributes to the cell cycle oscillation and its 

dynamical properties.  

This chapter is adapted from the published article Comprehensive Parameter Space 

Mapping of Cell Cycle Dynamics under Network Perturbations48. My contributions to the project 

include experimental platform design; experiment design; performing experiments; data 

collection, processing, and analysis; and writing the manuscript. 

 

3.2 Droplets Experience Gradual Phase Diffusion Over Time 
We first set out to estimate the innate variations of our experimental platforms by using a 

single-inlet microfluidic device that generates droplets of cycling Xenopus egg extracts at a 

uniform size and constitution. Analysis of the temporal signal of securin-CFP oscillation 

revealed that initially the droplets were highly synchronized in the first few cell cycles (cycle #1 

through #4), but gradually desynchronized in later cycles (starting cycle #5).  
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Figure 3.1. Raster plot of mitotic oscillations over time.  

Each dot represents one peak in the fluorescent profile of one droplet placed at the time of the peak. 

 

To identify the source of cell cycle desynchronization, we analyzed the variations 

(standard deviation, SD, and variance) of the droplet securin-CFP peak time (T_peak) of each 

cycle, from the first to the 15th cycle, resulting in a linear increase in the SD of T_peak over the 

average time of T_peak.  

 

Figure 3.2. Phase diffusion of droplets with control extract.  

(A) Raster plot of the same dataset. Incomplete tracks are discarded, the remaining droplets (the selected 
area from the left figure) are sorted by average period length and reassigned droplet IDs. All points 
beyond the 15th cycle are also discarded. (B) standard deviation and variance of peak times against time. 
Each point represents all droplets with the same cycle ID. 

A B   
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If random phase diffusion dominates the system noise, the peak time variance should be 

linearly correlated with time27. Instead, our results showed a concave-up curve of peak time 

variance over time. These results may be explained by the observation that the droplets generated 

from the same batch and constitution of extract had innate differences in oscillation periods, 

which becomes apparent when sorting all droplets by their average period. A possible cause of 

the droplet period difference is the partitioning noise during the microemulsion encapsulation 

process63. Together, these results suggested that the major source of system noise is not the phase 

fluctuation of cell cycles, but the initial period variation among the population of individual 

droplets that can propagate throughout cycles. Nevertheless, the droplet period noise (SD) is 

~8% of the average droplet period, which is still much lower compared to the effect of the 

perturbations used in the study.  

In addition, we found that the droplet oscillations gradually slowed down after the first 

three to four cycles with increasing periods. This is possibly caused by the depletion of some 

rate-limiting factors in the droplets, such as energy or cyclin B1 mRNA. The first three cycles 

maintained a roughly constant cycle period, which is likely a more accurate representation of the 

physiological state of droplets. Therefore, in the following analyses of this study, we only 

focused on the first three cycles.  

 

3.3 Multi-Inlet Microfluidic Platform for Comprehensive Parameter Space 
Perturbations Shows Interphase Period Is Highly Tunable by Cyclin B Levels 

The single-inlet microfluidic device could only generate droplets with identical initial 

states, despite small variations, as described above. To enable global exploration in parameter 

space, we extended our microfluidic design to incorporate up to three inlets prior to droplet 
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formation. In this study, one of the inlets was reserved for Xenopus egg extracts, while the 

remaining channels were utilized to introduce recombinant mRNA molecules or chemical 

agonists/antagonists of cell cycle regulators for perturbation purposes. Content from the channels 

is mixed during droplet formation. The ratio of the content from the inlets can be dynamically 

adjusted by changing the pressure difference of the channels. The total flow rate from all 

channels is kept constant to ensure constant droplet size. In this study, the droplet size is kept at 

around 100 µm which is comparable to early embryonic cells.  

Consequently, depending on which of the single-inlet, two-inlet, or three-inlet 

microfluidic devices are employed, for any single batch of extracts, our microfluidic platform 

can be programmed to generate droplets of uniform size and multiple pre-set constitutions, such 

as discrete levels of a cell cycle regulator, a continuous parametric sweep of one component, or a 

two-dimensional array of two components. Stable chemical fluorophores, such as Alexa 594 and 

Oregon Green, were used as indexing dyes for different inlets, so the composition of individual 

droplets can be quantified based on the fluorescent levels of these indexing dyes. 

We used securin-CFP, as an anaphase substrate cell cycle reporter to monitor the cell 

cycle progression in all experiments of this study. To maintain a consistent concentration of the 

securin reporter mRNA in all droplets generated in a batch, we added the mRNA in all inlets at 

the same concentration. We developed an in-house image processing and droplet tracking 

algorithm to track and quantify the securin-CFP dynamics in individual droplets.  
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Figure 3.3. 2-channel tuning device and pressure profile. 

 (A) Design of 2-channel microfluidic device for droplet generation. Extracts were flown in from the 2 
inlets on the left, surfactant oil was flown in from the right, droplets were collected in a well in the middle 
punched in after fabrication. (B) Temporal pressure profile of the 2 extract channels for continuous 
content tuning. The sum of total pressure is kept constant. 

 

Varying cyclin B synthesis rate could effectively tune the cell cycle duration, as 

previously demonstrated in chapter 2. In our investigation, we aimed to generate an experimental 

dataset to measure the cell-cycle response through a single-variable parameter sweep focusing on 

the cyclin B synthesis rate in both directions.  

To tune down cyclin B production rate in droplets, we designed and applied cyclin B 

morpholino antisense oligonucleotides to block the transcription of endogenous Xenopus cyclin 

B (x-cyclin B) mRNA species. A mixture of four morpholinos was used, two for x-cyclin B1 and 

two for x-cyclin B2. We used a 2-inlet microfluidic device, with one inlet injected with 

unmodified cycling Xenopus extract, and the other with extract containing additional morpholino 

mixture and an indexing dye. By varying the pressure of the two inlets following a pre-

programmed profile, we generated droplets with a continuous gradient of morpholino 

A B 
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concentration, ranging from 0 to 5 μM total morpholinos. For each droplet, the concentration of 

added morpholinos was calibrated by the fluorescence intensity of the indexing dye.  

Morpholino addition significantly slowed endogenous oscillations with up to 5-fold 

increase in the cell cycle period, affirming that cyclin B level significantly affects the cell cycle 

period. However, not all phases of the cell cycle are equally affected. The rising phase of the 

securin-CFP oscillation, which comprises mainly the interphase and the initial part of the M-

phase, showed a roughly linear increase in duration, whereas the falling phase, approximately 

corresponding to the start of anaphase until mitotic exit, maintained a relatively constant 

duration. The insensitivity of the falling phase period to cyclin B variation is consistent with 

previous reports that the mitotic phase is temporally more robust compared to other phases, 

which can be explained by the positive feedback loops in the mitotic circuit. 

We then examined cell cycle dynamics when introducing additional recombinant human 

cyclin B (h-cyclin B) mRNAs to the extracts that were treated with 5 µM morpholinos to inhibit 

endogenous cyclin B mRNA. We used the same 2-inlet microfluidic device to generate droplets 

having 0 to 25 ng/µL h-cyclin B mRNAs. In the absence of h-cyclin B mRNA, the system 

oscillated at a speed similar to that observed when 5 µM morpholino was applied, likely driven 

by residual endogenous x-cyclin B mRNA. The addition of h-cyclin B mRNA significantly 

accelerated cell cycle oscillations with up to 4-fold increase in the cell cycle frequency. 
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Figure 3.4. Experimental setup for 2-channel tuning microfluidic device.  

(A) schematic view of a two-channel microfluidic device. Fluorescent dye is co-added with cyclin B 
mRNA to index concentration. (B) fluorescent images of droplets generated. Left: fluorescent dye. Right: 
securin-CFP. Scale bar 100 µm. (C) Histogram of fluorescent dye intensity in droplets generated by 2-
channel tuning. 

C 

A 

B 
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Figure 3.5. Oscillation characteristics with the tuning of Morpholino. 

 (A) Left: Raster plot of droplets with varying morpholino concentrations. Right: fluorescent profiles of 
two example droplets with different morpholino concentrations, indicated by dashed lines in the left 
figure. (B) Rising and falling period vs morpholino concentration. Only the first cycle periods are 
included in the figure for clarity. 

 

Consistent with the impact of morpholinos, only the period of the rising phase 

significantly shortened with increasing cyclin B mRNA concentration, whereas the falling phase 

period was almost unaffected. Both the cyclin B mRNA and morpholino tuning consistently 

demonstrated that the cell cycle period monotonically and gradually decreases with an increasing 

cyclin B synthesis rate.  

A 
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Figure 3.6. Oscillation characteristics with the tuning of cyclin B mRNA.  

(A) Left: Raster plot of droplets with varying Cyclin B mRNA concentrations. Right: fluorescent profiles 
of two example droplets with different cyclin B mRNA concentrations, indicated by dashed lines in the 
left figure. (B) The rising and falling period vs cyclin B mRNA concentration. Definitions of the rising 
and falling phases of the fluorescent profile are indicated in Figure 2.5. Only the first cycle periods are 
included in the figure for clarity. 

 

With these datasets, we could evaluate the three published cell cycle models to test if they 

correctly recapitulate the cell cycle response to cyclin B tuning. All three models assumed that 

the oscillation is driven by the negative feedback loop between cyclin B-Cdk1 and APC/C but 

used different rate equations. The Yang-Ferrell’s model11 and Novak-Tyson-2equ model are 

simple two-equation systems that use Hill function and Goldbeter-Koshland kinetics, 

respectively, to construct the rate equations. The third, Novak-Tyson-full model is a detailed 

mass action model with 10 equations. All three models correctly predicted the cell cycle 

responses to mRNA concentration at a relative low cyclin B synthesis rate.  

A B 
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Figure 3.7. Relative period (normalized to maximum) when tuning cyclinB synthesis rate 
(minimum value to maximum is normalized to 0-1) in three models.  

ksynth in yang-ferrell model and k1 in novak-tyson-2equ and full model are perturbed to simulate mRNA 
variation. Initial parameter value is circled. 

 

However, at a high cyclin B synthesis rate, both Yang-Ferrell’s two-equation model and 

Novak-Tyson’s full model showed a slight increase in the oscillation period, which was not 

experimentally observed. The increase in period at high cyclin B levels in the two models 

resulted from the increases in the period of falling phase of cyclin B (i.e., late mitotic phase), 

presumably because faster synthesis rate resulted in more cyclin B proteins to be degraded at the 

falling phase. In contrast, Novak-Tyson’s two-equation model recapitulated the monotonic and 

gradual decrease of cell cycle period with increasing cyclin B synthesis rate, presumably because 

the Michaelis–Menten kinetics derived steady state allowed a faster initial degradation of cyclin 

B protein. These results suggest that the dynamics of Wee1-Cdk1 and Cdc25-Cdk1 regulations 

under fast equilibrium assumption, used in both the two-equation models, might be better 

modeled by Goldbeter–Koshland kinetics. 
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Figure 3.8. Simulated oscillations with changing cyclin B synthesis rate.   

Left: Increasing and decreasing period of Qiong-Ferrell model, showing that decreasing period 
significantly increases at high cyclinB synthesis rate. Right: example oscillatory trace of cyclinB (red) 
and active Cdk1 (blue) from high cyclinB synthesis rate (lower) and low cyclinB synthesis rate (higher). 

 

3.4 The Wee1 and Cdc25 Positive Feedback Loops Increase Cell Cycle Period 
Tunability 

Theoretical studies have suggested that the strength of the Cdk1/Cdc25/Wee1 positive 

feedback is essential for the period tunability by cyclin B22. To examine such relations, we 

applied a 3-inlet microfluidic platform to simultaneously vary the positive feedback strength and 

the cell cycle speed by changing the cyclin B synthesis rate. This systematic mapping of the cell 

cycle period landscape can inform how the period tunability responds to fine-tuning of the 

feedback strength. 
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Figure 3.9. 3-channel tuning device and pressure profile.  

Left: Design of 3-channel microfluidic device for droplet generation. Extracts were flown in from the 3 
inlets on the left, surfactant oil was flown in from the right, droplets were collected in a well in the middle 
punched in after fabrication. Right: Temporal pressure profile of the 3 extract channels for continuous 
content tuning. The sum of total pressure is kept constant. The cycles are designed so the parameter space 
is evenly scanned. 

 

To suppress the positive feedback strength, we compromised the kinase activity of Wee1 

with a chemical tyrosine kinase inhibitor PD1662852577. Note that applying a Wee1 inhibitor 

also inevitably suppresses the Cdc25 positive feedback loop, because Wee1 and Cdc25 

antagonistically regulate the same phosphate groups of Tyr15 and Thr14 on Cdk1.  

 

Figure 3.10. Schematic view of the function of PD166285 on the mitotic circuit. 

 

We first applied different concentrations of PD166285 and performed 2-channel cyclin B 

mRNA tuning to test if the cell cycle period tunability is affected. The results revealed that while 

droplets with no PD166285 showed a wide range of oscillation frequencies, this range was 
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dramatically reduced when 2 µM or more of inhibitor was present (Figure 3C, Figure S2D). In 

the group with the highest inhibitor concentration (10 µM), the period change was on the same 

level as background noise. This suggested that interrupting Cdc25/Wee1-based positive feedback 

could impose a significant impact on the cell cycle tunability, even though the cell cycle 

oscillations were sustained. 

 

Figure 3.11. Oscillation characteristics with the addition of discrete levels of Wee1 inhibition. 

(A) Raster plot of mitotic oscillations of droplets with different cyclin B mRNA concentrations at 4 
separate PD 166285 concentrations (0, 0.4, 2, 10µM). Color bar indicates cycle ID. (B) Period tuning by 
cyclin B mRNA under coarse-grained Wee1 perturbations. The colored scatter plots represent 3 distinct 
PD166285 concentrations. The lines indicate linear approximations of the experimental data. 

 

We then used the 3-inlet setup to generate a fine-grained tuning of both cyclin B (by 

adding 0 to 6 ng/mL h-cyclin B mRNA to extracts supplied with 5 µM x-cyclin B morpholinos) 

A 

B 



49 
 

and Wee1 (by 0 to 2 µM PD166285). We programmed a 3-inlet pressure profile, so that the 

generated droplets have relatively uniform distributions of PD166285 and cyclin B mRNA 

concentrations. The results showed that increases in PD166285 concentration gradually reduced 

the range of droplet cell cycle periods under the same tuning range of cyclin B mRNA 

concentration, and the difference is more evident in the lower cyclin B mRNA concentration 

region.   

 

Figure 3.12. 3-channel tuning experiment setup.  

(A) schematic view of a three-channel microfluidic device. Fluorescent dyes are co-added with cyclin B 
mRNA and PD166285 respectively to index their concentrations. (B) fluorescent images of droplets: 
composite of fluorescent dyes (left) and securin-CFP (right). Scale bar 100 µm. (C) The resulting 
concentration of Cyclin B mRNA and PD 166285 in droplets generated by 3-channel tuning. Only data 
points in the selected area were used for further analyses. 

 

To examine if computational models could recapitulate the observed results, we then 

perturbed parameters representing Wee1 activity in the aforementioned three models. We first 

examined the model responses to Wee1 without cyclin B tuning. When decreasing Wee1 

activities to 20-30%, all models showed an oscillation arrest, which was not observed 

experimentally at 10 µM PD166285. This suggests that these three models were incomplete, and 

A B C 
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other components may be required to properly explain the cell cycle dynamics when Wee1 is 

inhibited.  

 

Figure 3.13. Raster plot of cyclinB and Wee1 3-channel tuning.  

(A) Raster plot of droplets with varying cyclin B mRNA concentrations. (B) Scatter of oscillation period 
vs cyclin B mRNA concentration. Only the first cycle periods are shown in the figure to eliminate the 
period elongation effect. (C) Raster plot of droplets with varying PD166285 concentrations. (D) Scatter of 
oscillation period vs PD166285 concentration. Only the first cycle periods are shown in the figure. 

 

We next examined model responses to Wee1 under cyclin B tuning to test how Wee1 

activity and its associated positive feedback loops affect cell cycle period tunability. We 

simulated each of the three models and calculated the period range as we tuned both cyclin B 

synthesis rate and Wee1 activity respectively. 

A B
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Figure 3.14. Relative period (normalized to maximum) when decreasing Wee1 activity in three 
different models.  

Decreasing of bWee1 in yang-ferrell model, kWee1 in novak-tyson-2equ and kWee1 in novak-tyson-full 
model is used to simulate the Wee1 inhibitor effect. 

 

All three models captured the overall trend and range of cycle periods in response to 

changes in both Wee1 activity and cyclin B mRNA levels. In general, Novak-Tyson-2equ model 

seems to best describe the experimental behavior; Yang-Ferrell model showed unexpected 

frequency tunability increases in high mRNA and high Wee1 domains, while Novak-Tyson-full 

model showed smaller tunability decrease compared with experimental results. These results 

indicate that the existing models could predict local response to changes in Wee1 activity and 

cyclin B mRNA levels but failed to recapitulate experimental results in high Wee1 inhibitor 

concentrations, suggesting the possible contribution of other mechanisms in addition to the 

Cdk1/Cdc25/Wee1 positive feedback. 
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Figure 3.15. Computational simulation of cell cycle frequency change by perturbing cyclinB or 
Wee1 activity.  

Top: Period response of relative cyclinB mRNA activity in yang-ferrell model, novak-tyson-2equ and 
novak-tyson-full model respectively, color code Wee1 activity. Bottom: Period response of Wee1 activity 
inhibition in yang-ferrell model, novak-tyson-2equ and novak-tyson-full model respectively, color code 
mRNA concentration. 

 

3.5 PP2A Is Required for Cell Cycle Oscillation  
Other than the extensively characterized Cdk1/Cdc25/Wee1 positive feedback, studies 

have identified additional positive feedback regulation centered on the Cdk1-counteracting 

phosphatase, PP2A75. PP2A dephosphorylates many Cdk1 substrates, including Wee1, APC/C 

and Cdc2578. In addition, PP2A forms a double negative feedback loop with the Endosulfine 

Alpha/Greatwall (ENSA/Gwl) pathway. Recent studies5,76 reported that the PP2A-ENSA/Gwl 

feedback loop is necessary for the bistability of Cdk1 substrate phosphorylation. However, it is 

unclear whether and how PP2A affects the cell cycle dynamics.   
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Figure 3.16. Schematic view of molecular circuits including PP2A activities. 

 

To study the influence of PP2A on the cell cycle, we applied okadaic acid (OA), a PP2A 

inhibitor with a reported IC50 of 0.14nM in vitro79, to tune PP2A activity in our droplet cells. 

Using two-channel tuning, we generated droplets of OA concentration ranging from 0 to 600 

nM. We observed that PP2A inhibition by OA had a significant impact on cell cycle dynamics, 

and droplets treated with >500 nM OA had always shown a complete cell cycle arrest. These 

results supported that, unlike Wee1, which could be fully inhibited without terminating cell 

cycles, PP2A activity is necessary for mitotic oscillation.  
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Figure 3.17. Multimodal response in oscillation behavior in response to PP2A inhibition.  

(A) Percentage of oscillatory droplets vs OA concentration, showing 3 types of responses. The pie chart 
shows the percentage of each type in all experiment results. (B) Representative raster plot of 3 types of 
OA response. Droplets are sorted by OA concentration, and the color codes the peak index. (C) 
Histogram of tracked droplets corresponding to 3 types of OA responses. 

 

3.6 Cell Cycle Dynamics Exhibits Multimodal Responses to PP2A Inhibition 
Furthermore, we observed that cells responded to OA inhibition in distinct patterns that 

appeared to be batch dependent. Across 11 independent experiments with identical setup, we 

observed three distinct types of response patterns. The first type, observed in over half (6 times) 

of the experiments, was characterized by a gradual decrease in the percent of oscillating droplets 

as OA concentration increased from 0 to 300 nM, and a complete cell cycle arrest at higher OA 
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levels. The second type, which was less frequent (appeared 3 times), showed a similar response 

as in type 1 in the lower OA region, but at higher OA, droplets “resumed” robust oscillation. In 

other words, type 2 response was characterized by a gap at an intermediate OA level where the 

cell cycle was arrested. For the third, the least frequent type (appeared twice), only a small 

percent of droplets had oscillations at low OA, but as OA increased, droplets showed an 

increasing tendency to oscillate before the percent of oscillating droplets dropped again as OA 

reached 400 nM. Therefore, the type 3 response resembled the trend seen in the second half of 

type 2 response (after the gap).  

We next examined the effects of PP2A inhibition on the cell cycle period and also 

observed responses of multiple forms. Because of the small number of occasions of type 2 and 

type 3 responses, we focused on period analysis for type 1 only. The cell cycle period showed 

either a monotonic decrease, a monotonic increase, or a slight decrease followed by an increase. 

We then separately examined the durations of the increasing phase (i.e interphase and early 

mitotic phase) and decreasing phase (corresponding to late mitotic phase after the anaphase 

substrates, cyclin B or securin proteins, started to decay). This revealed that the multimodal 

responses in the cell cycle period mainly reflected the multimodal changes in the increasing 

phase. In contrast, the duration of the decreasing phase remained a simple increasing trend in all 

tested conditions, although the slope of the increases varied. 
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Figure 3.18. Oscillation period changes when tuning OA.  

Showing three different responses: monotonic decreasing (left), decreasing and then increasing (middle), 
and monotonic increasing (right). Red lines are fitted curves with linear (left) or quadratic models (middle 
& right). 

 

These different responses were not caused by technical errors such as uneven sampling of 

OA concentrations in the droplets, as checked by sampling histograms. To further confirm the 

observations were independent of channel-tuning setup, especially to verify the rare type 2 

bimodal distribution that was never reported before in literature, we performed alternative 

experiments using coarse-grained manual tuning. We divided the same batch of extract into 

separate tubes each treated with OA at a final concentration of 0, 50, 100, 200, 400, and 800 nM. 

We then used single-inlet microfluidics to create identical droplets for each OA group. One of 

the experiments clearly recapitulated the type 2 response: oscillations were self-sustained at 0, 

50, and 400 nM, but arrested at 100, 200, and 800 nM. These experiments ruled out potential 

technical artifacts associated with the multi-inlet sampling, suggesting that the multimodal 

phenomena observed could reflect biological heterogeneity of the system. 
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Figure 3.19. Percentage of droplets that show oscillatory behavior when adding different 
concentrations of OA.  

Note that no oscillation is detected in 200 nM or 800 nM conditions. 

 

Okadaic acid (OA) as a widely used phosphatase inhibitor is highly selective for PP2A 

over other protein phosphatases. However, when applied in high concentrations, the possibility 

that okadaic acid can inhibit other phosphatases including PP1 and PP4 cannot be ruled out. 

Therefore, we also checked to rule out any drug-specific artifacts, e.g., off-target effects of OA. 

We performed additional control experiments by testing multiple control inhibitors alongside 

with OA, including two that are more selective for PP2A: fostriecin (IC50 values for PP2A, PP4, 

and PP1 are 3.2 nM, 3 nM, and 40 µM, respectively) and endothall (IC50 values for PP2A and 

PP1 are 90 nM and 5 µM, respectively), and two versions of the PP1 inhibitor: IPP2-His and 

IPP2-GST (Inhibitor-2 with His-tagged and GST-tagged, respectively). Comparisons of the 

responses to different inhibitors are made exclusively between tests carried out on the same 

extracts on the same day to eliminate the impact of batch variances. Multiple iterations of the 

same experiment are done to ensure the results are repeatable and the effect of the inhibitors are 

consistent when the extracts exhibit different types of response to OA. 
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When applied to the same batches of extracts as OA, endothall and fostriecin both 

showed similar effects to OA. In contrast, Inhibitor-2, both IPP2-His and IPP2-GST, led to 

drastically different cell cycle behaviors from OA and endothall, such as oscillation percentage, 

raster plot and cycle period. Furthermore, we also observed polymorphism for different batches 

of extracts in response to PP2A inhibition. These polymorphic responses are likely not an artifact 

of OA, as they are also observed in droplets treated with fostriecin and endothall which exhibit 

consistent results with the OA-treated droplets of the same batches of extracts. Together, these 

results suggest that the OA concentrations used in our studies are likely within the range that 

specifically targets PP2A without disrupting other protein phosphatases. We found that these 

alternative PP2A inhibitors showed a similar response as OA whereas PP1 inhibitors had 

different effects on the droplet mitotic cycle. Moreover, droplets prepared from the same 

Xenopus extract batch but treated with different PP2A inhibitors showed the same type of 

responses. These results suggested that the multimodal responses were specific to PP2A 

inhibition and were extract batch dependent. 
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Figure 3.20. Cell cycle responses to endothall (A)-(C), okadaic acid (D)-(F), IPP2-His (G)-(I), IPP2-
GST (J)-(L).  

(A)(D)(G)(L) percentage of oscillatory droplets vs endothall or okadaic acid concentration. (B)(E)(H)(K) 
raster plot of droplets with varying concentration of endothall or okadaic acid concentration. Each point is 
a detected peak of an individual droplet. (C)(F)(I)(L), cell cycle period vs endothall or okadaic acid 
concentration. 
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Figure 3.21. Cell cycle responses to fostriecin (A)-(C) and okadaic acid (D)-(F).  

(A)(D) percentage of oscillatory droplets vs fostriecin or okadaic acid concentration. (B)(E), raster plot of 
droplets with varying concentration of fostriecin or okadaic acid concentration. Each point is a detected 
peak of an individual droplet. (C)(F) cell cycle period vs fostriecin or okadaic acid concentration. 

 

Altogether, these results suggest that PP2A activity can significantly affect cell cycle 

dynamics. At high inhibitor concentration when PP2A is mostly inhibited, the cell cycle is fully 

arrested. However, partial inhibition of PP2A may pose different effects to the cell cycle 

oscillator. The fact that the droplet response depends on the batches of extracts but not the types 

of PP2A inhibitors strongly suggests that the distinct response patterns arise from variations in 

the properties of the Xenopus extract batches. Possible sources of such variations include 

biological heterogeneity in frogs and the maternally deposited materials in batches of Xenopus 

eggs as well as uncontrollable day-to-day variability in extract preparation processes. Modeling 

could help understand the underlying circuit design that makes the system’s response to PP2A 

sensitive to these variations. 
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3.7 Modeling Suggests Greatwall Variations Can Result in the Multimodal 
Responses of Cell Cycle Dynamics to PP2A Inhibition 

To understand why partial inhibition of PP2A resulted in qualitatively different 

responses, we applied mathematical modeling and computational simulation. Because there has 

not been a well-recognized model that describe embryonic cell cycle oscillation of Xenopus 

extract that considers PP2A/Gwl/Ensa, and the existing model we tested could not recapitulate 

experimental perturbation in our system, we developed a new model based on the Yang-Ferrell 

model and the PP2A-Cdk1 interactions proposed in Kamenz et al. This simple model contains 

four variables (including concentrations of activated Cdk1, cyclin B, free PP2A, and 

phosphorylated Ensa) and 26 parameters. We hypothesized that batch-to-batch variations in the 

concentration of certain molecules and/or their chemical properties in the Xenopus extract 

resulted in differential response of the mitotic oscillator to PP2A partial inhibition. Therefore, we 

applied random sampling in the 22-dimension space of model parameters that reflect extract 

properties, excluding 4 parameters representing Hill coefficients that are unlikely to vary in 

different extract batches. We therefore searched for the parameter that has the highest association 

to causing multimodal responses with increasing PP2A inhibitor level (modeled as an additional 

parameter Kinh).  
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Figure 3.22. period response in Zhang-Novak model when tuning cyclinB (left), Wee1 (middle) and 
PP2A (right). 

 

To reduce the computational load, we first searched ~50,000 random parameter sets for 

model perturbations that can result in the characteristic type 2 response, which involves a gap of 

cell cycle oscillation at intermediate concentration of PP2A inhibitor, oscillations at both lower 

and higher PP2A inhibition, and a full oscillation arrest at high PP2A inhibition, namely an 

oscillate-arrest-oscillate-arrest behavior. This revealed a rare fraction (15 points, ~0.3%) of the 

conditions with an oscillate-arrest-oscillate-arrest behavior over increasing concentration of 

PP2A inhibitor.  

Next, we examined these conditions and the distribution for each of the 22 perturbed 

parameters. Interestingly, although most parameters followed a relatively uniform distribution 

covering a wide sample range, one parameter, Kgwl (EC50 of Cdk1 phosphorylating Gwl), 

showed a narrowed distribution. This suggested that a type 2 response requires a specific value 

range of the Kgwl. Consequently, we tested if changing Kgwl would result in type 1 and 3 

responses of the model, while maintaining other parameters at the centroid of the previously 

identified points that support type 2 responses. Indeed, we found that higher Kgwl resulted in 

type 1 whereas lower Kgwl resulted in a type 3 response. This finding suggested that the frog 

extract variations in Greatwall could explain the puzzling multimodal responses of cell cycle 
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oscillation to PP2A inhibition. In support of the model prediction, Kamenz et al. measured Kgwl, 

and found about an approximately two-fold variation in its level among three replicate 

experiments.  

 

 

Figure 3.23. Simulation results of the bistability of Cdk1 and PP2A.  

(A) Parameter range of selected oscillators that perform type2 oscillation in logarithm space. (B) 
Parameter regions that support oscillation when changing KGwl and Kinh (OA). Changing Kinh at a 
specific value of KGwl (along the dotted black line) may lead to type 3 OA response. Blue and red dots 
show oscillations in low and high OA concentration respectively. (C)(D) Dashed lines show response 
curves of steady-state free PP2A (C) or Cdk1 (D) activity when changing Cyclin B concentration under 
low (gray) or high OA (black). Dotted lines show phase plots of limit cycles with low (blue) or high (red) 
OA. 

 

A B

C D 
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To understand how changes in Kgwl lead to different responses in the oscillator, we 

plotted the steady state response curves of free PP2A and active Cdk1 to cyclin B. This revealed 

that our cell cycle model can switch between two different stable limit cycles under partial PP2A 

inhibition. Previous work has shown that the activation of Cdk1 by cyclin B is bistable8, and the 

inactivation of PP2A by Cdk1 is also bistable. Combining both circuits, our new model gave rise 

to tri-stability of Cdk1 activity and free PP2A with cyclin B, which resulted in two different limit 

cycles. Consistent with our model-detected tri-stability, the existence of a third intermediate 

steady-state that arrests the cell cycle between the interphase and M phase has been predicted 

and experimentally verified in a previous study in mammalian cells15. When the OA level is 

low, the cell cycle oscillates between high and low steady states of PP2A, resulting in a high-

amplitude cycle. Both Cdk1 bistability and PP2A bistability are involved during oscillations. 

Cell cycles from the type 1 response and the type 2 first-half response (before the gap) belong to 

this type of oscillation. When the OA level is high, Wee1 and Cdc25 are hyperphosphorylated, 

causing easier Cdk1 activation. As a result, the peak Cdk1 activity is lower and could not fully 

inhibit PP2A to trigger PP2A-ENSA-Gwl bistability. The oscillation occurs between the 

intermediate and high steady states of PP2A. In this case, the oscillation is solely driven by the 

bistability based on Wee1/Cdc25 positive feedback. Cell cycles from the type 3 response and the 

type 2 second-half response (after the gap) belong to this type of oscillation. 

 

3.8 Modeling Suggests APC/C Variations Can Result in Multimodal 
Responses in Cell Cycle Period to PP2A Partial Inhibition 

Although variations in Gwl might account for polymodal patterns in cell cycle 

oscillations, it did not explain the variations in cell cycle period response when tuning PP2A, 
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implying the potential involvement of other molecules. Because the negative feedback core of an 

oscillator (i.e., the Cdk1-APC/C negative feedback loop in the cell cycle) could significantly 

affect the oscillator period, we hypothesized that variations in relative APC/C activity (Kdeg) 

could result in the variations in the cell cycle period response observed for type 1 responses. 

Using the same model, we varied Kdeg and examined the changes in period while varying PP2A 

inhibition (Kinh). As hypothesized, we found that small variations in Kdeg can result in the 

different period responses. Specifically, the oscillating period monotonically decreased over 

Kinh at high Kdeg, monotonically increased at low Kdeg, and showed a decrease-then-increase 

trend at intermediate Kdeg.  

 

Figure 3.24. Oscillation period (color-coded) changes when tuning Kinh (OA concentration) and 
ec50apc (activity threshold for Cdk1 substrate).  

Red, green, blue dotted lines show three different OA period responses. 

 

To gain further insight into the cell cycle period variations over OA, we divided the cell 

cycle into increasing and decreasing phases, following the previous definitions in experimental 

analyses.  Experimentally, we used securin-CFP as our cell cycle reporter, which is not a model 

variable. However, both securin and cyclin B are substrates of APC/C, accumulating via protein 



66 
 

translation in the interphase and degrading at onset of anaphase, therefore the two proteins 

should share similar increasing and decreasing phases. Indeed, we found that the trend for cyclin 

B increasing and decreasing phases in the model resembles that of the securin-CFP in the 

experiments. We also examined the changes in the duration of increasing and decreasing phases 

of Cdk1 activity when tuning PP2A. Interestingly, the Cdk1 increasing and decreasing phase 

durations were conserved across all conditions: the Cdk1 increasing period had always decreased 

with OA concentration whereas the decreasing period increased. This result suggests that the 

variations in period response is determined by the relative sensitivity of the increasing/decreasing 

phase of Cdk1 activity to PP2A inhibition. As illustrated, PP2A inhibition affects both the 

mitotic entry and exit. During mitotic entry, PP2A inhibition inhibits Wee1 but activates Cdc25, 

which reduces the threshold of Cdk1 activation and leads to accelerated cell cycle progression. 

However, during mitotic exit, applying PP2A inhibitor complicates the ability of APC/C to 

deactivate and leave mitosis, which prolongs the mitotic phase, and at high concentration, it 

leads to cell cycle arrest.  

 

Figure 3.25. Dynamics of different phases of cell cycle in response to PP2A inhibition.  

(A)(C)(E) Experimental results of increasing and decreasing period when tuning OA, showing three 
different types of period response: monotonically decreasing (A), decreasing and then increasing (C), or 
monotonically increasing (E). Solid lines are fitted curves with linear or quadratic regression. (B)(D)(F) 
Simulated results of increasing and decreasing period of cyclin B concentration and Cdk1 activity when 
adding OA, corresponding to three different types of responses.  
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3.9 Changes in Cell Cycle Oscillation in Response to Both Wee1 and PP2A 
Inhibition 

To understand how both the Cdk1/Cdc25/Wee1 and PP2A/ENSA/Gwl positive feedback 

loops work together to influence cell cycle period tunability, we simulated the PP2A cell cycle 

model in response to changes in both Wee1 and PP2A levels (Figure 8B). Interestingly, we 

found that inhibitions of PP2A (Kinh) and Wee1 reduced each other’s range to sustain 

oscillations. To test this observation, we used the 2-inlet system to generate droplets of Xenopus 

extract and tuned the concentration of OA under 3 different levels of Wee1 inhibitor PD166285. 

In support of the model prediction, higher PD166285 indeed reduced the OA tuning range that 

supports oscillation and the range of the oscillation periods.  

 

 

Figure 3.26. Changes in cell cycle oscillation in response to both Wee1 and PP2A inhibition.  

(A) Representative time series of Cdk1 activity of WT and OA treated cycles. The schematic molecular 
circuits show different OA effects during increasing and decreasing phases of oscillation. (B) Oscillatory 
region when tuning Wee1 activity and Kinh (OA) in a computational model, showing that Wee1 
inhibition leads to a smaller region of oscillation when adding OA. (C) Period responses to OA when 
adding PD166285 in different concentrations. 

 

3.9.1 Four-ODE Model of the Cell Cycle with Cdk1 and PP2A Feedback 
The significance of PP2A feedback in cell cycle regulation has been under intense 

investigation, and many models have been proposed to explain the dynamics of Cdk1-PP2A in 
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cell cycle oscillations. We first tested existing models3 that describe PP2A response in Xenopus 

extract. While the model predicts cyclinB response well, it only shows little frequency change in 

Wee1 and PP2A tuning and could not explain polymorphism of PP2A response. Part of the 

reason could be that the model was constructed early when some of the molecular circuits and 

their parameters were still unclear.  

Here we chose the simplest model that could capture the general dynamics of PP2A 

feedback with two equations. Combining with the Cdk1-APC system model presented by Yang 

and Ferrel, we get a four-equation system that could explain the general dynamics of the cell 

cycle. Since here we consider the PP2A to be the phosphatase that counteracts Cdk1, the fast 

balancing of substrate reaction from the previous model needs to be modified. Take the example 

of Cdc25,  . if we assume

, then . We added Hill coefficient to account for 

experimentally observed hypersensitivity. Note that the term with Hill coefficient does not 

represent the actual reaction mechanism, and it is just used to describe the experimentally 

observed responses. After incorporating the static Cdc25, Wee1, and APC activity, we get a four-

equation system: 

 

https://www.zotero.org/google-docs/?broken=EVEUH2
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Equation 3 

 

Equation 4 

 

Equation 5 

   

Equation 6 

Here the complex represents the PP2A-ENSA complex, note that the PP2A, ENSA, and 

complex have the following conservation.  

 

 

From the observations of previous research, the PP2A may have two different states, and 

the Cdk1 activity is positively correlated with higher activity PP2A state, so we have active and 

basal PP2A concentration with the following expression: 
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Then we can calculate PP2A activity based on normalized basal and active PP2A concentration 

 

Upon adding OA, the PP2A activity is modified as 

 

Note that even though Gwl could also be dephosphorylated by PP2A, previous research 

has suggested that Gwl is mainly regulated by pp1. In addition, hyperphosphorylation is only 

weakly correlated with Gwl activity. As a result, the inhibitory effect of PP2A on Gwl is not 

explicitly indicated in our model.  

The simulation is performed in MatLab 2019b with ode15s method, relative tolerance= 

10e-6 and absolute tolerance =10e-8. The initial condition is [Cdk1a]=10, [cycb]=10, 

[ENSAP]=0.1, [PP2A]=0.1. We use the same parameters as the original model, and the new 

parameters are chosen after scans to ensure persistent oscillations.  

 

Parameter Value 

ks 1 

adeg 0.01 

bdeg 0.04 

acdc 0.16 

bcdc 0.8 
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ec50cdc 35 

ncdc 11 

awee 0.08 

bwee 0.4 

ec50wee 35 

nwee 3.5 

ec50deg 32 

ndeg 17 

k1 15 

K1 0.1 

k-1 1.5 

K-1 0.01 

k2 600 

k-2 15 

n 5 

K3 10 

abasal 0.024 

KGwl 100 

αact 1.2 

PP2Atot 1 

ENSAtot 2 
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3.10 Conclusions 
While mathematical models have often been built to understand biological systems at 

specific conditions, their effectiveness is difficult to evaluate across perturbed environments. In 

our study, we have developed a platform to systematically perturb system parameters and 

utilized it to challenge existing cell cycle models. We found that most cell cycle models could 

predict the system’s response to cyclin B mRNA tuning, but not Wee1 or PP2A perturbations. 

By combining and modifying existing models, we constructed a new model that could predict all 

perturbation effects in our study. This approach could help us understand the limitations of 

current models and identify biological mechanisms that contradict models derived from past 

hypotheses.  

Through global parameter searching, we also made new discoveries for comprehensive 

understanding of positive feedback regulations on cell cycle dynamics, which would be 

challenging to recapitulate through low-throughput studies of a few specific phenotypes. Many 

biological oscillators have well-conserved positive feedback despite that, in theory, single time-

delayed negative feedback is sufficient to generate sustained oscillations. Although extensive 

computational work has been done suggesting that positive feedback may play a role in clock 

tunability and robustness, essential experimental studies in this regard have been missing. With 

our platform, we analyzed the whole spectra of phenotypes by high-resolution mapping of the 

period landscape over perturbations in multiple dimensions, which provides comprehensive 

information necessary for testing theories and understanding the underlying mechanisms at the 

systems level. We showed that the previously proposed Cdk1/Cdc25/Wee1 positive feedback 

only contributes partially to the tunability of the cell cycle and Wee1 inhibition alone could not 

abolish oscillations. These results inspired us to dissect the role of the additional positive 
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feedback involving PP2A. Intriguingly, we observed multimodal behaviors in both oscillatory 

percentage and period. While we have not yet fully understood the mechanisms underlying these 

phenomena, our model suggests that the multimodal behaviors could be explained by the relative 

sensitivity of Cdk1’s substrate Gwl or APC/C to Cdk1. The sensitivity of a substrate can be 

considered as to how soon the substrate is activated in response to Cdk1 activation. This 

highlights the importance of the temporal order of activation of APC/C and Gwl, and a slight 

change in the temporal order of the cell cycle may result in a substantial change in oscillatory 

patterns.  

While it requires future studies to verify these observations in live embryos, our findings 

in synthetic cells suggested that there could be more than one mode of cell cycle behaviors, and 

the oscillation properties and the temporal order of mitotic events might vary in these different 

oscillatory modes. These complex behaviors could not have been detected by the conventional 

low-throughput and low-resolution network perturbations in live embryos or bulk extract assays. 

Our high-dimensional, high-throughput, high-resolution framework provides a generalizable 

strategy to explore the frequency regulation in other biological oscillators, which may lead to a 

more comprehensive quantitative understanding of this fundamental phenomenon shared by 

biological clocks. 



74 
 

Chapter 4 Mitotic Oscillator Precision is Governed by ATP-
Dependent Free Energy Dissipation 

 

4.1 Introduction 
The precise regulation of the cell cycle during early embryonic development relies on a 

tightly controlled mitotic clock centered around the cyclinB-CDK1 complex. Like information 

processing and many other biological processes functioning accurately against noise, the 

accuracy of a far-from-equilibrium oscillatory system like the cell cycle is energetically 

costly27,28. One example of this would be the mitotic circuit, where multiple 

Phosphorylation/dephosphorylation (PdP) cycles need to occur to ensure the correct progression 

of the cell cycle, including CyclinB/Cdk1 phosphorylating Wee1 and Cdc25 and Wee1 in turn 

phosphorylating CyclinB/Cdk1, which are all driven by the free energy generated via ATP 

hydrolysis, therefore the mitotic oscillations are energy costly.  

Theoretical studies have suggested a link between oscillator property and energy 

dissipation. Wang et al. studied the G2/M transition in yeast cells28 and discovered that the free 

energy dissipation shows significant impact on cell cycle dynamics. Phosphorylation energy, the 

free energy generated from the hydrolysis of 1 mole of ATP is defined as ΔG and ΔG=RTlnγ, 

where γ=[ATP]/(Keq[ADP][Pi]) and Keq is the equilibrium constant for ATP synthesis. Using 

their  thermodynamically realistic kinetic model that features reversable reaction steps, they 

found that in the 2 dimensional parameter space of ΔG and total cdc13/cdc2 (the equivalent of 

CyclinB/Cdk1 complex in yeast, which from here now on will be referred to as the total
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CyclinB/Cdk1 complex or [CyclinB/Cdk1]T for the interest of this study and to avoid confusion), 

the 2 parameters synergistically determines the activation of Cdk1, resulting in a finite area that 

supports the bi-stability of Cdk1 activity, implying that only a certain range of free energy allows 

mitotic oscillation. Interestingly, there are 2 critical values of ΔG, beyond or below which the 

system will switch to Cdk1 mono-stability, indicating extreme conditions will arrest oscillations. 

Furthermore, as ΔG increases, the threshold of total [CyclinB/Cdk1]T required for Cdk1 

activation becomes lower, resulting in a more rapid switching from interphase to mitosis.  

From a more generalized angle, the thermodynamic uncertainty relation in biochemical 

oscillations has been extensively characterized80. Regarding the scope of this study specifically, 

Cao et al. studied the phase diffusion of three basic oscillation motifs shared by oscillatory 

systems27: the activator-inhibitor system, the repressilator, and the substrate-depletion model, of 

which the activator-inhibitor model closely resembles the mitotic network. By simulating 

identical oscillator replicates with the same period T using the Gillespie method, they are able to 

quantity the phase diffusion over time. They discovered a linear relationship between the 

oscillation peak variance σ2 and time t: σ2=Dt and defined the dimensionless peak time diffusion 

constant D/T as a quantitative measurement of the extent of phase diffusion. A larger diffusion 

constant indicates faster diffusion and lower precision. Furthermore, they defined ΔW to 

characterize the free-energy dissipation per period per volume, which is determined by cellular 

concentration [ATP], [ADP], and [Pi]. By scanning the parameter space, they uncovered a 

relationship between D/T and ΔW: the ΔW dictates the theoretical lower bound of D/T, implying 

that free energy dissipation determines the highest precision an oscillator can be. Further 

dissections of the conditions show that this theoretical lower bound of diffusion coefficient is not 
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reached by extreme conditions but when [ATP] and [ADP]/[Pi] are at intermediate values, which 

could imply there is an optimal energy landscape for accurate oscillations. 

However, although theoretical analyses abound, experimental quantification of energy 

flow at the single-cell level has been challenging. Taking advantage of the droplet-based system, 

I systematically manipulated ATP levels and network topology and discovered a non-monotonic 

response in the oscillator's speed and precision. The results reveal that the mitotic oscillator 

exhibits maximal speed and minimal dephasing at intermediate ATP levels, with the oscillations 

slowing down rapidly over time. However, as the ATP levels approach the upper and lower 

bounds that sustain mitotic cycles, the oscillation speed decreases, and the system undergoes a 

progressively faster dephasing rate. Additionally, the system continues to maintain a higher 

degree of regularity in its period. These insights shed light on the complex coupling between the 

free energy budget and the mitotic oscillator performance, suggesting that an optimal energy 

budget is required to promote fast, yet precise mitotic cycles. Furthermore, we found that 

manipulating the mitotic circuit design by removing the Wee1/Cdc25 regulations on Cdk1 has an 

impact on energy dissipation during mitotic entry, demonstrating that intercellular energy flow 

and dissipation play a crucial role in maintaining cell cycle rate and precision. 

The main part of the project is in the stage of wrapping up and a manuscript is currently 

in the works. Section 4.2 and 4.3 are partially adapted from the published articles A robust and 

tunable mitotic oscillator in artificial cells38. I acted as leader in this project and my contributions 

include conceptualizing the research project; literature scan; experiment design; performing 

experiments; performing computational and modeling work; data collection, processing, and 

analysis; analysis script writing; and writing the manuscript. 
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4.2 Discrete Levels of ATP Effects Oscillation Properties 
To explore the energy dependent behaviors experimentally, we first tested droplets 

supplied with a variety of concentrations of energy mix. We define the standard concentration of 

energy mix, based on established protocol, as 1×, which when added to the extract results in 

1mM extra ATP and corresponding creatine phosphate that constitutes an energy regeneration 

system. For all energy mix concentrations that we tested (ranging from 0 to 10×) with the 

vortexing droplet generation system, we initially did not observe any oscillations in droplets with 

energy mix beyond 2×. We analyzed the oscillation behaviors in droplets prepared from the same 

batch of extracts except that they were supplied with different concentrations of energy mix (0×, 

0.5×, 1×, 1.5×, with each condition performed in duplicates). There is a clear trend of decreasing 

baseline, amplitude, and period as the amount of energy mix is increasing. The dependence of 

period and amplitude on the energy level is quantitatively analyzed. 
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Figure 4.1. Oscillation characteristics with the addition of discrete levels of ATP.   

(A) Time traces of individual droplets with different concentrations of energy mix. Each condition has 
two duplicate experiments and only one is shown. It is evident that the amplitude, baseline, and period 
decrease as the level of energy mix increases. (B)(C) Amplitude (B) and period (C) decrease as energy 
mix concentration increases. 

 

The results in chapter 2 indicated that the system is tunable by cyclin B1 mRNA 

concentration and droplet size in different manners. Although the period and number of cycles 

responded to varying droplet sizes in opposite directions, they followed the same trend when 

modulated by cyclin B1 mRNAs, resulting in a lifespan of the oscillatory system sensitive to 

cyclin B1 mRNA concentration. Moreover, we have observed that securin-mCherry and cyclin 

B1-YFP both exhibited oscillations of increased amplitude, baseline, and period over time, of 

which the increasing period over time is evident by analysis. These trends cannot be explained 

by existing cell cycle models. Unlike intact embryos, cell-free extracts lack yolk as an energy 

A 

B C 
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source and lack sufficient mitochondria for energy regeneration. One hypothesis is that energy is 

an important regulator for a droplet system with a limited amount of energy source consumed 

over time.  

 

4.3 2-ODE Model Suggest Link ATP Consumption and Cell Cycle Dynamics 

4.3.1 Ratio of Energy Intensive Enzymes Wee1/Cdc25 Alters Cell Cycle Dynamics 
To gain insights into our experimental observations and better understand the in vitro 

oscillator system, we first explored how energy consumption plays a role in modulating the 

oscillation behaviors. The energy depletion model is based on a well-established cell-cycle 

model modified by introducing ATP into all phosphorylation reactions. 

In the cell cycle network, the activation of Cdk1 is co-regulated by double-positive 

feedback through a phosphatase Cdc25 and a double negative feedback through a kinase Wee1. 

The balance between Wee1 and Cdc25 activity was suggested to be crucial for the transition of 

cell cycle status during early embryo development81. In light of this, we defined the balance 

between Wee1 and Cdc25 by the ratio R=kWee1[Wee1]/kCdc25[Cdc25]. We noted that ATP-

dependent phosphorylation of Cdc25 and Wee1 can decrease R by activating Cdc25 and 

inhibiting Wee1 simultaneously, resulting in a high dependence of R on the ATP concentration. 
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Figure 4.2. Schematic view of the cyclin B-Cdk1 oscillation system.  

Note that ATP is taken into consideration. Activated molecules are marked in red, inactivated molecules 
in green and ATP or Pi in yellow. Black line indicates a reaction and blue dotted line a phosphorylation. 

 

Using this model, we further investigated the relationship between ATP and the 

oscillation behaviors. We introduce a parameter r into our system to systematically change the 

ratio R. the results show that at a low r (e.g. 0.5), the system stays at a stable steady-state with 

low cyclin B concentration and at a high r (e.g. 2.5), the oscillation is arrested at a stable steady-

state with high cyclin B concentration. At an intermediate value, increasing r can produce 

oscillations of increased amplitude, baseline and period. If we assume that the available ATP 

concentration decreases over time, we can readily recapitulate the experimentally observed 

increment of amplitude, baseline, and period of the cyclin B time course. The energy depletion 

model can also predict the experimental observations by showing that both period and number of 

cycles decrease with increasing cyclin B concentration. However, the changes of synthesis and 

degradation rates yielded no obvious effects on the amplitude and baseline.  
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Figure 4.3. Simulated results of oscillation properties when changing the positive feedback strength 
ratio of Wee1/Cdc25.  

(A) Phase plots of the two-ODE model. Parameters for the cyclin B nullcline (Ncyc) and the Cdk1 
nullclines with a variety of values of r (N1, r = 0.5; N2, r = 0.8; N3, r = 1.5; N4, r = 2.5) were chosen 
based on previous experimental work23,24. Note that the r here is a parameter and is different from R in 
Figure 3B. Two sample traces of limit cycle oscillations are plotted for r = 0.8 (L1) and r = 1.5 (L2), 
showing that a larger r value leads to a higher amplitude and baseline. In addition, r = 0.5 (N1) generates 
a low stable steady-state of cyclin B (P1), while r = 2.5 (N4) a high stable steady-state of cyclin B (P4). 
These stable steady-states are indicated by the intersections of the nullclines (filled circles). The unstable 
steady states are labeled with open circles (P2 and P3). (B) Relationship between the oscillation baseline 
and amplitude values and ATP concentration (positively correlated with r). Error bars indicate the ranges 
of 3 replicates. Inserts show two example time courses of total cyclin B with different r values (L1, r = 
0.8; L2, r = 1.5), colors of which match the ones in Figure 3C. Simulation is done using Gillespie 
algorithm. (C) Relationship between ATP percentage and R value, showing that decreasing the ATP 
concentration leads to a higher R value. Error bars represent ranges from three simulations. Two inserts 
represent the dynamics of R value over time when the ATP percentage [ATP]/([ATP]+[ADP]) is set as 
0.2 (left) and 0.5 (right). The model is simulated using the Gillespie algorithm. (D) Time series of total 
cyclin B molecules from the model without ATP (top panel, green line) and with ATP (bottom panel, 
yellow line). 

A B 

C D 
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Our energy depletion model suggested an interesting mechanism to modulate oscillations 

with a single control parameter r that depends on the energy-tunable balance of two positive 

feedback loops. Considering that the rapid, synchronous cleavages of an early embryo require a 

large amount of energy that remains unchanged for the first cleavage stages before rapidly 

dropping until the mid-blastula stage when cell cycles slow down82, this energy-dependent 

control may function as a ‘checkpoint’ to regulate cell cycles when r becomes large. 

4.3.2 A Two-ODE Model of the Embryonic Cell Cycle and Stochastic Simulations 
Complicated models have been proposed to describe the embryonic cell cycle 

oscillation16,22,49,83. However, simple two-ODE models with fewer parameters are more amenable 

to analysis, while still capturing the general property of the feedback loops. We described the net 

productions of cyclin B1 and active cyclinB-Cdk1 complex [Cdk1a] using the following two 

equations25,81: 
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Here, [CyclinB] and [Cdk1a] refer to the concentrations of cyclin B1 and active cyclin 

B1-Cdk1 complex. [Wee1] is the concentration of active Wee1, while [Cdc25-Pi] is the 

concentration of active Cdc25. We assumed that Cyclin B1 is synthesized at a constant rate. Its 

degradation rate is dependent on Cdk1 activity in the form of a Hill function with an exponent of 

1725. Active cyclin B1-Cdk1 complex can also be eliminated through cyclin degradation. In 

addition, we considered the concentration of Cdk1 to be high compared to the peak concentration 

of cyclin B184,85 and the affinity of these cyclins for Cdk1 to be high86. Thus, there is no unbound 

form of cyclin B1, and the newly synthesized cyclin B1 is converted to cyclin-Cdk1 complexes, 

which are rapidly phosphorylated by the Cdk-activating kinase CAK to produce active Cdk1. 

According to previous studies, these complexes can then be inactivated by Wee1 and re-activated 

by Cdc25, via the double-negative and positive feedback loops, with Hill exponent of nWee1 as 

3.5 and nCdc25 as 1156,57. We use a free parameter r, representing the ratio of the double negative 

and double positive feedback strengths, to permute the balance between the two feedback. This 

balance is suggested to be critical for oscillatory properties81. Note that this r is a parameter while 

R in the main text is a measurement that changes over a simulation. In droplets that have small 
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volumes and contain small numbers of molecules, the stochastic nature of the underlying 

biochemical reactions must be considered. We adapted a stochastic two-ODE model25, and 

converted our two-ODE model to the corresponding chemical master equations87 and carried out 

numerical simulations using the Gillespie algorithm88. 

 

To explore how energy consumption could affect the oscillations, we took ATP into 

account for phosphorylation and dephosphorylation of Wee189, such that: 

 

In our model, we assumed Wee1 is in equilibrium with the activity of Cdk1 due to fast 

reactions between Cdk1 and Wee1. Using the reaction coefficients for Wee1 phosphorylation as 

k1Wee1 and that for Wee1-Pi dephosphorylation as k2Wee1, along with the steady-state 

approximation, we have: 

 

All above modifications for Wee1 reactions were also applied to Cdc25. After 

normalizing [ATP] and [ADP] by [ATP]+[ADP], we have the updated reaction rates summarized 

in Table 2. Here the [Wee1]0 and [Cdc25-Pi]0 represent the steady-state concentration of active 

Wee1 and Cdc25 when ATP is not considered in reaction. The ratios of the steady state to total 
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concentrations of Wee1 and Cdc25 can be calculated as a function of active Cdk1 using the 

parameters from Novak and Tyson’s previous work16. 

 

 

4.4 Quantitatively Manipulating Energy Level and Energy-Intensive 
Components of The Mitotic Circuit 

As described in Chapter 3, the introduction of microfluidic devices enables fine-tuning of 

extract components. In order to comprehensively map how the intracellular energy landscape 

affects oscillator performance, we tuned the ATP level in cycling extracts by either adding ATP 

or adding apyrase to deplete ATP using a two-inlet microfluidic device. The change of ATP level 

in extracts has been verified through various assays. The Luciferase assay, for example, relies on 

the Firefly luciferase’s use of ATP to oxidize D-Luciferin and the resulting production of light in 

order to assess the amount of ATP available in cell cultures. Aliquots were taken from bulk 

extracts at different time points after calcium activation to assess ATP level. When adding 1× 

energy mix, which is the suggested amount based on established protocols, the ATP 

concentration stayed relatively constant for at least 12 hours, significantly longer than the first 1 

to 3 cycles (which are used for most statistical analysis in this study) would typically take. When 
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supplied with different amounts of ATP, the ATP concentration surprisingly stayed constant at 

the adjusted level, which might suggest unidentified cellular mechanisms have participated in 

maintaining ATP level.  

 

Figure 4.4. Luciferase assay measuring extract ATP concentration.  

(A) ATP concentration of control extracts without ATP addition over time. (B) ATP concentration of 
extract supplied with 0×, 1×, 3× EM, respectively, over time. 

 

A ratiometric single-fluorophore protein QUEEN, which is a circularly permuted 

enhanced green fluorescent protein (cpEGFP) inserted between 2 ɑ-helices of the bacterial F0F1-

ATP synthase ɛ subunit, whose fluorescent property is dependent on whether or not bound to an 

ATP molecule, was also added to droplets for live ATP concentration reporting. At t=0 of time-

lapse imaging sessions, the ratio of fluorescent intensity at different excitation wavelengths 

shows the droplet ATP levels change as intended with ATP or apyrase addition. However, due to 

the high sensitivity of QUEEN to photobleaching and sensitivity to environmental cues such as 

pH, real-time QUEEN signals remain difficult to interpret. Nevertheless, with the combination of 

both QUEEN measurement and luciferase assay, it can be concluded that tuning ATP levels in 

our microfluidic system is achieved. 

A B 
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Figure 4.5. QUEEN measurements of droplet ATP concentration at t=0.  

(A) QUEEN measurements of droplets with tuned ATP addition. (B) QUEEN measurements of droplets 
with tuned apyrase addition. 

 

Tuning ATP in droplets has yielded several interesting observations. Based on the 

percentage of oscillating droplets, which is an indicator of the probability of oscillation, at 

different ATP or apyrase levels, only certain ATP concentration supports oscillation (figure 4.6). 

Combining the tuning results of ATP and apyrase, it is clear that when approaching a certain 

high or low ATP level, the oscillation percentage rapidly approaches zero. As [ATP] directly 

determines ΔG, this result is reminiscent of the predicted bifurcations when changing ΔG in 

Wang et al. described in section 4.1. 

A B 
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Figure 4.6. percentage of oscillating droplets at different ATP concentration levels.  

(A) droplets with tuned apyrase addition. (B) droplets with tuned ATP addition. 

 

Furthermore, the mitotic oscillator is able to change its oscillation frequency in response 

to changing energy levels. While depleting ATP with apyrase results in gradually slower 

oscillation speed, supplying extra ATP causes a non-monotonic response (figure 4.7). There 

seems to be an optimal ATP concentration where the oscillator can achieve maximal speed. This 

phenomenon is reproducible using different batches of eggs in different experiments with the 

same setup. The optimal ATP concentration is approximately in the range of [0.5, 1.5] mM, the 

variability is probably due to the different endogenous ATP concentrations among different egg 

batches. 
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Figure 4.7. Non-monotonic changes in oscillation behavior in response to ATP concentration 
changes.  

(A) raster plot of droplets with tuned apyrase addition. (B) raster plot of droplets with tuned ATP 
addition. (C) violin plot of first cycle period vs. apyrase concentration. (D) violin plot of first cycle period 
vs. ATP concentration.   

 

Observations of various raster plots of the ATP/apyrase tuning experiments also led to 

the exploration of whether available energy plays a role in the time-keeping capabilities of the 

mitotic oscillator, especially oscillation accuracy. As described in section 4.1, the available free 

A 

B 
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energy determines the upper bound of oscillation accuracy27 and the highest accuracy was not 

achieved by extreme conditions but at a specific intermediate [ATP] and [ADP]/[Pi] ratio. Some 

initial observations seem to suggest the lowest phase diffusion seems to coincide with the 

previously mentioned optimal ATP concentration for oscillation speed (figure 4.8), which is in 

agreement with theoretical works, although further analysis is needed to correctly isolate the 

effect of varying periods from phase diffusion quantification, and also untangle multiple factors 

which can potentially introduce noise to the oscillator.  

 

Figure 4.8. Non-monotonic changes in oscillation behavior in response to ATP concentration 
changes.  

(A) violin plot of peak spread of the first 3 cycles of droplets with tuned apyrase addition. (B) violin plot 
of peak spread of the first 3 cycles of droplets with tuned ATP addition. (C) calculated phase diffusion 
constant vs. apyrase concentration. (D) calculated phase diffusion constant vs. ATP concentration.   

A B 

C D 
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Figure 4.9. Oscillation period changes over time. 

 

However, several discrepancies between my experimental results and Cao et al.’s 

simulation results made it difficult to directly implement the same analysis pipeline. Cao et al. 

assume statistically identical oscillators with constant periods. In their studies, stochastic reaction 

simulations were performed on oscillators with identical volumes and concentrations of chemical 

species. The phase diffusion coefficient D was defined as the rate of increase in peak time 

variance over successive cycles, serving as an inverse measure of precision. However, extract 

droplets in our system do not exhibit constant cycle periods over time (figure 4.9). Rather, we 

observe an approximately linear trend in the peak time standard deviation and therefore a 

quadratic peak time variance over time (figure 4.10). Secondarily, the period of oscillations is 

both a function of time and highly tunable with changes of ATP in solution. the oscillation 

period is not constant across different ATP concentrations (figure 4.7). As a result, linear fitting 

of σ2=Dt for diffusion constant D/T is no longer practical. 
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Figure 4.10. Discrepancies in analyzing simulation and experimental results. 

(A) Linear fitting for diffusion constant D with simulated results. Reproduced from Cao et al. 201527. (B) 
Linear fitting for diffusion constant D with experimental results. 

 

To address this, we performed a phase correction, enabling the extraction of a phase 

diffusion coefficient that incorporates information about oscillation accuracy and facilitates 

comparisons across oscillators with varying intrinsic periodicities. For droplets that are replicates 

with identical conditions, this phase correction consists of a renormalization of each peak time 

distribution into 2π intervals. Medians of each peak time are designated as the standard peaks 

with phases 2π, 4π, 6π etc. and the timepoints in between are linearly interpolated from actual 

times to phases. This phase correction eliminates the changing periods over time, allowing the 

aforementioned method of calculating phase diffusion coefficient to be implemented to evaluate 

oscillation precision. 

 

A B 
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Figure 4.11. Phase correction for droplets with identical conditions. 

(A) Raster plot before phase correction. Medians of each peak time are defined as real peaks. (B) linear 
interpolation to convert peak time information to phase information. (C). Raster plot after phase 
correction. 

 

Similarly, when processing 2-channel tuning datasets, the droplets are binned according 

to ATP or apyrase concentration. Each bin is then phase-corrected using the same described 

method. Phase diffusion constants are then calculated and compared among different bins. 

Agreeing with previous observations, depleting ATP with apyrase significantly diminishes the 

oscillator’s performance in precision (figure 4.12), while supplying additional ATP results in a 

non-monotonic response (figure 4.13). Although the highest precision still occurs at an 

intermediate ATP concentration, extremely high ATP level also exhibits higher precision 

contrary to previous analyses (figure 4.8), and the overall precision tend to increase instead of 

exhibiting a convex shape. 

A B C 
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Figure 4.12. Phase-correcting apyrase tuning results and calculating phase diffusion coefficient. 

(A) Raster plot before phase correction. Sample points are binned according to apyrase concentration, the 
median peak times are calculated for each bin at each cycle. Black lines represent connected lines of the 
medians. (B) Extracted median for binned droplets at each cycle. (C) Raster plot after phase correction. 
(D) Phase diffusion constants calculated for each bin. The first 9 cycles are used for linearly fitting for 
diffusion constant.  
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Figure 4.13. Phase-correcting ATP tuning results and calculating phase diffusion coefficient. 

(A) Raster plot before phase correction. Sample points are binned according to ATP concentration, the 
median peak times are calculated for each bin at each cycle. Black lines represent connected lines of the 
medians. (B) Extracted median for binned droplets at each cycle. (C) Raster plot after phase correction. 
(D) Phase diffusion constants calculated for each bin. The first 8 cycles are used for linear fitting for 
diffusion constant.  

 

Although phase correction analysis showed promising results, the quadratic trend in peak 

variance was still present after the phase correction, this indicated that there are sources of drift 

in the experimental system that are not accounted for in the stochastic simulations previously 

studied. During droplet encapsulation the population of oscillators may be not, strictly speaking, 

A B 

C D 



96 
 

statistically identical oscillators. Encapsulation errors during droplet generation may give rise to 

a drift in the phase diffusion constant D, as one or more major components of the oscillatory 

network now exist as some normal distribution of possible concentrations. Additionally, as this is 

an early embryonic system, many components are dynamically variable within the droplet as 

several mRNAs are passively translated and proteins are under constant synthesis and 

degradation. This leads to a network that is not contained to a single limit cycle, but rather a 

distribution of limit cycles where the phase space of the limit cycles is also a function of time. 

These features of the experimental data are difficult to remove. Therefore, future analyses will 

aim to correct the drift in peak times to better quantify the phase diffusion of the network. 

Besides comparing the characteristics of one cycle among different ATP levels, I also 

compared the oscillator’s ability to maintain a constant cycle period over time. The amplitudes of 

individual droplet tracks were normalized and autocorrelation function is then calculated to 

compare the similarity of the track at any two given time points. The autocorrelation function 

was then fitted to a dampened oscillation which decays exponentially: 

  

The coefficient 𝜏𝜏c, defined as the coherence time, can therefore quantify how fast the 

autocorrelation decays, thus how similar the oscillations over time. 

Initial analysis shows a similar non-monotonic trend similar to that observed in period 

and phase diffusion as described above: coherence time is the lowest at the optimal ATP 

concentration and increases when ATP is changed either way, which seems to imply a tradeoff 
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between long term stability and speed/accuracy. Surprisingly, when adding apyrase, coherence 

time also increases. However, similar to previous reasonings for phase correction analysis, these 

initial analysis methods need to be optimized to eliminate the effects of changing periods and 

poor fitting of the autocorrelation function so that the validity of the current findings remains to 

be seen. 

 

Figure 4.14. Autocorrelation function calculation and fitting for coherence time.  

Top, partial oscillation track of an individual droplet. Middle, autocorrelation function of the track. 
Bottom, fitted damped oscillation.   

 

4.5 Conclusion 
Existing results show promise of unveiling the relationship between the energy landscape 

and oscillator properties. However, much is still to be explored. Although an interesting non-

monotonic dependency is observed, further analysis and experimentation are needed to explain 

the phenomenon. New statistical methods, such as phase correcting the oscillation peaks and 
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drift correcting to account for encapsulation errors, are need to further isolate oscillation 

properties from multiple interfering factors. While the droplet system is already a stripped-down 

version of the cell cycle without DNA replication, cell growth, cytokinesis and division, the use 

of whole cytosolic material still creates a complex environment in which what other mechanisms 

participate in energy production and consumption is still not fully understood, especially when 

the mitotic cycle is progressing constantly. New experimental designs have been proposed and 

tested with promising results, including Isothermal titration calorimetry (ITC), which saw 

successful implementation on zebrafish embryos and revealed periodic heat release cycle 

coinciding with cell cycle90; real-time cell metabolic analysis, which detect ATP production and 

consumption by monitoring oxygen consumption and intracellular acidification; mitochondrial 

inhibition, which allows more effective manipulation of ATP production; high-speed cycling 

extracts, which removes the mitochondria completely from the extract to create a purer system. 

To establish a link between energy sensing and PdP cycle dynamics, explorative tests have also 

been made by inhibiting the energy-intensive double positive and double-negative feedback loop 

with Wee1 or Cdc25 inhibitors (figure 4.15). In theory, by disabling these feedback loops, we 

expect to see dramatic changes in oscillatory behavior, however interpreting these results have 

been challenging. Overall, the current findings pose interesting questions regarding the cell’s 

usage of the energy budget and provide a solid foundation for many potential research topics. 
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Figure 4.15. 2-channel ATP tuning at different Wee1 inhibition levels. 

0 to 5mM ATP tuning when extract is supplied with (A) no PD166582, (B) 1µM PD166582, and (C) 
5µM PD166582.

A 

B 
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Chapter 5 Conclusions 
 

5.1. Development of Droplet Microfluidics to Create Synthetic Cells at High-
Throughput 

In this dissertation, I have shown the development of a system suited for quantitatively 

studying complex biological systems. While the use of bulk extract has proven to be helpful in 

previous studies and contributed to various findings, the droplet system combined with 

microfluidic techniques has the distinct advantage of mimicking a cell’s size and closed 

environment, as well as being able to generate thousands of replicates with very low sample 

volume. The droplet size can also be easily tuned by changing the pump pressure. In addition, 

the droplets are proven to maintain cell cycle dynamics much longer than their bulk counterparts. 

Chapter 2 has shown that combined with fluorescence microscopy, the system can successfully 

reconstitute and spatiotemporally track dynamic processes such as the Cdk1 activity during the 

mitotic cycle. Analysis on the effect of droplet size on the mitotic cycle also suggests the 

importance of reaction volume in biological processes, which casts doubt on the use of bulk 

extracts. Even though the focus of this dissertation and the application of the droplet system 

revolves around mitotic oscillations, in theory, any dynamic biological system that can be 

encapsulated can benefit from this pipeline. The versatility of the platform allows for endless 

possibilities. For example, Jin & Tavella studied the significance of cytoplasmic density in 

maintaining regular cell behavior by precisely diluting or condensing the xenopus extract91; 

Maryu studied the effect of nucleocytoplasmic compartmentalization on the cell’s time-keeping
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capabilities by comparing the dynamics of the reconstituted mitotic circuit with and without 

nucleus and its corresponding transportation mechanisms44. Furthermore, the ability to produce 

large datasets comparable in sample size and scanning resolution to simulation results makes it a 

great tool for evaluating models and their prediction accuracies, as demonstrated in chapter 3 and 

4. Continuous coverage of parameter ranges allows observations of changes in response to 

minute shifts in system conditions, making it an ideal candidate and visualization tool when 

conducting complex bifurcation analyses. The ability to change cellular environments also makes 

it possible to study far-from-equilibrium systems and their response to perturbations. 

Furthermore, while computational studies can perform blanket scans of network motifs and 

individual elements to analyze their functions, it would be extremely challenging to do so in vivo 

in complex organisms. With cell-free extracts, it is possible to achieve affects similar to 

computational methods by constructing artificial molecular networks or modifying existing ones. 

In this dissertation, I mainly used fluorescence microscopy to track temporal dynamics of a 

single cell cycle-related molecule, however the droplet system has the capacity to simultaneously 

record temporal and spatial profiles of multiple species. It can also output other types of 

information such as heat release, oxygen consumption and production when combined with 

reporting mechanisms other than fluorescence. 

Despite the multitudes of advantages the droplet system brings, there is still space for 

improvement that can make the system even more accessible. While the cell membrane consists 

of a double lipid layer and embedded complexes, thus allowing selective transportation of certain 

molecules, the membrane of our droplets consists of a single layer of surfactant with the 

hydrophobic end facing outwards, in theory making the inside of droplets a completely isolated 

environment. Therefore, the system does not allow for almost any kind of manipulation post 
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droplet generation. Although we have explored some optogenetic tools and caged molecules 

activatable by light, more testing needs to be done to prove its feasibility. The system is also not 

compatible with techniques that require fixed samples. Although some parallel experiments can 

be set up by allocating some extract for those kinds of tests besides droplet generation, they are 

almost always bulk extracts which might have different behaviors. Recovering extracts from 

already generated droplets is quite difficult. Furthermore, there is some evidence that tightly 

packed droplets might be able to exchange their contents with their neighbors92, which might 

create complications for extract content tuning experiments, although this is less studied and not 

well characterized. Nevertheless, our high-throughput, cell-free, droplet-based system provides a 

powerful platform to study complex biological systems and has the potential to be applied to 

broader fields of study. 

 

5.2. Future Explorations to Understand Biological Oscillators 
For the ongoing research described in Chapter 4, there are multiple interesting directions 

to explore, as mentioned in the conclusion. Some questions of immediate interest include 

detailed characterization of the energy production/consumption in cycling extracts and ways to 

quantitatively manipulate them. ITC can measure heat release fluctuation with high sensitivity, 

which might give us temporal patterns of ATP consumption; real-time cell metabolic analysis 

can detect temporal patterns of ATP production and consumption. As some works have pointed 

out the significance of free energy dissipation, which is determined by [ATP]/[ADP], it would be 

extremely informative to include fluorescent [ATP]/[ADP] ratio reporters in the droplet. For 

precise manipulation, instead of adding ATP or apyrase, other methods include mitochondrial 

inhibition and making high-speed cycling extracts, from which mitochondria are removed 
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completely and can then be gradually titrated, creating a purer system. It would also be 

interesting to dissect how the mitotic circuit receives the environmental cue of energy level and 

adapt accordingly by changing oscillator behavior. Our current assumption is that this kind of 

response is achieved through the Wee1/Cdc25 feedback loops, however more experimental 

evidence is needed. Although theoretical works about noise regulation in oscillators abound, 

experimental verification significantly lagged. My research project and its future potential can 

fill in the blanks.  

In broader terms, the conceptualization of probing dynamics ensembles in biological 

systems can help solve theoretical problems in fields such as complex systems previously not 

thought reproducible in real life, just as the energy project described in Chapter 4 can contribute 

to the study of thermodynamic uncertainty relations. Taking advantage of the droplet system’s 

ability to mimic random parameter scans of a computer simulation, there is no doubt it can be 

used to untangle complex cellular dynamics in the future. 
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