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Abstract 

Due to rapid evolution and adaptation, influenza viruses remain a major health concern 

despite co-existing with human beings for centuries. The influenza virus polymerase is a major 

driver of influenza virus evolution. Mutations within the viral polymerase can change replication 

efficiency, affecting the replicative fitness of the virus. The polymerase also controls the rate at 

which influenza virus acquires mutations, opening up possibilities for new phenotypes such as 

host range expansion, drug resistance, and antigenic drift. Despite its importance to viral 

evolution, our understanding of the mutational effects on the influenza virus polymerase is 

relatively limited. The influenza virus’s segmented genome and the multi-unit structure of its 

polymerase add further complexity to the polymerase’s evolutionary constraints and potential. 

My dissertation focuses on characterizing the mutational effects of the core subunit of the 

influenza virus polymerase complex, the RNA-dependent RNA polymerase (RdRp) subunit, and 

reveals key constraints on the RdRp that shape influenza virus evolution in nature. The second 

chapter of my thesis evaluated the fitness effects of mutations and the mutational tolerance of 

influenza virus RdRp. I performed deep mutational scanning of the influenza A virus PB1 

protein and measured the replicative fitness of nearly all variants with single amino acid 

substitutions. Deep mutational scanning measured replicative fitness with high accuracy and 

precision and revealed purifying selection against mutations with more dramatic changes. While 

most missense and nonsense mutations were highly detrimental, some near-neutral and beneficial 

mutations did exist. I calculated mutational tolerance as the Shannon entropy of the enrichment 



 xv 

of all amino acid variants at a site. The mutational tolerance of residues on the influenza virus 

RdRp was highly constrained by specific functions and site interactions and was not well 

characterized by the global protein structure. Many beneficial mutations revealed by deep 

mutational scanning were seen in the natural evolution history of PB1 or shown important to 

adaptation experimentally. Accessibility by single nucleotide mutations was a crucial factor in 

determining whether a beneficial mutation would arise in nature. My third chapter established a 

foundation to study the key mutations that would influence the virus’s replicative fidelity using 

the variant library created by deep mutational scanning. I examined the growth of the influenza 

A virus under different concentrations of five mutagenic drugs in different cell lines and 

determined the proper drug concentrations to induce a moderate selective pressure. 5-

Azacytidine and molnupiravir exhibited similar inhibition curves when the infections happened 

in MDCK or A549 cells, while the inhibition curves of ribavirin, favipiravir, and 5-fluorouracil 

were vastly different in different cells. These results highlight the complexity of the mechanisms 

by which mutagenic drugs inhibit influenza virus replication and the varying cell responses to 

mutagens. Overall, my dissertation provided a comprehensive map of mutational effects on a 

viral RdRp and revealed the evolutionary constraints and potential of influenza virus polymerase, 

which would be a valuable resource for future studies on influenza and RNA virus evolution.  
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Chapter 1 Introduction 

Influenza has co-existed with human beings for centuries and caused four pandemics in 

the last one hundred years. The causative agent, influenza virus, belongs to the 

Orthomyxoviridae family and can be categorized into four types: A, B, C, and D. Among the 

four types, only influenza A and B viruses cause substantial morbidity and mortality in humans, 

while influenza C virus generally causes mild illness (1). Influenza D virus mainly infects cattle 

with common spillover to other species but is not known to infect humans (2). Since influenza A 

virus is the only type with pandemic potential (3), it draws most research interest and is the 

object of this study. Despite interacting with human beings for a long time, influenza viruses still 

cause significant morbidity and mortality in all age groups around the world. This is because 

influenza virus evolves quickly to become more “fit”, which can be a manifestation of faster 

replication, an increased ability to survive and spread to new hosts, and/or being able to escape 

host immune clearance and anti-viral treatments.  

The RNA-dependent RNA polymerase (RdRp) is central to influenza virus evolution. It 

performs genome replication and transcription functions and determines replication speed and 

fidelity. After decades of research, we now have a relatively clear understanding of its 

constitution as well as the mechanisms of each step of the replication and transcription processes. 

However, our knowledge regarding the mutational effects and evolutionary constraints on the 

RdRp is limited to isolated residues and mutations. The project in this dissertation is a systematic 

assessment of the mutational effects on the influenza virus RdRp, including the fitness effects of 

nearly all mutations and the mutational tolerance of RdRp residues. By linking mutational effects 
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and constraints to protein structure and functions, this project generated a map linking RdRp 

genotype to viral phenotype and provides a valuable resource for surveillance and future studies 

on influenza virus evolution. Below, I review the principal forces that have shaped influenza 

virus evolution, the structural basis of evolutionary constraints on influenza RdRp, existing 

studies of RdRp mutations, and novel technologies used in this project to thoroughly examine the 

functional constraints and evolutionary potential of influenza RdRp. 

1.1 Influenza Virus Evolution 

1.1.1 Source for Genome Diversity 

Influenza virus is a negative-sense, single-stranded RNA virus with a segmented genome. 

The evolutionary rates for RNA viruses range from 10-4 to 10-3 substitutions per nucleotide site 

per year (s/n/y) (4). The evolutionary rate of influenza viruses can vary significantly in different 

hosts. For example, the evolutionary rate for avian influenza viruses (H6) is approximately 

2.5×10-3 (s/n/y) in their natural reservoir wild birds but can be as high as 4×10-3 (s/n/y) when 

infecting poultry (5). This phenomenon could be due to the need for quick adaptation to new 

hosts or different biochemical environments for replication within different hosts. Additionally, 

different genes evolve at different rates in the same virus (6).  

The evolutionary rates of RNA viruses are positively correlated with their mutation rates, 

and influenza viruses have extremely high mutation rates. Studies show that the mutation rates of 

RNA viruses can reach as high as 10-6 to 10-4 substitutions per nucleotide site per cell infection 

(s/n/c), 100 times higher than that of DNA viruses (4). Consistent with that result, the mutation 

rate for influenza A virus is 1.8×10−4 to 2.5×10−4 per nucleotide per strand copied (s/n/r), 

depending on the strains, or equal to 2~3 mutations every time it replicates its genome (7). 

Influenza viruses accumulate both silent and amino acid-changing substitutions at approximately 
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constant rates (8, 9), following the molecular clock. With an extensive collection of patient 

samples and deep sequencing, researchers can perform phylogenetic analysis to determine the 

transmission route in an epidemic from the changes in the influenza virus genome (10). Frequent 

mutation constantly creates new influenza A strains. Based on the sequences of two proteins on 

the surface, hemagglutinin (HA) and neuraminidase (NA), influenza A viruses are further 

divided into subtypes. In this study, I focused on subtype H1N1 because it is the subtype that 

caused two severe pandemics in 1918 and 2009. 

The evolution of influenza virus is shaped by antigenic drift. New influenza strains 

escape the host’s immune clearance and add a significant healthcare burden – adults on average 

get flu twice a decade, while children on average are infected every other year (11). However, 

the frequent mutation does not dramatically change the total number of circulating stains: new 

strains commonly replace the old ones in circulating populations, which is reflected in a “ladder 

shaped phylogenetic tree” (12). This phenomenon indicates evolutionary forces very different 

from those that shape other RNA viruses. Norovirus, for example, had as many as 21 distinct 

strains co-circulating in the north of England from 1998 to 2001 alone (13). 

Apart from mutation, there are two important mechanisms driving virus evolution, 

recombination and reassortment. In the case of influenza virus, homologous recombination 

through template-switching during the replication of the RNA genome is very rare (14). During 

replication, the newly synthesized viral genomes are rapidly encapsidated into viral 

ribonucleoproteins (vRNPs), largely reducing their chance to reach a second replicating 

polymerase complex. Recombination is also rare in all negative-sense RNA viruses (15). On the 

other hand, reassortment happens in influenza A viruses frequently. Reassortment is the shuffling 

of genome sequences when different strains of viruses co-infect a host cell (16). It has played an 
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important role in the evolution of the influenza virus. Segmental reassortment can cause 

antigenic shift, a new combination of influenza virus genomes with major sequence change in 

one or more gene segments (17). Antigenic shift often generates mismatches in host immune 

recognition, antibody response, and vaccination, and is therefore associated with more severe 

cases and widespread transmission (18, 19, 20). The 2009 pandemic H1N1 strain is a result of 

the reassortment between viruses of the American triple-reassortant (TR) and Eurasian avian-like 

(EA) swine influenza lineages (21). The two gene segments, neuraminidase (NA) and matrix 

(M), from the EA swine lineages significantly increased the transmission of viral particles via 

respiratory droplets (22). Reassortment also contributes to the evolution of seasonal influenza 

viruses. It can lead to new antigenic clades (21), altered replication efficiency (23), and the 

emergence and spread of drug resistance (24). Reassortment can be deleterious, due to the 

breakage of segments that have been co-evolved for a long time (25, 26). Phipps et. al. found 

that seasonal influenza H3N2 strains often reassort with the 2009 pandemic H1N1, but the 

reassortants are attenuated compared to parental strains (27). Influenza A virus is the only type of 

influenza virus that experiences significant reassortment and antigenic shift, while the other three 

types are confined to one species and only accumulate mutations gradually through antigenic 

drift. 

1.1.2 Viral Fitness 

 Viral fitness can be viewed at different levels. For an individual viral particle, viral 

fitness means its capacity to produce infectious progeny (28). This definition focuses on the 

virus’s intrinsic capacity to replicate in a given environment, therefore it is also referred to as 

replicative fitness. On a populational level, viral fitness typically refers to the prevalence of viral 

genetic material in the field over time and therefore is influenced by the virus’s ability to evade 
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immune clearance, survive outside the hosts, and transmit to new hosts (29). The capacity of a 

virus type (variant, serotype, or subtype) to become dominant is referred to as epidemiological 

fitness (30). In this study, I will mainly examine the virus’s replicative fitness. 

Replicative fitness can be assessed with multiple methods, each with its own strengths and 

weaknesses. At the most detailed level, polymerase activity assays can measure the amount of 

RNA replication product, viral RNA (vRNA), with or without an infection. More vRNA 

accumulation within a certain period of time indicates higher replicative fitness. This method 

focuses on the functions of the polymerase and is helpful in revealing important structural factors 

contributing to replication and transcription. Some assays are even able to measure the efficiency 

of individual steps of the replication or transcription process (31, 32). On the other hand, 

polymerase activity is not the sole factor contributing to viral fitness (33). Cases in which 

replicative fitness during infection differs from polymerase activity are not uncommon. 

Replicative fitness can also be assessed by mixed infections of two or more viral variants, where 

the difference in genome frequency between two variants becomes bigger over the passages (34). 

The fitness of the mutated virus relative to the wildtype is then determined by the copy number 

of its genome compared to that of the wildtype by RT-PCR. These competition assays are more 

sensitive to minor differences in replication efficiency but can only examine the fitness of one 

variant at a time. In this study, I measured viral fitness by letting all variants compete against 

each other during serial passaging and calculating the frequency change of every variant before 

and after passages. I will demonstrate the precision and accuracy of this method in later chapters. 

1.1.3 Mutational Effects on Viral Fitness 

Mutation has mixed effects on viral fitness. Mutation is the source of new genetic 

material, providing possibilities for more beneficial phenotypes. However, as a result of 
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prolonged adaptation, the replicative fitness of the virus is usually at a high level, if not at an 

optimum in its current host environment. The vast majority of mutations are detrimental to 

fitness for viruses (35, 36, 37). In a site-directed mutagenesis study to measure the genome-wide 

distribution of mutational fitness effects of an H1N1 influenza virus, 40% of 95 randomly 

generated mutations were lethal or highly detrimental, and 50% were mildly detrimental to 

neutral (38). Even when facing new selective pressure, most adaptation happens with a 

replicative fitness cost. Under host immunity, variants capable of escaping neutralizing 

antibodies or cytotoxic lymphocytes have an enormous fitness advantage, but the escape 

mutations often come with a significant reduction in replicative fitness, needing a compensatory 

mutation to restore the virus’s overall fitness (39, 40).  

Since most mutations are deleterious, the high mutation rate of influenza viruses adds 

great fitness burden. While it seems counterintuitive that influenza and other RNA viruses 

evolved to maintain this disadvantageous trait of high mutation rate, research on a poliovirus 

anti-mutator suggests that the high mutation rate of RNA polymerase may be a result of selection 

for elevated replication speed, and that high mutation rate is an unfavorable byproduct of 

selection (41). In fact, the mutation rate of RNA viruses is close to the upper limit for the viruses 

to carry the fitness cost from the accumulation of deleterious mutations (42). Chemical mutagens 

or mutagenic nucleoside analogs can reduce viral fitness or be used as anti-viral drugs by 

elevating the mutation rate over the upper limit (43, 44), and lethal mutagenesis has been used as 

a therapeutic strategy to treat influenza viruses with low traditional drug resistance (45). When 

treating with mutagenesis drugs, variants with high replicative fidelity are selected, but they 

frequently have lower replication efficiency compared to wild-type viruses without drug 

treatment (46, 47).  
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For organisms with high mutation rates like influenza viruses, mutational robustness 

becomes essential for the longevity of the viral population. High mutational robustness means 

the fitness of a virus is less altered by mutations. Influenza variants with high mutational 

robustness can tolerate more mutations without significantly lowering their fitness and wait for 

complementary or beneficial mutations to appear. In contrast, even if a new mutation is highly 

beneficial, it will quickly get lost due to the high mutation rate before it rises to a frequency that 

can pass the transmission bottleneck. Therefore, the competition among influenza viruses is the 

competition of who can tolerate most mistakes. If you visualize the mutational effects in a 3D 

space, the results can also be framed as “survival of the flattest” (48). 

When focusing on a protein, mutational robustness is often called mutational tolerance 

and is different for every amino acid residue. Mutation tolerance is related to the residue’s 

functions. Residues that possess crucial enzymatic functions are usually less tolerant of 

mutations, while antigenic proteins are generally more tolerant. Visher et al. found that the mean 

fitness of mutations in the influenza virus surface protein hemagglutinin and neuraminidase was 

0.88, while that for other proteins was only 0.78 (49). The difference in average mutational 

effects can reflect the history of positive selection on surface proteins related to immune escape 

and host entry (50). Another discovery supporting this theory is that the globular head of 

influenza surface protein hemagglutinin exhibits a much higher inherent tolerance for mutations 

than the stalk (51). 

Synonymous mutations can also affect viral fitness or evolutionary fate. In a mutagenesis 

experiment to measure the mutational landscape of poliovirus polymerase, Acevedo et al. found 

that approximately 10% of synonymous mutations are lethal, indicating strong incompatibility at 

the codon level (52). Translational efficiency and the constraints on RNA structures have been 
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proposed as the major explanations for the fitness differences among codons encoding the same 

amino acids in RNA viruses (53, 54). Additionally, synonymous mutations may alter the virus’s 

mutational robustness by opening up different possibilities for subsequent mutations (55). For 

example, although both AGG and CGG code for arginine, among their next possible mutations, 

AGG has 78% non-synonymous mutations, while CGG has only 56%. The accessible 

evolutionary pathways are particularly important for the adaptability of RNA viruses. 

Synonymous populations with mutated codons are shown to have lower fitness and attenuated 

virulence both in vitro and in vivo (55, 56, 57).  

 Interactions between mutations introduce further complexity to the mutational effects. 

The genetic interaction between multiple mutations in a genome is called epistasis (58). Because 

of epistasis, the same mutation can have varying effects depending on the presence of other 

mutations, and the nucleotide sequence of all other related genes that may interact with the 

mutation of interest is called the genetic background (59). Epistasis greatly expands the potential 

of fitness change brought by mutations and makes viral evolution highly path-dependent. The 

mutation that appears first opens or closes possibilities of the rise of new strains. Therefore, the 

evolution pathways we observe in nature are only a small fraction of all paths possible in the 

mutational landscape. Examining the mutations that did not happen and the paths untraveled by 

natural evolution history can help us better understand the selective forces that have shaped 

influenza viruses and recognize the mutations of epidemiologic importance. 

1.1.4 Selective Forces that Shape Influenza Virus Evolution 

Positive selection, negative selection, and genetic drift create a complex web of 

evolutionary forces that shape influenza evolution. Influenza virus produces a large population 

size within hosts and mutates frequently, yet patient samples show low genetic diversity (60). 
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The evolutionary force for influenza virus population within hosts is dominated by strong 

purifying selection (61). Between hosts, stochastic processes are the major determinants of which 

influenza genome sequences get transmitted and preserved, a process referred to as genetic drift 

(62). From time to time, beneficial mutations arise. However, the successful spread of a novel 

mutation largely depends on the size of the transmission bottleneck. Influenza virus has a very 

narrow transmission bottleneck of 1~2 genomes, therefore, a beneficial mutation needs to rise to 

a genome frequency above 2% to be passed to a new host (60). A typical influenza infection is 

acute, and the viruses are cleared by host immunity within a week or two. The limited replication 

time is usually not long enough for a novel mutation to accumulate to the transmission threshold; 

therefore, the evolution of local or seasonal influenza viruses is also driven by genetic drift (61, 

63). On the other hand, positive selection is observed both in lab cultures and in patients with 

persistent infections (64, 65). The immune-driven antigenic variants concentrated by rare 

positive selections often cause larger epidemics and drive global influenza virus evolution. 

1.2 Evolutionary Constraints on Influenza Virus Polymerase 

1.2.1 General Constraints on Protein Evolution 

Protein evolution is under various functional and structural constraints. Solvent 

accessibility, molecular flexibility, maintenance of intermolecular interactions, and the 

preservation of key secondary structures are major constraints that apply to all proteins (66). 

Solvent accessibility describes how much a molecule is buried or exposed. Ramsey et al. found a 

linear relationship between the relative solvent accessibility of residues in a protein and their 

evolutionary rate (67). Among the buried areas, solvent-inaccessible polar side chains provide 

the strongest structural and functional constraints. Mutations of residues containing these side 

chains could destabilize the protein structure. In addition, buried residues form more contacts 
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than exposed residues on the surface. Therefore, the buried residues are usually less tolerant to 

mutation and evolve at a lower rate (68). Amino acids can pose their side chains in different 

ways, and the position of one amino acid blocks or allows the position of other amino acids near 

it. The intrinsic flexibility of amino acid ensembles within a protein is important to the protein’s 

conformational change and function and shows a strong correlation with residues’ evolutionary 

rates (69). The level of solvent exposure and molecular flexibility are interconnected because 

buried sites face restrictions from more nearby molecules; but there are additional features that 

can be reflected by molecular flexibility but not solvent accessibility, such as intrinsically 

disordered regions. Interacting proteins co-evolve to preserve the functionality of the 

connections, and therefore evolve at a lower rate (70). Notably, the evolutionary rate of a residue 

is not dependent on the number of protein-protein interactions the residue participates in, but the 

group of residues with the largest number of interactions evolves slower than the rest of the 

protein (71). Some interactions, such as interfaces of subunits that comprise larger complexes, 

are permanent and obligate (72), while others, such as enzyme-substrate, are transient encounters 

that are only needed for certain processes (73). In co-evolution, the frequency of an obligate 

interaction requiring compensatory mutations is significantly higher than that of a transient 

interaction. Therefore, while interface residues are in general less tolerant to mutation, residues 

that are involved in obligate interactions tend to be more conserved than those in transient 

interactions (74). Finally, a mutation cannot disrupt the key secondary structures of the protein. 

The key secondary structures include α-helix, β-sheet, and coil, which all need proper torsion 

angles for maintenance. Some amino acids have special features on their side chains, and 

therefore support certain torsion angles and that are structurally necessary. For instance, glycine 
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has no side chain and allows a positive φ torsion angle and is abundant in helices; amino acids 

with side chains, on the other hand, support coils and turns (75).  

1.2.2 Specific Constraints for Influenza Virus Polymerase 

Compared to polymerases of other RNA viruses, influenza virus RdRp is under 

additional constraints, because it goes through complicated interactions with RNAs, other viral 

proteins, and host proteins during replication and transcription. 

Influenza A virus has eight RNA segments, namely polymerase basic 2 (PB2), 

polymerase basic 1 (PB1), polymerase acidic (PA), hemagglutinin (HA), nucleoprotein (NP), 

neuraminidase (NA), matrix (M), and non-structural proteins (NS) (Figure 1.1) (76). The eight 

RNA segments encode for eleven proteins, and three proteins – PB1, PB2, and PA – together 

form the heterotrimeric polymerase complex. The RdRp domain, PB1 needs to cooperate with 

the cap-binding domain (PB2) and the endonuclease domain (PA) to perform replication and 

transcription functions. 

 

Figure 1.1 The scheme of influenza A virus viral particle and genome. Adapted from te Velthuis et al., 2016 (87) 
and Fodor & te Velthuis, 2019 (95). M1: matrix protein 1; NEP: nuclear export protein; NS: non-structural protein; 
HA: hemagglutinin; NA: neuraminidase; M2: matrix protein 2; NP: nucleoprotein; PA: polymerase acidic; PB1: 
polymerase basic 1; PB2: polymerase basic 2. In viral particles, genome segments bind to nucleoproteins and fold 
over to bind with a polymerase complex. 

PB1 is the center of the polymerase complex (Figure 1.2). It has 15 N-terminal residues 

that interact with PA (77) and 80 C-terminal residues that interact with PB2 (78). The central 
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region of PB1 (residues 21-699) has a right-handed fold that is conserved in all RdRp, 

comprising fingers, fingertips, palm, and thumb subdomains. This shape helps position 

replication or transcription substrates and metal ions for catalysis, at the same time preserving 

enough freedom for dynamic changes needed during RNA synthesis. The influenza virus PB1 

contains conserved residues within the subdomains, called motifs. The six motifs (pre-A, also 

known as F, and A to E motifs) have sequences shared by many polynucleotide polymerases 

with important functions (79, 80). One aspartic acid residue in motif A helps RdRp to preferably 

incorporate nucleoside triphosphates (NTPs) rather than deoxyribonucleoside triphosphates 

(dNTPs). Another Asp-Asp sequence in motif C forms a cluster with the Asp in motif A in a 

three-dimensional structure. The three-Asp cluster catalyzes RNA synthesis by coordinating two 

Mg2+ ions, with one Mg2+ promoting the deprotonation of the nascent strand 3′-OH group, and 

the other helping to stabilize the transitioning NTP and release its pyrophosphate group (81). 

Motif B has a methionine-rich loop involved in stabilizing the interaction between the template 

and the incoming NTP (82). Motif D residues Lys 480 and Lys 481 are involved in NTP binding, 

and Arg 486 is necessary for extracting the proton from the 3′-OH of the primer and transferring 

it from the active site to pyrophosphate (83). The β-hairpin in motif E helps stabilize the 

substrate and priming nucleotide during replication (82). Motif pre-A (motif F) forms an NTP 

entry tunnel and only presents in RdRp, because RdRp has a closed structure where the active 

site is buried, while other polynucleotide polymerases resemble an open hand (84). 
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Figure 1.2 PB1 subunit in the influenza A virus polymerase complex. Adapted from te Velthuis et al., 2016 (87). 
Cartoon models of the influenza A virus polymerase complex (Protein Data Bank (PDB) entry: 4WSB), including 
PB1, PB2, and PA subunits, as well as the negative-sense, template viral RNA. Left: the right-handed arrangement of 
the PB1 fingers, palm and thumb subdomains and the fingertips; Right: the conserved sequences in most influenza 
viruses as well as their relative positions to viral RNA and the priming loop. The 5′ and 3′ termini of the viral RNA 
were marked in dark grey and yellow, respectively. 

The PA subunit consists of two subdomains facing each other, wrapping around the 

external side of PB1 fingers and palm subdomains (Figure 1.3). On the N-terminal side, the 

endonuclease subdomain (residues 1-195) is exposed to solvent and interacts with the PB2 cap-

binding subdomain. The C-terminal subdomain (residues 258-714) binds to the N-terminus of 

PB1. Two subdomains are linked by the residues 196-257. These linker residues also interact 

with the PB1 surface at multiple points, forming hydrophobic and polar contacts. 

 

Figure 1.3 PA subunit in the influenza A virus polymerase complex. Adapted from te Velthuis et al., 2016 (87). 
Cartoon models of the influenza A virus polymerase complex (PDB entry: 4WSB), including PB1, PB2, and PA 
subunits, as well as the negative-sense, template viral RNA. From left to right, the colored structures showed the C-
terminal domain, the linker, and the endonuclease domain of the PA subunit. 
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The PB2 subunit attaches to PB1 at the opposite site of PA and can also be divided into 

N-terminal and C-terminal parts (Figure 1.4). The N-terminal part includes the N terminus, N-

linkers, and the lid subdomains. It is positioned above, located opposite to the PA linker and 

interacts with the PB1 C-terminal extension and thumb subdomain. Helix α4 interacts with the 

template, helping it enter the RdRp active site, while residues 55-103, containing β-sheet 1, 2, 3 

and helix α5, 6, often form parallel structures to PB1 helices, to sustain the PB1 thumb 

subdomain from the back. The lower part of the N-terminal features more β-ribbons. They make 

hydrophobic contacts with the PA C-terminal and PB1 thumb and palm subdomains. Below the 

entire PB1, PA, and PB2 N-terminal group, the PB2 C-terminal lies horizontally with the cap-

binding subdomain, cap-627 linker, 627-subdomain, and the nuclear-localization signal (NLS) 

subdomain. The mid subdomain connects the N- and C-terminal parts of PB2. The loop 

containing residue 627 is of special importance because it specifies the host range of the virus 

(85). Residue 627 is usually lysine for human influenza viruses, glutamate for avian influenza 

viruses, and serine for bat influenza viruses. 

 

Figure 1.4 PB2 subunit in the influenza A virus polymerase complex. Adapted from te Velthuis et al., 2016 (87). 
Cartoon models of the influenza A virus polymerase complex (PDB entry: 4WSB), including PB1, PB2, and PA 
subunits, as well as the negative-sense, template viral RNA. The structure was turned 180° from the structures in 
Figure 1.2 and 1.3 with z-axis fixed. The colored structures marked the N terminus, N-linker, lid, mid, cap-binding, 
cap-627 linker, 627-, and nuclear-localization signal (NLS) domains of the PB2 subunit. 
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In viral particles, all influenza gene segments (vRNA) are bound to multiple copies of 

nucleoprotein, and fold over to bind both ends of a single, trimeric polymerase complex (86). 

This vRNA-NP-polymerase assembly is called viral ribonucleoprotein (vRNP). The influenza 

virus infection cycle begins with the binding of virus particles to the receptors on host cell 

surface mediated by HA. The viral particle is internalized through endocytosis. The low pH in 

late endosome triggers the fusion of the viral and endosomal membranes, causing the release of 

vRNPs into cytoplasm. The vRNPs will then be transported into the nucleus. In the nucleus, the 

polymerase complex bound to vRNA transcribes the vRNA to viral mRNAs for the production 

of viral proteins and replicates vRNA to generate progeny vRNPs. Newly synthesized genomic 

RNAs will then be transported out of the nucleus and assembled with other viral proteins to form 

progeny viral particles (87). 

Influenza virus replication is a two-step, primer-independent process. First, the 

polymerase complex replicates the negative-sense vRNA into positive-sense complementary 

RNAs (cRNAs). The cRNAs will bind to nucleoproteins and a second polymerase complex and 

form complementary RNPs (cRNPs). Then the cRNA will act as the intermediate template to 

produce progeny genome vRNAs. The two rounds of replication require a series of 

conformational changes of the three subunits but have some differences in mechanism. When 

copying vRNA into cRNA, influenza virus RdRp initiates replication with a β-hairpin protruding 

from the PB1 thumb subdomain to the active site called priming loop (81). This initiation 

happens at positions 1 and 2 of the 3′ end of the vRNA template and, therefore is called terminal 

initiation. When the RdRp copies the cRNA back to vRNA, the polymerase initiates at positions 

4 and 5 of the 3′ end of the template and is called internal initiation. Internal initiation does not 

require support from the priming loop (31). Following the initiation, replication starts by 
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synthesizing the dinucleotide pppApG and continues by pulling the template vRNA or cRNA 

through the active site. The replication from cRNA to vRNA requires a second polymerase (88), 

which is speculated to induce the necessary conformational change of the primary polymerase to 

activate the replication process (Figure 1.5). Host protein ANP32 is essential for the recruitment 

of the secondary polymerase and is therefore necessary for an efficient vRNA synthesis (89, 90). 

ANP32 directly interacts with the PB2 627 domain (91), and both ANP32 and the amino acid at 

the residue 627 of PB2 are species specific (92, 93). The compatibility between ANP32 and PB2 

residue 627 is a major restriction factor for influenza virus host range (91-94). Human isoforms 

of ANP32, ANP32A and ANP32B, lack a 33-amino-acids sequence compared to avian ANP32, 

and therefore are unable to support the activity of influenza polymerase with PB2 627E. The 

mutation E627K allows the avian influenza polymerase to replicate efficiently in human cells 

(94, 95). Finally, at the termination stage, the 5′ end of the vRNA or cRNA template will be 

released from the binding pocket and replicated. 
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Figure 1.5 Differences in the initiation mechanism between the two steps of influenza virus replication. Adapted 
from Fodor & te Velthuis, 2019 (95). The synthesis of cRNA begins with terminal initiation, which happens at the 
positions 1 and 2 of the 3′ end of the template RNA; the synthesis of vRNA begins with internal initiation, requiring 
the backtracking and realignment of the template RNA with the aid of a regulatory polymerase. 

The transcription of influenza vRNA, however, is a primer-dependent process. The 

primer used for this process is a capped pre-mRNA obtained from the host mRNAs via a process 

called ‘cap-snatching’ (96). The cap-snatching is realized by PB2 and PA, during which PB2 

captures the 5′ cap of the nascent host capped mRNA, and PA cleaves it (85). The primer forms 

1~3 base pairs with the U at the 3′ end of the vRNA and is directed towards the polymerase 

active site to initiate RNA synthesis. The priming loop, though useful for RNA replication, 

blocks the entry of the 3′ end vRNA template and the template-primer binding in the 

transcription. The transition from initiation to elongation requires the priming loop to become 

disordered and extrude out of the active cavity (97). In the meantime, the PB1 thumb subdomain 

rotates to accommodate for the priming loop extrusion. At the elongation stage, the PB2 lid 

subdomain enforces strand separation, directing the template into the template exit channel and 
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mRNA into the product exit channel (Figure 1.6). When the U-stretch reaches the active site, the 

polymerase stutters, creating a poly(A) tail. 

 

Figure 1.6 Influenza A virus transcription initiation. Adapted from Kouba et al., 2019 (97). During the initiation 
of transcription, the priming loop (gray) goes from fully ordered to fully disordered and extrudes out of the active site 
as the template (yellow) and the primer (blue) enter the active site. 

While mutations and selection happen frequently, adaptation often requires the 

accumulation of multiple (98, 99) or complementary mutations (47). Compared to antigenic 

proteins HA and NA, polymerase proteins accumulate adaptative substitutions at much lower 

rates (100). Maintaining the aforementioned interactions and frequent conformational changes is 

speculated to be a substantial evolutionary constraint. On the other hand, each of the numerous 

interactions is carried out by a few key residues and amino acids. Sometimes, a single mutation 

can have a significant mutational effect on viral fitness. 
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1.3 Existing Research regarding Mutational Effects on Influenza Virus Polymerase 

The mutational effects on the influenza RdRp have been a constant research interest, 

especially after the 2009 H1N1 outbreak. By comparing the 2009 H1N1 pandemic virus to 

previous strains, Santos et al. found that three mutations, L298I, R386K, and I517V in PB1, 

improve overall viral fitness and putatively support viral adaptation to the human host (98). 

Mutation of conserved amino acids usually ends up in attenuation. As an example, PB1 L319Q 

was found to reduce both pathogenicity and transmission in animal models. The mutation also 

made the virus more sensitive to higher or lower temperature (101). 

 Some mutations increase viral fitness in new hosts. Influenza H3N8 viruses typically 

infect wild birds, with sporadic spill-over to mammals. The strain with high transmissibility 

among mammals was found to have a unique PB1 mutation, S524G. Minigenome polymerase 

assays showed that PB1 S524G enhances polymerase activity, therefore rescuing the poor 

replication of avian flu in mammalian cells (102). A/duck/Hunan/S4020/2008 (DK/08) and 

A/chicken/Guangxi/S2039/2009 (CK/09) are both H5N1 viruses, but CK/09 is much more 

virulent in mammals. Feng et al. created and tested over ten CK/09 and DK/08 chimeric viruses 

with mutations and demonstrated that the glycine at position 622 of PB1 contributed to the high 

virulence of CK/09 in mice by more efficient vRNA binding (103). Other examples include PB1 

473V and 598P, which were also reported to increase H5N1 polymerase activity in mammalian 

cells (104). 

Some mutations affect viral fitness by influencing post-translational modifications. 

Residue 612 of influenza A virus PB1 is a SUMOylation site and is occupied by a conserved 

lysine residue. SUMOylation at site 612 has no effect on PB1 protein stability or localization in 

host cells but is essential for PB1 to bind viral RNA, therefore vital to replication. Mutant viruses 
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with K612R were found to be less efficient in binding vRNA and have reduced replication and 

transmission in ferrets (105).  

 Some mutations alter viral fitness by changing replication fidelity. Depending on the 

environment, higher or lower replication fidelity can both be beneficial to the virus. When a 

strain first expands to a new host species, such as the H1N1 pandemic strain in 2009, low 

replication fidelity is beneficial for the virus to generate new mutations quickly and adapt to 

humans. H1N1 influenza viruses with the S216G mutation on PB1 exhibited greater mutation 

potential and were less virulent in mammalian infections (106). Both features are beneficial to 

viral propagation. On the other hand, as humans start to treat RNA viruses with mutagenic 

antiviral drugs, forcing viruses to accumulate detrimental mutations, high replication fidelity can 

bring significant fitness advantages. PB1 K229R increases polymerase replication fidelity and 

confers favipiravir resistance (47). This type of mutation usually lowers viral fitness by itself, 

due to the “speed-fidelity trade-off”. Therefore, the fixation of an “anti-mutator” mutation is 

often accompanied by additional mutations rescuing for reduced polymerase activity. In the case 

of K229R, a compensatory mutation, P653L, in the PA subunit can restore the polymerase 

activity, and the double mutant supports effective replication both with and without favipiravir 

(47). 

Some mutations influence viral fitness through alternative functions of PB1. PB1-F2 is a 

small protein expressed by some influenza A viruses through an alternate open reading frame. It 

was first identified in 2001 and found to be immunogenic and to antagonize interferon activities 

(107, 108). A single amino acid change, N66S, in the PB1-F2 protein increases virulence in both 

H5N1 and H1N1 backgrounds (109). However, this finding may not apply to all influenza 

strains. The 2009 H1N1 pandemic strain does not code for full-length PB1-F2, and the 
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expression of PB1-F2 either with 66N or 66S resulted only in different proinflammatory 

cytokine levels but not symptoms in mice or ferrets (110). 

However, most studies only examined isolated PB1 mutations, either naturally occurring 

or created based on previous hypotheses of their effect. One of the only two-large scale research 

studies examined 16 mutations on A/WSN/33 (H1N1) PB1, among which 6 were lethal, and all 

viable mutants had lower-than-wildtype fitness except for two synonymous mutants (49). The 

other study focused on the conserved motifs on PB1 (79). Using mini-replicon assays, Chu et al. 

assessed the transcription and replication efficiency of 25 mutations on any of the four PB1 

motifs found in natural isolates. While most mutations showed significantly reduced polymerase 

activity, one mutation, K480R, supported more efficient vRNA, cRNA, and mRNA synthesis. 

However, higher polymerase activity did not bring higher viral fitness: viruses with the PB1 

K480R mutation exhibited similar growing kinetics as the wild type in human airway epithelial 

cells. 

1.4 Novel Technologies to Study Influenza Virus Polymerase 

Targeted mutagenesis is a powerful tool to assess the functional consequences of amino 

acid changes on proteins but limited by its scale (111). Random mutagenesis by error-prone PCR 

is a simplistic technique that generates massive mutations based on a single parent gene, but the 

number, position, or type of the mutations on each individual variant cannot be controlled (112, 

113, 114). To systematically study the functional constraints and evolutionary potential of the 

influenza virus polymerase, we need a method to generate single amino acid variants accurately 

on a large scale and a sensitive readout for the fitness of each variant. 

Deep mutational scanning (DMS) is developed to couple genotype-phenotype 

relationships (115). It consists of three parts: a library of all or nearly all mutations of a protein, 
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an assay where the phenotype of interest can be read out, and deep sequencing to identify 

mutants’ genotypes with high accuracy and precision. DMS has been applied to human 

immunodeficiency virus (HIV-1) envelope protein (116, 117), Zika virus envelope protein (118), 

and SARS-CoV-2 receptor binding domain (119, 120) to evaluate mutational effects on viral 

growth, sensitivity to neutralizing antibodies, proper expression and folding, and receptor 

binding. The application of DMS is not limited to viral proteins. The technology has also been 

used to reveal the amino acid sequences that affect enzyme solubility and catalytic activity (121, 

122), the key sites for RNA binding affinity in yeast RNA recognition motif (123), and the 

structural basis for α-synuclein activity (124). For influenza virus, DMS has been performed on 

hemagglutinin (51, 125, 126), neuraminidase (127, 128), matrix protein M1 (129), nucleoprotein 

(130), and PB2 protein (131) to study amino acid preferences, replicative fitness, mutational 

tolerance, drug resistance, sensitivity to host inhibitory proteins, and adaptation to a new host. A 

DMS on the core subunit of the RdRp complex, PB1, will uncover the key amino acids and 

residues for polymerase functions and help complete the genotype-phenotype map for influenza 

virus. 

This project used an overlapping polymerase chain reaction (PCR)-based, site-directed 

mutagenesis approach to construct an exhaustive library of PB1 single amino acid substitutions. 

The mutagenesis was achieved by two rounds of PCR, in which target codon mutations were 

coded within two pairs of overlapping mutagenesis primers (131, 132). In the first round, the 

mutagenesis primers created two segments that covered the genome before and after the target 

codon mutation, with the end of the first segment overlapping with the beginning of the second. 

The second round of PCR used the products of the first round as the template and created a full 

genome with target codon mutation. The genome segments with single codon mutations were 
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then ligated into plasmid vectors and transformed into competent cells for amplification. Finally, 

the variant virus libraries were generated by transfecting the variant plasmid library along with 

the plasmids encoding the rest of the influenza genes (133). The variant virus libraries would 

ideally have every possible mutation of PB1, therefore, were highly diverse. In the meantime, 

each virus in the libraries would only have a single mutation. When comparing all codons or 

amino acids at the same residue, the frequency of a certain mutation was very low. Due to the 

unusual characteristics of the variant virus libraries, deep sequencing and the fitness 

measurement of variant viruses also required customized library preparation. 

In this project, the replicative fitness of each variant was measured by their frequency 

change before and after serial passaging in cells. High-throughput sequencing (HTS) technology 

allows the sequencing of millions of DNA fragments simultaneously and makes it possible to 

quantify the abundance of a mutation in a population and the frequency change of a mutation 

before and after any given selection (134). However, the average per-base error rate of HTS 

platforms such as Illumina is around 1% (135), which is higher than the frequency of most codon 

mutations in the library. When the frequency of the target variant is lower than the error rate of 

variant calling, the accuracy of detecting the variant drops dramatically (136). To solve this 

problem, I adopted a sequencing library preparation strategy called barcoded-subamplicon 

sequencing to better identify the rare mutations (51, 137, 138). In barcoded-subamplicon 

sequencing, unique barcodes were not only attached to each library, but appended to each 

sequence. Sequencing reads with the same barcode were considered to originate from the same 

molecule. True mutations would occur in all reads with the same barcode, while sequencing 

errors would only appear in some of the reads and be identified. Barcoded-subamplicon 

sequencing also replaced the random fragmentation of long genes in conventional next-
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generation sequencing (139) with designed subamplicons, which prevented the double counting 

of the same mutation in different fragments. 
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Chapter 2 Deep Mutational Scanning Reveals the Functional Constraints and Evolutionary 

Potential of the Influenza A Virus PB1 Protein 

Note: This chapter is a modified version of the published article: 

Li Y, Arcos S, Sabsay KR, te Velthuis AJW, Lauring AS. 2023. Deep mutational scanning 

reveals the functional constraints and evolutionary potential of the influenza A virus PB1 protein. 

Journal of Virology https://doi.org/10.1128/jvi.01329-23. 

 

2.1 Abstract 

The influenza virus polymerase is central to influenza virus evolution. Adaptive 

mutations within the polymerase are often a prerequisite for efficient spread of novel animal-

derived viruses in human populations. The polymerase also determines fidelity and, therefore, 

the rate at which the virus will acquire mutations that lead to host range expansion, drug 

resistance, or antigenic drift. Despite its importance to viral replication and evolution, our 

understanding of the mutational effects and associated constraints on the influenza RNA-

dependent RNA polymerase (RdRp) is relatively limited. We performed deep mutational 

scanning of the A/WSN/1933 (H1N1) polymerase basic 1 (PB1), generating a library of 95.4% 

of amino acid substitutions at 757 sites. After accuracy filters, we were able to measure 

replicative fitness for 13,354 (84%) of all possible amino acid substitutions, and 13 were 

validated by results from pairwise competition assays. Functional and structural constraints were 

better revealed by individual sites involved in RNA or protein interactions than by major 

https://doi.org/10.1128/jvi.01329-23
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subdomains defined by sequence conservation. Mutational tolerance, as defined by site entropy, 

was correlated with evolutionary potential, as captured by diversity in the available H1N1 

sequences. Of the 29 beneficial sites, many have either been identified in the natural evolution of 

PB1 or shown experimentally to have important impacts on replication and adaptation. 

Accessibility of amino acid substitutions by single nucleotide mutation was a key factor in 

determining whether mutations appeared in natural PB1 evolution. Our work provides a 

comprehensive map of mutational effects on a viral RdRp and a valuable resource for subsequent 

studies of influenza replication and evolution. 

2.2 Introduction 

Viral RNA-dependent RNA polymerases (RdRp) are central to RNA virus replication 

and evolution. The RdRp replicates the genome and is a key determinant for replicative fitness 

and viral mutation rates. For negative-strand RNA viruses, the RdRp is also responsible for 

transcription, thereby regulating protein expression. The RdRp has been directly linked to 

virulence (1). Mutations within the RdRp influence host adaptation (2-4), replication fidelity (5-

8), post-translational modifications (9), and host immune responses (10, 11). 

The evolution of viral RdRp is functionally and structurally constrained. Functional 

constraints include requirements for interactions with RNAs and other proteins, adaptation to 

new replication environments (12), the deleterious impact of low fidelity (5), and viral codon 

abundance (13-15). Residues that are involved in obligatory interactions tend to be less tolerant 

to mutation and evolve at a slower rate (16-19). The primary structural constraints are solvent 

accessibility (20), maintenance of molecular flexibility (21-23), intermolecular interactions (24, 

25), and key protein secondary structures (26). For example, the establishment of secondary 

structures requires certain biochemical characteristics conferred by a limited number of amino 
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acids (27), and mutations in buried residues often have a bigger fitness effect, as their change 

will impact nearby residues (27, 28). 

The influenza virus RdRp is a heterotrimer that consists of three subunits: polymerase 

basic 1 (PB1), polymerase basic 2 (PB2), and polymerase acidic (PA), in which PB1 functions as 

the catalytic subunit. The PB1 subunit may have additional functional and structural constraints, 

because it cooperates with the two other polymerase subunits and viral nucleoproteins (NP) in 

transcription and genome replication. During transcription, PB1 guides the capped primer 

cleaved from a host pre-mRNA by PB2 and PA into the polymerase active site and stabilizes it 

on the 3′ end of the viral RNA (vRNA) template in the active site (29). The PB1 RdRp then 

extends the capped primer through the incorporation of nucleoside triphosphates, separates the 

template-product duplex downstream of the active site, and extrudes the viral mRNA through the 

product exit channel and the copied template through the template exit channel (29). The 

interactions among PB1, PB2, and PA shift at every stage of transcription (30). During 

replication, a vRNA is copied into a complementary RNA (cRNA). Next, the cRNA product 

serves as the template for negative-strand vRNA synthesis. The process of vRNA and cRNA 

synthesis not only requires the coordination of polymerase subunits but also interactions with an 

encapsidating RdRp and host protein ANP32 to form an RdRp dimer, a trans-activating RdRp to 

induce correct replication initiation, conformational changes to transfer the nascent vRNA or 

cRNA to the additional RdRp, and recruitment of viral nucleoprotein to encapsidate the nascent 

vRNA and cRNA molecules (31). 

Given the importance of PB1 to influenza virus replication and evolution, defining the 

fitness effects of amino acid substitutions can elucidate the relevant functional and structural 

constraints. Deep mutational scanning (DMS) – saturation mutagenesis combined with deep 
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sequencing – is a massively parallel approach that has recently been used to explore the fitness 

landscapes of viral proteins (19, 32-35). Here, we applied deep mutational scanning to the 

influenza virus A/WSN/1933 (H1N1) (abbreviated WSN33) PB1 RdRp subunit, identifying 

constrained regions of the protein and relating beneficial mutations to those observed in natural 

evolution. Overall, our study provides a comprehensive resource for studies of influenza virus 

replication and evolution. 

2.3 Materials and Methods 

Cell lines and media 

MDCK-SIAT1-TMPRSS2 and HEK293T-CMV-PB1 were provided by Dr. Jesse Bloom 

(Fred Hutchinson Cancer Research Center) and maintained in D10 media [Dulbecco’s modified 

Eagle medium (DMEM), Invitrogen, 11995-065], with 10% heat-inactivated fetal bovine serum 

(FBS, Gibco, 26140-079), 1% L-Glutamine (100×, Gibco, 25030-081), and 1% Pen+Strep 

(10,000 U/mL P, 10,000 µg/mL S, Invitrogen, 15140-122). A549 cells were maintained in A549 

growth media (DMEM, high glucose, with L-glutamine, without Na pyruvate (Invitrogen 11965-

092), with 10% FBS, 1% Pen+Strep, 0.1875% bovine albumin fraction V (7.5%, Invitrogen 

15260-037), and 2.5% HEPES (1M, Invitrogen, 15630-080). We used IGM+ media [Opti-

MEM1 Reduced Serum Media (Gibco, 31985-070), with 0.5% heat-inactivated FBS, 1% 

Pen+Strep, 0.3% bovine albumin fraction V, and 500 µL of 100 mg/mL CaCl2] for 24 hours 

following transfection. We used WNM media (Medium 199, Gibco, 11043-023, no phenol red, 

0.5% heat-inactivated FBS, 1% Pen+Strep, 0.3% bovine albumin fraction V, 2.5% HEPES, and 

500 µL of 100 mg/mL CaCl2) for TCID50 assays. We used A549 growth media for seeding cells 

for viral passages and A549 viral media [DMEM, high glucose, with L-glutamine, without Na 
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pyruvate (Invitrogen 11965-092), with 1% Pen+Strep, 0.1875% bovine albumin fraction V, 2.5% 

HEPES, and TPCK-trypsin at a final concentration of 4 µg/mL] for virus infections. 

 

Construction of PB1 codon mutant plasmid libraries 

PB1 codon mutant libraries were generated using an overlapping PCR strategy described 

in reference (32) with (36) as a reference. We used the code in reference (37) first described in 

reference (38) with the modifications from reference (39) to generate tiled primers for 

mutagenesis and a code from reference (40) to determine how library diversity would be 

impacted by restriction enzymes used in cloning. We performed 10 cycles of fragment PCR 

(round one) with 1.2 µg of plasmid (pHW2000) containing the wild-type (WT) PB1 sequence 

from WSN33 and 20 cycles of joining PCR (round two). The lengths of PCR products were 

checked by gel electrophoresis. In a pilot experiment in which we generated PB1 variants for 96 

out of the 758 sites, we randomly picked PCR products from 24 clones for Sanger sequencing to 

evaluate the library mutation rate. Twenty out of 24 clones had only a single codon mutation at 

the target site, and four clones were wild type. 

We pooled an equal volume from the 758 PCR reactions into 16 pools. Each pool was 

digested by restriction enzyme AarI and the 16 pools combined into one variant insert pool. We 

used T4 DNA ligase (NEB, #M0202L) to ligate the variant insert pool into BsmBI-digested 

pHW2000 plasmid and transformed Stellar Competent Cells (Takara, #636763) according to the 

manufacturer’s instructions. We independently performed the ligation and transformation three 

times to create three libraries. We plated the transformed cells onto Nunc Square BioAssay 

Dishes (Thermo Scientific, #240845) and obtained 82,800-118,800 colonies for each library 
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replicate. Plasmid DNA was extracted directly from the pooled colonies using a QIAGEN 

Plasmid Maxi Kit (QIAGEN, #12162). 

 

Transfection 

We generated variant virus libraries by transfecting HEK293T-CMV-PB1 cells, which 

constitutively express the wild-type PB1 protein from WSN33. For each variant plasmid library, 

we seeded 36 wells of 6-well plates with 5×105 MDCK-SIAT1-TMPRSS2 cells and 5×105 

HEK293T-CMV-PB1 cells. Seventeen hours later, we transfected each well with 1 µg in each of 

the seven plasmids containing the seven wild-type WSN33 genome segments and 1 µg of the 

PB1 variant library using TransIT-LT1 Transfection Reagent (MIR 2300). We used the same 

procedure to make the wild-type WSN33 viruses as control, only on a smaller scale (six wells) 

and using the wild-type WSN33 PB1 in place of the variant plasmid library. At 24 hours post-

transfection, we replaced the transfection media with fresh IGM+ and then incubated for an 

additional 24 hours. At 48 hours post-transfection, we harvested viral supernatants by 

centrifuging at 200 × g for 5 minutes. Three virus variant libraries and the wild-type virus control 

were aliquoted and snap frozen in 0.5% glycerol prior to storage at -80°C. 

 

Determination of virus titer 

Viruses were titered by median Tissue Culture Infective Dose (TCID50) on MDCK-

SIAT1-TMPRSS2 cells. For each assay, we seeded 6×103 MDCK-SIAT1-TMPRSS2 cells in 100 

µL of WNM media in each well of a 96-well plate. Seventeen hours later, we serially diluted the 

virus samples 1:10 with WNM media supplemented with 4 µg/mL TPCK-trypsin reconstituted in 

phosphate buffered saline (PBS) to 1 mg/mL for working stock and added 100 µL virus per well. 
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We incubated the plates at 37°C and monitored them daily for cytopathic effect (CPE) for up to 4 

days. 

 

Viral passages 

Each passage had 1×106 infectious viral particles on 1×108 A549 cells to achieve an 

approximate multiplicity of infection (MOI) of 0.01 TCID50/cell. We seeded 8×107 A549 cells in 

a total of 60 mL A549 growth media in three T182 flasks. Seventeen hours later, we suspended 

1×106 TCID50 of virus in 45 mL of A549 viral media with 4 µg/mL freshly added TPCK-trypsin. 

We aspirated the overnight A549 growth media, rinsed the cells gently with pre-warmed PBS, 

and added 15 mL of viral dilution to each flask. Three hours after infection, we removed the 

inoculum, rinsed the cells again with pre-warmed PBS, and replaced the inoculum with 20 mL of 

fresh A549 viral media per flask with 4 µg/mL TPCK-trypsin. We harvested viral supernatants 

by centrifugation at 400 × g for 4 minutes, 48 hours after infection, and snap-froze the 

supernatant in 0.5% glycerol prior to storage at -80°C. 

 

Barcoded subamplicon sequencing 

Passaged viruses were concentrated by ultracentrifugation at 27,000 rpm, using Thermo 

Scientific Sorvall WX Ultra Series Centrifuge with rotor Sorvall AH-629 (DuPont Instruments), 

for 2 hours at 4°C using Beckman Coulter Centrifuge Tubes (25 × 89 mm, 344058). We then 

resuspended the viruses in 500 µL of residual media and extracted viral RNA using a QIAamp 

Viral RNA Mini Kit (QIAGEN, 52906). To accurately measure mutation frequencies, we used a 

barcoded-subamplicon sequencing strategy described in reference (41) that adds unique sequence 

barcodes to every DNA molecule in a sample, as follows. 
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We reverse transcribed the extracted RNA using SuperScript III First-Strand Synthesis 

System (Invitrogen, 18080-051) and performed PCR to amplify the entire PB1 open reading 

frame (PCR0). For plasmid samples, we used 2 µL of plasmid DNA at 10 ng/µL as template in 

PCR0. We cleaned up the PCR0 products using GeneJet PCR clean up kit (GeneJet, K0702) and 

gel isolated the bands corresponding to full PB1 genome length (~2,341 bp). 

Next, we PCR amplified the PB1 gene in eight subamplicons (PCR1). The subamplicons 

were designed to start and end in full codons, and each subamplicon starts precisely after the 

previous subamplicon ends. In this way, the nucleotides in one codon in a PB1 DNA molecule 

will only be calculated once. Forward and reverse primers for PCR1 contained random 8N 

barcodes at their 5′ termini to uniquely label every cDNA molecule in the template. 

Theoretically, there would be 416 = 4.29×109 unique barcodes. The template input for PCR1 was 

limited to ~8×107 molecules such that each was uniquely barcoded. Illumina compatible, sample-

specific adapters were added in a subsequent PCR reaction, PCR2. Eight subamplicons for each 

sample were pooled together, and we used ~1×106 uniquely barcoded molecules from PCR1 as 

template and unique dual (UD) indexed primers to diminish the issue of index hopping. Finally, 

we gel-isolated the PCR2 products before sequencing on an Illumina NextSeq 1000, P2 600 

cycle (2 × 300 PE), with 20% PhiX. We conducted two sequencing runs with 60 µL of the 

combined PCR2 products at 5 nM, 30 µL for each run, and merged the reads for analysis. We 

used KOD Hot Start Master Mix (EMD Millipore, 71842) to perform all PCRs. Primers and 

cycling programs can be found in Appendix A. 

 

Analysis of deep sequencing data 
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Sequence files were analyzed using dms_tools2 (42), which groups the paired-end reads 

with the same PCR1 barcodes. Sequences were discarded if the Q-score of any nucleotide in the 

barcode was <15. Consensus sequences were generated for barcodes with at least two reads and 

aligned to the reference genome to record the codon at each site for that molecule. Because 

mutations are defined at a subamplicon level, it is possible that rare secondary mutations on the 

same PB1 haplotype could be present on distinct subamplicons. 

We calculated the fitness of each mutation based on the enrichment ratio method 

described in reference (35) with modifications. We calculated the frequency of mutation i at site 

s as: 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖,𝑠𝑠 =  
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖,𝑠𝑠 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

∑ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖,𝑘𝑘 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑘𝑘∈𝑠𝑠
 

where the pseudo count was added to ensure a non-zero denominator and fixed as 1 by default. 

To offset frequency inflation by the pseudo count, we discarded a mutation if its read count in 

the variant plasmid library was less than 10. We then discarded the mutations whose frequency 

in the variant plasmid library was not at least sixfold higher than that in the wild-type plasmid 

library. With these filters, we calculated the enrichment ratio as: 

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖,𝑠𝑠 =  
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖,𝑠𝑠
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖,𝑠𝑠

 

and we defined “fitness” as 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) normalized by the average fitness of 

silent mutations in the corresponding subamplicon in each individual library: 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖,𝑠𝑠 =  𝑙𝑙𝑙𝑙𝑙𝑙10�𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖,𝑠𝑠� −  
∑ 𝑙𝑙𝑙𝑙𝑙𝑙10�𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘,𝑠𝑠�𝑘𝑘∈𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎𝑎𝑎

𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎𝑎𝑎
 

The fitness of a mutation at a certain site used for subsequent analyses was the average fitness of 

that in all replicates where it was available. 
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Analysis of naturally occurring influenza sequences 

We downloaded the influenza sequences from Global Initiative on Sharing All Influenza 

Data (GISAID) from 1918 to 2023, with the filtering conditions of “type A,” “H1N1,” “human 

host,” “required segment PB1,” and “complete sequences only.” According to CDC’s timeline 

for the 2009 H1N1 pandemic (43), we classified pre-09 strains as all sequences collected before 

14 April 2009 and post-09 strains as sequences collected after 12 August 2010. We discarded the 

sequences collected during the pandemic to avoid the time period when pre- and post-09 strains 

might be co-circulating. We downloaded the amino acid sequences along with the corresponding 

metadata and filtered out any sequences that had been passaged in eggs. We aligned the 

sequences to the wild-type WSN33 amino acid sequence using MAFFT (44). The entropy of a 

site was measured as the Shannon entropy (45) of all amino acids that appeared at that site: 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠 =  −�𝑝𝑝(𝑥𝑥) log 𝑝𝑝(𝑥𝑥)
𝑥𝑥∈𝑠𝑠

 

To adjust for uneven sampling over time, we adopted the weighted entropy method described in 

reference (46). Briefly, we grouped the sequences by collection year, calculated the frequencies 

of the amino acids in each year, and used the average of amino acid frequencies over all years for 

the entropy calculation. 

 

Protein structure visualization and analysis 

We used UCSF ChimeraX (47) for protein visualizations, including movies. To visualize 

site entropy on the PB1 protein, we replaced the b-factor column with site entropy data in the 

PDB files. We identified protein-RNA contacts using LigPlot Plus with default thresholds for the 

maximum distance between interacting atoms (48). The protein structures used are as follows: 
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5D9A (apoenzyme), 7NHX (template binding, early), 6T0N (template binding, late), 5M3H 

(cap-snatching), 6RR7 (pre-initiation), 6QCW (mixed pre-initiation), 6QCV (mixed pre-

catalysis), 6QCX (mixed post-incorporation), 6SZV (elongation), and 6SZU (termination). 

 

Measurement of accessible surface area 

We measured the Accessible Surface Area (ASA) using PDBePISA (“Protein interfaces, 

surfaces and assemblies” service PISA at the European Bioinformatics Institute, 

http://www.ebi.ac.uk/pdbe/prot_int/pistart.html) (49), with the influenza A/Brevig 

Mission/1/1918(H1N1) polymerase heterotrimer structure (PDB: 7NHX). We chose to perform 

this and subsequent analyses with 7NHX because this is the only resolved structure for the H1N1 

polymerase complex, which may be a closer approximation to WSN33 RdRp. We used a default 

water probe of 1.4 Å in diameter to roll over the surface of the entire polymerase complex and 

added up all points in contact with the probe. 

 

Molecular dynamics simulation and measurement of root mean square fluctuation* 

We performed a molecular dynamics simulation of A/Brevig Mission/1/1918(H1N1) 

RdRp (PDB: 7NHX) to measure the relative structural flexibility of the heterotrimer. We 

removed the RNA molecules in the structure and modeled the missing residues (Chain B, PB1: 

187-204 and 645-653) using SWISS-MODEL template-based homology using full sequences 

from UNIPROT (PA: Q3HM39, PB1: Q3HM40, and PB2: Q3HM41). The global model quality 

estimate (GMQE) for this homology model is 0.88. Molecular dynamics were simulated using 

GROMACS on the Princeton University HPC Tiger GPU. The system build parameters used a 

cubic tip3p water box, charmm27 force field, neutralizing NaCl ions, temperature of 310.15 K 

http://www.ebi.ac.uk/pdbe/prot_int/pistart.html


 54 

(37°C), and time steps of 0.002 ps. The total system had 2,148 protein residues, 166,370 water 

residues, and 1,002 ion residues. Energy minimization was performed for a total of 100 ps and 

converged to a maximum force of less than 1,000kJ/mol in 2,102 steps. Equilibration (both 

constant number of particles, volume, and temperature (NVT) and constant number of particles, 

pressure, and temperature (NPT) ensembles) was performed for 200 ps. A 20-ns (10,000,000 

steps) production simulation took roughly 19 hours. We analyzed the resulting trajectory for the 

root mean square fluctuations (RMSF) of the atomic positions at every time point and calculated 

the RMSF of each residue within the structure from an average of RMSF values of each atom 

within the residue. 

* The molecular dynamics simulation and measurement of root mean square fluctuation was 

done by Kimberly Sabsay. 

2.4 Results 

A comprehensive library of single amino acid substitutions in PB1 

We used overlap PCR mutagenesis to create a PB1 plasmid library in which every codon 

in the WSN33 PB1 open reading frame is mutated to code for every other amino acid. We cloned 

the mutagenized plasmid library three times, independently, to make three replicate plasmid 

libraries (Figure 2.1). High depth-of-coverage sequencing demonstrated that the three plasmid 

libraries covered 82%-93% of 24,224 possible codon mutations and 89%-96% of 15,897 possible 

amino acid substitutions at 757 residues across 758 (stop codon included) sites in PB1 (Table 

2.1). After excluding mutations whose frequencies might have been inflated by mutational 

hotspots during sequencing library preparation, each replicate library covered 64%-70% of all 

possible amino acid substitutions with 84% of all possible amino acid substitutions present in at 

least one replicate library. 
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Figure 2.1: Deep mutational scanning of influenza PB1 protein. Scheme of major steps for generating variant virus 
libraries. We mutagenized wild-type PB1 by overlap PCR, using primers encoding NNS in the codon for the targeted 
residue. N refers to an equal mixture of A, T, G, and C nucleotides, while S refers to a mixture of only G and C. This 
coding is able to generate 32 codons, 20 amino acids, and stop codons. The PB1 variant library was ligated and 
transformed independently three times to make variant plasmid library replicates. Each plasmid library was then 
transfected independently along with plasmids expressing the other seven influenza segments to make three variant 
virus library replicates. 

Table 2.1 Codon and amino acid variant diversity in plasmid libraries before and after filtering out mutations with 
low codon counts or under the influence of PCR errors. 

 Library Number of 

codons 

Percentage of 

codons 

Number of 

amino acids 

Percentage of 

amino acids 

Before 

filtering 

Replicate 1 22820 92.6% 15168 95.4% 

Replicate 2 21995 89.2% 14786 93.0% 

Replicate 3 20264 82.2% 14154 89.0% 

After 

filtering 

Replicate 1 -a - 11008 69.3% 

Replicate 2 - - 10565 66.5% 

Replicate 3 - - 10194 64.1% 

Present in all replicates - - 7351 46.2% 
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Present in at least one 

replicate 

- - 13354 84.0% 

a -, indicates not applicable. 

We rescued the corresponding viral variant libraries by transfecting HEK293T cells that 

stably express PB1 with the plasmid libraries and bidirectional expression plasmids containing 

the other seven genomic segments from WSN33. The passage 0 (P0) viral stocks exhibited titers 

of 3.51×106 to 5.27×107 TCID50/mL after 48 hours, slightly lower than those from “wild-type” 

WSN33 rescues. There were 482 mutations in Replicate 1 (2.1% of total mutations in Replicate 

1), 1,371 mutations in Replicate 2 (6.2%), and 175 mutations in Replicate 3 (0.86%) that were 

present in the plasmid library but not in the P0 viral library, which may indicate lethal mutations. 

The experimental lethal mutation rate was lower than the expected ~ 25%-30% lethal mutation 

fraction (50), because the wild-type PB1 protein expressed by the cells partially rescued the 

variant PB1 proteins with lethal mutations. 

We examined the fitness effects of the mutations through serial passage of the variant 

virus libraries. We passaged the three libraries independently on A549 human lung epithelial 

carcinoma cells at an MOI of 0.01 for four passages, during which viruses carrying different PB1 

substitutions competed against each other. The titers of viruses at each passage decreased slightly 

to 5×106 to 5×107 TCID50/mL (Figure 2.2A). Forty-three percent of codons and 57% of unique 

amino acids on average were detected through four passages (Figure 2.2B). We used barcoded-

subamplicon sequencing to correct for PCR and sequencing errors and measured the frequencies 

of individual mutations in each library at passages 1 and 4 (Supplemental Figure 2.1). 

Throughout passaging, we observed signs of purifying selection, reflected by a relative reduction 

in the number of non-synonymous mutations (Figure 2.2C) and in codons with two or three 

nucleotide changes (Figure 2.2D). 
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Figure 2.2 Change in codon and amino acid mutations throughout passaging. (A) Titers of variant virus libraries 
before and after each passage. (B) Percentage of codon and amino acid variants remaining at each passage. Pla: in 
plasmid library, before rescue; P0: after rescue, before passaging; P1: after the first passage; P4: after four passages. 
(C) Frequency of synonymous, non-synonymous, and nonsense mutations in replicate (Rep) plasmid libraries, virus 
libraries after passages, and the wild-type plasmid and virus samples as controls. (D) Frequency of codon mutations 
with 1-, 2-, and 3-nucleotide changes in plasmid libraries, virus libraries after passages, and the wild-type plasmid and 
virus samples. Frequency in both (C and D) panels were averaged across the PB1 gene and were prior to filtering and 
adjustment in fitness calculations, as described in Materials and Methods. 
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Supplemental Figure 2.1 Full description of deep mutational scanning libraries. (A) Raw sequencing reads of 
each sample. The “filter” in “fail filter” refers to general Illumina filters. “Low Q barcode” refers to sequences having 
any nucleotide with a Q-score below 15 in the 16× N molecule-specific barcodes. Sequences that failed the filter or 
with low-Q barcodes were discarded in subsequent analyses. (B) The number of distinct barcodes observed in each 
sample. Each barcode needs to be observed at least twice to determine the consensus sequence for that contig. The bar 
at 1 corresponds either to barcodes that were only observed once or to sequencing errors that gave rise to new barcodes. 
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(C) Barcodes after aligning to wild type WSN33 PB1 sequence. “Too few reads” corresponds to the bar at 1 in panel 
(B). Sequences categorized as “too few reads” were removed from subsequent analyses. (D) Sequencing depth at each 
site in PB1 after removing contigs with too few reads. The number of counts includes the codon counts for both variant 
and wild type codons. (E) The mutational frequency at each site in PB1 after removing contigs with too few reads. 
The spike at site 577 in library Rep1P0, Rep1P4, Rep3P0, and Rep3P4 is likely an issue with the sequencing library 
preparation, as other sequencing runs using the same samples did not show such peaks (data not shown). The spikes 
have little impact on the type of codons present in the libraries. The impact of peaks on fitness measurements is also 
minimal since we compared the passaged libraries to the plasmid libraries. (F) Mutation sampling completeness. The 
plot shows the fraction of codon and amino acid mutations observed no more than the indicated number of times. This 
plot describes both variant diversity and sequencing completeness in a library. (G) Frequency of different types of 
nucleotide change. The plot shows nucleotide change among mutations with only one nucleotide change and works 
as a check for oxidative damage. An excessive number of C to A or G to T mutations suggests potential oxidative 
damage. The plot shows no over-representation of either mutation in the libraries. 

 

Replicative fitness of amino acid substitutions in PB1 

We quantified the fitness of viral mutants at the amino acid level based on an amino 

acid’s frequency before and after passage. All fitness values were measured after passage four 

unless stated otherwise (Figure 2.3; for full fitness results, see Supplemental data set of published 

paper). Here, the fitness of an amino acid at a site is the log10 enrichment ratio normalized by the 

average fitness of silent mutations in the same amplicon (see Materials and methods). Since > 

99% of the codons at any given site in the libraries encoded the wild-type amino acid, the change 

in the frequency of wild-type variants was negligible, and the measured fitness of the wild type 

(log10 of 1, or 0) was fixed by the experimental design. As expected, the frequency of most 

mutations decreased after four passages, indicating that most mutations in the influenza virus 

RdRp are detrimental (fitness < 0, Figure 2.3 and 2.4A). Nonsense mutations never increased in 

frequency. Fitness measurements were well correlated across biological replicates with Pearson 

correlation coefficients between 0.788 and 0.864 (Figure 2.4B). 
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Figure 2.3 Replicative fitness of amino acid substitutions on PB1. The replicative fitness of individual amino acid 
variants in PB1, with subdomains annotated by the colored bar above the heatmap. Mutations in gray were excluded 
from the analysis due to low counts in the plasmid library or high occurrence in the wild-type sample, as described in 
Materials and Methods. Wild-type amino acids are marked by black dots. 
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Figure 2.4 Precision and accuracy of replicative fitness, as measured by deep mutational scanning. (A) The 
fitness distribution of missense, nonsense, and silent mutations, after filtering out mutations caused by potential PCR 
errors. Code used to make this figure was generated by Sarah Arcos. (B) Correlations of variant fitness in three 
replicates. The upper right panels show the Pearson correlation coefficients of corresponding replicates with the 
significance level. Diagonal panels show the overall fitness distribution, disregarding the types of mutation. The lower 
left panels show the fitness values for individual mutants in the indicated replicates. (C) The fitness values of 13 
selected mutations were measured by deep mutational scanning or pairwise competition with the wild-type virus. 
Lethal mutations in the competition assay are shown on the x-axis. R indicates the Pearson correlation coefficient 
among viable variants, while ρ indicates the Spearman correlation coefficient in all variants, including the lethal 
mutations. The red line shows the trendline using a linear regression model. The gray zone indicates the 95% CI for 
predictions from the linear model. 

We validated our fitness measurements by comparing the deep mutational scanning 

fitness of 13 amino acid substitutions to the fitness values we have measured previously by 

pairwise competition and quantitative RT-PCR (50). These 13 PB1 substitutions were measured 

in the same genomic background (A/WSN/33 (H1N1)) with pairwise competition assays 

performed in the same cells (A549), at the same MOI (0.01), and for the same number of 

passages (four). The fitness values in two experiments were well correlated with a Pearson 

correlation coefficient of 0.98 (P < 0.005) for viable variants and a Spearman correlation 

coefficient of 0.62 (P = 0.023) for all variants including the lethal mutants (Figure 2.4C; 

Supplemental Figure 2.2A and B). The fitness of two non-lethal (R192K and E751D) and one 

lethal (E519D) substitutions in the targeted mutagenesis (50) could not be measured in deep 

mutational scanning after filtering for mutations caused by potential PCR errors. Five other lethal 

substitutions were identified in passaged DMS libraries, but with very low fitness values. 
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Supplemental Figure 2.2 Fitness comparison between deep mutational scanning and direct competition in early 
passages. The comparison between the replicative fitness measured by direct competition with the wild type strain 
and by deep mutational scanning (A) After virus library rescue, before passaging, and (B) after one passage on A549 
cells. R indicates the Pearson correlation coefficient for viable variants, while ρ indicates the Spearman correlation 
coefficient for all variants including lethal mutations. The red line shows the trendline using a linear regression model. 
The gray zone indicates the 95% confidence interval for predictions from the linear model. 

 

Site entropy defines constraints 

We calculated site entropy, or Shannon entropy at each site, based on the enrichment of 

all amino acid variants at a site. The enrichment of each amino acid variant in the calculation was 

determined by its enrichment ratio after four passages and normalized to sum to 1 (see Materials 

and methods). High site entropy indicates that variation at the amino acid level does not 

substantially impact viral fitness and/or that several amino acids are equally tolerated at a site. 

Because the site entropy calculation would be misleading if some amino acids were absent in the 

initial libraries, we marked and excluded 16 sites with fewer than 40% of amino acid variants 

(fewer than 9 out of 21 possible variants) generated in the plasmid libraries (Supplemental Figure 

2.3). 
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Supplemental Figure 2.3 Sites with varying mutational representations. Count of sites with different numbers of 
amino acid variants present at that site in the plasmid libraries, after filtering out the mutations with low sequencing 
counts or with sequencing library preparation errors. The maximum variation includes twenty amino acid variants 
plus variants for stop codons at a site. 

Site entropy varied across PB1 subdomains. Structural mapping revealed lower site 

entropy at buried sites and at interfaces between PB1 and RNA and between PB1 and either PA 

or PB2 (ChimeraX file available at DOI: 10.5061/dryad.p2ngf1vxm). Consistent with this 

observation, there was a modest, but statistically significant correlation (ρ = 0.28, P < 0.005) 

between site entropy and a residue’s Accessible Surface Area (Supplemental Figure 2.4A). 

Residues that are more flexible are often more tolerant to mutation and evolve at a higher rate 

(23). We performed a molecular dynamics simulation and found the correlation between residue 

flexibility, captured by the root mean square fluctuation of a 20-ns molecular dynamics 

simulation of A/Brevig Mission/1/1918(H1N1) RdRp, and site entropy was also weak but 

significant (ρ = 0.21, P < 0.005) (Supplemental Figure 2.4B). Using the subdomains defined in 

(46), we grouped site entropy by subdomain. Residues in the fingertips subdomain exhibited 

lower entropy (P < 0.005 compared with β-hairpin, C-terminal, fingers, prime loop, and ribbon 

subdomains; P < 0.05 compared with palm and thumb subdomains, and P > 0.05 compared with 

N-terminal subdomain), residues in the prime loop and ribbon subdomains exhibited higher 

entropy (for prime loop subdomain: P < 0.005 compared with fingertips, N-terminal, palm, and 
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thumb subdomains; and P < 0.005 compared with fingertips and thumb subdomains), and the 

distribution of entropy values across other subdomains were largely similar (Supplemental 

Figure 2.4C). 
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Supplemental Figure 2.4 Correlation between site entropy and defined features on RdRp. Correlation between 
a residue’s (A) accessible surface area or (B) root mean square fluctuation, and its site entropy. The molecular 
dynamics simulation and measurement of root mean square fluctuation was done by Kimberly Sabsay. Each dot 
represents a residue on the RdRp. ρ indicates the Spearman correlation coefficient. (C) Site entropy distribution in 
different subdomains of RdRp. The chart below shows the adjusted p-values by Bonferroni correction between each 
pair of subdomain comparisons. 
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Because ASA, RMSF, and simple subdomain identity may mask important differences by 

averaging over a number of high and low entropy sites, we focused subsequent analyses on 

specific sites with defined functions. The PB1 active site consists of the evolutionarily conserved 

motifs A-G, with the catalytic metal ions being coordinated by motifs A and C at the edge of the 

central cavity (29, 51). We used logo plots to display the enrichment of each amino acid 

substitution at residues in motif C (52). The site entropy for the active site was quite low, and 

there were few alternatives to the wild-type amino acid (Figure 2.5A). Similarly, we evaluated 

PB1 residues that are bound to RNA by hydrogen bonds or interact with RNA due to proximity 

at each stage (e.g., apo-enzyme, early template binding, late template binding, cap-snatching, 

pre-initiation, mixed-initiation, initiation-to-catalysis, catalysis-to-nucleotide-incorporation, 

elongation, and termination). Here, residues interacting with the template RNA (3′ vRNA) and 

product (mRNA) had lower site entropy than others. Site entropy at residues that bind to RNA 

(5′ vRNA) but are not involved in transcription was not significantly different than those of other 

sites (Figure 2.5B). 

 

Figure 2.5 Site entropy of key residues. (A) Enrichment of amino acid substitutions at each residue in motif C. 
Residues conserved in all negative sense RNA viruses are marked with the light-yellow box. Amino acids are colored 
by their biochemical characteristics. A stop codon is represented by “X”. (B) Site entropy of sites based on their direct 
interaction with mRNA, 3′ vRNA, and 5′ vRNA, visualized by Tukey boxplot. The line in the boxes represents the 
median, and the top and bottom of the boxes represent the 25th and 75th percentile. Data points greater than the 75th 
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percentile + 1.5 × interquartile range (IQR) or less than the 25th percentile – 1.5 × IQR are shown outside the box and 
the whisker. Wilcoxon test. *P < 0.5 and **P < 0.05; NS: non-significant. 

 

Beneficial residues observed in natural evolution 

To gain insights into the relationship between mutational tolerance and the long-term 

evolution of PB1, we compared our measured site entropy to the “natural” amino acid Shannon 

diversity of each site. The calculation of Shannon diversity in natural sequences is slightly 

different from that of site entropy for deep mutational scanning; they use the same equation (see 

Materials and methods), but the former uses the frequency of each amino acid variant, while the 

latter uses the enrichment ratio. We divided the records of naturally evolved PB1 sequences from 

human hosts available on GISAID into pre- and post-2009 subsets, separated by the time period 

of the 2009 H1N1 pandemic, to minimize the impact of co-circulation of pre- and post-pandemic 

viruses. After filtering, we evaluated 1,491 PB1 sequences in the pre-2009 data set and 35,501 in 

the post-2009 data set. Since Shannon diversity is biased for mutations observed in years that 

have been sampled more densely, we corrected for the uneven sampling of PB1 sequences over 

time by calculating weighted Shannon diversity as previously described (46, see Materials and 

methods). In general, there was greater Shannon diversity in the pre-2009 data set (Supplemental 

Figure 2.5). We found a moderate correlation between DMS site entropy and natural Shannon 

diversity in the pre- and post-2009 data sets (pre-2009: ρ = 0.40, P < 0.005; post-2009: ρ = 0.31, 

P < 0.005; Figure 2.6A and B). 
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Supplemental Figure 2.5 Amino acid diversity at sites of naturally occurring influenza H1N1 PB1 sequences. 
Weighted Shannon diversity for each site in natural PB1 evolution. Diversity in pre- and post-2009 sequences was 
calculated separately. 

 

 

Figure 2.6 Impacts of DMS fitness and mutational tolerance on natural PB1 evolution. Correlation between the 
Shannon diversity of naturally occurring sequences (A) before and (B) after 2009 and the site entropy measured by 
deep mutational scanning. Five hundred five residues in the pre-2009 and one residue in the post-2009 natural 
sequences are completely conserved. The difference between the number of conserved residues before and after 2009 
is potentially due to insufficient sampling prior to 2009. ρ indicates the Spearman correlation coefficient. (C) The 
minimum nucleotide differences between the wild type (or dominant amino acid) in naturally occurring PB1 sequences 
and beneficial mutations identified by deep mutational scanning. Each dot represents a beneficial mutation. 
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Similarly, we determined whether mutations identified as beneficial in deep mutational 

scanning forecast those that appear in the natural evolution of PB1 in human hosts. We defined 

29 mutations as beneficial based on a measured fitness greater than two standard deviations (Z-

score > 2) above the mean fitness of silent mutations (the neutral, null model) (Table 2.2). All 

beneficial amino acid mutations had one or two nucleotide changes compared with the 

corresponding wild-type codon. Fourteen of 29 beneficial mutations have occurred during the 

evolution of H1N1 PB1, and of these, many have appeared multiple times independently. The 

other 15 were not observed in the available sequences. The majority of beneficial mutations that 

did appear in natural evolution are accessible by a single nucleotide substitution from the wild-

type codon, while those that did not appear in natural sequences usually required two nucleotide 

substitutions in the codon (Figure 2.6C). Of the beneficial mutations, M317V, T323M, I637V, 

K653R, K691R, and M744A have appeared in >0.1% of all sequences collected in at least 1 year 

when the mutation was present. Notably, although 691K was the wild type in WSN33 at site 691, 

arginine (R) was the dominant amino acid in pre-2009 strains (Supplemental Figure 2.6), 

suggesting a true fitness advantage of arginine over lysine at this site. Lysine was again the 

dominant amino acid in the 2009 pandemic strain, but 691R has been detected every year. 

Table 2.2 Natural occurrence of beneficial mutations identified by deep mutational scanning. 

Natural frequency Mutation DMS fitness 

Z-score 

Nucleotide change from 

wildtype 

Co-existed as dominant amino acids K691R 3.162489 1 

Above 0.1% in natural sequences T323M 2.386425 1 

M317V 2.209847 1 

K653R 2.047385 1 

I637V 2.025235 1 



 71 

M744A 3.443046 2 

Appeared but below 0.1% L108R 2.372813 1 

K577Q 3.535065 1 

V255A 3.021593 1 

Q116V 2.247724 2 

I164L 2.747743 1 

P701L 2.360081 1 

I674L 2.073289 1 

K578T 2.050551 1 

Did not appear in natural dataset L108Y 5.126652 2 

P647N 3.608524 2 

V255S 3.490547 2 

V255T 2.050218 2 

Q116M 3.409729 2 

Q116T 2.281114 2 

Q679N 2.979386 2 

P510A 2.890052 1 

P510G 2.233921 2 

R151L 2.793400 1 

L351R 2.513735 1 

T105R 2.454788 2a 

S261F 2.241466 1 

M646A 2.150846 2 

N654D 2.020037 2b 

a Although the wild-type amino acid at site 105 for WSN33 is threonine (T), the dominant amino acid at this 
site in natural PB1 population is asparagine (N). Therefore, the number of nucleotide change(s) needed for 
most natural PB1 to have arginine (R) at site 105 should be 2 (from N) rather than 1 (from T). 
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b Wild-type amino acid at site 654 was asparagine (N) before 2009 and became serine (S) after 2009. The 
minimum nucleotide change needed from N to D is 1, and from S to D is 2. 
 

 

Supplemental Figure 2.6 Frequency change of amino acid variants at site 691. Frequency of amino acid variants 
observed at site 691 of naturally occurring PB1 sequences from 1934 to 2023. “X” stands for uncertain/ambiguous 
amino acid. Dominant amino acid variants were labeled on the plot. 

Sites where we identified beneficial mutations have also been found to be relevant to 

polymerase activity and viral fitness. Mutations at site 317 were identified in the 1997 Hong 

Kong H5N1 outbreak (53) and were found to be functionally significant for virulence in 

mammals (54, 55). Site 744 is located in the vRNA-binding region, and M744V was found to be 

a canine-adaptive mutation of avian H3N2 (56). Site 674 is both part of the contact points 

between the PB1 C-terminal and PB2 N-terminal subdomains and interacts with the 3′ end of the 

vRNA promoter; mutations to T, L, and S all increased polymerase activity (57). At the 

polymerase dimer interface, residue 577 interacts with PA and PB2 (58, 59), and residue 578 

orients to a residue in the PB2 unstructured loop; K577E in avian H9N2 increases polymerase 

activity at a lower replication temperature (60), and serial passage of A/Hong Kong/1/68 (H3N2) 

in mice also gave rise to K577E/M/Q (61). Lysine 578, the wild type, is a ubiquitination site, and 

mutations from K578 to both non-charged alanine (A) and positively charged arginine (R) 

increase polymerase activity but are harmful to viral fitness (62). The neutral side chain of A578 
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reduced polymerase dimerization, while the positively charged R578 aborted cRNA synthesis 

and led to the premature assembly of the dimer. 

2.5 Discussion 

We performed a near complete deep mutational scan of the WSN33 PB1 RdRp subunit, 

defining the impacts of nearly all amino acid substitutions on replicative fitness in A549 cells. 

Most substitutions are detrimental, and we identified mutational constraints at sites involved in 

key polymerase interactions, specifically at sites interacting with the RNA template and product. 

In contrast, mutations in other regions of the protein are better tolerated. Diversity at these sites 

was moderately correlated with site diversity as defined in available influenza sequences. A 

small number of mutations are beneficial, and many of these have been observed in natural 

evolution. Those that were not observed in natural evolution were generally inaccessible by 

single nucleotide mutation. Our study was comprehensive, as we interrogated a much larger 

number of codon and amino acid variants compared with studies that evaluate mutations 

occurring in natural sequences or generated by error-prone PCR. While prior work on the 

functional domains and evolutionary constraints on RdRp have largely relied on the analyses of 

sequence conservation (51, 63, 64), our DMS identified significant, site-specific heterogeneity in 

the influenza virus polymerase. 

Through deep mutational scanning, we find that the fitness of mutations on influenza 

virus PB1 is moderately and positively correlated with site entropy (Supplemental Figure 2.7). 

The rise of most beneficial mutations requires some degree of mutational flexibility, and highly 

detrimental mutations are more commonly seen in sites with low mutational tolerance. 
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Supplemental Figure 2.7 Correlation between site entropy and mutational fitness. Each dot represents an amino 
acid substitution at a site. ρ indicates the Spearman correlation coefficient. 

Unlike in hemagglutinin (65) and neuraminidase (35), the evolutionary constraints on the 

influenza virus RdRp are not well defined by protein subdomain. Instead, each subdomain has 

some sites that are under strict purifying selection and other sites that are more tolerant to 

mutation. Similar phenomena were observed in naturally occurring genomes, where conservative 

and variable residues were distributed relatively evenly across major subdomains (66). These 

findings highlight the importance of local structures and functional interactions in influenza virus 

replication. As expected, mutations to amino acids with side chains of similar biochemical 

properties (e.g., charged/uncharged, polar/non-polar) are usually more tolerated. This is 

consistent with the impact of these biochemical properties on higher-level protein structures: 

large and non-polar amino acids are more likely to form hydrophobic cores, while polar or 

charged amino acids are more likely to be surface residues. 

We identified beneficial mutations that have been observed in the natural evolution of 

influenza virus RdRp and found accessibility by single nucleotide substitution to be a key factor 
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determining whether a beneficial mutation can arise naturally. We also identified several 

adaptative mutations that arose in nature with more than one nucleotide change, which could 

imply an indirect evolutionary path involving gain and subsequent loss of intermediate mutations 

(67). Many of the beneficial mutations identified in our study not only increase polymerase 

activity but have been shown to be functionally important for host adaptation or by altering post-

translation modification. In addition, mutations with higher fitness had a moderate but significant 

association with sites that have higher mutational tolerance. 

Our work is subject to several limitations. First, while our deep mutational scan provides 

comprehensive fitness measurements in the WSN33 genetic background, the measured 

mutational effects may not be recapitulated in the genetic background of other H1N1 strains. 

Second, we performed our DMS on A549 cells, which allow for high-volume infections and the 

robust viral replication necessary for a comprehensive screen with a large library. It is possible 

that fitness values may differ in a more physiologically relevant replication system, such as 

primary airway epithelial cells. Third, we focused on the mutational effects of single amino acid 

substitutions and did not account for epistatic interactions within PB1 and between PB1 and 

other viral proteins. In natural evolution, interacting sites often co-evolve (46, 68), and an 

adaptive mutation towards a stimulus is commonly accompanied by compensatory mutations that 

maintain effective replication (5). Finally, we only examined fitness in terms of replication, but 

various treatments can be applied to the variant virus library and future research can examine 

mutational fitness under specific conditions such as with drug selection or altered baseline 

mutational rates. 

Overall, we have developed a comprehensive map of the local fitness landscape for the 

influenza A virus PB1 protein. In doing so, we identified how specific amino acid substitutions 
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affect the replicative fitness of the virus and the degree of evolutionary constraint at each site. 

Our work provides a foundation for subsequent studies of influenza virus replication and host 

adaptation and may prove to be a valuable addition to genomic surveillance efforts. 
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Chapter 3 Anti-Influenza Virus Effects of Mutagenic Drugs 

3.1 Introduction 

Replicative fidelity is central to influenza virus evolution. The population of variants 

created through influenza virus’s error-prone replication defines the spectrum of virus 

adaptability, and fidelity itself is associated with other viral characteristics such as virulence and 

transmissibility. 

Single amino acid substitutions within viral RdRp can alter a virus’ replicative fidelity. A 

PB1 mutation that contributed to the host switch of pdmH1N1, S216G, also leads to higher 

mutational frequency in H1N1 viruses (1). Mutation T123A on PB1 increases the rate of C-to-U 

and G-to-A mutations (2). Tyrosine at residue 82 of PB1 is crucial for controlling replicative 

fidelity; PB1 Y82C is less capable of distinguishing correct and incorrect nucleotides during 

replication, and therefore confers a mutator phenotype. Mutation at residue 82 of PB1 to many 

other amino acids (C, S, T, N, A, F, G, V, L, I, K, R, H) also increases the mutation frequency to 

varying degrees (3). The influence of mutations on replicative fidelity depends on specific 

genetic backgrounds. The mutation PB1 V43I was reported to reduce the mutational frequency in 

A/Wuhan/359/95 (H3N2) and A/Vietnam/1203/04 (H5N1) (4) but did not alter the baseline 

mutation rate in the A/Puerto Rico/8/1934 (H1N1) genetic background (2). While mutation rates 

evolve over time, RNA viruses replicate within a limited range of fidelity to maintain fitness (5). 

Influenza and other RNA viruses with higher or lower replicative fidelity both exhibited 

attenuated phenotypes (6-9), suggesting that the current fidelity is a result of multiple finely 

tuned evolutionary forces. 

Mutagenic drugs are an important tool in studies of replicative fidelity. Since most 

spontaneous mutations are detrimental (10), there is a theory that the high mutation rates of RNA 
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viruses have approached an upper limit that allows the viruses to maintain fitness with 

replication. A higher-than-normal mutation rate would lead to the accumulation of detrimental 

mutations in the virus genome and make the virus less fit or even inviable. Guided by this theory, 

mutagenic drugs have been used in lethal mutagenesis - a broad-spectrum antiviral strategy that 

drives viral populations to extinction by elevating their mutation rates over their viability 

threshold (11). The variants that originally have a lower mutation rate / high fidelity phenotype 

are likely to be resistant to mutagenic drugs and start to exhibit a fitness edge. 

With the single amino acid substitution variant library generated by deep mutational 

scanning, we want to elucidate the mechanisms of replicative fidelity by probing the variant 

library with mutagenic drugs. When passaging with mutagens of proper concentrations, variants 

with low replicative fidelity are expected to be less fit than those with high fidelity and decrease 

in frequency, while high-fidelity variants are expected to increase in frequency. 

Although the literature often refers to a single mutation for a given virus, each class of 

nucleotide substitution (A-to-T, -C, -G; C-to-A, -T, -G; T-to-A, -C, -G; G-to-A, -C, -T) has a 

distinct rate. For influenza A viruses, A-to-G and U-to-C transition mutations have the highest 

rates, while the rates of the other two transitions (C-to-U and G-to-A) and the 8 transversions are 

six-fold lower (12). Most mutagenic drugs are nucleoside analogs and work by incorporation into 

replicating genomes and inducing mismatch in the next round of replication (13). Therefore, 

different mutagenic drugs increase the frequency of a different subset of mutations, and viruses 

have distinct sensitivity against every drug. 

Ribavirin (1-β-D-ribofuranosyl-1-H-1,2,4-triazole-3-carboxamide) is a purine analog. It 

was approved by the U.S. Food and Drug Administration (FDA) in 1986 for serious infections of 

respiratory syncytial virus (RSV) in infants (14) and later used to treat hepatitis C virus as well 



 89 

as influenza A and B viruses in immunodeficient patients (15). Ribavirin has a structure similar 

to guanosine. In cells, ribavirin is converted to ribavirin monophosphate (RMP) by adenosine 

kinase and further phosphorylated to ribavirin diphosphate (RDP) and ribavirin triphosphate 

(RTP). The derivatives of ribavirin can be incorporated into RNA and form ambiguous base 

pairs with both cytidine and uridine (Figure 3.1), therefore increasing C-U and G-A transitions 

(16). Since the catalytic efficiency of ribavirin-cytidine/uridine pairing is exceedingly low (200-

300 times slower than that of natural nucleotide pairing) (17), RTP also works as a competitive 

inhibitor of both ATP and GTP and inhibit RNA synthesis (18). The antiviral activity of ribavirin 

is achieved through both direct and indirect mechanisms. Direct mechanisms include inhibiting 

RNA capping activity, direct inhibition of viral polymerases, and lethal mutagenesis. Indirect 

mechanisms include nucleotide depletion (reducing the guanosine triphosphate (GTP) pools) and 

immunomodulatory effects. 

 

Figure 3.1 Ribavirin can pair with both cytidine and uridine. Phosphate side chains not shown. The 
misincorporation of ribavirin derivatives has two effects: increasing transition mutations and slow down RNA 
synthesis. 
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Favipiravir (T-705; 6-fluoro-3-hydroxy-2-pirazinecarboxamide) is another purine analog. 

It shows broad-spectrum antiviral activity towards RNA viruses, including influenza virus, 

rhinovirus, RSV, and Ebola virus, but is not effective against DNA viruses. At 10 μg/mL, 

favipiravir inhibited plaque formation of influenza virus A/Puerto Rico/8/1934(H1N1) for over 

72 hours, compared to a 48-hour inhibition when treating with oseltamivir at the same 

concentration. The viral yields were lower with 1 μg/mL favipiravir treatment compared to the 

same concentration of oseltamivir at an MOI from 0.0001 to 1. The survival rates of mice 

challenged with over 1000-fold of the LD50 of the influenza virus were also significantly higher 

under favipiravir treatment compared to the same dosage of oseltamivir, at both 200 and 400 

mg/kg/day (19). Similar to ribavirin, favipiravir can be converted to T-705-4-ribofuranosyl-5-

triphosphate (T-705RTP) and incorporated into RNA in place of guanosine or adenosine but 

primarily inhibits viral RNA synthesis as a chain terminator. T-705RTP has a higher affinity for 

the influenza virus RdRp than GTP. When T-705RTP is incorporated into the nascent RNA 

strand, it inhibits the subsequent incorporation of nucleotides and inhibits RNA strand elongation 

(20). The chain termination function of favipiravir can partially explain its lower inhibitory 

concentration for influenza virus RdRp activity compared to ribavirin (21). Favipiravir primarily 

acts as a guanine analog and secondarily as an adenine analog, causing the accumulation of 

transitions (22). Mutational bias appears in favor of G-to-U, C-to-U, A-to-G, U-to-C, and G-to-A 

both in cell cultures and in vivo when applying favipiravir to dengue virus, foot-and-mouth 

disease virus, hepatitis C virus, influenza virus, etc. (23-27).  

5-Fluorouracil (2,4-dihydroxy-5-fluoropyrimidine) is an analog of uracil. It can be 

converted to various active metabolites and incorporated into both RNA and DNA. Therefore, 5-

fluorouracil is not only used as an antiviral drug but also to treat cancer. Due to structural 



 91 

similarity, 5-fluorouracil can enter some metabolic pathways in replacement of uracil. However, 

the fluor (F) atom of 5-fluorouracil would decrease the length of the nearby C=O bond and the 

negative charge on the oxygen atom, altering the capacity of the oxygen atom to form hydrogen 

bonds with other molecules (28). A 5-fluorouracil derivative, 5-fluorodeoxyuridine 

monophosphate (FdUMP), inhibits an essential enzyme for DNA synthesis, thymidylate 

synthase, through such a mechanism. The incorporation of 5-fluorouridine triphosphate (FUTP) 

into cellular RNA also disrupts processes such as pre-rRNA maturation, post-transcriptional 

modification of tRNA, and the splicing of pre-mRNA (29). As a mutagen, fluorouridine 

monophosphate (FUMP) can pair with both A and G (30). If the original nucleotide is A, FUMP 

can induce an A-to-G transition after one round of replication; if the original nucleotide is U, 

then FUMP can induce a U-to-C transition after two rounds of replication. The antiviral effect of 

5-fluorouracil results from the combination of inhibitory and mutagenic activities. 

 5-Azacytidine (4-amino-1-(beta-D-ribofuranosyl)-1,3,5-triazine-2(1H)-one) is a 

ribonucleoside analog that has been shown to inhibit human immunodeficiency virus type 1 

(HIV-1) since 1990. 5-Azacytidine was later shown to be active against human 

immunodeficiency virus type 2 (HIV-2) (31), foot-and-mouth disease virus (32), and hepatitis B 

virus (33). Lethal mutagenesis is its major antiviral mechanism. The ribonucleotide form of 5-

azacytidine, 5-aza-CTP, can be incorporated into viral RNA, and its 2′-deoxy form, 5-aza-2′-

deoxycytidine triphosphate (5-aza-dCTP), can be incorporated into viral DNA through reverse 

transcription. The latter form has been shown to be the major contributor to mutagenesis (34, 

35). Treatment of 5-azacytidine to HIV-1 increases the average number of mutations per 

nucleotide by approximately 2.3-fold and dramatically enriches the G-C transversion mutation 

(36).  
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β-D-N4-hydroxycytidine (NHC, or EIDD-1931) is a ribonucleoside analog and the active 

metabolite form of the prodrug, molnupiravir (EIDD-2801). EIDD-1931 was initially developed 

as a potential treatment for influenza viruses and encephalitic alphaviruses (37) but ultimate was 

authorized as an orally available antiviral drug against SARS-CoV-2 infection (38). Unlike other 

RNA viruses, the coronavirus RdRp has an exonucleolytic proofreading activity, which can 

repair the aborted elongation induced by many chain-terminators. Therefore, lethal mutagenesis 

became an important strategy to combat SARS-CoV-2. Molnupiravir does not terminate RNA 

synthesis. The active form of molnupiravir is NHC triphosphate (MTP). MTP competes most 

effectively with cytidine triphosphate (CTP) for incorporation into RNA. It can also be 

incorporated instead of uridine triphosphate (UTP), but much less efficiently (39). When MTP is 

incorporated into RNA, it forms stable base pairs with G or A at the RdRp active site, which 

leads to G-to-A and C-to-U transition mutations (40). A-to-G and U-to-C mutations are also 

observed but in much lower frequencies (41, 42).  

Many studies have examined the antiviral efficacy of mutagenic drugs. The efficacy of 

mutagenic drugs is often measured as the concentration that inhibits viral growth. The commonly 

used measurements are half-maximal effective concentration (EC50), or, the half-maximal 

inhibition concentration (IC50), and the concentrations for 1-, 2-, or 3-log10 reduction in viral 

growth. I summarize the findings regarding the concentrations of drugs required to inhibit viral 

growth from various literature in Appendix B for better comparison. However, since the 

measurements were performed on various cells, obtained through distinct assays, and used 

different readouts, it is difficult to compare the activity of mutagenic drugs across studies. 

To identify important PB1 residues and amino acids to replicative fidelity while studying the 

replicative fidelity of each class of mutation separately, we plan to probe the variant library with 
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mutagenic drugs that target different classes of mutations. In this chapter, I determined the 

inhibitory concentrations of five mutagenic drugs – ribavirin, favipiravir, 5-fluorouracil, 5-

azacytidine, and molnupiravir. These experiments serve as a pilot experiment for the deep 

mutational scanning of influenza replicative fitness, aiming to find an appropriate concentration 

for each drug as an intermediate selective pressure for variants with normal-to-lower replicative 

fidelity. 

3.2 Materials and Methods 

Cells, virus, media, and drugs 

MDCK-SIAT1-TMPRSS2 and A549 cells were used in mutagen sensitivity assays and 

maintained in D10 and A549 growth media, respectively. As described in previous sections, 

IGM+ media was used for viral infection in MDCK-SIAT1-TMPRSS2 cells and A549 viral 

media for infection in A549 cells. WNM media was used for TCID50 assays. Influenza A virus 

H1N1 (A/WSN/1933) was used for all infections. All incubations were done at 37℃ and 5% 

CO2 in a humidified incubator.  

 The inhibition kinetics of five mutagenic drugs were tested in the study. To prepare the 

working solutions, ribavirin (1-β-D-Ribofuranosyl-1,2,4-triazole-3-carboxamide) (Sigma-

Aldrich, R9644) was dissolved in PBS at 100 mM. 5-fluorouracil (2,4-Dihydroxy-5-

fluoropyrimidine) (Sigma-Aldrich, F6627) and 5-azacytidine (4-Amino-1-(β-D-ribofuranosyl)-

1,3,5-triazine-2(1H)-one) (Sigma-Aldrich, A2385) were dissolved in dimethyl sulfoxide 

(DMSO) at 100 mM. Favipiravir (T-705, 6-Fluoro-3-hydroxy-2-pyrazinecarboxamide, 6-fluoro-

3,4-dihydro-3-oxo-2-pyrazinecarboxamide) (Selleckchem, S7975) came from the manufacturer 

at 10 mM in DMSO. Molnupiravir (EIDD-2801, (2R,3S,4R,5R)-3,4-Dihydroxy-5-(4-

(hydroxyamino)-2-oxopyrimidin-1(2H)-yl)tetrahydrofuran-2-yl)methyl isobutyrate) (Sigma 
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Aldrich, SML2873) was dissolved in DMSO at 10 mM. All working solutions were aliquoted 

and stored at -20℃. 

 

Mutagenic drug concentrations 

The ability of five mutagenic drugs to inhibit viral growth was evaluated. For each drug, 

six concentrations were picked based on existing research regarding their effective 

concentrations or inhibition concentrations on different cells. The examined concentrations for 

MDCK-SIAT1-TMPRSS2 and A549 cells are listed in the following tables. All units are in μM. 

The assay was performed in A549 cells twice, where the concentrations examined in the second 

experiment were slightly different based on the results of the first experiment. 

 A549 

Ribavirin 5-Azacytidine 5-Fluorouracil Favipiravir Molnupiravir 

40 30 80 80 50 

30 20 60 40 20 

20 10 40 20 10 

10 5 20 10 5 

5 3 10 5 3 

0 0 0 0 0 

 

 MDCK 

Ribavirin 5-Azacytidine 5-Fluorouracil Favipiravir Molnupiravir 

40 30 100 80 50 

30 25 80 40 20 
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20 20 60 20 10 

10 10 40 10 5 

5 5 20 3 2 

0 0 0 0 0 

 

Mutagen sensitivity assay 

On MDCK-SIAT1-TMPRSS2 cells 

Twelve-well plates were seeded with 1×105 MDCK-SIAT1-TMPRSS2 cells per well in 1 

mL of D10 media. Twenty-four hours later, I aspirated the old D10 media and washed the cell 

monolayer with pre-warmed PBS. One mL of IGM+ media containing mutagenic drugs of 

different concentrations was added to each well, with the same concentration within each row. 

The cells were incubated with mutagens for 3 hours before being infected with 2.5×103 PFU 

viral particles at an MOI of 0.01 in 500 μL of IGM+ containing drug of the same concentration. 

After one hour of incubation, the media containing the virus was aspirated, and the cells were 

washed again with pre-warmed PBS. One mL of IGM+ containing drugs of corresponding 

concentrations was added back to each well, and the plates were incubated for 24 hours. 

 

On A549 cells 

 Twelve-well plates were seeded with 2×105 A549 cells per well in 1 mL of A549 growth 

media. Twenty-four hours later, I gently took out the overnight A549 growth media with a P1000 

pipette and washed the cell monolayer with pre-warmed PBS. Then I added back 1 mL of A549 

viral media containing mutagenic drugs of different concentrations but without TPCK-trypsin to 

each well. Four replicate wells in the same row contain drugs of the same concentration. After 3-
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hour incubation, I removed the A549 viral media without TPCK-trypsin and infected each well 

with 2.5×103 PFU viral particles at an MOI of 0.01 in 500 μL of A549 viral media with 4 μg/mL 

TPCK-trypsin containing drugs. After one hour of incubation, I removed the media containing 

the virus with a P1000 pipette, and slowly washed the cells with pre-warmed PBS. One mL of 

A549 viral media without TPCK-trypsin, containing drugs of corresponding concentrations, was 

added back to each well, and the plates were incubated for 24 hours. 

 

Twenty-four hours after infection, I collected the cell-free supernatant by centrifuging for 5 min 

at 3,000 ×g and added 0.5% glycerol followed by snap-freezing the samples with dry ice and 

ethanol. All samples were stored at -80℃ for long-term storage. When measuring the viral titers, 

100 μL of the supernatant sample was taken from each of the four replicate wells of the same 

drug concentration and combined as the representation sample. The viral titers were then 

measured by TCID50 assay as described in the previous sections, with wells scored for CPE on 

day four. 

3.3 Results and Discussion 

To examine mutagenic drugs’ antiviral activity against the influenza virus, I performed 

mutagen sensitivity assays with ribavirin, 5-azacytidine, 5-fluorouracil, favipiravir, and EIDD-

1931 (Figure 3.2). Without drug treatment, influenza virus A/WSN/1933 (H1N1) on MDCK-

SIAT1-TMPRSS2 cells can reach a titer of over 108 TCID50/mL. 5-Azacytidine showed the 

strongest inhibitory activity, with a 2-log10 reduction concentration at less than 5 μM. The 

concentration inducing 2-log10 growth reduction for ribavirin was between 5 to 10 μM. 

Favipiravir, EIDD, and 5-fluorouracil are less active, with 2-log10 reduction concentrations 

slightly above 20 μM, between 20 to 30 μM, and slightly lower than 40 μM, respectively. 
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Figure 3.2 Antiviral efficacy of mutagenic drugs on WSN33 in MDCK infection. Each datapoint represents a 
TCID50 measurement of four replicate infections combined. 

I repeated the sensitivity assays twice for each mutagenic drug on A549 cells. Since 

A549 cells are less adherent than MDCK cells, it was difficult to maintain an intact monolayer of 

cells during the infection. When the intact monolayer was well preserved, the virus titer reached 

107 TCID50/mL without drug treatment (Figure 3.3A); when the monolayer was disrupted, the 

viral titer was 2- to 4×105 TCID50/mL (Figure 3.3B). Despite the different starting titers, 

inhibition curves exhibited similar trends for infections in intact or disrupted cell monolayers 

(Figure 3.4). 

Comparing infections in MDCK or A549 cells, 5-azacytidine and EIDD-1931 showed 

similar inhibition curves, while ribavirin, favipiravir, and 5-fluorouracil had more dramatic 

differences. WSN33 replicates more slowly in A549 cells. Although I tested 5-azacytidine at 

lower concentrations, it induced a 2-log10 reduction in viral growth at 2 μM on A549 cells. The 

concentration of EIDD for 2-log10 reduction on A549 cells was also slightly above 20 μM. On 

the other hand, the reduction in WSN33 growth was much less impacted by ribavirin or 

favipiravir during A549 infections. Neither drug was able to induce a 2-log10 reduction in viral 

growth at their highest tested concentration, 40 and 80 μM, respectively. 5-Fluorouracil got close 
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to reaching the 2-log10 reduction in viral growth on A549 at its highest tested concentration, 100 

μM. However, this concentration is greatly higher than that of MDCK-SIAT1-TMPRSS2 

infection. 

 

Figure 3.3 Antiviral efficacy of mutagenic drugs in A549 infections. Each datapoint represents a TCID50 
measurement of four replicate infections combined. (A) shows the viral yield when the cell monolayer was well 
preserved, while (B) shows the viral yield when the cell monolayer was disrupted. 
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Figure 3.4 Comparison of antiviral efficacy of mutagenic drugs in MDCK and A549 infections. Each datapoint 
represents a TCID50 measurement of four replicate infections in the same experiment, combined. Different lines 
represent different experiments. 
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Two factors might contribute to the variation in inhibition by ribavirin, favipiravir, and 5-

fluorouracil between infections on MDCK-SIAT1-TMPRSS2 cells and A549 cells: influenza 

virus’s replication kinetics in the two cell lines and toxicity of the drugs to the cells. In MDCK 

cells, influenza viruses quickly enter the exponential growth phase and keep growing until 

reaching a plateau of 6-log10 expansion in RNA copy numbers at 48~72 hours post-infection. In 

A549 cells, influenza viruses, especially influenza A viruses, only have a 2- to 3-log10 expansion 

in RNA copies during a 96-hour infection, and there is no clear distinction between the growth 

phase and plateau phase (43). Some drugs, such as ribavirin and favipiravir, inhibit viral growth 

through multiple mechanisms and target different steps of genome replication. Besides lethal 

mutagenesis, ribavirin reduces the cellular synthesis of guanine nucleotides by inhibiting host 

inosine monophosphate dehydrogenase, inhibits the 5′ end capping of viral genomic RNAs, and 

was found to block the elongation of RNA synthesis mediated by Hepatitis C virus RdRp (44, 

45, 46); the active form of favipiravir, favipiravir ribofuranosyl-triphosphate (FTP), can form 

non-productive binding with RdRp, terminating or slowing down the RNA replication depending 

on virus types (11, 47, 48). Therefore, these drugs might be more impacted by different 

replication kinetics than others.  

Additionally, MDCK and A549 cells may respond differently to a drug, indirectly 

affecting viral yields. Josset et al. also reported the significance of the cellular effect on the 

drug’s antiviral functions (49). I did not have a chance to examine the cytotoxicity of each drug 

but summarized data from previous studies in Appendix C. Based on existing data, 5-azacytidine 

exhibited a low 50% cytotoxicity concentration (CC50) for both A549 and MDCK cells, and 

favipiravir seemed to be well tolerated by both cell types. All drugs except for favipiravir 

showed cytotoxicity at a lower concentration for A549 than for MDCK cells. These results 
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highlighted the complexity of virus and cell responses to mutagens as well as the necessity of 

additional pilot experiments to establish a more consistent and reproducible virus inhibition 

model before using lethal mutagenesis as a selective pressure for deep mutational scanning. They 

also raised the possibility that the variant viruses increased in frequency during the passaging 

under mutagenic drugs may not only be high-fidelity strains. Indeed, although lowering the 

baseline mutation rates is a common mechanism to combat lethal mutagenesis (4, 50), there are 

other strategies to establish resistance, including building up overall genetic robustness (51), 

controlling the affinity and misincorporation to specific nucleosides (52), and even increasing the 

rate of back, or reverse, mutations (2). As an example, influenza virus with PB1 D27N mutation 

is resistant to ribavirin because of its better recognition of nucleotide in low concentrations and 

higher polymerase activity that counteracts ribavirin’s inhibition of de novo purine synthesis 

(53). 

Overall, this study evaluated the efficacy of five mutagenic drugs regarding inhibiting the 

growth of influenza A virus on the cells that are commonly used in labs (MDCK) and the cells 

that are more physiologically relevant (A549). This experiment provides a more controlled and 

straightforward comparison of mutagenic drug efficacy and highlights the importance of cellular 

factors on the antiviral effects of different drugs. This work sets a foundation for future research 

regarding influenza viruses’ replicative fidelity, which may be helpful for further explaining the 

evolutionary trajectory of influenza viruses and predicting how resistance may arise against anti-

RdRp drugs. 
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Chapter 4 Discussion 

Understanding the evolution of viruses is a fundamental topic of virology. It provides us 

with the implications on the prophylaxis and treatment of viruses as pathogens. With advanced 

technologies to manipulate viral genomes and high-throughput sequencing, we are no longer 

satisfied with studying the mutations that appeared naturally: the evolutionary trajectory of a 

virus or a strain reveals an individual path chosen by nature, yet we want to explore the massive 

alternative possibilities, which will become our knowledge basis to interpret the significance of 

future mutations and to rationally design countermeasures. In this work, we want to examine the 

two most important phenotypes of influenza polymerase – replicative fitness and fidelity – 

aiming to uncover the evolutionary constraints that prevent the influenza virus from taking those 

alternative paths. We performed deep mutational scanning on the RdRp subunit of influenza 

virus polymerase and created a library of single amino acid variant viruses covering 95.4% of all 

possible amino acid substitutions on that protein. We were able to calculate the fitness of 84% of 

all possible amino acid substitutions and validate them by comparing the measurements from 

pairwise competition assays with the wildtype strain. We found that many beneficial mutations 

revealed by deep mutational scanning had also appeared in the natural evolution of influenza 

virus PB1, and most of those that had not appeared in nature were not accessible by single 

nucleotide change. In parallel, we characterized the mutational tolerance of each site on 

influenza virus PB1. We found that the evolutionary constraints on PB1 could be narrowed down 

to specific sites, and maintaining interactions with other molecules might be one of the most 
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important constraints. This work contributes to the overall understanding of the RNA virus 

polymerase by providing a comprehensive map to link genotype and phenotype. In this chapter, I 

will discuss some lingering questions and possible future directions that can maximize the 

findings of this work. 

4.1 Future Directions of the Project 

We calculated the fitness of variant viruses as the enrichment ratio before and after 

passages. This is a straightforward method and not computationally demanding. However, the 

accuracy of this method is obscured by the mutational hotspots during the preparation for 

sequencing, especially when the sequencing coverage of a codon is low. To ensure the rigor of 

the fitness calculation, we filtered out 11% of the amino acid substitutions that might be under 

the impact of artifact mutations. A more finely tuned method to calculate fitness is to use 

Bayesian inference (1). While the enrichment ratio method draws an empirical, hard line to 

define that a certain codon count is too heavily impacted by error, the Bayesian inference method 

sets up variables for the rates of error in pre- and post-selection samples. The error rates can be 

estimated with the codon counts in the wild type controls. The priors necessary for the Bayesian 

inference can come from a null assumption, such as all possible amino acids having equal 

preferences. The preferences of each amino acid at every site can then be inferred by the Markov 

chain Monte Carlo (MCMC) method. It is worth noticing that since we used only 32 codons 

(rather than all 64 possible codons) to generate all amino acid substitutions during library 

creation, either the priors need to be modified accordingly, or the preferences need to be inferred 

at the codon level and rescaled before converting into amino acid preferences. The Bayesian 

inference method is most beneficial when the sequencing depth is not very high. By estimating to 
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what extent a variant codon might have come from an error, the Bayesian inference method can 

preserve more information while calculating fitness accurately. 

We found that one of the most important evolutionary constraints on influenza virus 

RdRp is the requirement to maintain proper interactions with other molecules. In this 

dissertation, I explored the constraints brought by the interactions between PB1 and different 

types of RNAs. Another interesting topic would be to see how the interactions between PB1, 

PB2, and PA shape the evolution of influenza virus polymerase. PB1 interacts with PB2 and PA 

extensively when performing polymerase functions. During the transcription process, 29% of 

PB1 residues interact with PA and 24% interact with PB2 (calculated by PDBePISA, data not 

shown). The polymerase proteins also show strong signs of co-evolution (2, 3). Mismatch of the 

polymerase subunits from different strains often causes non-functional RNP complexes (4, 5). 

Variant viruses with a mutation on one polymerase subunit often have compensatory mutations 

in other subunits to maintain fitness (6, 7). Consolidating the deep mutational scanning data on 

PB1 (this project), PB2 (8), and PA (9) can reveal interactions that are essential for polymerase 

functions and viral fitness (Figure 4.1). Hannon and Bloom (10) have developed an interactive 

program visualizing the DMS results on a protein’s 3D structure, which would be helpful for 

cross-comparing the mutation-based data from different research. Additionally, we can examine 

the fitness of deep mutational scanning variants of one polymerase protein when having a 

mutation of interest in another subunit. 
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Figure 4.1 Functional residues on PA identified by large-scale mutagenesis interact with PB1. Adapted from Wu 
et. al., 2015 (9). PA is shown as surface. PB1 is shown in green stick form. Mutations that were individually analyzed 
are labelled. Predicted functional residues are colored in red; residues that carry significantly deleterious mutations 
are colored in orange; residues that are not covered in the profiling data are colored in gray. 

In this dissertation, we studied the mutational effects and tolerance with the genetic 

background of A/WSN/1933 but also observed that some beneficial mutations identified by deep 

mutational scanning exhibited fitness advantages in other strains. We are interested in knowing 

to what degrees the mutational effects and tolerance are background-dependent and which part of 

the results apply to other strains of influenza A virus or even other types of influenza viruses. We 

are currently performing deep mutational scanning of PB1 from an H3N2 strain, A/Aichi/2/1968, 

which will be the first step for elucidating the background specificity of mutational effects. 

To probe the structural basis for nucleotide misincorporation and influenza virus 

replication fidelity, we plan to perform selections on DMS-generated variant libraries with a 

panel of drugs that tend to induce different classes of mutations. Selections using different 

mutagens may identify residues and amino acid substitutions changing the mutation rates of 

different classes. It is worth noticing that the amino acid preferences in the presence of drug will 

reflect fitness advantages of three types: general replicative fitness, sensitivity to mutagenesis, 
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and resistance to other inhibitory mechanisms of the drug (Figure 4.2). High-fidelity strains are 

included but do not equal to variants that are less sensitive to mutagenesis, since some variants 

can counteract mutagenesis by increasing the mutation rate of reverse mutations (11). Therefore, 

the replicative fidelity of residues and amino acids screened out by mutagenic drugs needs to be 

further validated. We can compare the fitness of a variant with and without drug treatment. 

Variants showing high fitness with drugs but low fitness without drugs are likely to have a 

mutation related to replicative fidelity, while variants showing high fitness in both experiments 

may have a different or additional strategy/strategies to obtain evolutionary advantage. The 

accurate mutation rate of a variant can be validated by a fluctuation test based on green 

fluorescent proteins (GFP) (12). This assay inserts a GFP protein into the variant virus genome 

partly replacing the coding region for hemagglutinin (HA). The inserted GFP has a single 

nucleotide mutation so that it will only be fluorescent when a reversion mutation is made during 

viral replication, and the mutation rate of a specific class of nucleotide substitution can be 

calculated using the null-class model modified based on the classic Luria-Delbrück fluctuation 

test. 
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Figure 4.2 Different types of variant viruses exhibiting high fitness under mutagenic drugs. Scheme of possible 
reasons for a variant to increase in frequency during passaging with mutagens. Only a subset of high-fitness variants 
would have altered replicative fidelity. 

In conclusion, this dissertation performed deep mutation scanning of influenza virus 

RdRp, identified impactful amino acid substitutions on viral replicative fitness, and characterized 

the evolutionary constraints and potential of influenza virus polymerase. It provided a 

comprehensive map of mutational effects and constraints on a RdRp, which will be a valuable 

resource for future studies of influenza virus evolution and adaptation as well as our genomic 

surveillance efforts to prevent potential pandemics. This dissertation also examined influenza 

virus replication under the treatment of various mutagenic drugs, laying a foundation for future 

research on the mechanisms of nucleotide incorporation and replication fidelity of influenza 

viruses. The structure of RdRp is not only conserved in influenza viruses. Instead, most RNA 

viruses possess a polymerase that resembles a cupped right hand and consists of fingers, palm, 

and thumb subdomains. Unraveling the evolutionary constraints and potential of the influenza 
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virus RdRp in high resolution will also add to our understanding of the shared features of RNA 

virus pathogenicity and evolution. 

4.2 Broader Applications of Deep Mutational Scanning 

This project validated the potential of deep mutational scanning in informing viral 

surveillance and the rational design of vaccines and anti-viral drugs. Viral surface proteins, such 

as glycoproteins and envelope proteins, often have critical roles for host cell attachment, 

membrane fusion, or receptor-mediated entry to the host cells. They are also major targets of the 

humoral immune response. Deep mutational scanning on the surface proteins can reveal viral 

evolution on host tropism (13), selections by receptor binding (14), antibody escape (15, 16), and 

drug resistance (17), all of which are important for viral surveillance. Additionally, deep 

mutational scanning can proactively assess the likelihood of escape mutations selected by 

commercially developed antibodies (18, 19, 20), which adds another dimension to evaluating a 

drug during and after the development pipeline. In vaccine design, deep mutational scanning 

would be helpful in screening for a vaccine with optimal thermal stability, antigenicity, and 

immunogenicity. 

Viral antigens are recognized by the lymphocytes, activating adaptive immune response; 

and the epitope is the smallest structural and functional unit for the activation (21). Rationalized 

selection of candidate antigens is therefore crucial for the development of subunit vaccines with 

high effectiveness (22). Combined with peptide display assays, deep mutational scanning can 

help identify viral epitopes at a large scale (23). The control of seasonal influenza viruses has 

been hampered by the frequent antigenic changes that permit the virus to evade adaptive immune 

response. The protection against pandemic strains is challenging due to the absence of pre-
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existing antibodies against the emerging strains. Therefore, cellular immunity induced by 

conserved influenza virus antigens has been studied as an alternative vaccination strategy. 

Compared to traditional vaccines that focus on eliciting neutralizing antibodies, this strategy tries 

to activate cytotoxic T-lymphocytes that are broadly reactive to most strains in a subtype or even 

across subtypes (24). The epitopes recognized by the cross-protective cytotoxic T-cells are often 

located in inner proteins such as NP, M1, PB1, and PB2 (25, 26, 27). While the deep mutational 

scanning of PB1 may not offer direct help to vaccine design targeting neutralizing antibodies, it 

may be helpful in the identification of T-cell epitopes that are conserved across strains. 

4.3 Technical Difficulties of Deep Mutational Scanning 

To realize the potential of deep mutational scanning in viral surveillance and vaccine 

design, there are several technical difficulties to be resolved.  

The major bottleneck for deep mutational scanning to create a variant virus library with 

high diversity lies in the step of creating viruses from mutagenized nucleic acid materials. For 

creating influenza viruses, the DNA transfection system using eight plasmids (28) is a reliable 

and efficient method to generate infectious viral particles in high yield. However, the eight 

plasmids encoding the eight gene segments are not guaranteed to enter the same cell. The PB1 

variant plasmids that did not enter a host cell during the infection period, or entered a cell that 

did not receive all other seven plasmids would not produce corresponding virus variants. We 

attempted to saturate the host cells with the seven non-PB1 influenza virus genome segments by 

infecting the cells with high concentrations of “helper virus” which does not encode functional 

PB1. However, it was difficult to purge the helper virus after transfection. The helper virus in the 

variant virus libraries interfered with the replication of polymerase segments for all viruses and 

disrupted the production of infectious particles during the passage. We partially solved this 
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problem by performing 36 independent transfection reactions for creating each virus variant 

library and created three replicate libraries to minimize the randomness of which mutations 

yielded viruses. In addition, PB1 variants with different degrees of replication defect would have 

difficulties in generating viral particles even in the library before passage, making the baseline of 

competition unbalanced. We performed the transfection in 293T cells that had been modified to 

express the wild type PB1 protein so that the job of producing variant PB1 vRNA could be 

carried out by a fully functional polymerase during transfection. The methods for creating variant 

virus libraries vary depending on the type of viral genome. Poliovirus, a positive-strand RNA 

virus, can be created by in vitro transcription followed by mRNA transfection. Our lab was able 

to create poliovirus libraries with single amino acid mutations on RdRp (3Dpol) but encountered 

obstacles in achieving high mutational diversity toward the end of the 3Dpol gene. 

Other genomic features that can affect the generation of variant viruses and the 

interpretation of the deep mutational scanning results include RNA structures and overlapping 

open reading frames. Nucleotide substitutions on the low-nucleoprotein binding regions of 

influenza virus PB1, PB2, and NS can alter their RNA secondary structures and result in reduced 

viral growth, probably due to compromised packaging (29). Overlapping coding sequences exist 

in all known virus groups and are particularly frequent in DNA viruses (30). In RNA viruses, 

overlapping genes can help maintain mutational robustness under high mutation rates (31). 

Mutations in the overlapping regions may change amino acids in multiple proteins or alter the 

non-coding region of the second gene, therefore requiring additional design during mutagenesis 

and mutational frequency calculation. 
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Appendix A: Primers and Cycling Programs for Barcoded Subamplicon Sequencing 

Preparation 

Primers for PCR0 

Rnd0_Fwd AGCGAAAGCAGGCAAACCATTTGA 

Rnd0_Rev GGCATTTTTTCATGAAGGACAAGCTAAATTCA 
 

Primers for PCR1 

Rnd1_Fwd1 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNAGCGAAAGCAG
GCAAACCATTTGA 

Rnd1_Rev1 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNACCAGGATGG
GATTCCTCAAGGAA 

Rnd1_Fwd2 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGATTGTGTATT
GGAAGCAATGGCC 

Rnd1_Rev2 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCTTAGTCATAT
TGTCTCTCACTCG 

Rnd1_Fwd3 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGAGATCACAAC
TCATTTTCAGAGAAAGAGA 

Rnd1_Rev3 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGAAATTTCAGT
GTCCTGAGAATTGGT 

Rnd1_Fwd4 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGGCAAATGTTG
TAAGGAAGATGATG 

Rnd1_Rev4 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCATTCCAGGGC
TCAATGATGC 

Rnd1_Fwd5 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNCGGCCGCTCTT
AATAGATGGGACT 

Rnd1_Rev5 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGCTGGGAAGCT
CCATGCTGAAATT 

Rnd1_Fwd6 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNTTCTATCGTTAT
GGGTTTGTTGCC 

Rnd1_Rev6 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGTATAAATTTG
GGCCTCCGTC 

Rnd1_Fwd7 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNAAAGCTGGACT
GCTGGTCTCC 
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Rnd1_Rev7 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGTTGCAGCACT
TTTGGTACATTTG 

Rnd1_Fwd8 CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGCCAAAGAGGA
ATACTTGAAGATGAA 

Rnd1_Rev8 GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGGCATTTTTTC
ATGAAGGACAAGCTAAATTCA 

 

Primers for PCR2 

Rnd2_Fwd1 AATGATACGGCGACCACCGAGATCTACACTCGTGGAGCGACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1 CAAGCAGAAGACGGCATACGAGATCGCTCAGTTCGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd2 AATGATACGGCGACCACCGAGATCTACACCTACAAGATAACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev2 CAAGCAGAAGACGGCATACGAGATTATCTGACCTGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd3 AATGATACGGCGACCACCGAGATCTACACTATAGTAGCTACACTCTT
TCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev3 CAAGCAGAAGACGGCATACGAGATATATGAGACGGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd4 AATGATACGGCGACCACCGAGATCTACACACCAGCGACAACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev4 CAAGCAGAAGACGGCATACGAGATTCGTCTGACTGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd5 AATGATACGGCGACCACCGAGATCTACACCATACACTGTACACTCTT
TCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev5 CAAGCAGAAGACGGCATACGAGATGAACATACGGGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd6 AATGATACGGCGACCACCGAGATCTACACTCGGCAGCAAACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev6 CAAGCAGAAGACGGCATACGAGATAACCATTCTCGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd7 AATGATACGGCGACCACCGAGATCTACACCTAATGATGGACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev7 CAAGCAGAAGACGGCATACGAGATGGTTGCCTCTGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd8 AATGATACGGCGACCACCGAGATCTACACGGTTGCCTCTACACTCTT
TCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev8 CAAGCAGAAGACGGCATACGAGATCTAATGATGGGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd9 AATGATACGGCGACCACCGAGATCTACACCGCACATGGCACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev9 CAAGCAGAAGACGGCATACGAGATTCGGCCTATCGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 
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Rnd2_Fwd1
0 

AATGATACGGCGACCACCGAGATCTACACGGCGAGATGGACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1
0 

CAAGCAGAAGACGGCATACGAGATTTCTATGGTTGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd1
1 

AATGATACGGCGACCACCGAGATCTACACAATAGAGCAAACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1
1 

CAAGCAGAAGACGGCATACGAGATCCTCGCAACCGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd1
2 

AATGATACGGCGACCACCGAGATCTACACTCGTATGCGGACACTCTT
TCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1
2 

CAAGCAGAAGACGGCATACGAGATATGTCGTGGTGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd1
3 

AATGATACGGCGACCACCGAGATCTACACGTCGATTACAACACTCTT
TCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1
3 

CAAGCAGAAGACGGCATACGAGATCGTATAATCAGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

Rnd2_Fwd1
4 

AATGATACGGCGACCACCGAGATCTACACAGTGGTCAGGACACTCT
TTCCCTACACGACGCTCTTCCGATCT 

Rnd2_Rev1
4 

CAAGCAGAAGACGGCATACGAGATGCCATTAGACGTGACTGGAGTT
CAGACGTGTGCTCTTCCGATCT 

 

Cycling program for PCR0 

Step Temperature (℃) Time (sec) 

1. polymerase activation 95 120 

2. denaturing 95 20 

 70 1 

3. annealing 52 30 

4. extension 70 50 

Repeat step 2-4 For 22 cycles in total 

5. hold 4 

 

Cycling program for PCR1 

Step Temperature (℃) Time(sec) 

1. polymerase activation 95 120 

2. denaturing 95 20 

 70 1 
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3. annealing 54 20 

4. extension 70 20 

Repeat step 2-4 For 9 cycles in total 

5. termination 95 60 

6. hold 4 

 

Cycling program for PCR2 

Step Temperature (℃) Time(sec) 

1. polymerase activation 95 120 

2. denaturing 95 20 

 70 1 

3. annealing 55 20 

4. extension 70 20 

Repeat step 2-4 For 24 cycles in total 

5. hold 4 
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Appendix B: Inhibitory Concentrations of Mutagenic Drugs 

Appendix Table B.1 Inhibition concentrations for influenza viruses (in vitro experiments) 

Drug Concentration 
(μg/mL) 

Concentration 
(μM) 

Measurement Assay Virus strain Cell line Citation 

ribavirin 
 

8.1 ± 1.3 EC50 TCID50 HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N1) 

MDCK 1 

ribavirin 
 

9.1 ± 1.9 1-log10 
reduction 

RT-qPCR HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N2) 

MDCK 1 

ribavirin 
 

14 ± 2 2-log10 
reduction 

RT-qPCR HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N3) 

MDCK 1 

favipiravir 
 

11 ± 0 EC50 TCID50 HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N4) 

MDCK 1 

favipiravir 
 

9.2 ± 1.1 1-log10 
reduction 

RT-qPCR HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N5) 

MDCK 1 

favipiravir 
 

13 ± 1 2-log10 
reduction 

RT-qPCR HA, NA from A/Aichi/2/68 (H3N2); other segments from 
A/Puerto Rico/8/1934 (H1N6) 

MDCK 1 

ribavirin 
 

40 2-log10 
reduction 

TCID50 A/Wuhan/359/95 (H3N2) MDCK 2 

ribavirin 2.5-5.5 
 

EC50 neutral red 
CPE 

A/H1N1 MDCK 3 

ribavirin 2.7-5.5 
 

EC50 neutral red 
CPE 

A/H3N2 MDCK 3 

ribavirin 2.3-4.3 
 

EC50 neutral red 
CPE 

A/H5N1 MDCK 3 

ribavirin 1.5-4.2 
 

EC50 neutral red 
CPE 

IBV MDCK 3 

favipiravir 0.029-0.20 
 

IC50 plaque assay A/H1N1 MDCK 4 
favipiravir 0.013-0.30 

 
IC50 plaque assay A/H2N2 MDCK 4 

favipiravir 0.078-0.48 
 

IC50 plaque assay A/H3N2 MDCK 4 
favipiravir 0.039-0.089 

 
IC50 plaque assay IBV MDCK 4 

favipiravir 0.030-0.095 
 

IC50 plaque assay ICV MDCK 4 
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favipiravir 
 

6.61 ± 0.02 IC50 polymerase 
inhibition 
assay 

A/Brisbane/59/2007 A549 5 

favipiravir 
 

5.28 ±0.14 IC50 polymerase 
inhibition 
assay 

A/New Jersey/15/2007 A549 5 

favipiravir 
 

3.01 ±0.03 IC50 polymerase 
inhibition 
assay 

A/Denmark/524/2009 A549 5 

favipiravir 
 

17.05 ± 0.71 EC50 plaque assay A/Brisbane/59/2007 MDCK 5 
favipiravir 

 
15.07 ± 0.14 EC50 plaque assay A/New Jersey/15/2007 MDCK 5 

favipiravir 
 

15.54 ± 0.56 EC50 plaque assay A/Denmark/524/2009 MDCK 5 
EIDD-1931 

 
3.1 (2.25–3.82) EC50 plaque assay A/WSN/33 (H1N1) MDCK 6 

EIDD-1931 
 

1.1 (0.86–1.22) EC50 TCID50-HA 
assay 

A/WSN/33 (H1N1) MDCK 6 

EIDD-1931 
 

3.1 (1.49–6.23) EC50 TCID50-HA 
assay 

A/California/7/2009 (H1N1) pdm09 MDCK 6 

EIDD-1931 
 

3.4 (2.92–3.9) EC50 TCID50-HA 
assay 

A/Georgia/M5081/2012 (H1N1) MDCK 6 

EIDD-1931 
 

1.8 (1.17–2.55) EC50 TCID50-HA 
assay 

A/Netherlands/602/2009 (H1N1) pdm09 MDCK 6 

EIDD-1931 
 

0.14 EC50 TCID50 A/Vietnam/1203/2004 (H5N1) MDCK 6 
EIDD-1931 

 
0.13 EC50 TCID50 A/Anhui/1/2013 (H7N9) MDCK 6 

EIDD-1931 
 

3.2 (2.68–3.88) EC50 TCID50-HA 
assay 

A/Aichi/2/68 (H3N2) MDCK 6 

EIDD-1931 
 

1.7 (1.27–2.33) EC50 TCID50-HA 
assay 

A/Wisconsin/67/2005 (H3N2) MDCK 6 

EIDD-1931 
 

1.2 (0.05–2.0) EC50 TCID50-HA 
assay 

A/Panama/2007/99 (H3N2) MDCK 6 

EIDD-1931 
 

3.2 (2.52–4.05) EC50 TCID50-HA 
assay 

A/swine/Ohio/sw10-132/2010 (H3N2) MDCK 6 

EIDD-1931 
 

0.015 (0.011–
0.019) 

EC50 TCID50 B/Yamagata/16/88 MDCK 6 

EIDD-1931 
 

0.006 (0.003–
0.008) 

EC50 TCID50 B/Brisbane/60/08 MDCK 6 

5-azacytidine 
 

around 7.5 2-log10 
reduction 

TCID50 A/WSN/33 (H1N1), A/Puerto Rico/8/1934 (H1N1), 
A/Panama/2007/1999 (H3N2), A/Wyoming/03/2003 (H3N2) 

MDCK 7 

5-fluorouracil 
 

around 60 2-log10 
reduction 

TCID50 A/WSN/33 (H1N1), A/Puerto Rico/8/1934 (H1N1), 
A/Wyoming/03/2003 (H3N2) 

MDCK 7 

5-fluorouracil 
 

over 80 2-log10 
reduction 

TCID50 A/Panama/2007/1999 (H3N2) MDCK 7 
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ribavirin 
 

around 7.5 2-log10 
reduction 

TCID50 A/WSN/33 (H1N1) MDCK 7 

ribavirin 
 

around 7.5 2-log10 
reduction 

TCID50 A/Puerto Rico/8/1934 (H1N1) MDCK 7 

ribavirin 
 

over 20 2-log10 
reduction 

TCID50 A/Panama/2007/1999 (H3N2) MDCK 7 

ribavirin 
 

around 10 2-log10 
reduction 

TCID50 A/Wyoming/03/2003 (H3N2) MDCK 7 

 

Appendix Table B.2 Inhibition concentrations for influenza viruses (in vivo experiments) 

Drug Concentration 
(mg/kg) 

Virus inoculation titer (PFU) Measurement Assay Virus strain Animal Citation 

ribavirin 37.5 90 μl virus at 
LD100 concentration 

ability to prevent death survival 
rate 

A/WSN/33 (H1N1) mice 3 

ribavirin 75 90 μl virus at LD100 
concentration 

ability to prevent death survival 
rate 

A/Victoria/3/75 (H3N2) mice 3 

favipiravir 200 300 ability to prevent death survival 
rate 

A/Puerto Rico/8/1934 (H1N1) mice 4 

EIDD-1931 100 300 1-log10 lung viral load reduction TCID50 A/Puerto Rico/8/1934 (H1N1) mice 6 
EIDD-1931 400 300 2-log10 lung viral load reduction TCID50 A/Puerto Rico/8/1934 (H1N1) mice 6 

 

Appendix Table B.3 Inhibition concentrations for other viruses (in vitro experiments) 

Drug Concentration 
(μg/mL) 

Concentration 
(μM) 

Measurement Assay Virus Cell line Citation 

ribavirin 2.5 
 

reduce replication 
by 64% ± 6.1% 

qRT-PCR human norovirus HG23 8 

ribavirin 
 

135 ± 74 EC50 neutral red CPE enterovirus D68/US/KY/14-
18593 

RD human 
rhabdomyosarcoma 

9 

ribavirin 
 

147 ± 74 EC50 neutral red CPE enterovirus D68/Fermon RD human 
rhabdomyosarcoma 

9 

ribavirin 
 

106 ± 26 EC50 neutral red CPE rhinovirus 87 RD human 
rhabdomyosarcoma 

9 

ribavirin 
 

93 ± 23 1-log10 reduction virus yield reduction enterovirus D68/US/KY/14-
18593 

RD human 
rhabdomyosarcoma 

9 

5-azacytidine  20.2 (18.7–
21.8) 

EC50 flow cytomery human immunodeficiency 
virus type 1 

Magi-U373-CXCR4 
CEM 

10 

5-azacytidine  14.5 (10.3–
18.8) 

EC50 flow cytomery human immunodeficiency 
virus type 2 

Magi-U373-CXCR4 
CEM 

10 
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ribavirin 
 

50 2-log10 reduction TCID50 bursal disease virus (FVSKG2) chicken embryo 
fibroblasts (CEFs) 

11 

5-azacytidine  200 2-log10 reduction TCID50 bursal disease virus (FVSKG2) chicken embryo 
fibroblasts (CEFs) 

11 

5-fluorouracil  500 2-log10 reduction* TCID50 bursal disease virus (FVSKG2) chicken embryo 
fibroblasts (CEFs) 

11 

5-azacytidine  180 IC50 inhibition of relaxed 
circular DNA synthesis 

hepatitis B virus HepAD38  12 

5-azacytidine  50 63% reduction in 
infectivity 

nano luciferase activity hepatitis B virus HepG2-NTCP 12 

ribavirin 
 

around 200 2-log10 reduction microtitration infectivity 
assay (based on CPE) 

porcine reproductive and 
respiratory syndrome virus 

MARC-145 13 

5-azacytidine  around 100 2-log10 reduction microtitration infectivity 
assay (based on CPE) 

porcine reproductive and 
respiratory syndrome virus 

MARC-145 13 

5-fluorouracil  around 200 2-log10 reduction microtitration infectivity 
assay (based on CPE) 

porcine reproductive and 
respiratory syndrome virus 

MARC-145 13 

EIDD-1931 0.217 (0.142–
0.323) 

 
EC50 plaque assay SARS-CoV-2, beta variant ACE2-A549 14 

EIDD-1931 0.506 (0.483–
0.531) 

 
EC50 plaque assay SARS-CoV-2, delta variant ACE2-A549 14 

EIDD-1931 0.080 (0.290–
0.383) 

 
EC50 plaque assay SARS-CoV-2, omicron BA.2 

variant 
ACE2-A549 14 

* Only at 96 hours post infection 
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Appendix C: Mutagenic Drugs Cell Toxicity 

Appendix Table C.1 Cytotoxicity concentrations of mutagenic drugs 

Drug Cell Minimum cytotoxic 
concentration (μM) 

50% Cytotoxicity 
concentration (CC50) (μM) 

Citation 

favipiravir A549 
 

>1000 1 
favipiravir MDCK 

 
>1000 1 

favipiravir MDCK >600 
 

2 
ribavirin MDCK 100 ± 0 

 
2 

ribavirin MDCK 
 

3074.8* 3 
favipiravir A549 

 
>6369.4* 4 

favipiravir MDCK 
 

>6369.4* 4 
ribavirin A549 

 
307.4* 4 

5-azacytidine MDCK 
 

20-25 5 
5-fluorouracil MDCK modest decrease at 480 

 
5 

ribavirin MDCK modest decrease at 120 
 

5 
EIDD-1931 ACE2-A549 

 
>1 6 

5-azacytidine A549 
 

6.3 ± 1.1 7 
5-azacytidine MDCK 

 
54 ± 5 8 

5-fluorouracil A549 210 (24 hours p.i.) 
 

9 
5-fluorouracil A549 38.4 (48 hours p.i.) 

 
9 

EIDD-1931 ACE2-A549 >13.5* 
 

10 
EIDD-1931 vero 

 
>100 11 

favipiravir vero 
 

2837 ± 86 11 
ribavirin vero 

 
250 ± 81 11 

EIDD-2749 MDCK 200-500 
 

12 
ribavirin A549 24% inhibition at 1158.3* 

 
13 

* Concentration was converted by reviewer, with formula: 

[𝜇𝜇𝜇𝜇]  =  [𝜇𝜇𝜇𝜇/𝑚𝑚𝑚𝑚] 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑖𝑖𝑖𝑖 [𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷]⁄  
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