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ABSTRACT

It is known that under certain conditions, the DC atmospheric pressure plasma attachment at the
liquid surface can self-organize both spatially and temporally into coherent and complex patterns,
called self-organized pattern (SOP). The mechanism of SOP formation remains poorly understood.
Such SOP is also observed in DC glows with metal anodes as well, taking the form of organized
arrays of dot-like attachments. However, the liquid anode SOP is typically more complex. SOP
formation is also subject to more complicated processes including liquid phase evaporation, fluid
dynamics, sophisticated chemical reactions, species interaction, and local sheath electric field. In
the community of plasma-liquid interactions, a conclusive understanding of many of these pro-
cesses is still elusive due to their nonlinear nature and limited by currently available diagnostics
methods. On the other hand, one can assert that the patterns are a consequence of dynamical
coupling and feedback among the aforementioned processes. By unfolding this coupling and un-
derstanding the feedback pathways it may be possible to elucidate the nature of pattern formation
and dynamics.

In this work, multiple diagnostics were introduced to investigate the coupling processes in an
atmospheric pressure DC glow discharge and plasma-liquid interface. The current–voltage (I-V)
characteristics of the discharge and the corresponding shape and surface area of the self-organized
pattern (SOP) were examined to correlate the changes in bulk plasma discharge properties with
pattern dynamics. Various pattern morphology and the associated operating conditions necessary
to realize the dynamic SOP were documented and it was found that both the oxygen entrainment
and liquid properties had the most significant effect on the pattern dynamics. Specifically, a larger
discharge gap or lower inert gas flow support more complex SOP dynamics and liquid conductivity
was found to heavily affect the current density and attachment surface area of SOP. Schlieren imag-
ing and control of ambient oxygen level in the air reveal that oxygen is critical for the establishment
of a pattern.

The importance of electronegative gas, including species such as oxygen, is then further exam-
ined through the examination of the negative ion hypothesis by laser photodetachment. Because
the discharge operates in an ambient atmosphere, gases from this atmosphere can have a significant
impact on gas-phase chemistry and inelastic processes taking place in the actual plasma column
driven by heat and mass transfer. A gas-phase glow discharge strongly depends on gas-phase
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chemistry, heat, and mass transfer. By decreasing ambient oxygen concentration in a purge box,
the SOP became featureless when the oxygen volume fraction dropped below ≈7%. A qualitative
investigation of the gas density change by Schlieren imaging showed that discharge gap and inert
flow rate strongly shape the convection boundary and thus the rate of air entrainment. In the liter-
ature, there is significant speculation that negative ions are necessary for pattern formation. It was
found in this work that the mere presence of negative ions was not a sufficient condition for the
appearance of SOP. Here by using detachment spectroscopy, negative ions in the discharge were
detached by laser and the SOP showed no change implying that negative ions are not the cause of
pattern dynamics.

The coupling between the gas phase and plasma-liquid interface was further investigated by
spatially resolved optical emission spectroscopy (OES). The emission map of major species in
the plasma is obtained by scanning the plasma with a focusing lens and an imaging spectrometer.
Gas temperatures and electron densities are estimated from the rotational temperature of nitrogen
second positive system N2(C−B) and Stark broadening of Hβ line, respectively. The result of the
gas temperature distribution near the liquid anode had a steep gradient which is one of the important
cooling mechanisms. The corresponding change in temperature profiles is more sensitive to the
gas phase heating than the variation of liquid conditions. The radial profile of electron density
has a profound coupling with excited species including H(4d) and He(3d) whose productions are
heavily dependent on the energetic electrons.

Next, the thermodynamic and hydrodynamic processes at the plasma-liquid interface were ex-
amined via particle image velocimetry. Substantial convective flow at the plane vertical to the
plasma-liquid interface was observed under SOP and driven by plasma gas heating and water
evaporation at the interface. Interestingly, convection parallel to the interface is also observed and
induces an unstable convective flow at a high electrical current where dynamic SOP is formed. It
is assumed that this shear flow is either due to an anode sheath electric field or Marangoni flow
(fluid motion due to surface tension gradient).

Last, a fast, but non-trivial mass transport process at the plasma-liquid interface was observed:
droplet generation was investigated via high-speed imaging cameras and OES. Unlike the droplets
generated from the Taylor cone on the liquid cathode, the droplet generation from the liquid anode
was observed due to gas bubbles bursting at the interface. Although it is not inherently a plasma
process, the driving forces are the discharge gas heating. Additionally, these droplets can enhance
the mass transport of liquid-phase species toward the gas phase. This was confirmed by OES
that droplets’ emissions are from salt particles in the electrolyte and excited OH radicals from the
water molecule dissociation. These findings substantiate a new approach to the mass transfer from
the liquid and control of discharge by dispersing plasma-activate liquid into the gas phase and
chemically and ionically enriching the plasma–liquid interaction.
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From the aforementioned diagnostics, the couplings of pattern dynamics with gas phase oper-
ation, heat, and chemical dynamics were examined and found to provide useful insights into the
SOP mechanism. In addition, this work, by using diagnostics, elucidated the complex coupling of
the liquid phase to the gas phase driving discharge. At its core, the SOP problem is a manifestation
of an interfacial process driven far from equilibrium–nonequilibrium thermodynamics. It is hoped
that the data acquired by the suite of diagnostics in this thesis not only facilitates the understanding
of SOP formation but also provides modelers with the parameters necessary to model this very
complex system.
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CHAPTER 1

Introduction

1.1 Non-Thermal Atmospheric Pressure Plasma

Plasma, distinct from solid, liquid, and gas, is colloquially considered the fourth fundamental state
of matter. But in general, there is no distinct phase transition between for example a hot gaseous
state and a plasma. Nevertheless, the physical properties of the plasma state are distinctly different
from common states of matter. The name plasma was first used by physicist Irving Langmuir [1] in
direct analogy with blood plasma. Plasma can be described as a cloud of ions and electrons with or
without neutral particles. Counterintuitively, it is the most abundant form of visible ordinary matter
in the universe, and vastly exists in stars and the intergalactic medium [2]. Yet the plasma occur-
rence in Earth’s natural environment is less energetic than stars’, as observed in lightning, aurora,
and the ionosphere. Since plasma comprises energetic particles that respond to electromagnetic
fields and participate in sophisticated interactions, many technologies exploit such control allow-
ing for the realization of numerous applications such as fluorescent lamps, surface modification,
etching processes, plasma chemistry, beam source, etc [3].

Plasma is generally classified into two categories: low-temperature plasma and high-
temperature plasma. Here, ”temperature” refers to the thermodynamic temperature which is
defined in terms of the average kinetic energy (velocity) of a gas or collection of particles in its
thermal equilibrium. The most probable velocity distribution at thermal equilibrium is described
as Maxwellian distribution:

Maxwellian distribution

f(v) = n(
m

2kBT
)
3
2 exp(− mv2

2kBT
) (1.1)

where v, n, m, and T are the particle’s kinetic velocity, number density, mass, and thermo-
dynamic temperature, respectively. By integrating the distribution with kinetic energy and then
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dividing by density, the average kinetic energy is ⟨ϵ⟩ = 3
2
kBT . Nonetheless, it is the usual practice

to consider T = 2⟨ϵ⟩
3kB

even at non-equilibrium.
High-temperature plasma means nearly all the particles are ionized and they are in thermal

equilibrium with electrons. It is usually found in Q-machine plasma, star, or fusion plasma. Low-
temperature plasma usually refers to particles’ temperature T < 106K and can be further subdi-
vided into thermal plasma and non-thermal plasma [4]. Thermal plasma is in local thermal equilib-
rium (quasi-equilibrium) where the heavy particles reach almost the same temperature as electrons
via elastic collisions even though not ionized. Such conditions can be achieved in arc discharge
and combustion plasma. Non-thermal plasma, on the other hand, refers to the non-equilibrium be-
tween electrons and heavy particles (Te ≫ Ti ⩾ Tg) due to less frequent elastic collisions and low
ionization rate. Most of the plasma in laboratories or industries can be classified into non-thermal
plasma, such as glow discharge, radio frequency discharge, and pulsed discharge.

Among the variety of non-thermal plasma applications, atmospheric pressure plasma draws
increasing attention for its low cost and simplicity. Operating a plasma in atmospheric pressure
means no need for a vacuum chamber or working gas, hence it can be relatively easy to adapt
with line processing or fabrication industry. However, at atmospheric pressure, a large portion
of energy transfer between electrons and neutral gas ends up heating the gas through excitation,
dissociation, and relaxation. Many of these processes are exothermic and exponentially dependent
on gas temperature thus inducing thermal instability [5]. The lack of working gas and chamber
wall also limits the cooling rate of the plasma. Because of this, many plasma sources have been
developed or modified to overcome this issue, including nanosecond pulse discharge, dielectric
barrier discharge, helium discharge, micro discharge, and fast-flow discharge [6]. The background
of this work originates from the effort to innovate an efficient atmospheric non-thermal plasma
where a DC glow discharge operates with helium gas and a liquid electrode.

1.2 DC Glow Discharge at Atmospheric Pressure

A glow discharge is initiated by seed electrons near the cathode which are then accelerated by
the external electric field towards the anode and producing electron-ion pairs along the way. This
process will multiply and create an “avalanche”. Energetic ions drift to the cathode and produce
secondary electron emissions by overcoming the cathode work function. When the number of
secondary electrons emitted at the cathode equals the electron current collected at the anode, the
discharge is self-sustaining where typically it is luminous. In this case, the discharge has experi-
enced a breakdown. A large number of charged particles will form space charge and thus perturb
the local electric field then re-organize the distribution of the particles. Fig 1.1 shows the normal
glow discharge visual structure and species distribution. The non-homogeneous structure origi-
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nates from the aforementioned charged particles’ energy and density distribution.

Figure 1.1: Physical parameters distribution in a glow discharge: (a) structure, (b) light emission,
(c) potential, (d) electric field, (e) current density, (f) electron and ion densities, (g) charge density

[5]

1) Cathode fall region

The cathode fall region starts from the cathode and ends at the negative glow region. Adjacent
to the cathode is the Aston dark space where secondary electrons accumulate before being
accelerated by the cathode sheath potential. Cathode glow represents neutral gas excitation and
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electron-ion recombination when low-energy electrons meet drifting ions. Then at the cathode
dark space, an external electric field further accelerates the electrons to cause the negative glow
region by inelastic collisions with neutral gas. This region’s thickness is inversely proportional to
the pressure because it is correlated with collisional mean free path λ = 1

Nσ
and can be estimated

by simple numerical calculations as Eq 1.2 [5]. At Faraday dark space, electrons will re-accelerate
and establish quasi-neutrality (ne ≈ n+).

d(cm) ≈ 0.05cm/p(Torr) (1.2)

2) Positive column

The plasma in this region is rather uniform and satisfies quasi-neutrality. The acceleration of
electrons from the electric field is balanced by the loss of energy including ionization, excitation,
electron–neutral elastic scattering collision, and ambipolar diffusion. In a sense, it can be seen as
a ”resistor” that consumes energy by Joule heating.

3) Anode region

Wherever the positive column reaches the anode electrode, an anode sheath will be formed by the
presence of space charges. Electrons will be accelerated across the sheath potential at the anode
dark space and excite neutral gas at anode glow region.

Fig 1.2 illustrates the I-V characteristics and different discharge regimes of DC plasma. At
very low voltages (region AB, dark discharge), there are not enough charged particles to produce
a self-sustaining discharge, and the current is measured in random bursts. The region BCD is
often called the Townsend discharge region where the voltage is high enough to form an avalanche
of electrons. Here, the discharge current grows exponentially and is controlled by an external
impedance either from the power supply or a resistor. An increase in voltage or decrease of the
external resistance leads to the growth of the discharge current, plasma density, and reconstruction
of the electric field. Once the voltage is across the breakdown threshold (point D), the plasma
density will become stabilized with the fully reconstructed electric field shown in Fig 1.1. At the
plateau near G, the plasma becomes more electrically conductive and its current is unlimited by
the applied voltage which is the basic feature of normal glow discharge (10−4−0.1A). The further
current increment will be distributed as the radial expansion of the cathode/anode spot and plasma
column because the plasma current density is constant. However, the size of the plasma is limited
by particle diffusion, volumetric electron loss, or recombination at the chamber wall and once
the expansion stops further current growth requires a voltage increase to provide higher current
density. This is called the abnormal glow discharge at the interval HI. Beyond the abnormal glow
(region IJK), the high current density would cause intense Joule heating and ion bombardment of
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the cathode and lead to thermionic emission electron which is more efficient than the secondary
electron emissions. Thus the discharge operates in a high current and low voltage mode called an
arc. The plasma column will contract into hot filaments due to overheating.

Figure 1.2: Current-voltage characteristics of a DC discharge [7]

Analogously, direct current plasma at atmospheric pressure is observed to form with morpholo-
gies nearly identical to a low-pressure glow discharge. Such discharge provides some attributes
that can compete with the traditional atmospheric plasma source. It is more uniform than those
filaments formed in pulsed discharge and a DC high voltage power supply is cheaper and readily
available. A normal glow discharge can expand its volume either axially via increasing discharge
gap and voltage or radially when the total current increases. Having a large volume of nonequilib-
rium plasma at atmospheric pressure could enable a low-cost and mass-production capability in the
plasma processing industry. Although most of the glow discharges run at 10 mTorr to a few Torr,
operating a DC glow discharge at atmospheric pressure was proved to be possible yet problematic
[8, 9].

The foremost concern is the glow-to-arc transition where the current density goes beyond a cer-
tain threshold and the plasma becomes thermalized. This difficulty comes from both the heating
process and cooling process. Unlike atomic species, nitrogen and oxygen molecules in the air fea-
ture more complex collisional processes and many of them are exothermic. Popov pointed out that
the most prominent fast heating processes are dissociation of O2 by electron impact and quenching
of electronically excited N2(B

3Πg,C
3Πu, a

′1Σ−
u ) molecules by oxygen and excited O(1D) atoms

by nitrogen [10]. Here “fast” means the reaction happens quicker than vibrational-translational re-
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laxation which is also an important heating process that typically happens in ∼100 µs. In addition,
these processes’ rate coefficients are exponentially dependent on the gas temperature which can
lead to positive feedback and thermal instability.

Running at atmospheric pressure means the electron-neutral collision frequency is high (1010−
1012s−1) and so as those exothermic reactions. On the other hand, the cooling mechanism of
atmospheric plasma is more limited since there is no chamber wall for heat conduction and the
heavy molecule species have longer diffusion time (τD = R2/D) than the light atoms. Here R is
the positive column radius and D is the diffusion coefficient of ions and neutrals which depends
on the mean free path D ∝ T

3/2
g /p [5]. To achieve a heat balance, the current density is limited

by the heat transfer rate which is correlated with the gas diffusion rate. The atmospheric pressure
deteriorates the neutrals’ diffusion rate posing a challenge to cooling and restricting the current
density. Overall, the high gas temperature and thermal instability limit the area of atmospheric
pressure plasma applications and have to be resolved.

On account of the thermal issue, many methods have been proposed. To reduce the overheating
from exothermic reactions, light atoms such as helium have faster diffusion time, high thermal
conductivity, and do not have vibrational or rotational states which make them more efficient to
be ionized [11]. At the positive column, introducing helium can increase the ionization efficiency
and suppress the Joule heating and thermal instability. Alternatively, high-speed air can be used
to increase the cooling rate by decreasing the gas residence time and a stable glow discharge is
attainable [12]. The thermal instability that leads to the glow-to-arc transition usually starts near
the cathode driven by the strong electric field. Using an external electron emitter, a micro hollow
cathode discharge, to replace the secondary electron emission mechanism can avoid the cathode
fall region and stabilize the glow discharge at atmospheric pressure [13]. Electrodes can also be
cooled by water to extend the current threshold of atmospheric glow discharge [8]. A liquid elec-
trode could also support a stable atmospheric glow discharge [14] and can be useful in electrolysis
[15]. In fact, applying a liquid electrode in an atmospheric glow discharge proved to not only help
cooling but also coincide with a rich area for plasma-liquid interactions. The introduction of liquid
opens up multiple coupling channels of processes and the potential for applications.

1.3 Plasma-liquid Interaction in DC Glow Discharge

Plasma-liquid interaction involves complicated coupling processes encompassing many fields such
as plasma science, fluid dynamics, heat and mass transport, multiphase chemistry, photolysis, and
aerosol science, hence a multidisciplinary community of research is being cultivated along the
growing interest [16]. Plasma-liquid interaction had its early start centering around electrolysis.
Gubkin first explored electrical discharge interactions with liquids using glow discharge electrol-
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ysis to extract silver particles from AgNO3 solution [17]. The discharges provide free electrons
that recombine with the silver ions at the plasma-liquid interface and this mechanism is still the
foundation of the synthesis of nanoparticles to this date. In recent years, progress has been made
involving environmental [18] and biological [19] applications which also reveal more and more
mysteries in the plasma-liquid interactions.

In an atmospheric glow discharge with liquid anode, the major coupling processes are mass and
heat transfer, fluid dynamics, species transport, and chemical reaction. Although these processes
feature different lengths and time scales, a series of mechanisms couple them together and thus
comprehensive diagnostics are required to uncover them. When a glow discharge is initiated above
the liquid, the gas heating from exothermic processes will raise the gas temperature to 2000K, and
the thermal energy is dissipated to the ambient air and liquid electrode. The Joule heating in the
gas phase is highly localized (> 300W/cm3) which drives gas expansion and affects the plasma
size. One of the major heat transfer mechanisms is the natural convection of air accompanied by
forced convection if an injected working gas is used [20]. At the plasma-liquid interface, heat
transported by vapor from the heated water balances the incoming heat deposition. These vapor
molecules would quench the major species in the plasma and affect their excitation lifetime which
sometimes poses issues for inferring excited states population using optical diagnostics [21]. The
anode sheath thickness is correlated with the Debye length (∼ 100 µm at atmospheric pressure),
and the introduction of vapor would reduce the electron temperature by additional attachment
loss and raise the field strength at the anode. The gas convection also affects the air entrainment
and vapor concentration in the plasma column which has an impact on chemical reaction and gas
heating [22]. In addition, many of the exothermic reaction coefficients are exponentially dependent
on the gas temperature whose profile would be altered by evaporation and air cooling. In the liquid
phase, the evaporation drives convection flow right under the plasma attachment which mixes the
aqueous species and enhances their transport [23][24]. Such coupling among the species collision
process, thermal dynamics, mass and heat transfer only partially represents the whole picture in
Fig 1.3.
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Figure 1.3: Schematic of the major dynamics and mechanisms for atmospheric DC glow
discharge in contact with water

Figure 1.4: Schematic diagram of some of the most important species and mechanisms for an
Ar/air plasma in contact with water [16]

The plasma chemistry is more complex in the plasma-liquid interaction due to the presence of
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air, vapor, and interfacial regions. Fig 1.4 describes some of the major species and their reaction
channels in the plasma-liquid interactions. At the gas phase, the water vapor from evaporation
greatly enhances the corresponding species production rate such as O, H, hydroxyl radical, and
H2O2. Macroscopic droplets can be ejected from the liquid phase by the burst of bubbles [25]
and function as vehicles for sending the aqueous species such as salt ions [26] or escort the gas
phase species to the liquid phase [27]. On the microscopic scale, the water molecules would form
clusters with ions and change their mobility and reaction path. The nucleation of molecules in
the vapor is an important subject in nanoparticle synthesis and aerosol science [28] and has great
potential in applications [29]. At the plasma-liquid interface, energetic electrons become solvated
electrons and form additional pathways for aqueous species including (OH−)aq, (O

−
2 )aq,H2,H2O2

[30]. The in situ diagnostics of chemistry in plasma-liquid interface and liquid phase is always
challenging due to the presence of short-lived species and small length scale [31, 32].

1.4 Self-organization in DC Glow Discharge with a Liquid An-
ode

One particular phenomenon that draws our attention is the highly dynamic self-organized pattern
found to form under certain conditions on the surface of a DC glow discharge with liquid anode as
shown in Fig 1.5. Plenty of self-organization phenomena can be found in nature. Fig 1.6a shows
the hexagonal north pole of Saturn, which is hypothesized to be related to the intense jet stream
interactions with the otherwise atmospheric uniform composition. Fig 1.6b reveals the Fibonacci
sequence in fingerprint patterns and snail shell morphology.

In general, self-organization is the spontaneous formation of spatial, temporal, structures or
functions in systems composed of few or many components. “Spontaneous” means the interac-
tions among the system’s components are executed using only local information, without reference
to the global pattern [33]. One of the classic theories on self-organization in chemistry was pro-
posed by Alan Turing, which was referred to as reaction-diffusion system [34]. Reaction-diffusion
systems usually are comprised of two components where an activator provides a reaction and the
inhibitor neutralizes the products or their diffusion. Feedback governs their growth and interaction
and these local interactions form a coherent pattern in space or time. Such systems are ubiquitous
and so in plasma science. Pattern formation however is not unique in atmospheric pressure DC
glow discharge and can be observed in low-pressure cathode surface [35][36]. It is believed that
some bifurcation events due to small changes of controlling parameters such as normal current den-
sity and electrode properties prompt different configurations of cathode area [37]. In nanosecond
pulsed discharge, the plasma filaments can form SOP and affect the performance and efficiency of
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(a) 20.3 mA (b) 59.2 mA

(c) 85.5 mA (d) 105.6 mA

Figure 1.5: Self-organized pattern on the liquid anode of a DC glow discharge at various
discharge currents

its applications. In the context of the reaction-diffusion hypothesis, the ionization in the applied
field enhanced by the surface memory charges function as the activator while the inhibitor is due
to the charging of the dielectric which limits the radial diffusion of a filament [38].

Coupled with the plasma-liquid interaction, the SOP of DC glow discharge with liquid anode
is more complicated. This phenomenon was reported firstly without a working gas in [41][42]
where the pattern is mainly shown as a “rim” at the edge of an unstable conical plasma column.
Then, Shirai et al observed a stable and evolving pattern when a miniature helium flow is applied
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(a) Saturn’s Hexagon pole [39]
(b) Fibonacci sequence found in shell and fingerprint

[40]

Figure 1.6: Self-organization in nature

[43]. He pointed out the importance of air entrainment in the pattern formation. Verreycken et al

reported the pattern area would increase at low liquid conductivity [44]. A more comprehensive
study was conducted by Shirai et al which suggested that many electrical conditions including
discharge gap, helium flow rate, liquid conductivity, temperature, and discharge current can affect
the pattern dynamics [45][46][47]. More importantly, oxygen in the air was found to be critical
for SOP formation since the nitrogen shielding gas will preclude the self-organized pattern as
shown in Fig 1.7. Zhang et al observed the variation of pattern shape with different acids and it
was possibly a result of electronegative gases from electrolysis at plasma-liquid interface [48]. In
addition, the electrolyte composition could also affect the morphology complexity of the pattern
in Fig 1.8 which may be related to the ionic strength of solution [49, 50]. The time scale of the
establishment of SOP (100 µs) was reported in [51]. This time scale is not within the transient
collisional and relaxation process but is more similar to timescales of gas convection, evaporation,
and gas heating. The above findings show the sophisticated correlations between SOP and the
coupling processes in plasma-liquid interactions.

Besides the experimental efforts, many theoretical models have been examined to reproduce the
pattern dynamics. Trelles showed a plasma pattern appearing on the surface of solid anodes in arc
discharges using a time-dependent 3D fluid model and the results qualitatively match with the ex-
perimental case [52]. Bieniek applied the multiple solution theory and reported that the simulated
pattern spots behave like mini-cathode spots, in that the sign of the current density and electric
field is reversed [53]. Rumbach et al treated the SOP as a reaction-diffusion system where electron
impact ionization serves as an autocatalytic reaction [54]. Due to the complexity of plasma-liquid
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Figure 1.7: Dependence of the pattern formation on the gas species around the discharge. (a)
Without a sheath flow (helium flows through ambient air). (b) With an nitrogen sheath flow of

1000 sccm[47]

Figure 1.8: Dependence of the pattern formation on the electrolyte composition [49]

interactions, it is challenging to include all the dynamic processes when simulating the pattern
mechanism. Recently, a one-dimensional multiphase model was presented [55]. It includes a com-
prehensive reaction network for both plasma and water chemistry and species transport between
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the two phases.

1.5 Thesis Overview

The overarching goal of this thesis is to understand the role of the coupling processes prevailing
at the plasma-liquid interface that ultimately give rise to the formation of self-organized patterns.
Specifically, the summary of findings from the experimental investigation of five scientific
questions will be presented in this manuscript.

1) What are the discharge operating conditions that give rise to and affect the self-organized
pattern dynamics? Candidates explored in this work include discharge current, discharge gap,
work gas flow rate, the cathode’s orifice diameter for gas injection, liquid phase conductivity, and
liquid temperature.

2) How do plasma discharge conditions change with the onset of self-organization of the
anode attachment and subsequent dynamical behavior (gas temperature, electron density, electron
temperature)? Are local or global plasma parameters more important to SOP formation?

3) Does the presence of electronegative gas (oxygen in the air) serve as a critical “ingredient”
for the establishment of SOP? Are negative ions important to pattern formation?

4) What role does plasma-induced liquid phase convection play in species mass and liquid
transport and how do these processes couple with the dynamics of SOP?

5) What is the origin of the aerosol droplets observed to form during the operation of DC glow
discharge with liquid anode? Their presence in the discharge along with electrons, negative and
positive ions constitute a complex plasma. How does the plasma interact with them?

The diagnostics in this work strive to examine each component of the coupling processes by
analyzing their importance and answering the above scientific questions. Chapter 2 will illustrate
the experimental setup and design that aims to satisfy the following investigation. In Chapter 3,
the basic plasma properties including I-V characteristic curve, reduced electric field, and current
density at the anode are recorded to map the threshold for various pattern modes. In Chapter 4, the
importance of oxygen, which can form negative ions in the discharge is explored. Negative ions
percentage is estimated experimentally to determine directly if there is a relation between their
presence and pattern formation. Chapter 5 focuses on the spatially resolved OES diagnostics of
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the plasma column. Specifically, the profiles of gas temperatures at various discharge conditions
are examined to find the temperature profile that favors the pattern. In Chapter 6, the plasma-
induced convective flow established in the liquid electrode is characterized using particle image
velocimetry. The morphology of the observed liquid phase convection was found to be coupled
to the pattern. Lastly, a fast, and non-trivial mass transport process at the plasma-liquid interface
was investigated in Chapter 7. The jet droplet originating from bubbles was found to drive this
transport process and can be facilitated by an air sprayer. The impact of droplets on the plasma
properties was also examined by OES.
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CHAPTER 2

Atmospheric DC Glow Discharge with Liquid Anode

2.1 Discharge Instrument and Liquid Circulatory

The experimental setup described in this section constitutes the core experiment component for the
following chapters where additional parts are added for individual diagnostics. The discharge is a
gas phase DC glow discharge with a pin-to-water configuration as illustrated in Fig 2.1. The plasma
is powered by a high-voltage DC power supply (Gamma High Voltage Research RR3-333R) which
can output up to 3 kV (< ±0.01%) and 333 mA (< ±0.005%). Note that the AC component in
the DC power supply can produce periodic voltage fluctuations that look like ripples. In our case,
the ripples have a scale of 0.05% at 60 Hz. It is possible that these fluctuations could potentially
provoke some dynamics of the SOPs such as the random rotation and drift although this is not
explored thoroughly in this work. In a normal glow discharge regime, raising the discharge power
or current does not inflict a corresponding change in the discharge voltage. On the other hand, the
power supply is voltage-regulated thus requiring a ballast resistor. A 15 kΩ resistor is installed
between the power supply output pin and charged electrode to allocate the additional voltage drop
when the plasma current is increased. In addition, the resistor protects the power supply from
potential short circuit events. Occasionally, a smaller resistance (5 kΩ) is installed instead when
a deionized liquid anode dissipates high voltage drop. The discharge voltage is measured at the
charged electrode by a high voltage divider (Tektronix P6015A, maximum error < ±3%) that
attenuates the electrode voltage by 1000 times. The current is measured by a Hall effect DC/AC
current sensor (Tektronix TCP030A, maximum error < ±3%). Both probes’ signals are analyzed
and recorded by an oscilloscope (Tektronix MDO 3054). The charged high-voltage electrode is
a brass rod of 6 mm in diameter and 120 mm in length. The rod electrode is hollow inside and
functions as a nozzle that allows the working gas to flow through. The electrode has an orifice
(diameter 0.5 and 1 mm) at the end and different orifice sizes have been shown to affect SOP
dynamics. Helium gas is used as working gas and its flow rate (100-500 sccm) is regulated by
a flow controller (Alicat MC-10SLPM). The discharge gap is controlled by a linear motion stage
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(Velmex Motorized XSlide) where the brass electrode is installed. A silicon plate is connected to
the earth ground and immersed inside the liquid phase to collect the return current. Conventional
metallic electrodes would experience corrosion from the charge exchange process when immersed
in the water. The electrolysis reaction would release metal ions into the liquid and affect the
conductivity and purity. Interestingly, obvious erosion was observed on a silicon ground plate.
This is due to the continuous bubble formation which leaves acoustic cavitation [1]. Still, the
silicon plate is a stable and economical choice for an immersive liquid electrode.

Figure 2.1: Schematic diagram of glow discharge and liquid phase circulatory setup

The liquid phase is held in a lucite cubic container (2.25 inch side length) which enables optical
diagnostics. Discharge with liquid can change the liquid properties on a time scale of seconds. It
was found that the temperature near the liquid surface could reach 80 ◦C in a few minutes given
that the container volume was not large. More importantly, the SOP is sensitive to the liquid
properties which should be a controlled variable in the experiment. Given that, a water circulatory
system is built to circulate the container so that the liquid properties can be controlled and stay
constant. A bigger liquid tank is used to store the known properties of liquid and is pumped by a
peristaltic pump. The peristaltic pump works as its rotary rollers compress the flexible tube without
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contacting the liquid inside. Note that the pump’s mechanism causes a discontinuous flow at the
low pumping rate but this issue is resolved by installing a pulsation dampener just after the outlet of
the pump. After the liquid is circulated into the container, it overflows and leaks into an underneath
Petri dish and then drains back to the tank. When strictly controlled liquid properties are required,
the liquid is not recycled but fed from a tank only. The external tank provides a larger heat sink
to help maintain the temperature of the liquid container. With the circulation loop, the relaxation
time of the liquid phase properties including temperature and conductivity is greatly extended (∼
30 min). In addition, a low liquid temperature would prevent vaporization on the anode surface
which leads to a large increase in the resistance [2]. Most importantly, the circulation enables the
overflow to keep the liquid surface level stable and constant so that the discharge gap is strictly
controlled for operational parameter sensitivity analysis and spatially resolved OES.

2.2 Nitrogen Purge Box for Controlling the Ambient Oxygen

It is known that the SOP is sensitive to oxygen gas when added as a mixture in the feed gas [3].
Many gas-heating reactions are related to the presence of oxygen, including the dissociation of
oxygen, and vibrational-translational relaxation between nitrogen molecules and atomic oxygen.
Although the oxygen variable could be controlled by a mixing working gas or nitrogen shielding
gas, the forced gas flow would interfere with the convection, cooling rate, gas residence time, and
plasma thermal balance. Running the shielding nitrogen gas not only lowers the oxygen fraction
but also increases the convective cooling rate which makes it difficult to investigate the gas heating
contribution from the oxygen gas alone. On the other hand, adjusting the ambient oxygen fraction
via running the discharge in a sealed box would preclude the influence of other variables as far
as possible. As shown in Fig 2.2, a purge box was built with 30.5 cm width (1.27 cm thickness)
cast acrylic plates and a detachable wall at the front. At the back panel, various ports provided
feedthroughs for electrical connection, signal communication, gas inlet, and a purge valve to re-
lease excess pressure. When the ambient oxygen fraction needs to be controlled, the front plate
is installed with a sealing rubber gasket and held by two latches which isolates the discharge gas
phase from room air. The dry nitrogen gas is fed through a port at a high position and the excess
gas is released by a purge valve at the bottom position. A fluorescence-based optical oxygen sen-
sor (GasLab SAN-20 Oxygen Safety Monitor) was installed inside to indicate the oxygen level. In
future work, a glow discharge with liquid electrodes could also be operated in a few Torr inside the
purge box by depressurization.
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(a) Glow discharge in the purge box (b) Glow discharge on liquid surface

(c) Back panel with various ports

Figure 2.2: Purge box for controlling the ambient oxygen
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CHAPTER 3

Sensitivity of Self-organized Pattern to Operation
Variables

3.1 Introduction

Operating an atmospheric glow discharge follows the fundamental mechanism of low pressure
plasma yet it is necessary to analyze and optimize the parameters to fit its application needs. Two
major elements feature the most important differences: 1) Operating at atmospheric pressure is
cheaper yet overheating and thermal instability can be problematic. The air and humidity in the
gas phase complicate the plasma species composition and associated chemical reactions; 2) The
presence of liquid electrodes establishes many new coupling processes and channels for reactive
species. Many parameters in the liquid and plasma-liquid interface are non-linear with the oper-
ating variables. As reviewed in section 1.4, SOP is sensitive to many variables including oxygen
fraction [1], liquid conductivity [2], liquid temperature [3], and discharge current [4]. Conducting
comprehensive diagnostics on the correlations between the variables and pattern dynamics would
be paramount.

Research on the characteristics of glow discharge over a liquid electrode is not scarce. Staack
et al investigated a glow discharge over a metallic electrode and found that the radius of such
discharge is the result of balancing heat generation and cooling by particle diffusion [5]. Titov
et al reported the electric field at the positive column of 900 V/cm and the independence of the
N2 vibrational temperature of discharge current [6]. Verreycken et al measured the change of
plasma current density and the correlations of SOP with the discharge current [2]. Results indicated
that the pattern spots linearly increase with elevated current and the pattern diameter increases as
the water conductivity decreases. A conical shape DC glow discharge over a water anode was
reported by Miao et al who investigated the discharge structure’s change with the variation of liquid
conductivity, cathode diameter, and air gap [7]. Zhang et al showed that different acid electrolytes
can stimulate distinctive pattern shapes and hypothesized that it is attributed to the electronegative
gas from electrolysis [8]. Another research on the impact of electrolyte type was conducted by
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Kovach et al suggested that SOP presents varying degrees of complexity on different electrolytes,
especially in the unstable lower current regime [9]. Shirai et al conducted several experiments
to show that a larger discharge gap, higher liquid temperature, the presence of oxygen, and high
liquid conductivity all favor the formation of a pattern [10, 4, 1].

Importantly, consistent characteristics of the plasma and the associated SOP can be found across
the board in the aforementioned research studies though they were conducted under different ex-
perimental conditions. On the other hand, strict control over experimental variables is necessary
when investigating their individual impact. For instance, the Joule heating at the plasma column
evaporates the water at a rate of 1.28 mL/min, leading to liquid surface level drops and thus an
increase in the air gap. The liquid conductivity and temperature rise at the same time and af-
fect the pattern dynamics [11]. The pattern and plasma could respond to not only the actively
adjusted parameters but also these passive dynamics. The goal of this chapter is to perform a
comprehensive measurement of the plasma properties and pattern dynamics on the change of var-
ious parameters including discharge gap, current, working gas flow rate, nozzle orifice size, liquid
conductivity, and liquid temperature. Current-voltage characteristic curve, electric field, and the
SOP area will be measured and their sensitivity with the above parameters will be investigated. In
addition, a Schlieren diagnostic is implemented to visualize the fluid convection at the periphery
of the plasma column where heat transfer and air entrainment are coupled. Combining the above
measurements, the coupling mechanisms among the gas phase, liquid phase, and plasma physics
and their importance in pattern dynamics are discussed.

3.2 Diagnostics Method

3.2.1 Electrical Parameters

A typical I-V characteristic curve is shown in Fig 3.1 where the black curve is the total voltage
including the plasma column and liquid phase. The error of voltage and current is within ±3%

and applied to all the following I-V measurements. The impedance of the liquid phase and sili-
con ground plate contribution was measured by immersing the cathode in liquid which was then
subtracted from the total voltage. The red curve represents the plasma-only impedance. The red
curve now presents a negative slope at low current attributed to the gas temperature rise which
is known in the glow discharge operation. Note that the measured liquid impedance (blue curve)
would not be the same as those in plasma operation since the contact area, liquid convection, and
electrolysis process will be different. On the other hand, the liquid impedance mostly depends on
the liquid conductivity as demonstrated in Fig 3.2, thus this method is reliable to deduce the I-V
characteristic curve. Besides the plasma impedance, the estimation of the electric field should also
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be included for it governs the energy input into the electrons. However, it is the usual practice
to use the reduced electric field E/N because it also includes the electron-neutral collision loss
which balances with the ionization. In our case, the reduced electric field is measured with the
change of discharge voltage when the discharge gap is varied. The neutral density is estimated by
the rotational temperature of the nitrogen second positive system spectra N2(C− B) that is fitted
with a kinetic model [12].

Figure 3.1: Current-voltage curve of glow discharge and liquid phase (liquid conductivity:
1.05 mS/cm, temperature: 28 °C)
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Figure 3.2: Current-voltage curve of liquid phase at different conductivities

3.2.2 Imaging of the Self-organized Pattern

The documentation and diagnostics of a SOP usually rely on a conventional imaging recording
device. In this case, a CMOS camera (Photron FASTCAM miniUX100, resolution 1280x1024,
exposure time 20 µs) is used to capture the SOP image. An issue for the pattern image acquisition
was noted when the electrode obstructed the normal angle line of sight of the pattern. Thus, the
camera was pointed at the SOP with a 45 degree angle, and the perspective distortion was fixed
by the keystone correction method [13] in the post-processing function as shown in Fig 3.3. The
emission from a SOP is the anode glow where energetic electrons accelerated by the anode fall
electric field excite nitrogen molecules. Estimation of its surface area can provide insights into
the anode current density and how it affects the plasma operations. Fig 3.4 presents the post-
processing of the pattern image. First, the histogram equalization method is used to increase the
global contrast of the image. The bright positive column superposes the pattern and interferes with
the area estimation. This is addressed by stretching the color spectrum. This enhances the color
separation across highly correlated channels and the pattern area is much more visible than the
positive column. Finally, a color spectrum filter is applied to isolate those pixels representing a
SOP. Specifically, the pixels’ blue channel value smaller than 60% of the channel size are filtered
out which leaves the pattern image. Counting the number of the rest pixels and times the pixel
length scale indicates the pattern area. Unfortunately, such a method is not ideal at a current
higher than 80 mA where the volumetric heating causes extensive vapor and bright emission from

29



the positive column. They heavily interfere with the pattern image and deteriorate the accuracy
and precision. It is also worth noting that sometimes the streaking shape in a dynamic pattern is
a motion blur which causes difficulties in surface area estimation. In addition, the pattern may
not fully represent the conductive channel of the anode since the positive column lacks the self-
organized shape yet the extent of the pattern is correlated with the column size. Therefore, the
estimation of pattern size and anode current density is based on the perimeter (SOP footprint) but
not the emission area.

Figure 3.3: Keystone correction for the acquired image
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Figure 3.4: Estimation of the pattern area using post-processing and color spectrum filter

3.2.3 Schlieren Diagnostics

Schlieren imaging is a classical diagnostic method used to visualize the fluid flow field. The
diagnostic is sensitive to variations in density gradients due to pressure from high-speed flow or
expansion from heat as these give rise to variations in refractive index [14]. The fundamental
principle is to have a collimated light beam in z direction pass through the objects of interest
in which refractive-index gradients ∂n/∂x and ∂n/∂y refract light rays in a small angle. The
refracted rays are brought into a sharp focus by a parabolic mirror and then blocked by a razor
edge or spatial, leaving the undisturbed rays. Thus, the image with prominent contrast is registered
where dark regions indicate the density gradient and bright regions correspond to the homogeneous
medium. Such diagnostic is proved to be straightforward and has been successfully used in many
plasma sources since the gas phase is transparent and heat convection usually coexists with a
discharge [15].
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Figure 3.5: Schematic of a Z-Type Schlieren setup

Fig 3.5 illustrates a Z-Type Schlieren setup that is used to visualize the fluid flow of the glow
discharge with a liquid anode. It consists of a halogen lamp as the light source, a condenser lens to
concentrate the lamp light towards the mirror, an adjustable slit (0.5 mm opening) to configure the
measurement range, a pair of parabolic mirrors to create the collimated rays (focal length 75 cm,
f/D = 10), another slit used as knife edge to change the sensitivity, a focusing lens to concentrate
the rays into the camera, and a digital camera (Photron FASTCAM miniUX100) to record the
image.
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3.3 Plasma Column Dynamics

3.3.1 Basics and Structure

Figure 3.6: Structure of the discharge column (discharge at 30 mA, -930 V)

Observing the shape of an atmospheric plasma is especially important since the high pressure
would greatly decrease the particles’ mean free path and thus the macroscopic geometry is more
constricted and informative. A snapshot of the discharge over the liquid anode is shown in Fig
3.6. Surprisingly, its features are analogous to a low-pressure glow discharge. A bright cathode
fall region lies under the electrode nozzle and comprises cathode glow, cathode dark space, and
negative glow. Cathode glow’s thickness is estimated to be 200 µm. As was discussed in the section
1.2, the thickness of the cathode, and anode glow region depends on the order of the electron mean
free path which is about 66 µm according to Eq 1.2. This can explain the very thin cathode dark
space that is barely seen between the cathode glow and the negative glow. The cathode and anode
voltage drop can be estimated by the linear curve of the discharge voltage as a function of the
discharge gap when extrapolating it to zero gap. Normally, the positive column has an electric field
strength between 600-800 V/cm, and subtracting it leaves one with the cathode and anode voltage
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drop that ranges between 290-450 V which is close to 370 V for an air discharge in between brass
electrodes [16]. An electric field over 20 kV/cm is estimated via the emission ratio of N+

2 (B −X)

versus N2(C −B) whose excitation threshold is different [17].
Near the end of the negative glow follows the less bright and diluted positive column. Inter-

estingly, the positive column is not homogeneous in the transverse direction where the center is
purple and surrounded by sparse hot air emission as a bulb shape. OES suggests that the purple
emission is mostly from nitrogen’s second positive system (N2(C − B)) whereas the bulb shape
is from OH(A − X) emission. The differences between the brightness and density are owing to
the weaker electron energy distribution function (EEDF) at the periphery of the positive column at
a high energy range not only due to the faded electric field but also stronger collisional loss with
the neutral molecules. On the other hand, nitrogen N2(C − B) emission has the electron energy
threshold of 11.2 eV [18] whereas OH(A−X)’s 4 eV threshold [19] is much lower and thus easier
at low EEDF.

On the plasma-liquid interface, a bright planar anode glow can be observed and its size grows
with the positive column and current. This size change is to accommodate the additional current
for constant current density and heat balance which will be elucidated later. The anode glow
is organized due to the negative space charge gathering near a relatively positive electrode surface
and becoming a sheath. On metallic electrodes, the glow resembles a small but bright spot whereas
a sophisticated pattern is formed on a liquid anode. Although a SOP’s diameter is correlated with
the positive column and as is the anode current density, no corresponding self-organized structure
can be found in the positive column. The anode glow has a 100 µm thickness and its emission
mostly consists of N2(C−B) and N+

2 (B−X). An obvious emission of N+
2 means a strong sheath

electric field is formed which establishes the SOP while its radial field distribution is unknown and
critical to understanding the detailed mechanism.

3.3.2 Plasma Column under Various Conditions

The operation variables can impose significant impacts on the discharge column as can be seen in
Fig 3.7. The positive column at 30 mA is rather constricted since the gas temperature is low and
does not fully expand the neutral gas. As the discharge current increases, so as the total discharge
power, the diameter of the positive column experiences remarkable growth whose growth rate with
medium current is fast but slower at high current. This size change comes from the need for
heat balance and constant current density. In a self-sustained glow discharge, the potential drop
over a cathode layer is constant and only changes when the electrode material or gas composition
differs. This normal voltage drop across the cathode layer guarantees a critical ionization rate
for producing electrons and ions to sustain the discharge, so a normal glow discharge would have
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unchanged current density and the increased current would need a larger area to dissipate.
On the other hand, the size change can also be coupled with the heat transfer process. The

positive column is a volumetric heat source that is cooled by the heat conduction at the cathode,
heat transfer at the radial surface, and the evaporating heat exchange at the liquid anode. Here, we
mainly discuss the last two processes since the cooling on the brass electrode is constant. The heat
balance in a glow discharge column is:

Q = I(Vc + E × d) = 2πRd
k1(Tg − T0)

Rln(R∞/R)
+ πR2k2(Tg − T0) (3.1)

where Vc is the cathode fall voltage drop which is constant; E and d are the electric field and
length of the positive column, respectively; k1 and k2 are heat transfer coefficients at gas phase
and plasma-liquid interface; T0 is the ambient temperature; R is the positive column radius. If
k1, k2 stays constant, the radius R has to increase to balance the climbing power. Otherwise, the
increased temperature would further expand the gas volume and grow into a larger radius. More
importantly, the contribution of heat transfer at the anode and radial surface are not the same at
different radii. The heat transfer rate ratio between them is (R2ln(R∞/R))/d and increases with
the radius. This means the anode heat transfer becomes more important as the power increases.
Because the surface area of a circle grows with the second order of radius, the increase in radius will
be slower at a high current since the current density stays constant. Note that the comprehensive
thermal dynamics is more complex where the evaporated water vapor, convective flow, and liquid
circulation are evolved, but the increase of plasma column radial size with power is fundamental
for heat balance and constant current density.

35



Figure 3.7: Discharge column at different gaps and helium flow rates (first row 100 sccm 8 mm
gap, second row 100 sccm 4 mm gap, third row 300 sccm 8 mm gap)

When the discharge gap is halved as shown in the second row of Fig 3.7, the plasma column
changes correspondingly where the radius of the positive column and the anode both decrease
since the power of the plasma scales with gap d, so as the gas heating rate. Furthermore, the
smaller gap also decreases the entrainment rate of air into the plasma column which means a larger
mass fraction of helium atoms. This would decrease the attachment loss and energy input towards
the vibrational excitation of molecules. N2(C − B) emission also contributes more because the
evaporation is less intense and thus less OH is produced. The third row in Fig 3.7 shows the column
at 300 sccm helium and shares many features with the small gap case. The radius of the positive
column and anode are smaller than the low flow rate case since the higher flow rate decreases the
overall gas residence time and a higher helium concentration in the plasma increases the overall
thermal conductivity and lowers the discharge voltage needed as well as the gas heating rate. In
fact, the plasma column resembles an atmospheric pressure plasma jet (APPJ) though it is mostly
caused by the high-speed helium flow instead of the ionization wave found in an APPJ. A brighter
emission is also observed since the higher helium mass fraction limits the gas heating and electron
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loss to the collisions with ambient molecules, thus raising the electron energy.

Figure 3.8: Discharge column at various conditions (first row 90 µS/cm liquid anode, second row
1 mm orifice, third row 4 % oxygen in ambient air)

In Fig 3.8, the plasma columns under special conditions are shown. In the first row, the liquid
conductivity (90 µS/cm) is one order of magnitude lower than the other cases (∼1 mS/cm). Note
in this case there is a significant increase in the anode pattern radius which decouples from the
positive column size. In a plasma-liquid interface, the anode sheath electric field not only depends
on the plasma phase but also the ionic strength of the liquid phase [20]. Although the ionic
strength is not linearly dependent on the conductivity, they are closely related at low-value range.
The current density can be expressed in an exponential function of the liquid ionic strength:
Current density as a function of ionic strength[20]

j(Is) = j∞
1− exp(−κIs)

erf(
√
κIs)

(3.2)
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where Is is the liquid ionic strength, j and j∞ are measured and maximum normal current density, κ
is a scale factor. This inflicts an exponential decrease of the current density at low ionic strength and
thus the large anode glow radius is correlated with the low current density. The larger anode spot
is also ascribed to the space charge spreading near a lossy dielectric medium where accumulated
space charge would enhance the local electric field. The second row shows the plasma column
under the bigger nozzle orifice which does not change notably. However, the threshold of SOP
was shifted and it is correlated with the weakened gas boundary layer since the helium is prone to
diffuse at a lower flow speed. The plasma column under 3 % oxygen in the ambient air is shown
in the third row where several differences are observed. The anode glow is thinner (∼50 µm) and
smaller in radius since a low oxygen fraction gas phase manipulates the chemical reactions and gas
heating in the positive column. A thinner and smaller anode region implies that the sheath electric
field is weaker or there is simply more dissipation with a low oxygen level though a quantitative
analysis is unavailable in this work.

3.3.3 Neutral Gas Density Gradient in the Plasma Column

Figure 3.9: Neutral gas density gradient at different air gaps (Top: 8 mm gap, bottom: 4 mm gap)
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The remarkable difference of positive column relies on many coupling processes among which the
particle kinetics and thermal dynamics are the most important. Here a Schlieren imaging system
is implemented to visualize the neutral gas density gradient at the positive column which is driven
by the heat expansion so a thermal process can be indirectly analyzed. Fig 3.9 demonstrates the
density gradient at various air gaps. At the 8 mm gap, the heat expansion of gas creates a boundary
layer at 13 mm diameter. In contrast, the 4 mm gap forms a smaller boundary and gradient which
reduces the gas mixing. This would suppress the air entrainment to the positive column and thus
lower the gas heating rate. If the convection and heat expansion are critical for the air species
mass transport in the plasma, the coupling between gap and plasma parameters such as electron
temperature, and density is nonlinear.

Figure 3.10: Neutral gas density gradient at 300 sccm helium flow rate (Top: 0.5 mm orifice,
bottom: 1 mm orifice)

A higher flow rate of helium is also able to heavily affect the thermal process in the plasma
by affecting the air species’ mass fraction and chemical reactions. Fig 3.10 presents the neutral
density gradient of a plasma with 300 sccm helium flow rate. Compared with 100 sccm case in Fig
3.9, a conical shape boundary layer is established near the cathode orifice revealing the nonlinear
effect of flow rate. This jet structure would highly limit the entrainment of air and further reduce
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the gas heating rate. Helium is an atomic gas and features a strong diffusion tendency which makes
the flow speed a dominant factor in the plasma dynamics, not only the mass flow rate. The bottom
image in Fig 3.10 shows the gas density at 300 sccm helium but with a larger orifice. The conical
shape is replaced by a contracted “bottle neck” boundary layer that is wide and dissipated just like
the 100 sccm case. A large opening would help the helium to diffuse radially and fail to form a jet
which constricts the air mass transport and gas heating. This makes the low-speed but high-flow
rate helium operating conditions have a lower effective performance for cooling, plasma properties,
and pattern dynamics.

3.3.4 Current-voltage Characteristics

Figure 3.11: Current-voltage characteristic curve of plasma operated at different air gaps and flow
rates (conductivity 1.5 mS/cm)

Fig 3.11 plots the I-V characteristic curve of a glow discharge at different air gaps and flow rates
with liquid anode. Note that the current signals frequently come with fluctuations in the ∼ 100 µA
scale. These fluctuations are from the disturbance of the liquid surface, the spark on the brass
cathode, plasma column movement by the ambient air convection, and the SOP dynamics. Overall,
they do not remarkably affect the I-V characteristics. At low current, all the curves indicate a
negative slope dV/dI which was also reported in other research [5, 2]. This is partially related to
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the Joule heating in the positive column that a rising gas temperature with current reduces the local
neutral density thus reducing the need for electric field for a constant E/N . At the same time, the
growth of the discharge column and anode glow radius with current inflict the decrease of current
density that corresponds with the negative slope of I-V. A larger plasma column cross-section
along with the increased gas temperature and reaction rate both contribute to the reduced plasma
impedance at a high current.

Following the negative slope region, the discharge voltage enters a plateau regime where the
voltage is independent of the current. This is a manifestation of constant current density which
suggests the discharge is truly a normal glow discharge. The yellow and pink curves in Fig 3.11
plot the smaller gap’s I-V characteristics where the discharge voltage is correspondingly decreased
with the gap since the positive column has a uniform electric field. The blue curve shows the
plasma impedance at a higher flow rate is lower than the 100 sccm case. This is mostly attributed
to the low breakdown voltage of noble gas [21]. A higher helium flow can also decrease the
electron loss to the gas heating and vibrational excitation of the molecule species. On the other
hand, the discharge column and anode have a smaller radius and higher current density while it
fails to raise the impedance and counteract the helium’s cooling effect. Interestingly, not only the
total flow rate but also the cathode orifice can affect the plasma impedance which is shown in the
green curve. With a bigger opening at the nozzle, the boundary layer would be larger and introduce
more air mixing thus effectively weakening helium’s cooling effect just as using a lower flow rate.
The higher gas heating rate also makes the plasma column less contracted and allows more air
entrainment which has been discussed in the Schlieren results. Finally, a specific condition shown
in the red curve represents the plasma I-V when a glass sleeve (10 mm diameter) is implemented
around the plasma. In this case, the rate of ambient air entrainment is lower and shall be equivalent
to a higher helium flow for cooling the plasma. However, the plasma column size is physically
restricted by the sleeve like a chamber wall, and the plasma impedance starts to increase at a
higher current since the column could not expand to compensate for the higher power and current
density starts to increase. It is also possible that electron loss to the wall may contribute to the
change of I-V.
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Figure 3.12: Current-voltage characteristic curve of plasma operated at different conductivities
(8 mm gap, 100 sccm helium)

The impact of current density and anode size on plasma impedance can also be seen in Fig 3.12
where the 148 µS/cm liquid anode causes a steep negative slope of the plasma I-V characteristics.
Note that the negative dV/dI happens across the current range while all the other high conductiv-
ity cases have the same trend and same range of plasma impedance even though the conductivity
is varied in different orders of magnitude. A similar result was reported in [2] where it was spec-
ulated the liquid conductivity increased with current at the same time during the experiment. In
our case, the low conductivity water is fed by a tank although the liquid’s local properties near
anode attachment may be subject to a dynamic process. Across the different orders of magnitude
conductivity, the plasma column impedance only has a strong variation on the low conductivity ∼
100 µS/cm or 10 kΩ · cm. As Eq 3.2 suggests, the current density increases with ionic strength,
and low conductivity, usually also means low ionic strength, would initiate a large anode spot to
compensate for the low current density. Therefore, the development of anode size and positive
column would induce a decrease in plasma impedance.
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Figure 3.13: Current-voltage characteristic curve of plasma operated at different liquid
temperatures (8 mm gap, 100 sccm helium)

Fig 3.13 plots the plasma I-V running with various liquid temperatures (conductivity is ∼
875 µS/cm). The red curve representing the 70 ◦C case stands out significantly from the other
low temperature results. A higher liquid temperature would increase the evaporation rate and
lower the anode surface heat transfer rate due to a smaller temperature difference. This also
causes a slower growth rate of anode size and increased current density that corresponds to the
early plateau regime. The higher impedance is mostly attributed to the high vapor concentration
which increases the electron attachment loss and lowers the mobility, thus increasing the plasma
impedance. Plasma running over high temperature liquid has been proved to increase the sodium
mass transport rate towards the plasma column by OES though the detailed mechanism may not
be coupled with the evaporation [3]. Chapter 7 will illustrate our hypothesis where the sodium
is carried by small droplets. Interestingly, these curves all start from the same level of voltage
while ending up at different normal voltages indicating that the evaporation at low current is not a
dominant factor no matter the liquid temperature.
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Figure 3.14: Current-voltage characteristic curve of plasma operated at different oxygen levels
(8 mm gap, 100 sccm helium)

As indicated in Fig 3.14, the oxygen mass fraction in the gas phase does not inflict a serious
variation on the plasma I-V. The green curve that represents 11.7 % oxygen level almost matches
the nominal oxygen case (black curve) though the SOP already starts to decay into a featureless
disk. At the threshold level of oxygen (7.3%), the entire SOP transforms into a diffusive disk, and
the I-V curve suggests a larger normal voltage. This is mostly prompted by the small anode glow
size which corresponds with a high current density. In any case, the oxygen mass fraction does not
change the plasma I-V characteristics while it is surely a critical “ingredient” in the formation of
SOP.

3.3.5 Electric Field at Positive Column

The reduced electric field in the positive column governs the electron temperature for it repre-
sents the energy balance between electrostatic force and collisional loss. Tab 3.1 lists the reduced
electric field of a plasma under various conditions. The neutral density is calculated from the gas
temperature that is based on the rotational temperature of N2(C −B). Note that only the emission
at the plasma column’s central axis is imaged on the spectrometer slit so the estimated temperature
may not be able to represent the volumetric average value.
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Table 3.1: Estimated electric field and E/N at positive column under various conditions

Conditions
(50 mA,

100 sccm He,
1 mS/cm if
unspecified)

Electric field
(V/cm)

Gas temperature
(K)

Reduced electric
field (Td,

10−17V · cm2)

30 mA 900 2561 31.4
50 mA 750 2752 28.1
70 mA 600 2805 22.9

300 sccm 850 2237 25.9
152 µS/cm 483 2650 17.43
12 mS/cm 745 2611 26.38
3 %O2 820 2703 30.2
80 ◦C 870 2482 29.4

Glass sleeve 370 2036 10.3

The reduced electric field and electric field both decrease as the discharge current increases.
The high electric field at low current is attributed to the constriction of the positive column which
corresponds to a high current density. Gas temperature rises with current inflicts the drop of neutral
density at the positive column which then decreases the electric field for a constant E/N . At the
same time, the lower neutral density also facilitates the electron mobility µe =

e
mνen

and lowers the
required E/N . For a higher helium flow rate, the gas temperature and reduced electric field are
both reduced because of the cooling effect of helium. Nobel gas like helium is well-known for
reducing the breakdown voltage and E/N when running an atmospheric plasma [16].

Interestingly, the electric field of the positive column over low conductivity liquid is remarkably
low. It is not clear whether the positive column’s current density is affected by the anode region. If
so, a larger anode may provide more conductive channels and make the plasma more conductive.
Higher conductivity, on the other hand, does not promote significant variation. No distinctive
change happens in the E/N with a low oxygen mass fraction in the gas phase. Although oxygen is
critical for anode pattern, the bulk plasma collisional loss is dependent mostly on nitrogen which
dominates the ambient air. Gas temperature decreases with a higher liquid temperature which
is not expected. It is speculated that the larger vapor concentration quenches (depopulation of
the excited state by collisions without the emission of a photon) with the nitrogen species and
falsely reduces the rotational temperature. On the other hand, if the quenching by water molecule
does not reduce the lifetime of N2(C) as fast as the rotational-translational relaxation time (∼
0.6 ns), the rotational state is thermalized and trustworthy as gas temperature. In this case, the
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temperature decrease is due to the cooling by extra evaporated water molecules and collisional
processes. Finally, a physical wall around the plasma column can significantly reduce the electric
field, gas temperature, and E/N . This is mainly ascribed to the semi-closed wall establishing
a higher ionization degree by decreasing the diffusion loss of electrons. At the same time, air
molecules are harder to participate in the plasma and effectively increase helium’s mass fraction
and weaken the collisional loss by molecules. Note that this sleeve can extend the plasma column
as far as 10 cm thanks to the very low discharge voltage and diffusion loss. This method can be
useful if a low gas temperature or E/N is needed for a large volume glow discharge at atmospheric
pressure.

It was reported that the pattern requires at least 16.6 Td to be formed in [22] which is only not
satisfied in the glass sleeve case. However, the E/N in the low oxygen case is much larger but
failed to establish the pattern. Either way, it is clear that the SOP is subjected to many coupling
processes that make the identification of threshold confusing.
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3.4 Self-organized Patter under Various Conditions

3.4.1 Evolution of Plasma Self-organized Pattern with Current

Figure 3.15: Plasma SOP at different currents (100 sccm helium, 6 mm gap, 1.2 mS/cm liquid)

Fig 3.15 shows the plasma pattern evolution with current (power). The evolving process is not
linear while the consistent characteristics can be described. The attachment at a very low current
(∼15 mA) manifests as a small spot that is unstable and prone to extinguish. This is due to the
negative slope of I-V curve at low current which is uncoupled with the circuit’s load line [16]. As
the current rises to ∼30 mA, a thin ring detaches from the disk while the center spot stays intact.
Interestingly, the ring sometimes could transform into a hexagon that recalls the pattern found on
Saturn’s pole (Fig 1.6a). The ring increases its radius with the current, and multiple concentric
rings would occasionally form. At ∼50 mA, the outer ring breaks into segments or dots and the
inner ring or disk is also no more diffusive but reconstructed into a group of spots that resemble the
shape of a dielectric barrier discharge pattern. At this moment the gas heating is prominent where
the convective flow and plasma instability drive the pattern to rotate. Many of the dots or segments
would also recombine or retreat away from the central part of the pattern and a new one would
born quickly to fill the vacancy. Note that these cycles of events are more prominent when more
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gas heating is involved, including low helium flow, a larger discharge gap, or a prominent ambient
gas flow causing some dynamic motion. Schlieren imaging has revealed that these conditions can
prompt more gas mixing and convection at the positive column. From this point, a further increase
of current would only produce more but limited layers of dots or segments while the fundamental
shape would not change.

Nonetheless, the pattern shown in Fig 3.15 only represents one of the evolution processes. For
instance, a SOP can form many long spokes instead of spots or short dashes when the helium
flow rate is high. Spokes, dashes, spots, and the central disk are the basic elements that establish
a coherent pattern shape and they are essentially the excited space charge at anode sheath. In
the theoretical study of SOP, bifurcation and multiple solutions theory are used to explain the
process by which a small change in a controlling parameter leads to a remarkably different set
of configurations, such as dissimilar patterns for the same value of the voltage and current [23].
Imagine the state of the plasma anode glow as a ball trying to find its lowest potential well whereas
multiple valleys are around and each of the spots and spokes are balls that fall into the metastable
valley. On the other hand, it is found that many controlling variables are critical to change or even
preclude these metastable valleys. By recording the inflicted pattern evolution from controlled
variables it is possible to resolve the condition that triggers the bifurcation events.
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3.4.2 The Impact of Discharge Gap

Figure 3.16: Plasma SOP at different air gaps (100 sccm, 890 µS/cm)

The SOP’s variation at different air gaps is shown in Fig 3.16. The radius of the pattern becomes
smaller with decreasing discharge gap because a shorter positive column generates less gas heating,
thermal expansion, and a smaller anode area for heat exchange. A notable distinction is that a
smaller air gap will delay the evolution of the SOP with current, i.e., the different phases of the
pattern start at a higher current threshold. The shape of the pattern also changes dramatically at
the 4 mm air gap where the number and layer of dissipated dots are much smaller and they are
inclined to stay closer or attached to the center disk. There is a ring of bounded segments that form
a polygon which is actually a group of attached dots. They failed to develop into isolated dots
due to the restricted anode size from lower gas heating. At a smaller air gap (<2 mm), the anode
glow will stay as a diffusive disk without evolution even at high current. A larger air gap (>8 mm)
does not fundamentally affect the shape but only adds more dots and chaotic motion. Overall, the
air gap affects not only the gas heating and convection rate but also the aspect ratio of the plasma
column. In this case, a larger air gap allows more air species to transport into the plasma and thus
lower the helium mass fraction. At the same time, anode glow size is correlated with the plasma
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radius so as the outreach of the SOP and the complexity (layer of dots, dashes). The change of
patterns with air gap hereby reveals that the SOP’s size and complexity are coupled with the air
entrainment.

Figure 3.17: Plasma SOP with a 10 mm diameter glass sleeve (8 mm gap, 1.2 mS/cm)

The importance of air for SOP can also be justified in Fig 3.17 where a glass sleeve is put around
the plasma column. It forms a physical wall around the plasma that blocks the air entrainment
from the positive column. A physical boundary would reduce the diffusion loss of electrons and
less air entrainment effectively weakens the collisional loss towards molecules excitation. This is
proved by the exceptionally low gas temperature from OES and low discharge voltage listed in Tab
3.1. Interestingly, the pattern stays as a diffusive spot as the current is raised which suggests the
importance of air in SOP. On the other hand, the anode sheath electric field distributions in radial
and axial components are expected to be different as the glass wall can affect the space charge by
its floating potential and a lower anode layer voltage from low electron temperature.
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3.4.3 The Impact of Helium Flow Rate

Figure 3.18: Plasma SOP at different helium flow rates (8 mm gap, 890 µS/cm)

Helium is well-known for its cooling effects as a working gas, not only because of the faster dif-
fusion time but also the lower breakdown voltage and lack of vibrational excitation loss. Fig 3.18
supports the argument where the pattern is much more compact and organized which corresponds
to the constricted positive column shown in Fig 3.7. Specifically, only spokes are formed in high
helium conditions instead of a group of isolated spots featured in low helium flow rate. A large
diffusive disk at the center guided the spoke and the whole pattern is stable under the strong he-
lium flow. Whether the spoke is related to the reduced heat expansion or changed electric field
distribution is unknown. Note that the spokes can rotate at a high rate whereas the central attach-
ment is static. Overall, a higher helium fraction in the plasma reduces the complexion of the SOP.
The positive column at a higher gas flow rate forms a higher neutral gas gradient, i.e., a boundary
layer that limits the air entrainment as indicated by Schlieren results Fig 3.10. A lower gas heating
limits the positive column expansion and thus a smaller anode. At the gas phase, the air gap and
helium flow rate both tweak the mass fraction of air inside the plasma and thus affect the collisional
process and energy transport.
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Figure 3.19: Plasma SOP with a 45-degree angled cathode (cathode is pointed from the left top
towards the right bottom, 4 mm gap, 1.2 mS/cm)

Alternatively, the impact of helium on the pattern can be illustrated by an angled cathode which
guides the helium flow non-normal relative to the liquid surface. As a result, an asymmetric SOP
is observed and shown in Fig 3.19. Specifically, the angled nozzle guided the helium flow from
the top left towards the bottom right of the image where the pattern’s asymmetry is biased with the
same orientation. The pattern near the cathode (top left of image) forms a diffusive disk whereas
the right bottom side develops many spots. This peculiar phenomenon is supposed to be related to
gas dynamics coupled with plasma physics. A research published recently performed a numerical
simulation of a helium plasma jet impinging onto a wet surface at different angles [24]. The
simulated various gas densities suggested that a strong vortex would form on both sides of the
attachment point while the lateral speed on the side closer to the charged electrode would be slower.
This would increase the residence time while the farther side developed a parallel streamline and
lower the residence time. Electron density is also found larger at the side closer to the electrode.
In our case, the flow speed is much lower (8.4 m/s) but the gas dynamic is still critically related.
The gas at the top left near the cathode may stagnate and form a high helium fraction whereas the
other side flows with higher speed and allows air mixing by convection.
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3.4.4 The Impact of Electrode Nozzle Size

Figure 3.20: Plasma SOP with a 1 mm orifice diameter cathode nozzle

The effect of the cathode orifice is shown in Fig 3.20 where the 300 sccm flow rate almost produces
an identical pattern evolution with 100 sccm’s. As we discussed in the Schlieren results, a larger
orifice effectively lowers the helium cooling performance since it does not form a strong boundary
layer that makes the helium diffuse out and air transport inside the plasma. To achieve the equiva-
lent cooling effect, a 500 sccm flow rate is used to produce a similar pattern as those at 300 sccm
with a smaller orifice. Note that the pattern with the small gap and low flow rate resembles the
similar evolution of the small orifice case. This means the helium’s diffusion is less important at a
small gap for the volumetric heating is weaker and air mass transport is also limited by the weaker
convection and shorter boundary. Overall, SOP cares mostly about the mass fraction of air species
and the correlated gas heating rate. By operating the plasma in the purge box, nitrogen, and oxygen
will clearly show their differences in the mechanism of pattern dynamics.
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3.4.5 The Impact of Oxygen Fraction

Figure 3.21: Plasma SOP at different oxygen mass fractions in the gas phase (8 mm gap,
100 sccm helium)

The above discussion has suggested that convection and air mass transport are both critical for
pattern dynamics. This justifies that running the plasma in a nitrogen purge box is essential because
it only changes the oxygen mass fraction in the gas phase without introducing any convection or
mass transport process. Fig 3.21 shows the pattern under various levels of oxygen mass fraction
in the gas phase. The pattern starts to change its shape with the oxygen level down to 12 %
and entirely decays into a general attachment disk at 7 %. Note that the size of the anode glow
decreases with diminishing oxygen volume fraction implying a higher current density and weaker
gas heating rate. On the other hand, the anode glow is weaker and thinner implying a lower
voltage drop at the anode layer. These results prove that only oxygen, not nitrogen, is critical for
the SOP establishment in the case of the air species mass transport and particle kinetics. It is well-
known that oxygen can sharply decrease the electron temperature by introducing many excitation,
ionization, and dissociation processes that require relatively low activation energies[25]. However,
nitrogen, not oxygen, dominates the ambient air, and nitrogen also has many excitation states of
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low energy and can greatly decrease the electron temperature [26]. Thus, it is possible that the
purge box further decreases the electron temperature by increasing the nitrogen mass fraction and
finally weakening the anode layer voltage. But the anode sheath voltage is not the only factor, or
else the enhanced anode layer on low conductivity liquid would form a non-diffusive pattern. The
detailed mechanism of how oxygen could affect the SOP will be discussed in Chapter 4.

3.4.6 The Impact of Liquid Conductivity

Figure 3.22: Plasma SOP at different liquid conductivities (8 mm gap, 100 sccm helium)

Apart from the gas phase variables, a strong reaction of SOP is observed when liquid conditions
are changed. Fig 3.22 presents the pattern evolution at various liquid conductivity. When us-
ing the deionized water (0.84 µS/cm), SOP does not perform a major shape evolution but only
increases its size with the current. The deionized water would behave like a dielectric medium
where τ = ϵ(permittivity)/σ(conductivity) ≈ 7µs that is much slower than the plasma fre-
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quency. The space charge would have time to accumulate at the anode layer and form a stronger
sheath. The locally-accumulated space charge has to spread along the surface just like a low-
frequency dielectric barrier discharge and hence a diffusive pattern shape is established. This also
leads to a remarkably larger anode glow surface area which can be related to the low current den-
sity estimated from Eq 3.2. Numerous filaments can be observed in the pattern and there is an
obvious rim that encircles the filaments. At higher conductivity, space charge has less time to
accumulate and thus the anode surface is smaller. At 395 µS/cm, the diffusive pattern transforms
into a fireworks burst shape where numerous, active filaments move around the center resembling
the shape of dielectric barrier discharge. Note that the outer rim is not formed and filaments are
more scattered and dynamic as the conductivity rises. As the conductivity further increases, the
long spokes reorganize into round spots and convene a cohesive formation. In fact, the 12 mS/cm
case has a rather stable and coherent pattern that looks like a five-pointed star which is usually
observed in small gap conditions. Unfortunately, it is unknown whether a peculiar shape pattern is
correlated with the salt ion in the electrolyte [9]. In general, the space charge would rather repel
each other and form numerous spots at high conductivity while a more uniform and homogeneous
attachment is formed at low conductivity. The detailed mechanism has to be correlated with the
transport process at the plasma-liquid interface which is out of the scope of this work.
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3.4.7 The Impact of Liquid Temperature

Figure 3.23: Plasma SOP at different liquid temperatures (8 mm gap, 100 sccm helium)

The liquid temperature also demonstrates its impact on SOP in Fig 3.23. The pattern only responds
dramatically with the high temperature liquid where a “Gear” pattern is formed. Such a shape is
often observed in the high helium flow condition whereas its size is smaller. The size of the
pattern is larger than the other case because the heat transfer rate depends on the temperature
difference and the high temperature liquid needs more contact area to achieve the thermal balance.
Interestingly, a bright and dense hot spot can be observed at the center of the pattern which is
similar to the anode attachment on a conductive metallic electrode. A possible explanation is that
the effective conductivity would increase with liquid temperature whereas the pattern does not look
like the high conductivity case in Fig 3.22. Another plausible mechanism is that the increased vapor
concentration would introduce more electron loss through attachment and dissociative electron-ion
recombination which reduce the excitation towards oxygen. The development of a SOP is sensitive
to the oxygen. Indeed, a high helium flow condition inhibits dot formation and produces a “Gear”
shape which also reduces the entrainment of oxygen. On the other hand, the water vapor is not
identified as a triggering element in [22] for the vapor layer removal time is much longer than the
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pattern formation time scale. The lack of enough oxygen in the purge box also shows no pattern
even if a large amount of vapor is evaporated.

Figure 3.24: Plasma SOP evolution without liquid phase recycled (8 mm gap, 3.4 mS/cm, 60 mA)

An important feature of the liquid phase is the longer relaxation time compared with the gas
phase. This is mostly because of the large volume, restricted mass, and energy transport at the
plasma-liquid interface. It is found that SOP would develop a different shape when the relaxation
time of liquid shortened. Conveniently, the relaxation time is shortened when the circulation loop
is not used and the temperature, conductivity, and reactive species density would rise in the liquid
phase. Fig 3.24 shows the evolution of the pattern when the liquid stops circulating. During the
recording, the liquid surface height dropped 0.4 mm in one minute and the discharge voltage was
increased to keep a constant current. At the start, the evolution of the pattern is ascribed to the
dropping of liquid surface height and power increase. However, the pattern starts to grow a group
of spokes that start to expand and unify with the outer spots. At 95 seconds, the pattern stops
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evolving and stabilizes as an Inca sun shape where the spokes are longer and the central disk is
smaller than a wagon wheel shape that is observed in the high helium flow case. Interestingly, a
similar evolution can be produced in lower conductivity liquid but takes a longer time to reach the
final stage. On the other hand, a circulated high temperature liquid or high conductivity failed to
replicate this evolution or the Inca sun shape. In this case, it is speculated that a complicated and
localized balance among chemical species, heat, and mass transport is established in 2 minutes
when the glow discharge interacts with an isolated liquid phase. The pattern shape implies a strong
radial gradient of species around the attachment. The whole process is self-consistent and would
be interrupted immediately if the liquid phase is circulated again. This phenomenon also suggests
the importance of keeping a static liquid phase property or the coupling process would manipulate
the liquid phase locally and affect SOP.

3.5 The Evolution and Threshold of the Self-organized Pattern

Figure 3.25: Threshold of evolution phases of the self-organized pattern under the impact of the
gas condition (1.5 mS/cm)

The aforementioned discussions on the impact of conditions are elucidated with the image of SOPs
at certain currents. This is because a SOP manifests the conductive channels at the plasma-liquid
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interface and can affect the plasma impedance. However, it is also instrumental to discuss the
impact of experimental variables on the evolution of SOP and the threshold. Indeed, the thresholds
of different evolution phases are subject to change with different gas and liquid conditions. More
importantly, the geometries of evolution phases transform nonlinearly. In the following figures, the
shape of SOP is highlighted by the color filter for easier recognition.

The thresholds and evolution phases under different discharge gaps and flow rates are shown
in Fig 3.25 and Fig 3.26, respectively. When the discharge gap is decreased, the thresholds of the
pattern phases (indicated by numbers on the plots and illustrated in Fig 3.26) are shifted to the
higher current. A smaller discharge gap reduces the voltage and the higher current threshold is
needed to provide a similar power. However, their discharge power at the thresholds did not match
meaning that it is not a linear effect. Smaller gaps or higher helium flow all increase the helium
fraction which suppresses the excitation of molecules and cools the volumetric heating. In the last
section, it was shown that the heat expansion can affect the pattern area while the effect on the
shape is unknown.

Figure 3.26: Various evolution phases of the self-organized pattern under the impact of the gas
condition (1.5 mS/cm)
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In Fig 3.26, the SOP under the 8 mm discharge gap is highly unstable and exhibits dynamic
motion. This is mainly due to the thermal instability where the helium is unable to cool down the
plasma thoroughly at a large gap. When the discharge gap is decreased, the SOP becomes more
stable and cohesive. This can be justified by the differences in phase 4 “Cluster” shape between
8 mm and 6 mm gap where dots and central disk are more symmetric. The smaller gap has a higher
helium fraction in its plasma column and helps mitigate the thermal instability. Interestingly, the
4 mm gap not only enforces more cohesion but also stops the further development of pattern
evolution. The higher helium flow rate also restricts the evolution to three phases and the pattern is
highly symmetric and lacks those scattered dots. Overall, the size of the discharge gap and helium
flow rate govern the molecule fraction in the plasma and more entrainment of oxygen can facilitate
the pattern evolution to a more complex and scattered form.

Figure 3.27: Threshold of evolution phases of the self-organized pattern under the impact of the
additional gas condition (1.5 mS/cm)

In Fig 3.28, a larger orifice would weaken the helium’s impact where the evolution of the
SOP under 300 sccm helium flow resembles the 100 sccm case. At 500 sccm, the evolution is
prominently limited and indicates the “Gear” shape. A larger orifice slows the helium flow speed
and undermines the boundary layer which allows more diffusion of air. All in all, the change of
SOP geometry and the evolution are mostly decided by the oxygen fraction. At low oxygen fraction
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(11.7%), the SOP is almost featureless where the center region is filled with numerous streaks. In
this case, the oxygen is critical for the evolution. As for the threshold, Fig 3.27 indicates a similar
trend where the current shifts to a higher value when the overall discharge impedance is lower, i.e.,
less air mixing and volumetric heating.

Figure 3.28: Various evolution phases of the self-organized pattern under the impact of the
additional gas condition (1.5 mS/cm)

The gas phase conditions including high helium flow rate, small discharge gap, and low oxygen
volume fraction can not only suppress the evolution of SOP but also prohibit the establishment of
SOP. It means that the anode attachment stays as a featureless disk no matter how high the dis-
charge current is. A few pattern images at threshold conditions are shown in Fig 3.29. Normally,
SOPs can evolve simultaneously at all radial positions while the repression from threshold condi-
tions only allows it to grow at peripheral. Fig 3.30 shows the regime where the SOP cannot be
established at conditions above the curve. The X and Y axes are two important parameters, helium
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flow and the discharge gap, thus the curve also shows the scaling law between them. Essentially,
a rich oxygen fraction favors the establishment of SOPs and it is correlated with the length of the
air gap. Helium flow rate, however, reduces the oxygen entrainment and concentration thus sup-
pressing the SOPs. This competition leads to a linear graph that separates the regime of the pattern
formation.

Figure 3.29: Anode attachments on the brink of establishment of the self-organized pattern under
various gas phase conditions

Importantly, a small discharge gap (3 mm) inhibits the SOP evolution even without helium
gas in the plasma. Note that a small gap also leads to high current density which can potentially
forbid the expansion of space charge, i.e., the development of SOP. As the discharge gap increases,
more helium flow is needed to repress the pattern. However, this trend is nonlinear at a larger
discharge gap (> 7 mm) where helium flow prevails over the large gap. This can be explained
by the boundary layer restriction illustrated in Fig 3.10. A high helium flow not only reduces the
volumetric fraction of air by flushing but also limits the entrainment rate. On the other hand, this
mechanism can be weakened by the large orifice which has a linear trend even at the large gap
(blue curve). The regime for pattern is also limited by the volumetric fraction of oxygen where a
lower oxygen fraction increases the gap threshold. At 7% oxygen, no pattern is allowed and thus
the regime of SOP does not exist.
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Figure 3.30: The regime of self-organized pattern at various gas phase conditions (conditions
above the curve prohibit the SOP formation)

The liquid phase dominantly affects the evolution and geometry of a SOP at low conductivity.
This is strongly illustrated in Fig 3.31 where no high-order phases are allowed with a low conduc-
tivity liquid anode. In Fig 3.32, the resistive liquid anode (148 µS/cm) favors the accumulation
of space charge which in turn leads to a localized saturation in the attachment and thus forbids a
complex, scattered geometry. At a larger current, a “Wagon wheel” geometry is observed where
numerous filaments are encircled by a rim. At liquid conductivity of 450 µS/cm, the outer rim
is gone and the filaments are more dynamic and scattered. In time, they are broken into round
dots and form the “Cluster” geometry. It is profound that salt solution with high conductivity
(12 mS/cm) supports the establishment of a more coordinated shape across all phases. For in-
stance, the outer dots of the “Cluster” phase form a pentagon or hexagon. These patterns may be a
result of increased surface mobility. Additionally, if the water is not highly conductive, intuitively
one might expect more localized less complex patterns. Here the job of the attachment is to sup-
port the current which includes higher deposition locally to satisfy the required charge transport
across the interface. In the case of highly conductive fluids, the attachments can take place at
multiple locations since the charge transport is less resistive across the interface. Interestingly, a
high-temperature liquid also inhibits the development of a range of complex patterns and forms
a “Gear” shape. It is possible that the additional evaporation cools down the plasma and inhibits
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thermal instability. Overall, the liquid phase affects the SOP through the complex plasma-liquid
interaction and the observed results can provide insights to a further study in the future.

Figure 3.31: Threshold of evolution phases of the self-organized pattern under the impact of the
liquid condition (8 mm gap, 100 sccm helium)
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Figure 3.32: Various evolution phases of the self-organized pattern under the impact of the liquid
condition (8 mm gap, 100 sccm helium)

3.6 Self-organized Pattern Size and Anode Current Density

The pattern size is another important parameter that decides the anode current density. Unlike the
constant cathode current density, the positive column and anode layer are subject to many coupling
processes and their size variation would affect the dynamics of the plasma and SOP. Specifically,
the size of a pattern is defined as the perimeter of a SOP, not the surface area of the emission.
This is due to the difficulty of precisely measuring the area when the pattern in high-speed motion
creates a trail in the image. Another huge error source is the intense positive column emission
that interferes with the pattern image which makes the pixel filtering rather intricate. At least the
outreach of a pattern is correlated with the positive column boundary which is informative for the
current density estimation. The following size estimations all have a 12 % error.
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(a) Pattern size (b) Current density at anode

Figure 3.33: Impact of air gap and helium flow rate

3.6.1 Impact of Gas Phase

Fig 3.33 plots the impact of the air gap and helium flow rate on pattern size and current density. As
discussed before, the gas phase affects the plasma mainly by the variation of mass transport of air,
helium cooling rate, and the boundary layer of convection. The air gap controls the length of the
column boundary where air entrainment happens. It also decides the volumetric heating rate thus
affecting the heat expansion directly. On the other hand, the helium flow rate directly manipulates
the mass fraction of air. It also constricts the plasma column by controlling the boundary layer
that governs the air entrainment. The boundary layer is also affected by the nozzle orifice due to
the helium’s short diffusion time and change of the boundary layer. Finally, a glass sleeve can
directly block the air convection and increase the helium mass fraction. All in all, the larger air
gap, lower helium flow rate, larger orifice, and absence of plasma column restriction all favor the
air entrainment and gas heating which then cause the heat expansion, and vice versa. The impact
of oxygen mass fraction is plotted in Fig 3.34 where a low oxygen level in the gas phase favors
a smaller pattern and high current density. Thus, the current density and anode size are heavily
affected by the gas mixing and oxygen mass fraction at the gas phase.

These relationships can be all found in the plots and the current density is ranged within
1A/cm2. Interestingly, the current density all have a rather high value at low current which re-
flects the negative dV/dI in Fig 3.11. Note that less air entrainment can support a more stable
anode attachment and enable the plasma to operate at low current as far as possible though the pat-
tern will become featureless and diffusive. The thermal instability might be related to the pattern
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dynamics although no measurement is available.

3.6.2 Impact of Liquid Phase

(a) Pattern size (b) Current density at anode

Figure 3.34: Impact of oxygen and liquid temperature

The coupling between the liquid phase and SOP is rather complicated since it involves the gas
and liquid phase species, plasma physics, and the energy mass transport at the interface. Liquid
temperature can affect the heat transfer rate which depends on the temperature difference. A larger
temperature difference at colder liquid supports a stronger heat transfer rate and smaller attachment
area if the discharge power and gas heating rate stay the same. This is shown by Fig 3.34 in the
11 ◦C case. On the other hand, a high-temperature liquid causes a lower heat transfer rate which
requires a larger anode surface to compensate. In Fig 3.35, the pattern size and current density
under the impact of liquid conductivity change more dramatically. This can be attributed to the
current density’s exponential dependence on ionic strength in Eq 3.2. The size of the anode is also
indirectly affected to accommodate the current density limited by liquid conductivity.
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(a) Pattern size (b) Current density at anode

Figure 3.35: Impact of liquid conductivity

3.7 Summary

In this chapter, the operation of the plasma column and its anode under the influence of many
variables are investigated. The plasma column structure reveals the fundamentals of glow discharge
at atmospheric pressure. It is found that the thermal dynamics and chemical reactions of reactive
species are responsible for the morphology. The noble gas mass fraction and air mass transport are
critical variables for they strongly affect the particle’s kinetics and the gas heating. Analysis of I-V
curve demonstrates that the plasma impedance at different conditions. Overall, although the trend
is not significantly different, the discharge voltage range is different when the air mass fraction or
liquid properties are affected. The estimated reduced electric field at the positive column is also
estimated and used to analyze. The pattern evolution and its variation with different conditions
are discussed. In the gas phase, a larger air gap, lower helium flow rate, larger orifice, or absence
of plasma column restriction all favor the air entrainment and gas heating which then enable a
more developed and complicated pattern. Conversely, opposite gas phase conditions restrict the
oxygen’s diffusion into plasma and inhibit the high-order phase of SOP while the geometry is
more stable due to the mitigation of thermal instability. Results show that enough level of oxygen
concentration (> 7%) in the gas phase is paramount for SOP formation. In the liquid phase, the
conductivity of the liquid can affect the current density by changing the space charge accumulation
at the plasma-liquid interface and the anode voltage. A low conductivity provokes the transverse
spreading of space charge along the liquid surface and a larger, diffusive pattern whereas a high
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conductivity prompts a more stable and peculiar shape. The liquid temperature only indicates its
impact when it is high and the pattern is approximated to the shape of high helium condition,
possibly due to the vapor concentration affecting the plasma properties. It is clear that SOP is
more sensitive to the gas phase where the air fraction affects the thermal dynamics and the anode
size. The pattern complexity is also related to the gas dynamics and oxygen concentration. A
more detailed mechanism for SOP would require a comprehensive kinetic model to tell the plasma
parameters under the influence of various conditions.

70



References

[1] Naoki Shirai, Satoshi Uchida, and Fumiyoshi Tochikubo. Influence of oxygen gas on char-
acteristics of self-organized luminous pattern formation observed in an atmospheric dc glow
discharge using a liquid electrode. Plasma Sources Science and Technology, 23(5):054010,
2014.

[2] Tiny Verreycken, Peter Bruggeman, and Christophe Leys. Anode pattern formation in atmo-
spheric pressure air glow discharges with water anode. Journal of Applied Physics, 105(8),
2009.

[3] Naoki Shirai, Kosuke Ichinose, Satoshi Uchida, and Fumiyoshi Tochikubo. Influence of liq-
uid temperature on the characteristics of an atmospheric dc glow discharge using a liquid elec-
trode with a miniature helium flow. Plasma Sources Science and Technology, 20(3):034013,
2011.

[4] Naoki Shirai, Satoshi Uchida, Fumiyoshi Tochikubo, and Shozo Ishii. Self-organized an-
ode pattern on surface of liquid or metal anode in atmospheric dc glow discharges. IEEE

Transactions on Plasma Science, 39(11):2652–2653, 2011.

[5] David Staack, Bakhtier Farouk, Alexander Gutsol, and Alexander Fridman. Characterization
of a dc atmospheric pressure normal glow discharge. Plasma Sources Science and Technol-

ogy, 14(4):700, 2005.

[6] VA Titov, VV Rybkin, SA Smirnov, AN Kulentsan, and H-S Choi. Experimental and theoret-
ical studies on the characteristics of atmospheric pressure glow discharge with liquid cathode.
Plasma chemistry and plasma processing, 26:543–555, 2006.

[7] Shu Yi Miao, Chun Sheng Ren, Yu Tao Zhang, Bing Qi, You Nian Wang, et al. Conical dc
discharge in ambient air using water as an electrode. IEEE transactions on plasma science,
36(1):126–130, 2008.

[8] Shiqiang Zhang and Thierry Dufour. Self-organized patterns by a dc pin liquid anode dis-
charge in ambient air: Effect of liquid types on formation. Physics of Plasmas, 25(7), 2018.

71



[9] Yao E Kovach, Maria C Garcia, and John E Foster. The variation in self-organized anode
plasma pattern structure with solution electrolyte type in 1 atm dc glow discharge. Plasma

Sources Science and Technology, 30(1):015007, 2021.

[10] Naoki Shirai, Shinji Ibuka, and Shozo Ishii. Self-organization pattern in the anode spot of
an atmospheric glow microdischarge using an electrolyte anode and axial miniature helium
flow. Applied Physics Express, 2(3):036001, 2009.

[11] Xuechen Li, Shuai Zhou, Kun Gao, Junxia Ran, Kaiyue Wu, and Pengying Jia. Temporal
evolutions of self-organized patterns formed on the water-anode surface of an atmospheric
pressure glow discharge. IEEE Transactions on Plasma Science, 50(6):1717–1722, 2022.
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CHAPTER 4

Influence of Oxygen and Negative Ions in
Self-organized Pattern Dynamics

4.1 Introduction

Molecular species consume a substantial amount of plasma power (often more than 95%) through
additional inelastic processes such as vibration for their vibrational quantum (N2 0.29 eV, O2

0.2 eV) and rotational excitation. The level spacing for such inelastic processes is much less
than the equilibrium electron energy thus making them especially important in plasma chemical
kinetics. Different channels of relaxation and chemical reactions rely on these vibrational excited
molecules to participate in [1]. Within the air, the oxygen molecules feature two very low energy
metastable singlet states with long lifetimes (Tab 4.1), and their electronic excitation energy is
close to the typical energy of vibrational excitation and therefore the relative concentration of such
metastable particles in the discharges can be very high and important.

Table 4.1: Lifetimes and Energies of the Metastable Diatomic Molecules (on the Lowest
Vibrational Level) [1]

Metastable
molecule Electronic state Energy of the

state (eV)
Radiative
lifetime (s)

N2 A3Σ+
u 6.2 13

N2 a′1Σ−
u 8.4 0.7

N2 a1Πg 8.55 2× 10−4

N2 E3Σ+
g 11.9 300

O2 a1∆g 0.98 3000
O2 b1Σ+

g 1.63 7
NO a4Π 4.7 0.2

Oxygen can also form anions as the electronegative gas which consists of molecules with a
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high electron affinity and attract electrons. In this case, the additional electron loss term, electrons
attachment to electronegative neutrals, can heavily affect the electron balance. The negative ions
formed as a result of electron attachment can be neutralized quite easily and extremely fast by
recombination of negative ions and positive ions. This process is volumetric and could drive the
plasma into the attachment-controlled regime rather than the diffusion-controlled regime which
requires a higher electron temperature and a higher reduced electric field to sustain the discharge
[1]. At atmospheric pressure, a noble gas feed glow discharge would have a larger electron density
gradient near its periphery where negative ions would form. Near the electrode or dielectric, neg-
ative ions can affect the sheath by their low mobility and enhance the local electric field radially
[2]. The importance of negative ions in the weakly ionized molecular gas discharge instability has
been analyzed and determined to stimulate an attachment instability wave mode [3]. Interestingly,
the pattern dynamics have been proven to be sensitive to oxygen which is an electronegative gas
[4]. Acidic electrolytes H2SO4,HCl,HF were found to lower the pattern complexity as the author
speculated that electrolysis products such as O2,Cl2,F2 with increasing electron affinity restrict
the pattern formation [5]. It is then of interest to investigate the role of oxygen negative ions in the
mechanism of SOP.

Diagnostics of negative ions include mass spectrometry [6] or the laser-induced photodetach-
ment method [7]. Both methods are well-established in the study of low-pressure plasma. At
atmospheric pressure, the thin sheath and less diffusive plasma make mass spectrometry more chal-
lenging though skimmers and differential pumping methods can be used to sample the ion species.
The laser photodetachment method involves the use of a tunable laser to illuminate a plasma within
its beam area with photon energy exceeding the negative ion’s electron affinity. Free electrons are
formed in the detachment process and are detected as the increase of electron density, thus a Lang-
muir probe is generally used to measure the electron saturation current. However, the atmospheric
plasma’s thin and collisional sheath does not fulfill the requirements of the Langmuir probe mea-
surement. In this case, the electron density increase due to detachment can be measured within the
circuit as a temporal increase in discharge current. Sasaki et al recently measured the negative ion
species in an atmospheric glow discharge over metallic and liquid cathode [8]. Results suggested
that O− and OH− derived from the dissociative electron attachment of H2O2 were the dominant
negative ions. On the other hand, the negative ion species and density have not been conducted for
the glow discharge with liquid anode. It should be noted that patterns are typically absent in glow
discharges with liquid cathodes.

In this chapter, a laser photodetachment experiment on the negative ions in the atmospheric
glow discharge plasma with a liquid anode is performed including a discussion of negative ion
density and the identification of dominant species of negative ions. The impact of negative ions
depletion on the SOP dynamics is also examined.
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4.2 Experimental Setup and Method

Figure 4.1: Schematic diagram of laser photodetachment setup

Table 4.2: Electron affinity and photodetachment cross section of major negative ions

Negative ion Electron affinity
(eV)

Cross-section at
355 nm

(×10−22m2)
Reference

O−
2 0.448 3.64 [9]

O− 1.44 9.52 [10]
OH− 1.83 9.31 [11]

O−
2 · (H2O) 2.25 2.58 [9]

Fig.4.1 shows the schematic of the laser photodetachment experiment. A tunable Nd:YAG
pulsed laser (wavelength of 355 nm, photon energy 3.49 eV) outputting a maximum 100 mJ beam
energy at 4 ns pulse width is used to perform the detachment. Tab 4.2 lists the major negative
ions presumably present in a plasma running in humid air. O−

2 is produced by three-body electron
attachment [12, 13], while abundant singlet oxygen can participate in the dissociative attachment
by energetic electrons and yields O− [14]. OH− is produced from the dissociative attachment
of water molecules [15]. The energy of photons at 355 nm is higher than the attached electron
binding energy for all the listed negative ions and thus produces photodetachment nonselectively.
The other possible negative ions such as H−, O−

3 are negligible in the experiment. The theoretical
ratio of the detached negative ions versus all negative ions α can be calculated by:
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where n− represents the negative ion density, σ is the photodetachment cross-section, E, S are
the laser pulse energy and beam area, respectively; h, c are Planck constant and speed of light. The
increased current ratio ∆I/I scales with the detached negative ions to free electrons ∆n−/ne if
we assume the discharge current is mainly carried by them. Then the detachment current ratio can
be represented by the multiplication of the negative ion detachment ratio α and the local negative
ion density over the free electron’s A = n−/ne in Eq 4.2. The local density ratio A depends
on not only the density difference but also the volume of plasma that the laser illuminates. The
measured current ratios at different laser energies are fitted with the theoretical detachment ratio
times the local density ratio A as a constant. When compared with the known species’s curve,
A is used to normalize the ∆I/I into ∆n−/n− to show the relative difference of the detachment
cross-section. Note that the detachment ratio α depends on the laser fluence at constant photon
energy (wavelength) which is the energy per area and will be saturated at enough high fluence.
When higher laser energy is unavailable, a focusing lens was placed between the plasma column
and laser output port to increase the laser fluence. A laser viewing card measures the effective
beam area. The laser beam energy was adjusted by a delay generator and the value was measured
by a laser power meter. A small portion of the laser beam was diverted by a beamsplitter towards a
photodiode to acknowledge the laser pulse on the oscilloscope. A beam dump was set at the back
of the plasma to trap the laser beam for safety.

The discharge setup was similar to the one illustrated in section 2.1 except for the current
measurement. The detachment current signal happens on a nanosecond time scale that corresponds
to the laser pulse and such current change would only be detectable on the anode where free
electrons drift. Therefore, a shunt non-inductive resistor is put between the liquid and earth ground
whose voltage is measured directly by an oscilloscope. An intensified CCD camera (PIMAX
4) was implemented and synchronized with the pulsed laser to observe the SOP dynamics when
negative ions are destroyed by the photodetachment. A 300 ns gate width was used to receive
enough emission of the pattern so that any pattern change could be registered.
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4.3 Results and Discussion

4.3.1 Current Change at Photodetachment

Figure 4.2: Photodetachment current temporal change at a 97 mJ laser pulse (discharge current
32 mA, beam diameter 8.6 mm)

Typical temporal variation of discharge current as photodetachment laser reached is shown in Fig
4.2. The laser energy is 97 mJ and the beam is unfocused with 8.6 mm diameter. The beam
covers the majority of the plasma column and should detach all the negative ions. The black
curve represents the laser pulse that starts 8 ns earlier than the current signal due to the position
difference between the photodiode and plasma column. In principle, the photodetachment happens
almost immediately after the laser illuminates the plasma. The current pulse had a rise time ∼20 ns
and then decayed exponentially with a time constant of 58 ns. The fast decay implied that the free
electrons are reattached with electronegative gas. Note there is also a slower-falling part in the
curve whose origin is unknown. The current signal is also not smooth but coupled with several
peaks. It is plausible the signal transmission is interfered with the impedance in the circuit. Another
possible source is the reflected laser rays shine the plasma column later than the major beam and
generate these secondary peaks which was discussed in [16]. Curtains and masks were placed
around the plasma to reduce this effect as much as possible.
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4.3.2 Photodetachment Current Ratio

Figure 4.3: Normalized photodetachment ratio at an 8.6 mm diameter laser beam (discharge
current 32 mA, laser pulse 97 mJ, density ratio 0.104, effective cross-section 3.25× 10−22m2)

According to Eq 4.1, the percentage of detached negative ions should increase and then saturate if
the laser pulse fluence is high enough. This percentage corresponds to the change of detachment
current ∆I/I where the largest ∆I/I is achieved when the detachment ratio ∆n−/n− is saturated
to unity. Fig 4.3 plots the change of normalized detachment ratio as a function of pulse energy.
Surprisingly, the detachment ratio only reaches 62 % at the highest pulse energy and fails to sat-
urate. The pulsed laser is expected to provide enough fluence for saturation if the major negative
species is O− as [8] showed. Because the laser beam area and the photon energy are known. The
overall detachment cross section can be deduced from fitting the data with Eq 4.2 where the local
density ratio A and effective photodetachment cross section are set as unknown parameters. An
atmospheric pressure glow discharge has electron density of 1013cm−3 [17], thus the density ratio
A = n−/ne 0.104 means ∼ 1012cm−3 negative ion density present in the plasma column. It was
also reported in [18] that the negative ion density shall be two orders of magnitude smaller than the
electron density. The fitted effective cross section apparently lies between O−

2 and O−
2 · (H2O) and

far below the O− and OH− suggesting that O−
2 is the dominant negative ions. Normally, the nega-

tive ions in a low-pressure plasma with oxygen are dominated by O−, although research suggests
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that the percentage of O−
2 increases with the chamber pressure since the charge transfer between

O− and O2 (a1∆g) become more important at higher pressure (>10 mTorr)[19]. Another study also
pointed out the importance of this reaction if a larger reduced electric field and small current den-
sity (<10 mA/cm2) exists and O−

2 can become dominant even at low pressure [20]. In this work,
we believe the bulk plasma column has a low electric field (<30 Td, see Tab 3.1) that does not
favor the dissociative attachment of water and oxygen, thus the three-body attachment is dominant
and produces O−

2 [21]. The low electric field also diminishes the contribution from the dissociative
attachment of water molecules which can be a more important electron loss mechanism compared
to oxygen [22].

Figure 4.4: Normalized photodetachment ratio at a 3.7 mm diameter laser beam (discharge
current 34 mA, local density ratio 0.0434, effective cross section 3.28× 10−22m2)

Although the laser pulse energy was limited, the detachment ratio is correlated with the laser
fluence which is energy per area. Therefore, more negative ions per unit volume can be detached
if the laser beam is focused into a smaller beam. On the other hand, a smaller beam would not
be able to cover the whole plasma and the detachment current only represents the negative ions
detached from the plasma volume within the beam coverage. Therefore, a smaller local density
ratio is expected. Fig 4.4 shows the detachment ratio at a beam diameter of 3.7 mm. As anticipated,
the data is closer to saturation, yet the detachment current abnormally increases beyond a certain
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beam energy, deviating from the theoretical trend. This anomaly was also found in similar research
and is attributed to the laser ablation of the probe surface contacting the beam [16, 23, 24]. Indeed,
a very strong current signal can be found when the laser beam covers the cathode surface. It also
becomes extremely serious when a highly focused beam is used which can form photoionization
electrons. Except for the anomaly, the data at smaller pulse energy does follow the trend and the
fitted effective cross section is very close to the unfocused beam result.

Figure 4.5: Normalized photodetachment ratio as a function of laser fluence with various beam
sizes

Fig 4.5 shows the detachment ratio as a function of laser fluence from four different beam sizes.
By plotting the data as a function of laser energy per area, different beam sizes can be compared
with the theoretical curve together where the detailed fitting results can be found in Tab 4.3. The
smaller the beam area, the higher the laser fluence and the higher the chance to reach saturation of
photodetachment. Although the anomaly persists at the higher beam energies, the fitted effective
photodetachment cross sections across these beam sizes are only narrowly dispersed. A smaller
beam also limits the volume of plasma having photodetachment and thus a smaller local density
ratio is found. The effective cross sections from four different beam sizes are all close to the O−

2 . It
is convincing that the experiment indicates a glow discharge at atmospheric pressure is dominated
by O−

2 negative ions whereas the exact mechanism requires a kinetic model to be fully understood.
Note that the data is prone to deviate from the theoretical curve at smaller laser energy when a
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smaller laser beam is used. Although the precise reason for the deviation is unclear, a tightly
focused beam should be avoided in the photodetachment experiment in future work.

Table 4.3: Effective photodetachment cross section and negative ion density ratio from various
beam size

Beam diameter (mm) Local density ratio Effective cross-section
at 355 nm (×10−22m2)

8.6 0.104 3.25
5.0 0.0566 3.28
3.7 0.0434 3.28
3.1 0.0215 3.12

4.3.3 Impact at Self-organized Pattern

Figure 4.6: Self-organized pattern with laser photodetachment (Laser pulse 97 mJ, beam diameter
8.7 mm, discharge current 52 mA)

Identifying the dominant negative ions O−
2 again indicates the importance of oxygen gas in

atmospheric glow discharge. However, SOP exhibits no impact during photodetachment as shown
in Fig 4.6. The original images are 16-bit grayscale which is transformed into a color one for
better contrast. Due to the intense reflection of laser rays toward the camera, the earliest image
was taken at 23 ns after the laser pulse whereas no prominent deviation is observed. Given that
the rise time of the photodetachment current is 20 ns in Fig 4.2, it is believed that at least 62% of

82



negative ions have been detached at this moment. The right image of Fig 4.6 shows the pattern
image at 1 µs after the laser pulse and no observable change exists. In fact, different orders of
delay time scale from nanoseconds to a few hundred microseconds were examined, yet no impact
from photodetachment was found. Based on these results, the plasma self-organization does not
appear to be correlated with the negative ion mechanism at least over the range investigated here.
A pulsed DC glow discharge experiment was performed and the results suggested that the pattern
is established in ∼100 µs which is a rather long time scale compared with the kinetic processes
[25]. Negative ions are also known to exist around the periphery of the plasma column where the
ambient oxygen attaches with diffusing electrons, thus it is plausible that these regions may need
further probing.

4.4 Summary

A laser photodetachment experiment was described in this chapter to investigate the role of nega-
tive ions in the mechanics of SOP. A prominent discharge current increase could be detected when
photodetachment was engaged and should increase with laser energy until saturation. However, the
laser energy was not high enough to reach saturation, and O−

2 was found as the dominant negative
ion species according to the fitted effective photodetachment cross section. The factor between
the current ratio and the detachment ratio can be used to estimate the negative ion density which
is about ∼ 1012cm−3. A focused laser beam increased the laser fluence and led to a more intense
photodetachment while an abnormal current spike was also observed probably due to the ablation
of the exposed electrode. An examination of the SOP dynamics from the ICCD camera revealed
no change under the photodetachment condition. This means the self-organization at atmospheric
glow discharge with liquid is not dependent on the 62% negative ions that are detached by the
laser. Nevertheless, the current experiment cannot fully ascertain the mechanism of negative ions
in SOP unless the photodetachment is performed thoroughly at a larger energy and length scale.
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CHAPTER 5

Spatially Resolved Plasma Parameters of a DC Glow
Discharge with Liquid Anode

5.1 Introduction

In plasma science, optical emission spectroscopy (OES) is a well-established and widely-used di-
agnostic method [1]. Excited neutrals and their ions radiate electromagnetic waves during kinetic
processes that can be analyzed and provide insight into the corresponding dynamics and plasma
properties. One of the most prominent advantages of OES is the non-invasive nature which only
requires an optical port and does not interfere with the plasma or experimental setup. On the other
hand, the interpretation of the recorded spectra needs to be correlated generally with a kinetic
model that comprehensively describes the various kinetic processes in the plasma. Another draw-
back comes from the difficulty of obtaining spatially resolved information since the radiation is
integrated along the line of sight and recorded by a fiber in most cases. Unfortunately, these is-
sues are more pronounced when diagnosing atmospheric plasma. Atmospheric plasma is generally
in a non-equilibrium state where different species do not have the same translational energy and
molecules’ different degrees of freedom (excitation, translation, rotation, vibration) are also out
of equilibrium. To understand the plasma properties thoroughly, multiple temperature parameters
have to be measured and analyzed. Running a plasma with ambient air means nitrogen, oxygen,
and water molecules participate in the reactions and introduce a prodigious amount of species and
sophisticated radiation bands. Although their presence enables multiple channels to gather the
plasma properties, it further complicates the interpretation of the plasma radiation. Atmospheric
pressure also greatly enhances the collision rate of those reactions with neutral species and lim-
its the diffusion of charged particles. As a result, these fast kinetic processes usually induce the
correlated species to develop a non-Maxwellian distribution and perplex the analysis. Finally, at-
mospheric plasma is nonuniform and unstable where its properties and emission vary spatially and
temporally [2]. Despite these difficulties, OES is widely used in atmospheric plasma diagnostics
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owing to the non-invasive nature and unavailability of conventional techniques such as Langmuir
probe [3].

The gas temperature is an important plasma parameter as many kinetic processes are expo-
nentially dependent on its value thus greatly affecting the performance of plasma applications.
It also gives insight into the efficiency of plasma ionization because the vibrational excitation of
molecules and other exothermic reactions consumes a large amount of electron energy. In the case
of applications involving heat-sensitive medium treated by plasma, the measurement and control
of gas temperature is paramount. The general methods for obtaining the gas temperature in OES
include the rotational temperature of diatomic molecules [4], van der Waals broadening of spectral
atomic lines at low gas temperature (Tg<350 K) [5, 6], Doppler broadening of spectral atomic lines
at higher gas temperature (Tg>2000 K) [7]. Among these methods, the rotational temperature of
diatomic molecules is frequently chosen since it does not require additional atomic gas and can
cover a wider temperature range. On the other hand, the time for thermalization of a rotational
distribution has to be much shorter than the radiative lifetime of the rotational excitation state.
Otherwise, it would cause a non-Maxwellian distribution and make the kinetic model invalid. A
non-equilibrium between the rotational distribution and translational population also put the esti-
mation in vain.

OES has also been used to estimate electron density and temperature. Stark broadening of the
atomic line (usually Hβ for its linear Stark effect) is widely used although special care has to be
paid to the spectral line fine structure at low densities [8]. Specifically, Doppler broadening and
van der Waals broadening would contribute comparable or even larger degrees at ne < 1016cm−3

and both components are correlated with gas temperature. Electron temperature can also be es-
timated by comparing the Hβ and Hα. Different spectral lines’ broadening depends differently
on the electron density and the temperature which can be simulated with a kinetic model and
the temperature can be deduced from calculated electron density [9]. Continuum radiation from
free-free bremsstrahlung interactions between electrons and neutral atoms becomes important if
the atmospheric plasma density is high [10]. With a good knowledge of the species and their
bremsstrahlung cross-section, the measured emission is fitted with the theoretical one to calculate
the electron temperature and density.

This work performs a spatially resolved optical emission spectroscopy on the atmospheric glow
discharge over a liquid anode. Species’ spatial distribution is presented based on their emission
result. Gas temperature is estimated by the rotational temperature of N2(C

3Πu → B3Πg) at various
plasma conditions. Spatially resolved electron density and reduced electric field measurement are
also attempted while the weak emission at low density region causes a high degree of uncertainty.
The variation of plasma properties’ spatial distribution reveals its correlations with the dynamics
of SOP.
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5.2 Experimental Setup

Figure 5.1: Schematic of the spatially resolved spectra measurement setup

Fig 5.1 illustrates the instrument used in the spatially resolved OES measurement. The discharge
part is the same as illustrated in section 2.1. The liquid circulation to a reservoir is critical for a
stable and static acquisition where the plasma-liquid interface will stay at the same height. When
measuring the radial distribution of plasma emission, an achromatic lens (focal length 60mm) is
used to focus the scattered emission into a collimated beam for the following dove prism. The
prism is rotated 45 degrees to make a 90-degree rotation of the plasma image. Then, another
achromatic lens is used to focus the rotated image to its original size at the entrance slit. The
distance between the first achromatic lens and plasma column s and the distance between the slit
and second achromatic lens s′ would define the magnification ratio M = s′

s
. For radial distribution

measurement, both distances are 60 mm which yields a real image on the ICCD with a spatial scale
of 26.7 µm/pixel. When the axial distribution is measured, only one achromatic lens is used to
project the plasma image. The magnification ratio is set to 0.63 with a spatial scale of 40 µm/pixel
otherwise the 256 rows of pixels cannot accommodate the whole 8 mm long plasma column.

The plasma emission is diffracted by a Czerny-Turner configuration spectrometer (Acton
SP2300i) of 0.3 m focal length equipped with an 1800 grooves/mm holographic grating. A fast
ICCD camera (PI-MAX3) is coupled with the spectrometer to record the diffracted emission on
a 1024 × 256 pixels sensor. The number of rows of the sensor times the spatial scale determines
the spatial range of the spectra while the width corresponds with the wavelength range. The slit
opening is set the same as the physical size of the pixel (26 µm) in PI-MAX3 to maximize the
useful resolution. The measured spectral resolution is 0.04 nm.
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5.3 Methods of Spatially Resolved Optical Emission Spec-
troscopy

5.3.1 Data Acquisition

Figure 5.2: Illustration of the spatial resolved spectra acquisition

Spatially resolved OES is desirable considering the nonuniform distribution of plasma parameters
in the atmospheric plasma. For a normal glow discharge, the variation along the axial (vertical)
coordinate is due to the change of electric field and space charge density while the radial distri-
bution depends on diffusion and attachment loss. Studying and analyzing the spatially resolved
emission spectra of a plasma can be challenging when using a conventional method. In default, an
optical fiber collects all the emissions within its numerical aperture and transmits them onto the
spectrometer’s slit. It is a simple and compact method whereas the information loses its spatial
distribution. When a focusing lens is used, an upside-down image of the emission can be projected
on the slit and preserve its spatial distribution. The slit has to be implemented to control the spread
of the angle of incident light on the diffraction grating and this is essential for a decent wavelength
resolution. However, this also greatly narrows the emission in the horizontal (radial) dimension
while the vertical (axial) dimension is preserved as long as the image is within the slit’s height. Al-
ternatively, a dove prism can be used to rotate the emission image 90 degrees where the horizontal
(radial) dimension is preserved when it is aligned with the slit but the axial dimension is narrowed
at this arrangement. When the incident light is diffracted by the grating and reflected onto the
ICCD, a data matrix is obtained where the horizontal axis corresponds to the wavelength, and the
emission’s radial or axial distribution is allocated to the vertical axis. As illustrated in Fig 5.2, each
matrix is a vertical or horizontal slice of the plasma emissions depending on the orientation of the
plasma image relative to the entrance slit. By moving the plasma and the optical lens together
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horizontally, the relative position of the slit versus the image will be shifted, then a vertical slice of
the plasma emission at different lateral positions can be examined and vice versa for the horizontal
slice. The scan was performed with a step size of 100 µm generally, though a bigger step was
also used when the emission indicated insignificant change at the positive column. For a 2D plot,
there is no extra dimension that could represent the distribution of different spectral lines in the
same band. Instead, the strongest band head is picked to represent the characteristics of the species
emission. By combining each slice’s band head lateral distribution across the axial dimension, the
entire map of plasma emissions can be obtained as shown in Fig 5.3 where the X-axis represents
the lateral position, the Y-axis corresponds to the vertical distance to the cathode, and the intensity
is shown by the logarithmic color bar. Alternatively, the emission map can also be obtained by
combining the vertical slices across the radial dimension.
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Figure 5.3: Illustration on the acquisition of full emission map of N2(C −B)(380.49 nm). Left
top: data matrix of a horizontal slice; right top: emission at the center as a function of

wavelength; left bottom: lateral distribution of the emission band head (0,2); right bottom: the
combined emission map

The spatial scale calibration is performed by recording a ruler picture with ICCD’s image mode.
The non-uniformities in gain from pixel to pixel are also calibrated on the ICCD camera to ensure
a consistent response. A pre-calibrated tungsten lamp was used to provide a known continuum
black body radiation which is divided by the acquired emission data. The result is a normalization
matrix which is used to correct the raw data to reduce the systematic error. Other systematic errors
are mainly from the movement of plasma and the optical aberration of the lens and spectrograph.
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5.3.2 Gas Temperature Estimation

Figure 5.4: Experimental and simulated spectra of N2(C −B) in negative glow region at 50 mA,
1520 K and 2943 K are estimated for rotational and vibrational temperature, respectively.

The rotational temperature of excited molecules is usually used as an estimation of the gas temper-
ature (translational temperature). This is because the rotational energy is quantized by a constant
that is inversely proportional to the moment of inertia I = (1/M1 + 1/M2)r

2. On the other hand,
vibrational energy is usually larger since its constant is inversely proportional to the square root
of moment of inertia. A nitrogen molecule has a rotational constant of 2.48 × 10−4 eV whereas
its vibrational constant is 0.29 eV. This order of magnitude difference makes the rotational level
well-populated and the rotational-translational relaxation very fast compared to the vibrational-
translational relaxation. Therefore, the rotational temperature of molecular gas in plasma is usually
very close to the translational temperature even in nonequilibrium discharges, while vibrational
temperatures can be significantly higher [11].

For gas temperature estimation, the rotational temperature of nitrogen second positive band
N2(C

3Πu → B3Πg) is chosen instead of the more abundant OH(A2Λ+ → X2Π) band. Research
has suggested that OH(A − X) is not a good representation of the gas temperature because the
quenching process by water molecules (0.5 ns at 1850 K [12]) is at the same time scale of rotational
energy transfer process (0.6 ns [13]) for thermalization [14]. In addition, the dissociative excitation
of water molecules contributes a large portion of the OH(A) production and induces a higher
rotational temperature which is non-Boltzmann. N2(C), conversely, is dominantly produced by
electron impact excitation in nitrogen gas and thus thermalized. It also suffers less impact from
quenching since the time of thermalization (∼100 ps [4]) is faster and yields a good estimation
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of the gas temperature. This was also justified by a comparison among the rotational temperature
method using OH(A−X), N2(C −B), and Rayleigh scattering where the rotational temperature
of N2(C) is more reliable and similar with the result of Rayleigh scattering [15]. In this work, the
transition of N2(C −B,∆ν = −2) in the range 360-380 nm is measured and fitted with simulated
spectra using massiveOES [16] for the estimation of gas temperature. A fitting example is shown
in Fig 5.4 which indicates a rotational temperature of 1520 K in the negative glow region at 50 mA.
The uncertainty of the results is within 3.3 % which is based on the standard deviation between the
measured spectra and the analytic one.

5.3.3 Electron Density Estimation

The electron density is determined by the Stark broadening of Hβ line (486.13 nm). It is more
suitable than Hα which features a smaller full width at half maximum (FWHM) and thus only
applicable at larger electron density (>5 × 1014cm−3) [17]. The fine structure of a Hβ line is
decided by a variety of broadening mechanisms that result in a Voigt profile, a convolution of
Lorentzian and Gaussian broadening profiles. The detailed calculations of each broadening
mechanism are shown as follows:

1) Instrumental broadening

Acquisition of the spectral lines experiences additional broadening unrelated to plasma processes.
Optical instrument broadening is inevitable in the measurement system and thus it represents a
systematic error. It is mostly determined by the dispersion through optical elements, the spec-
trometer slit width (diffraction effects), and dispersion in the spectrometer itself. This broadening
is estimated by measuring a single-mode He-Ne laser’s spectrum fitted with a Gaussian profile.
Since the laser has a negligible dispersion, the FWHM of the profile can represent instrumental
broadening ∆λI . The measured instrumental broadening is 0.065 nm.

2) Doppler broadening

Doppler broadening is inflicted by the relative motion of an emitter to the detector leading to a
shifted frequency of photons, i.e., the Doppler effect. Assuming the emitters have a Maxwellian
distribution, the line shape of Doppler broadening resembles a Gaussian profile and depends on
the temperature:

∆λD =
1

2
λ0

√
8kBTgln2

mc2
= 3.48× 10−4T 1/2

g (5.1)

where λ0 is the transition emission’s wavelength (nm), m is the mass of the emitter (u), and Tg is
the gas temperature given that the emitter is a heavy particle. The equation can be simplified since
the mass of hydrogen and transition energy of Hβ are already known.

3) Van der Waals broadening
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Van der Waals broadening is due to the dipolar interaction between an excited atom (the emitter)
with the dipoles induced by this emitter over the background of polarizable perturber atoms in the
ground state. It becomes important if a plasma has an ionization degree lower than 10−4 with high
neutral density [18]. This broadening is calculated with

∆λvdw = 8.18× 10−26λ2
0(R

2
)0.4T 0.3

g N
∑
i

(
α0.4
i χi

µ0.3
i

) (5.2)

where N is the neutral density (cm−3), i and α represent different perturbers and their polarizabil-
ity, µ and χ are the reduced mass and fraction of perturber, respectively. For an air plasma, Eq 5.2
can be simplified as

∆λvdw =
3.6

T 0.7
g

(5.3)

where coefficient 3.6 is calculated to include the effects of helium and air [3].
4) Stark broadening

Stark broadening is due to the Coulomb interaction between the emitter and the charged particles
present in the plasma, mostly electrons. The broadening resembles a Lorentzian shape and can be
estimated by

∆λS = 3.67 · ( ne

1023m−3
)
2
3 ⇒ ne = 1017 · (∆λS

3.67
)
3
2 (cm−3) (5.4)

which is applicable for 1013 < ne < 6× 1014cm−3 [19].
The other broadening mechanisms such as resonance broadening and natural broadening are

negligible and can be excluded from calculation [8]. The process of electron density estimation
starts with fitting the measured line profile with Voigt shape. The Voight profile’s FWHM is a
convolution of both Lorentzian and Gaussian broadening profiles:

∆λV ≈
√
(
∆λL

2
)2 +∆λ2

G +
∆λL

2
(5.5)

where the Gaussian and Lorentzian profiles’ FWHM are

∆λG =
√
∆λ2

I +∆λ2
D (5.6)

and
∆λL = ∆λvdw +∆λS (5.7)

which can be estimated by the ∆λV and ∆λG by transforming Eq 5.5

∆λL ≈ ∆λV − ∆λ2
G

∆λV

(5.8)
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With gas temperature estimated by N2(C−B), the ∆λvdw and ∆λD can be calculated and the ∆λS

can be deduced which yields the electron density according to Eq 5.4. Fig 5.5 plots the line shape
of Hβ in negative glow region and an electron density 1.2×1014cm−3 is calculated which is typical
for a DC plasma at atmospheric pressure. Note that the line profile of Hβ would split into different
components at low electron density (<4×1013cm−3) and large systematic errors can be introduced
from the deconvolution process [8, 20]. Apart from the fine structure splitting error, the electron
density of low-temperature atmospheric pressure plasma calculated from the Stark broadening is
usually only for estimation on the order of magnitude [19].

Figure 5.5: Experimental and fitted line shape of Hβ in negative glow region at 50 mA, 1520 K
and 1.2× 1014cm−3is estimated for electron density.

5.3.4 Abel Inversion for Radial Distribution

Measuring the plasma emission by side view means the recorded data is integrated along the line
of sight across the medium, thus collected light does not contain any spatial information. Interpre-
tation of such emission is problematic if the emission is highly nonuniform. The Abel transform
method is an integral transform to analyze axially symmetric functions and its inverse form Abel
inversion can deduce the radial distribution function from a spatially varying plasma [21]. This
method has been applied in [22, 23, 24] and proven to be particularly advantageous in small length
scale and nonuniform plasma sources. However, several assumptions have to be met to use this
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method: 1) the object of interest must be cylindrically symmetric; 2) the target has to be optically
thin; 3) the object should be stable in space and time during the measurement thus providing an
unambiguous interpretation of the plasma state. A normal glow discharge can satisfy the first two
criteria whereas additional attention has to be paid to the last assumption. Usually, a static emission
scan can be achieved by a shorter exposure time which also decreases the signal-to-noise ratio.

The Abel transform is given by

I(x0) =

∫ y0

−y0

f(r)dy (5.9)

where y0 is the transverse range of plasma at lateral position x0. The equation means the detected
emission I(x0) is the integral of emission distribution f(r) across the plasma. To deduce the radial
distribution from measured I(x0), inverse Abel transform is used

f(r) = − 1

π

∫ ∞

r

I
′
(x)√

x2 − r2
dx (5.10)

Solving the above equation requires a numerical method since the measured data is discrete and
cannot be solved analytically due to discontinuity. In this work, the Hankel–Fourier method is
implemented [25] which transforms the coordinate variable to a frequency variable k. The Fourier
transform of the distribution is

F (k) =

∫ ∞

−∞
I(x)exp(ikx)dx (5.11)

Transforming Eq 5.11 to polar coordinates yields

F (k) = 2π

∫ ∞

0

f(r)J0(kr)rdr (5.12)

where J0(kr) is the zero-order Bessel function of the first kind. The emission function ϵ(r) is
obtained by the inverse of Hankel transform

f(r) =
1

2π

∫ ∞

0

F (k)J0(kr)kdk (5.13)

Spline smoothing [26] is used to reduce the noise of the lateral distribution data I(x) for a stable
result of Hankel transform. To validate the accuracy of this numerical method, two theoretical
radial distributions were used to generate the lateral emission data
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Bell curve

g(r) =

{
1− 2r2 for 0 ≤ r ≤ 0.5

2(1− r)2 for 0.5 < r ≤ 1
(5.14)

Off-axis peak curve

h(r) =

{
3
4
+ 12r2 − 32r3 for 0 ≤ r ≤ 0.25

16
27
(1 + 6r − 15r2 + 8r3) for 0.25 < r ≤ 1

(5.15)

(a) Bell curve (b) Off-axis peak curve

Figure 5.6: Benchmark of Hankel transform Abel inversion algorithms

Fig 5.6 shows the comparison between the theoretical distribution and the numerical result
calculated from the lateral distribution. Clearly, the Hankel transform can deduce the emission
function with complex distribution. The frequency k is limited up to 10 for saving computational
resources.

5.4 Results and Discussion

5.4.1 Species Emission and Distribution

The excited species’ emission in a spatially resolved OES provides the intensity, spectral profile,
and distribution information altogether that can help with diagnostics and control of plasma condi-
tions. The emission’s intensity scale changes dramatically across the plasma column, and therefore
a logarithmic color bar is used to differentiate the distribution at various locations. Fig 5.7 shows
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(a) Emission map of
N2(C −B)(0, 2)(380.49 nm)

(b) Emission map of
N+

2 (B −X)(0, 0)(391.44 nm)

Figure 5.7: Emission intensity distribution of nitrogen species’ emission (horizontal slice
combined)

the emission map of nitrogen species combined by horizontal slices. Since a high fraction of elec-
tron energy is localized on the vibrational excitation of molecules for atmospheric plasma, the
emission of excited nitrogen second positive system N2(C − B) (upper-level energy 11.1 eV) is
ubiquitous in the plasma column and features a high intensity. This emission is due to the direct
electron excitation [27]:

e− +N2(X
1Σ+

g ) → N2(C
3Πu) + e− (5.16)

and metastable pooling reaction [28]:

N2(A
3Σ+

u ) + N2(A
3Σ+

u ) → N2(C
3Πu) + N2(X) (5.17)

According to the distribution map, the emission is the strongest near the cathode glow region where
high-energy electrons are present. At 560 µm vertical position, a contraction can be observed which
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corresponds to the cathode dark space. The positive column also comprises the emission although
the intensity is one to two orders of magnitude lower because the local average electron tempera-
ture is much lower than the excitation threshold. The cathode layer electric field is approximately
30-40 kV/cm, two orders of magnitude larger than the 700 V/cm in the positive column. Near the
liquid surface, the distribution develops a protrusion region that distinctively grows from the anode
towards the positive column about 1 mm. At first glance, this is possibly associated with the anode
fall electric field which boosts the electron impact excitation. However, the anode fall region is
correlated with the Debye length (∼ 100 µm), which is much smaller than the protrusion length
scale and cannot affect the electron energy there. Alternatively, the axial distribution of gas tem-
perature exhibits a steep decline at this position and can result in a higher neutral density and larger
electric field. Finally, a strong emission can be found on the liquid anode which expanded radially
further than the cathode glow. In fact, N2(C−B) contributes the major part to the emissions of the
SOP whose radial size corresponds to the emission’s expansion. On the other hand, the emission
is less bright than the cathode layer due to the quenching of vapor and weaker anode fall voltage.

Emission of N+
2 (B −X) (threshold energy 18.9 eV) is also observed in the plasma although it

is less pronounced than N2(C −B). The Penning ionization from metastable helium (19.82 eV) is
efficient in producing this species [29]:

He∗ +N2(X
1Σ+

g ) → N+
2 (B

2Σ+
u ) + He + e− (5.18)

In addition, charge exchange between N2 and He+ can also produce the nitrogen ions. Due to the
higher energy of N+

2 (B
2Σ+

u ) state, its absolute intensity is weaker and the spatial distribution is
limited. This is also the case for the anode fall region where the emission is dimmer than excited
nitrogen neutrals. It was estimated that the cathode layer’s electric field is three times larger than
the anode layer’s which is also below the electrohydrodynamic instability criterion 24.6 kV/cm
[30]. The distinction between electric field and electron energy would have a greater impact on
excited species with higher energy levels and thus more sensitive to the EEDF.

Fig 5.8 plots the distribution of other species’ emissions that can be normally found in atmo-
spheric plasma. The H and O are produced by electron-impact dissociation of water molecules and
oxygen [31, 32, 33].

e− +H2O → H(n = 1) + OH(X) + e− threshold 5.1eV (5.19)

e− +H2O → O(3P ) + H2(X) + e− threshold 5.03eV (5.20)

e− +O2 → O(3P ) + O(3P ) + e− threshold 6eV (5.21)

while their excited states H(4d) and O(3p) have energy level of 12.75 eV and 10.74 eV, respec-

100



tively. Besides, the electron-ion dissociative recombination with O+
2 and H2O

+ become impor-
tant production channels at low electron temperature regime [34]. The emission distributions of
O(3p − 3s) and H(4d − 2p) are alike except for the region near liquid. This is due to the strong
reaction between O(3p) and water molecule which reduce the density [35, 36]:

O(3p) + H2O → OH(X) + OH(X) (5.22)

Emission of He(3d − 2p) has an almost identical distribution with Hβ though its high excitation
energy level (23.1 eV) causes a weaker absolute intensity. The anode layer supports a comparable
density of excited helium atoms as the cathode region. This is not seen in the emission of Hβ or
O(3p− 3s) since helium has a lower quenching rate with water.

The presence of sodium in the plasma column is believed to be transported by droplets [37, 38]
since the evaporation is unable to bring salt ions into the gas phase. The emission of Na(3p− 3s)

is distributed broadly thanks to the low energy level (2.1 eV). The emission is also presented in
the positive column but not significantly near the anode. In this case, the sodium emission mostly
depends on its transport mechanism in which the droplets would evaporate closer to the cathode
glow and release the salt particles. This can also be justified by the spatial nonequilibrium of
emission that is due to the fluctuation of emission between the acquisition of each horizontal slice.
The average time between the acquisition of vertical position can be 30 seconds which is much
longer than the relaxation time of the collisional process. On the other hand, the mechanical
transport by droplets may give rise to a long relaxation time.
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(a) Emission map of
H(4d− 2p)(486.13 nm)

(b) Emission map of
He(3d− 2p)(587.56 nm)

(c) Emission map of atomic oxygen
(3p− 3s) (777.42 nm)

(d) Emission map of sodium atom
(3p− 3s) (589.00 nm)

Figure 5.8: Spatial distribution of various species’ emission intensity (horizontal slice combined)
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(a) OH(A−X)(308.9 nm) (b) N2(C −B)(0, 2)(380.49 nm)

Figure 5.9: Emission intensity distribution of N2(C −B)(0, 2)(380.49 nm) and
OH(A−X)(308.9 nm) from combining vertical slices

During the experiment, a peculiar issue was noticed in which the two arrangements of acqui-
sition yielded different emission distributions. In Fig 5.9b, the emission map of N2(C − B)(0, 2)

is obtained by combining the spectra slice along the axial directions. It indicates a significantly
larger radial distribution extended to 3.6 mm in radius which is larger than that in Fig 5.7a, though
the emission map matches qualitatively. A closer comparison to the plasma column image in Fig
5.2 can prove that the large radial distribution is false. This issue is probably coming from the
unrestricted numerical aperture at the input slit. When the slit captures the emission along the
axial direction, light rays from adjacent lateral positions would also be collected and increase the
emission intensity falsely. Note that a similar issue could happen when a horizontal slice is cap-
tured and the light rays from adjacent axial positions would be collected too. But the Dove prism
limits the spread of light rays and mitigates this issue. The emission of OH(A−X) at 308.9 nm is
shown in Fig 5.9a by combining the vertical slices. Due to the low transparency of the long Dove
prism at UV range, any emission wavelength below 360 nm cannot be detected when a horizontal
slice is examined. Remarkably, OH(A) exhibits very low intensity near the liquid anode and in the
SOP. OH(A) is mostly produced by the dissociative excitation of water molecules in Eq 5.19. As
discussed before, the quenching of OH(A) by various species in air plasma prohibits its use in gas
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temperature estimation if the quenching rate is faster than the state’s lifetime or the thermalization
is not slow [4]. If the formal condition is met, then quenching can also reduce the radiative life-
time of OH(A) near the liquid surface and therefore inhibit the emission detection. A recent study
measured the absolute density of OH(X) using laser-induced fluorescence (LIF) spectroscopy and
showed a strong OH presence near the liquid surface [39].

5.4.2 Axially Resolved Gas Temperature Distribution

(a) 100 sccm helium flow rate (b) 300 sccm helium flow rate

Figure 5.10: Axial distribution of gas temperature and emission intensity at different helium flow
rates (8 mm gap, 1 mS/cm liquid conductivity)

The emission of N2(C −B) at various locations can also reveal the change in gas temperature.
Fig 5.10a plots the axial distribution of gas temperature and emission intensity when the 100 sccm
helium flow is used. The gas temperature starts at ∼ 1000 K near the cathode layer thanks to the
high helium mass fraction. As more molecules from the ambient air join in, the energy fraction
that goes into the helium ionization and excitation goes down while more vibrational excitation and
chemical reactions of molecules are invested by electrons. This causes the rising gas temperature
at 754 K/mm until it reaches the peak position at 2.2 mm downstream from the cathode. From this
point, the gas temperature is stable at 2500-2800 K since the heat exchange and gas heating are bal-
anced. At 1.2 mm above the liquid surface (anode), the gas temperature declines significantly and
fast at 2179 K/mm (50 mA), stronger than the cathode fall gradient. Such a significant temperature
gradient corresponds to a vapor layer originating from the evaporation and functions as a “cush-
ion” that cools down the gas temperature. The temperature gradient also indicates an intense heat
flux towards the liquid phase, indicating its importance in thermal stabilization. The trend in the
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gas temperature distribution does not change dramatically with elevated discharge power (current)
though a higher gas temperature can be found near the cathode fall region by the extra gas heating
rate. Surprisingly, the temperature is highly similar near the liquid anode region no matter the dis-
charge power while higher discharge power decreases the temperature gradient from 2905 K/mm
(30 mA) to 1899 K/mm (70 mA). Presumably, the vapor concentration increases with power pro-
viding extra cooling and alleviating the temperature gradient. On the other hand, the temperature
of the liquid anode indicates 792 K despite the discharge power varies. This may arise from the
coupling between gas heating and evaporation that is substantial and efficient to stabilize the gas
temperature. On the other hand, the quenching from the water molecules can greatly affect the
radiative lifetime of N2(C) and result in a false temperature estimation which is rather serious near
the liquid surface. The gas temperature estimated from the rotational temperature of N2(C − B)

and Rayleigh scattering was compared in [15] in which both methods are in good agreement and
the temperature range (2700 K) is close with this work. Importantly, there is no obvious coupling
between the emission intensity and rotational temperature. The emission intensity is intense at the
cathode fall region and then declines tremendously as a result of the electric field.

The temperature distribution modifies itself notably as the helium flow rate is increased to
300 sccm in Fig 5.10b. The higher flow rate of helium restricts the gas heating by increasing
the ionization efficiency and its high thermal conductivity. A remarkable modification happens in
the cathode fall and positive column region where the temperature peak is delayed and occurs at
1 mm away from the liquid anode. A moderate temperature gradient (247 K/mm) is developed
across the plasma column until reaching the peak temperature. A liquid anode temperature of
1129 K is also achieved at various discharge power levels and it is higher than the low helium flow
case. This is ascribed to the higher current density at the liquid anode illustrated in Fig 3.33. On
the other hand, the temperature gradient (2615 K/mm) near the liquid anode is very identical to
the low flow rate, and so is the heat flux. Note that the delay of the peak temperature position
also “squeezes” the expanse of the anode cooling region by 300 µm. A higher helium flow also
extends the high electron temperature region which is indicated by the slower decline of emission
distribution at the positive column. Notice the peak intensity is “delayed” to 706 µm due to the
higher helium fraction there. Overall, the plasma column has lower gas heating at higher helium
flow, and temperature distribution re-organizes.
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Figure 5.11: Axial distribution of gas temperature at different gas phase conditions (50 mA,
1 mS/cm)

Extra gas phase conditions’ effect on the temperature distribution is shown in Fig 5.11. The
purple curve indicates that the ambient oxygen level of 5% does not notably change the gas tem-
perature. This indicates that nitrogen gas dominantly contributes to the gas heating in an air dis-
charge. Nevertheless, Fig 3.21 confirms that oxygen is important for SOP establishment. Note
that the low oxygen fraction modifies the temperature distribution near the liquid anode which is
similar to the high helium flow rate case. The temperature starts to decrease at a closer position to
the liquid implying a thinner vapor layer and therefore less heat conduction. When the discharge
gap is halved in the red curve, the temperature gradients on both electrodes are decreased since the
gas heating is also weakened. The higher current density also induces a higher anode temperature
(1365 K) in the plot. A very special case is displayed in the orange curve where a glass sleeve is
put around the plasma column and significantly reduces the air entrainment. As a result, the peak
gas temperature is 2100 K and the lowered temperature gradient can be found on both electrodes.
It is still uncertain whether the gas heating is critical for the SOP since the lowered oxygen fraction
does not notably change it. However, a low temperature on the anode seems to favor the pattern
formation.
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Figure 5.12: Axial distribution of gas temperature at different liquid phase conditions (50 mA,
100 sccm helium)

Fig 5.12 shows the temperature distribution when the liquid properties are changed. Interest-
ingly, the high liquid temperature and low conductivity both decrease the temperature gradient.
The stronger evaporation from high liquid temperature is responsible for providing extra cooling
whereas the mechanism for a low conductivity case is unclear. It has been discussed in Chapter 3
that the liquid properties mostly change the anode sheath and pattern shape rather than the plasma
gas heating. Indeed, the unchanged distribution indicates a similar thermal energy density and heat
flux. This may also suggest the argument that the impact on SOP from the gas phase and liquid
phase has very different mechanisms.
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5.4.3 Radially Resolved Gas Temperature Distribution

Figure 5.13: Radial distribution of gas temperature at different vertical position (50 mA)

The change of gas temperature along the radial dimension is plotted in Fig 5.13. The emission of
N2(C − B) was gathered from the horizontal slice acquisition to assure an authentic distribution
function. Near the cathode glow region (400 µm to cathode), the gas temperature is cooler near the
center and increases dramatically at the radius of 560 µm. The low-temperature core at negative
glow is due to the higher helium fraction which increases the electron temperature and lowers
the energy fraction that is trapped in the vibrational excitation of molecules. On the other hand,
the free electrons diffuse radially and become cooler from collisions which then facilitates the
vibrational excitation process and causes the rise of gas temperature. Helium’s cooling effect
mostly prevails near the cathode. From the emission map of helium in Fig 5.8b, its presence
deteriorates tremendously in the positive column. This is also verified by the radial temperature
distribution at the middle of the plasma column (4000 µm to cathode) represented as the red curve
in Fig 5.13. The temperature is already hot at the center and shows no change at a larger radial
position. Note that the fidelity of temperature results declines significantly at larger radii mainly
due to the weak emission of N2(C −B) and bad signal-to-noise ratio.

Fig 5.14 shows the intensity distribution of a self-organized pattern emission with the corre-
sponding gas temperature. Interestingly, the temperature distribution does not have a strong cou-
pling with emission intensity neither the lateral nor the radial profile. Instead, the temperature
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stays roughly constant around 800 K which is usually found when a pattern is formed. The spatial-
equilibrium temperature may be also due to the quenching of high-concentration water vapor.
From the Abel inversion, the lateral emission function can be used to infer the radial distribution
of a self-organized pattern which has a good correlation with its visible image. The two annular
dots and the central diffusive disk can be recognized. The intensity profile clearly indicates the
presence of the pattern.

Figure 5.14: Radial distribution of a self-organized pattern emission and its gas temperature
(50 mA)
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5.4.4 Electron Density Distribution

Figure 5.15: Radial distribution of electron density and normalized intensity of species emission
at the cathode glow region

Compared to the spatially resolved gas temperature estimation, the electron density estimated from
the deconvolution on the fine structure of the Hβ is severely limited due to its weak line emission
and scarce distribution. This causes most of the plasma column to be subject to poor signal-
to-noise ratios and not be suitable for electron density estimation. Fig 5.15 illustrates the radial
distribution of electron density and species emission at the cathode glow region. The electron
density is 2.46 × 1014cm−3 near the central cathode glow then drops substantially at the radius
of 200 µm to 6.2 × 1013cm−3 at 476 µm. Beyond this radius, the Hβ emission is not suitable
for analysis. Compared to the emission of N2(C − B), the excited helium and hydrogen have
their distribution decreasing dramatically at a smaller radius. This is because both are produced
by electron impact collisions while the pooling reaction (Eq 5.17) can contribute significantly to
excited nitrogen [28]. The axial distribution of electron density across the plasma column is not
available due to the scarcity of emission and high errors.
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5.5 Summary

The variation of plasma properties at different locations is examined by spatially resolved optical
emission spectroscopy. A lens set with the imaging spectrometer enabled the acquisition of a high
spatial resolution of major species’ emissions. The second positive system of nitrogen and OH(A-
X) are widely found across the plasma column due to the low excitation thresholds and abundance
of nitrogen and water molecules. SOP mostly comprises N2(C−B) and N+

2 (B−X). The measured
OH(A-X) is remarkably scarce near the liquid surface as a result of the interference from the strong
quenching. Excited helium and Hβ are produced by the impact collisions of high-energy electrons
and thus exhibit limited distribution. The spatially resolved gas temperature is obtained from the
rotational temperature of N2(C − B) and reveals the instrumental importance of liquid anode to
thermal stability. The temperature gradient (heat flux) and gas temperature peak values change
correspondingly with the gas phase conditions while the liquid phase has little impact. A lower
gas temperature at the liquid anode is seemingly coupled when a complex pattern is formed. The
radial distribution of gas temperature indicates a cooler core region near the cathode showing the
helium’s impact while the gas temperature at the liquid anode is in spatial equilibrium and stays
at 800 K. Electron density is calculated by deconvolution of the line profile of Hβ . Unfortunately,
the weak emission prohibited spatial analysis of electron density in many locations. The cathode
region had an electron density of 2.46 × 1014cm−3 which decreased with radius. Emissions of
species that heavily depend on the energetic electrons, including Hβ and He(3d− 2p), are coupled
with the electron density distribution while N2(C − B) is less affected due to the extra channel
from pooling reaction. It has been shown that spatially resolved spectroscopy is a non-invasive and
straightforward method for estimating the distribution of species’ emissions and gas temperature if
their radiative lifetime is long enough. On the other hand, the electron density estimated from Stark
broadening strictly requires sufficient emissions and constitutes a lower limit of plasma density.
Such measurements yield insight into discharge structure and energy transport.
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CHAPTER 6

Coupling between Plasma Self-Organization and
Induced Fluid Circulation*

6.1 Introduction

The intense evaporation and heat transfer at the plasma-liquid interface of DC glow discharge
gives rise to convective flow within the liquid and at the surface. Such flows, in contrast to simple
diffusive processes, speed up the transport of reactive species into the bulk solution. Indeed, there
are many studies have shown that plasma irradiation of the liquid surface leads to the induction
of fluid dynamical effect which can facilitate heat and mass transport faster than diffusion beyond
the point of attachment [2]. These fluid effects can manifest in many forms such as Taylor cone
formation, capillary waves on the interface [3], and plasma-induced liquid convection [4, 5, 6,
7]. Shirai et al presented evidence suggesting that the self-organized pattern may depend on the
presence of water vapor in the gas phase [8]. Strong water vapor emission has been observed as
inferred by laser-induced fluorescence spectroscopy in an atmospheric pressure helium DC glow
discharge contact with NaCl solution [9]. These observations suggest many scientific questions,
some of which with technological implications: What processes drive the convection in the liquid
phase and how does it change when the plasma self-organizes? Also, the self-organized patterns
evolve with input conditions such as discharge current and electrolyte type. Does the flow field vary
appreciably as the pattern itself changes? Control and optimization of the plasma-induced flow
velocity and spatial extent offer a potential opportunity regarding the mass transport of reactive
species into the bulk and thus could offer a pathway or approach to scale up. In this chapter,
we investigate the occurrence of plasma-induced flows using particle imaging velocimetry (PIV)
to address the aforementioned scientific questions. Additionally, we compare the convection cell
formation in liquid irradiated with a nanosecond pulsed plasma jet as well to yield some additional

*The text and discussion in this chapter have been previously published by Yang, Z., Kovach, Y., & Foster, J.
(2021). Visualization and analysis of coupling between plasmas self-organization and plasma-induced fluid circulation
in 1 atm DC glows with liquid anode. Journal of Applied Physics, 129(16). [1]
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insight regarding mechanisms and to explore if there is any universal connection between different
plasma regarding local conditions at the attachment point that drives circulation.

6.2 Experimental Method

Particle imaging velocimetry (PIV), a non-intrusive and quantitative laser diagnostic [10], was used
to study plasma attachment induced convective flows in the liquid water anode. The basic layout
of a PIV system is shown in Fig 6.1. The region of interest flow is seeded with tiny, neutrally
buoyant particles called “tracers”, e.g. oil or water aerosols in air and solid particles in fluids.
A coherent light sheet, formed by passing a laser beam through a cylindrical lens, illuminates the
particles in the flow. A camera perpendicular to the plane of the light sheet records the movement of
tracers into consecutive frames which are further divided into small subareas named “interrogation
windows”. Using statistical correlation techniques a local displacement vector can be determined
for each interrogation window where all particles within have moved homogeneously in the same
direction and the same distance.

Figure 6.1: General setup of a 2D PIV system [11]

Fig 6.2 shows the experimental setup that implemented PIV to measure plasma-induced fluid
motion in a DC glow discharge with a liquid anode. A laser beam (beam diameter: 1-2 mm) from
a CW NdYAG laser (532 nm) was transformed into a sheet using a Powell lens to illuminate a
single plane. Ceramic particles of 12µm diameter were used as the tracer. A fast CMOS camera
was used to acquire the flow field images with a 35 × 27mm2 field of view. Two planes of flow
fields can be detected and they are perpendicular (vertical plane) and parallel (horizontal plane)
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with the plasma-liquid interface, respectively. For imaging the horizontal plane, a mirror placed
under the liquid phase container was placed at 45 degrees to reflect the scattered light from tracers
at the horizontal plane towards the camera. The video results were then processed by the evaluation
package DaVis [11] to calculate the flow vector. Deionized water and NaCl solution with different
initial conductivity were used as liquid electrodes to establish various patterns. Note that the liquid
is not circulated with the external tank so that the ambient flow motion is avoided.

Figure 6.2: Experiment setup for detection of liquid phase movement at horizontal (black dash
line) and vertical (red dash line) plane

We hypothesized that heat, mass transfer, and electrohydrodynamics forces together participate
in the coupling of liquid convection; therefore, it was of interest to compare the plasma-induced
flow observed under DC discharge with that observed in plasma jets which do not have significant
heat transport. In this respect, the flow circulation stimulated by a plasma jet was also studied.
While convection current in the liquid phase is present in the DC glow discharge, it is absent when
the plasma jet irradiates a liquid water target. In both cases, however, local charge deposition oc-
curs and thus charge and electrical field effects may be an important consideration in understanding
the nature of plasma-induced flow in both systems. Fig 6.3 shows the schematic of a plasma jet
which consists of a dielectric glass tube with one copper ring electrode on the outer wall and a
metal wire inside the tube that functions as the high voltage electrode. The jet was powered using
a nanosecond pulsed power supply (FID GmbH, FPG10-10KM). Note that the feed gas flow rate
is set at 600 sccm where the formation of a plasma jet requires a critical flow speed [12]. On the
other hand, the neutral gas flow speed is low enough to avoid significant interference with the bulk
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fluid thanks to the large glass tube diameter.

Figure 6.3: Experiment setup for detection of liquid phase movement under a pulsed atmospheric
pressure plasma jet

6.3 Flow Field at Vertical Plane under Self-organized Pattern

In general, it was found that regardless of whether the attachment had SOP or not, plasma-induced
circulation was present. With self-organization, however, the complexity of the flow field tended
to increase. Fig 6.4 shows the general flow field just below the plasma attachment without a self-
organized pattern. The background color indicates the magnitude of the velocity value while the
arrows indicate the average direction. Note that the flow field diagram only presents the upper
region of the field of view (40 mm x 32 mm) since the flow motion only happens near the interface
(∼ 8mm depth) and does not appear to expand deeper. The flow field mainly consists of two parts:
an ascending flow at the center and a toroidally shaped region associated with vortex flow. The
ascending flow accelerates as it approaches the interface meaning a pressure gradient exists and
we presume it is from the mass transfer at the interface caused by the evaporation. The maximum
speed of the ascending flow as observed in the flow field is 1.5 cm/s. The vortex region around the
central ascending flow had a circular cross-section which are rotational vortices. In the rotational
vortices, the flow velocity is proportional to its distance to the center and such a vortex requires
external forces to form. It was observed that the spatial size of the vortex grew with ascending flow
speed and therefore, it is likely that the vortices are simply formed by the viscous stress from the
nearby ascending flow. It would be intuitive to expect a downward flow caused by the helium gas
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flow and the hot glow discharge does accelerate the gas flow speed from volume expansion. Note
that we do not observe any appreciable flow at the water surface when the discharge is off and the
helium gas is on.

Figure 6.4: General vertical flow field without a self-organized pattern (Discharge current:
101 mA, Liquid anode: NaCl solution with initial conductivity 14 mS/cm)

As previously mentioned, it is suggested that predominantly localized evaporation is the origin
of the ascending flow. To justify this speculation, we studied the effect of externally adding thermal
energy to the liquid water using a butane jet mini-torch directed downwards with flame temperature
∼1800 K, which is in the same range of DC glow temperature measured by OES. Fig 6.5 shows the
fluid motion under the butane jet torch and it has the qualitatively same pattern as the flow formed
by DC glow discharge and the velocity magnitude is on the same scale. Thus, the ascending flow
is mainly due to the evaporation of the fluid, and vortexes are formed by viscous stress. Note that
the flow pattern in this case, as well as the discharge case without self-organization, was stable and
static.

Figure 6.5: Vertical flow field induced by a downward butane jet (flame temperature 1800 K)
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Figure 6.6: Dynamic vertical flow field under ring-with-spots SOP with vorticity evaluated in
background color (Discharge current: 63 mA, Liquid anode: NaCl solution with initial

conductivity 14 mS/cm)

Interestingly, the fluid motion under the interface is much more violent when a SOP appears.
Fig 6.6 shows the evolution of flow vorticity (wz = ∂vy

∂x
− ∂vx

∂y
) under a ring-with-spots pattern

within 3 secs. Note that the background in this figure represents the vorticity in z-direction which
helps identify the temporal evolution of vortices. It is obvious that the toroidal region of vortices is
no longer static but instead shedded outward by the surface shear stress force and decays in the end.
Then, new vortices are generated by viscous stress periodically and pushed outward again. Such
dynamic flow patterns occur only when the discharge current is above 40 mA and a ring-with-spots
pattern appears. This is the evidence showing that SOP introduces extra dynamics at the liquid
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phase where the induced flow pattern is nonuniform in contrast to the non-self-organized case.
We also observed a rotation movement on the pattern beyond this current threshold, which is also
reported in [8]. Whether the dynamic vortex motion is related to the rotation of pattern, the fluid
rotation itself, or some combination is still a mystery and they are probably related to the dynamic
balance of local space charge and electric field. For the origin of dynamics in vortex transport,
the surface stress force may come from the capillary wave or gas phase flow. Future work will be
needed to confirm the presence of capillary waves using shadowgraph. The gas-phase coupling to
surface processes will have to be explored using gas-phase PIV.

6.4 Flow Field at Horizontal Plane under Self-organization
Pattern

Figure 6.7: General horizontal flow field without self-organized pattern (Discharge current:
39 mA, Liquid anode: NaCl solution with initial conductivity 14 mS/cm)

It is noted that the evaporation rate of the liquid anode during the experiment is estimated at
0.27 mL/min or 0.1 mm/min for the fluid level change. The liquid level drop reduces the util-
ity of PIV measurement at the actual liquid surface since that interrogation plane retreats over
time. Therefore, all horizontal flow field measurements are made in a plane at 2 mm below the
liquid surface. Fig 6.7 shows the general horizontal flow field without a self-organized pattern. It
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reveals a layered structure where an annular region featuring zero velocity separates the radially
inward flow and outward flow zones. If we compare this figure with Fig 6.4, it is straightforward
that the flow field at the horizontal plane is the transverse component of the vertical plane flow
field. The zero-velocity region is the center of vortices and radial flow motion corresponds to the
horizontal cross-section of the vortex.

Figure 6.8: Dynamic horizontal flow field with gearwheel self-organization pattern (Discharge
current: 71 mA, Liquid anode: NaCl solution with initial conductivity 32 mS/cm)

Interestingly, a highly dynamic and different horizontal flow field is established when a SOP is
formed. As shown in Fig 6.8, an obvious clockwise swirl is apparent around the plasma attach-
ment and the layered structure observed before no longer exists. We believe this swirl is strongly
related to the electrohydrodynamic forces where the concentrated space charge, i.e., the plasma
attachment pattern also rotates driven by the electric field. Because the pattern morphology dic-
tates the locations of heat transport as shown in Fig 6.9, the flow field will follow its “fingerprint”
as it shifts or rotates which distorts the static layered flow field and results in the swirl pattern.
Note that this swirl mainly appears with self-organization and expands spatially at a higher cur-
rent. Another candidate is the capillary wave controlled by electrohydrodynamic forces which
can also help mixing the flow field underneath the surface. Besides the existence of the swirl, the
second finding is that the rotation direction of the SOP is completely random and becomes more
dynamic at higher discharge current. On the other hand, the flow field swirl appears to be more
static with its overall flow direction invariant to discharge current variation. Fig 6.10 shows another
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example of a complex, dynamical horizontal flow field for DI water anode where the rotation di-
rection is counter-clockwise. The relationship among the swirl motion, rotation of SOP, and liquid
conductivity are presently unknown.

Figure 6.9: The temperature profile of the SOP and the surrounding liquid
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Figure 6.10: Dynamic horizontal flow field with gearwheel self-organized pattern (Discharge
current: 80 mA, Liquid anode: DI water with initial conductivity 502 µS/cm)

6.5 Quantitative Results of the Flow Field

We have shown that the observed flow field was driven by the heating associated with the hot
discharge column. Indeed, higher discharge power, i.e., higher discharge current would increase
the attachment area and enhance the volumetric gas heating. Both of changes would increase
the heat transfer rate towards the liquid phase. Therefore, the flow field momentum should be
proportional to the power input; that is, the average flow velocity should scale with input power.
Fig 6.11 plots the average velocities at the vertical and horizontal plane and it indeed justifies a
linear relationship between the average velocity and input power. In the figures, each data point
represents the flow field velocity averaged over its time-lapse (1 minute) and the field of view area.
Interestingly, the curve is nearly a straight line with a constant slope until the current goes beyond
55 mA where the SOP starts to rotate and become unstable. Compared to the vertical plane flow
field, the horizontal flow field’s average velocity is nonlinear and in a lower velocity range since
their flow field is partially the transverse component of the vertical flow field but is also strongly
affected by the electric field and plasma attachment.
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(a) Average velocity at vertical plane (b) Average velocity at horizontal plane

Figure 6.11: Time and spatial averaged velocity of the flow field

6.6 Induced Flow under Pulsed Power Helium Jet

Besides the heating effect, accumulated space charge will give rise to electrohydrodynamics force
onto the plasma-liquid interface and will drive liquid motion. To explore this particular effect,
a cold helium jet powered by a pulse generator is used. The atmospheric pressure plasma jet is
useful for producing low-temperature plasma plumes consisting of reactive species in open space
[13]. The plasma plume is also highly nonequilibrium in which neutral species are usually at
room temperature. Such features are useful for the investigation of electrohydrodynamics forces
excluding thermal effect. The helium jet configuration has similar features in Zhang et al [12]
design while the feed gas flow speed is much lower (600 sccm or 0.5 m/s) to limit the jet flow
interference at the liquid phase. The high-voltage electrode wire at the center of the quartz hollow
tube can significantly enhance the local electric field and therefore lower the required breakdown
voltage. It is noted that the tip of the high voltage wire is above the grounded liquid phase about
10 mm and such configuration also enhances the electric field near the plasma-liquid interface.
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Figure 6.12: Vertical flow field in deionized water under helium jet (Pulse properties: 3 kV,
2.5 kHz, 34 W)

Fig 6.12 shows the vertical plane flow field in deionized water under the plasma jet. The jet
appeared to penetrate the liquid surface and form a strong downward flow until it reached the
bottom of the container. However, we did not observe any significant surface deformation at the
impinge point. Compared to the flow under DC discharge, the flow velocity triggered by the jet
is also on the scale of a few mm/s though no vortex or ascending flow is observed. On the other
hand, the induced flow by DC discharge does not cross 8 mm depth below the surface while the
flow under a cold plasma jet can propagate to the bottom of the container. In fact, a thorough
propagation of flow is more efficient for bulk fluid mass transfer and suggests a great difference in
the flow-driven mechanisms of plasma. A similar downward flow stimulated by the plasma jet has
been found in other research using PIV [14, 15], and laser Schlieren [16] and they all suggest the
flow is electrohydrodynamically driven. There are two theories for the origin of the strong electric
field and the charge that triggers the electrostatic pressure. The injected ions from high voltage
electrodes can be accelerated by an electric field or acoustic wave and impinge the liquid as the
ionic wind [17] and give rise to a non-zero charge density in the liquid phase. With the help of
fast imaging technology, it was observed that the plasma jet consists of continuous fast-moving
structures namely “plasma bullets” [18] and their propagation speed is on a scale of 10 km/s, much
higher than the feed gas speed. It is possible that these “plasma bullets” strike the liquid surface,
inject the charge toward the liquid, and induce the electrohydrodynamics-driven flow, though the
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detailed relationship between them is still unknown and requires further investigation. Another
possible source of charge in the liquid is based on the process of dissociation and recombination
of electrolytic species which is known as conduction pumping phenomena [19] and used in the
electrohydrodynamics pump.

During the formation of the downward flow, it is noticeable that the PIV ceramic tracers around
the flow structure are seemingly repelled by the flow channel and present a “dark trajectory” in the
laser scattered image and this phenomenon is not observed for DC discharge results. Interestingly,
the plasma jet will produce streamer-like discharge at high voltage (>7 kV) and the power con-
sumption of the jet will spike to 60 W. At this condition, no downward flow presents but the results
show an evaporation-induced flow pattern that is very similar to what we found in the DC discharge
case. We believe the streamer in the plasma plume increases the gas temperature dramatically and
achieves the same evaporation-induced mass transport at the interface.

Figure 6.13: Horizontal flow field in deionized water under helium jet (Pulse properties: 2 kV,
3.5 kHz, 37 W

Fig 6.13 shows the horizontal plane flow field in deionized water under the plasma jet. Surpris-
ingly, it presents a familiar swirl pattern around the center where the plasma plume front contact
with the liquid surface. Certainly, the inertia force and friction by jet flow or plasma bullets will
not be able to stimulate such a big scale and highly organized flow pattern on the horizontal plane.
The electrohydrodynamics force in the bulk fluid probably induces this highly ordered flow mo-
tion since a large region of the parallel velocity vector at the right-hand side shows up where the
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grounding electrode is located. It is expected to have a nearly parallel electric field that is stim-
ulated between the high-voltage wire at the center and the grounding electrode sticking into the
right-hand side of the liquid phase. The fluid, therefore, moves in parallel from the right and then
converges into the center whereas no grounding electrodes are set on the left-hand side so that a
distorted or “twisted” electric field is formed. Based on this reasoning, it is not surprising to find
that the swirl fluid motion is stronger on the left side compared to the right side which supports the
notion that a non-uniform electric field forms the swirl flow. A further investigation was performed
by changing the grounding plate position and results show that the parallel flow region always stays
near the plate and swirl flow concentrates near the opposite position. However, it is still unknown
how the self-organization pattern can generate charges in the fluid which stimulates the swirl flow
at the horizontal plane.

6.7 Summary

With the help of particle imaging velocimetry, the fluid motion in the liquid phase under the SOP
in an atmospheric pressure DC glow discharge was measured and analyzed. In the plane normal to
the plasma-liquid interface, the induced flow field consists of a strong ascending flow in the center
at a maximum speed of 1.5 cm/s and a circle of vortices nearby. By using a butane torch, the as-
cending flow motion in this plasma-liquid interaction was qualitatively reproduced suggesting the
water evaporation caused by the gas heating is the driving force. In addition, the formation of the
pattern gave rise to flow structures that were non-static including periodic vortex/eddy shedding.
In the plane parallel to the plasma-liquid interface, the flow field is an indication of the transverse
component of vertical plane flow when no self-organized pattern is present. In the presence of
self-organization, a single strong swirl flow was observed under the plasma attachment. A cold
helium jet experiment using the same liquid as the ground stimulated a similar swirl flow at the
horizontal plane and revealed that the driving mechanism could be the electrohydrodynamics force
though a descending flow was also observed at the normal plane. SOP also reforms the heat trans-
fer distribution whose rotation may contribute to the swirl flow mechanism. The magnitude of the
flow velocity averaged over time and the field of view area suggests that flow speed is linear with
increasing input power and increasing liquid electrical conductivity. Overall, the investigation in-
dicates that flow field morphology is greatly impacted by the spatial distribution of the discharge
attachment at the interface. A better understanding of these mass transport processes can therefore
lead to some new approaches for plasma-liquid discharge optimization and thus new pathways for
scaling up technologies in areas ranging from plasma-water treatment to nanoparticle synthesis.
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CHAPTER 7

Droplet Production Mechanism in DC Glow
Discharge with a Liquid Anode*

7.1 Introduction

The non-thermal plasma interacting with the liquid solution can produce a host of reactive species:
atomic oxygen, OH radical, hydrogen peroxide, and UV light [2]. These species can be utilized in
applications ranging from water treatment to medicine. Our understanding of processes prevailing
at the plasma-liquid interface however remains incomplete. The complexity of chemistry in the
plasma-liquid interface partially comes from the coupling processes where thermodynamics and
mass transport phenomena are correlated in the chemically reactive multiphase media. Based on
a pin-to-water-surface discharge configuration, adding aerosols to the plasma can greatly expand
the surface-to-volume ratio which enhances the transfer of activation energy from the plasma to
the liquid, delivery of short-lived species, and controlling reactivity in the liquid [3]. The gen-
eration mechanisms of aerosols include evaporation, surface deformation, and external sources
such as electrospray. The strong mist containing particles from cathodic electrolytes was reported
in [4, 5]. Prominent surface deformation and aerosols from the Taylor cone are only found in ca-
thodic electrolytes [5, 6, 7] while the anodic liquid surface features a relatively unperturbed surface
where the plasma attachment can self-organize into intricate patterns accompanied by convection
flow driven by heat. As we discussed in Chapter 3, the anode fall electric field (10 kV/cm) at the
anodic electrolyte is too weak to trigger a Taylor cone deformation. However, an emission phe-
nomenon of particles from molten droplets originating from the FeCl3 liquid anode solution was
reported before but the detailed formation mechanism was unclear [8]. Besides the Taylor cone
or electrohydrodynamic process, another candidate that can account for this phenomenon is the
jet droplet mechanism. Through high-speed camera imaging, the droplet ejection mechanism was

*The text and discussion in this chapter have been previously published by Yang, Z., Kovach, Y., Wang, Z., &
Foster, J. (2022). On the nature of droplet production in DC glows with a liquid anode: mechanisms and potential
applications. Plasma Sources Science and Technology, 31(11), 115008. [1]
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studied and proved to be the jet droplets.

Figure 7.1: The formation of jet droplets [9]

The jet droplets process is ubiquitous and well known in the mass transport of sea aerosol into
the atmosphere [10, 11]. They are formed when a gas bubble cavity collapses at the gas-liquid
interface and forms a vertical upward jet that pins off into droplets (Fig 7.1). Interestingly this
process also leads to the uptake of atmospheric gas by the liquid as well. A similar phenomenon
can also be found in a melted liquid wall of tokamak plasma [12]. In the context of plasma science,
the bubbles can either be dissolved air released by plasma gas heating or oxygen from electrolysis.
In this regard, the process may be an important two-way mass transport mechanism that explains
the observed particle emission.

After the ejection into the nonthermal plasma, the small are subject to a variety of forces in-
cluding electrostatic forces due to droplet charging, thermophoresis, and gas dynamic drag force
associated with convection. These forces along with gravity determine not only the motion of the
droplets but also the duration of the interaction. Polarization effects driven by the electric fields as
well as simple charge collection can lead to disruption, resulting in the production of even smaller
droplets. A nonthermal plasma consists of an active zone associated with the ionization wave and
the corona or afterglow region where droplets can deform and vaporize by the forces and thermal
energy exchange. Such evaporation changes the size of the particles which in turn changes the
magnitude of forces acting on the particle as well. The mass transport of species from the water
into the discharge not only augments the gas-phase chemistry by providing a source of new reac-
tants but also affects discharge impedance through cooling and the introduction of the charge and
nanoparticles. Indeed, droplets may play an important role in charge transport between phases. The
species introduced by the droplets can be quite complex especially if they are synthesized in solu-
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tion such as glow discharge electrolytic cells with liquid anode or cathode electrode [13]. Droplets
derived from these solutions can contain nanoparticles that ultimately interact with the gas phase
plasma offering new opportunities for nonequilibrium processing as they transit the nonthermal
plasma. This process can be used potentially for applications ranging from decontamination and
agriculture to material processing [14].

This chapter focuses on the mechanism of droplet formation and the preliminary diagnostics
of its impact on plasma properties via spectroscopy. Experiments described herein demonstrate
that the source of the droplets is gas bubbles that upon breaking the surface generate a high-speed
jet at the interface. These bubbles contain material produced within the liquid phase and thus are
a mechanism for mass transport into the gas phase—such as metal ions and even nanoparticles.
Optical spectroscopy is also used to reveal the droplet composition and its impact on plasma prop-
erties. This new mass transport mechanism suggests that material in the liquid can be processed
by the plasma there thus providing a new approach to material processing and chemical synthesis.

7.2 Experimental Method

Figure 7.2: Experimental setup for jet droplets detection and analysis

Fig 7.2 illustrates a droplet detection setup which also facilitates the production mechanism. To
capture the transient process at the liquid surface and trajectory of droplets, a high-speed camera
(Phantom TMX 7510) coupled with a macro lens was used to record the events at 230k fps and
8×8 mm2 field of view. Additionally, a fast medium-wave infrared camera (FLIR X8500sc) was
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used to measure the thermal signature of the droplets. The open-source video analysis tool Tracker
[15] was used to study the motion of droplets. The optical emission from the plasma and its
interaction with droplets is captured using a Czerny–Turner type spectrometer (Acton Series, SP-
2300i) with an 1800 grooves/mm holographic grating and a fast intensified CCD detector (PI-
MAX3, Princeton Instruments). Optical emission from the positive column was collected using
an optical fiber at its middle height region where the droplets most frequently burst. Different
liquid electrolytes including deionized water (44 µS/cm), NaCl (14 mS/cm), FeCl3 (12 mS/cm),
and CuSO4 (15 mS/cm) solutions were used to study the plasma response to the droplets.

The droplet ejection process is a fluid dynamics process driven by heat transfer and electrol-
ysis which is not unique in this discharge configuration. Furthermore, the ejection of droplets
and their emission near plasma was found to be highly random and discontinuous which makes
the acquisition of emission spectra time-consuming. This might explain the paucity of published
data on droplet formation with liquid anode systems. After identifying the mechanism of natural
droplet formation and the issue of uncertainty, an air sparger was introduced to generate a stream
of bubbles via the rupturing process. In this case, an aquarium air stone was placed underneath
the liquid surface to boost and control the droplet ejection in a continuous manner. This experi-
mental approach also enables a new method to enhance mass transport into the plasma through the
production of aerosol at the interface.

7.3 Observation of Droplet Ejection

Our interest in droplet ejection originated from the observation of iron particle emission when
using an FeCl3 electrolyte as shown in Fig 7.3. The composition of these particles was found to
be iron nanoparticles from an electrolytic solution. At the time of that study, it was not known
how these particles were emitted into the plasma. Thanks to the high-speed camera, the transient
sequence of droplet formation was recorded and shown in Fig 7.4 where two typical examples of
droplet ejection events were captured at a frame speed of 12.5k fps. Statistically, the observed
droplets have an average speed of 3 m/s and a diameter range of 40-120 µm. The generation of
droplets starts with a rising jet which is then pinched off into a chain of droplets by an end-pinching
process [16]. The top droplet at the jet tip usually has the highest velocity ranging from 1-9 m/s.
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Figure 7.3: Identification of particle in droplets (a) schematic of particle collection setup, (b)
scanning electron microscopy images of the resulting splats after the collection, (c) the

composition spectrum detected using Energy Dispersive X-Ray Analysis [8]

Figure 7.4: The droplet ejection under DC discharge. (90 mA, 12.5k fps, electrolyte: FeCl3 with a
conductivity of 12 mS/cm)

It is expected that as the droplets traverse the discharge, surface evaporation will lead to the
introduction of liquid-derived species into the gas phase. Complete evaporation or rapid disruption
is also possible during droplet transit. Indeed, droplet disruption in the gas phase can only happen if
its size is small enough or the velocity is slow enough so that the droplets can completely evaporate.
As shown in Fig 7.4, the progeny droplet in the first example (51 µm) is smaller than the example
in the second row (90 µm) which did not vaporize. Other cases show the survival of droplets at
a size of only 40 µm but having a speed of 8 m/s. As for the other electrolytes, we also observe
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the droplet ejection from deionized water and NaCl solution. According to the high-speed camera
imaging, the rate of droplet ejection does not depend on the type of electrolytes, while solutes such
as Fe3+ and Na+ make the droplet ejection observable due to its bright emission upon vaporization.
On the other hand, DI water droplet emission is difficult to detect owing to the absence of species
having low excitation potential.

Figure 7.5: Capillary surface deformation on the liquid cathode and anode (NaCl solution, 40 mA
discharge current)

It is well known that the liquid in a capillary tip would form a conical shape called the Taylor
cone under a strong DC electric field [17]. Then the electrically charged fine droplets can be
emitted from the liquid cone tip when the electrostatic repulsion by the charge on the surface
exceeds the surface tension of the liquid. The strong cathode sheath electric field can generate fine
droplets continuously from liquid cathode [5] which is not the case for a liquid anode. Two major
differences between the Taylor cone droplets and the observed event shall be pointed out. First,
the liquid anode droplet is ejected vertically via a single water jet that breaks into some progeny
droplets. On the other hand, Taylor cone droplets are formed in large amounts and all directions at
once, and the surface deformation can be seen clearly on the liquid cathode before the separation
of the droplet where the intense sheath electric field tears off the cone tip and produce the aerosols.
Secondly, the magnitude of aerosol flux at the liquid anode is independent of the magnitude of the
local applied electric field. Fig 7.5 compares the response of liquid anode and cathode under the
static DC electric field. Note that a pendent drop is attached to the charged brass electrode and
its curved surface will enhance the local electric field intensity. For the liquid cathode, multiple
droplets are ejected from the Taylor cone and a strong capillary wave can be observed on the
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pendent drop whereas the liquid anode drop is highly stable. Thus, the liquid anode does not
support Taylor cone formation.

Another possible mechanism related to electrohydrodynamic (EHD) instability should also be
briefly discussed. Recently, linear perturbation analysis of the plasma-liquid interface including
the sheath electric field on the EHD instability was performed [17]. An atmospheric pressure glow
discharge has an electron temperature of 5 eV and density of 1014cm−3, and the corresponding
critical surface potential is 3 kV for EHD instability including the ion impact. This value is even
higher than the discharge voltage, therefore the EHD instability alone could not cause the formation
of droplets.

7.4 The Mechanism of Jet Droplets Formation

One of the most important pieces of evidence to support the jet droplet mechanism comes from the
two major processes that produce bubbles in the liquid phase. The first one is the solvated air in the
liquid phase whose solubility decreases when the temperature is raised as the liquid is heated by the
discharge. In fact, this explains why the droplet ejection is highly random and not readily apparent
instantaneously after the plasma ignition—the liquid needs to heat up. A similar phenomenon can
even be found in a tokamak where trapped gas in the melting metal wall surface forms a jet and
bursting droplets [12]. In further support of the dissolved gas theory, the liquid anode solution
is degassed by boiling and results show that the droplet ejection is significantly reduced but still
exists suggesting incomplete degassing or that another gas source must be present. The immersed
anode is another gas source that has to be accounted for. Oxidation of water at the anode gives rise
to the production of oxygen gas bubbles as shown in Fig 7.6. These gas bubbles can also detach,
rise, and rupture at the interface, forming droplets. However, the anode plate is usually placed
away from the plasma attachment and this source is not dominant. At the plasma-liquid interface,
many researchers also show that hydrogen can be generated through the reduction of protons by
plasma electrons [18, 19, 20]. It is unknown whether the hydrogen gas could form gas bubbles at
the surface since the solvated electrons can only exist under the interface around 12.3 nm [21]. A
detailed measurement of the gas bubble’s composition will need to be conducted in the future. In
any case, bubbles are clearly present from two sources in our discharge.
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Figure 7.6: Gas bubbles due to electrolysis at the submerged anode (ground is a silicon plate)

When a gas bubble reaches a free liquid surface, its upper surface will protrude from the liquid-
air interface, drain, and rupture due to the gravitational force [22]. The shattering of the cavity
and capillarity forms a central jet which then breaks up into soaring droplets from the pinching-off
process [23]. The radius of these droplets ranges from 2 to 500 µm and is related to the size of the
bubble [24]. A similar phenomenon can be observed in diverse settings ranging from effervescent
beer to the vast ocean surface. Research showed that the first droplet formed from end-pinching
at the tip of the jet scales with the radius of the bubble [10]. A recent study further showed that
this scaling law can be decoupled from the bubble radius by introducing the jet velocities as the
function of the bubble radius [25]. The resulting expression is:

Bod =
ρgR2

d

γ
= 3.55(FrdWed)

−3/5 = 3.55(
v2

gRd

ρv2Rd

γ
)−3/5 (7.1)

where ρ, g, γ, Rd, v represent liquid density 977 kg/m3, gravitational constant, surface tension
64.4 mN/m, droplet radius, and jet velocity respectively; dimensionless parameters Bond number
Bod (ratio of gravity to surface tension), Froude number Frd (ratio of fluid inertia to gravity),
Weber number Wed (ratio of fluid inertia to surface tension) represent the ratio of different dynamic
forces. Eq.7.1 can be simplified to:
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Rd =
√
3.55v−1.2ρ−0.2γ0.8 (7.2)

Fig 7.7 plots the experimental results and theoretical curve based on Eq.7.2 and most of the data
fit within this scaling law within 30%. Thus the bursting droplets most likely come from a bubble
rupture and water jet pinch-off. A schematic drawing is shown in Fig 7.8 to illustrate the sequence
of bubble formation, rupture at the surface, water jet initiation, and pinch-off into droplets. The
whole process is driven by released dissolved gas due to volumetric gas heating and electrolysis
occurring at the anode charge transport. Although the consequent bubble rupture and droplet ejec-
tion are fluid dynamics phenomena that are not unique in this discharge configuration, it is indeed
coupled with the plasma operation and the jet droplets serve as an additional transport process at
the plasma-liquid interface. It works as a vehicle to carry the solute and solvent across the in-
terface and it is practical to enhance its generation by controlling the rate of bubbles’ formation
in the plasma-activated electrolyte. Since the nature of the droplet mechanism is clear, it is then
reasonable and justified to utilize external gas to increase the droplet ejection rate to help further
investigation.

Figure 7.7: Jet droplets diameter vs. jet velocity. The solid curve represents the theoretical scaling
law [25] and the dots with the error bar show the experiment results

As mentioned earlier, a given droplet will tend to evaporate and emit particles only if its speed or
volume is small enough. This leads to the need to have fine bubbles (diameter < 100 µm) since the
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droplet’s diameter is highly dependent on the diameter of the bubble. Fig 7.8 shows fine droplet
ejection and subsequent excitation of species contained within the droplet. These droplets were
generated through bubble formation driven by gas injection through the air stone under the liquid
anode. It also demonstrates a new method to enhance mass transport at the plasma-liquid interface.

Figure 7.8: Schematic of droplet emission mechanism
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Figure 7.9: Evaporation of droplets and their subsequent optical emissions in the plasma. Note
the differences in emission color. (Left: NaCl solution, right: FeCl3 solution)
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7.5 Droplets Emission Species Analysis by Spectroscopy

Figure 7.10: Optical emission spectra using a CuSO4 liquid anode (Discharge current: 80 mA,
Liquid anode CuSO4 solution with initial conductivity: 15 mS/cm)

To study the composition of the droplets in a controlled manner, the air stone sparger was used
to generate bubbles that burst at the interface thereby multiplying the droplet formation process.
Some fraction of the generated droplets that pass through the plasma column will evaporate and
cause intense optical emissions. The composition of the droplets is then inferred through optical
emission spectroscopy. To distinguish the droplet emission from the plasma background emission,
we compared the spectrum associated with the plasma at various discharge currents with and with-
out droplet evaporation. Fig 7.10 shows the spectrum of DC discharge with a CuSO4 liquid anode
electrolyte. The most prominent change observed to occur with droplet emission is the appearance
of Cu I (324.8 nm and 327.4 nm) emission lines. Similarly as observed with the sodium chloride
solution, droplet emission gave rise to a 12-fold increase in emission intensity of the Na I over
the baseline, unperturbed plasma as shown in Fig 7.11. A similar enhancement was also found in
FeCl3 solutions but the scale is much lower. These relative intensity differences in the observation
with various salts can be attributed to variance in oscillator strength fik and upper energy level Ek

magnitude. The emission from evaporation shows ejecting droplets in the gas phase is an efficient
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way of adding salt ions, molecules, and nanoparticles from the liquid solution.

Figure 7.11: Optical emission spectra using a NaCl liquid anode (Discharge current: 50 mA,
Liquid anode NaCl solution with initial conductivity: 14 mS/cm)
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Figure 7.12: Excited species in plasma using a NaCl liquid anode (Liquid anode NaCl solution
with initial conductivity: 14 mS/cm, some species’ intensities are adjusted to fit the scale)

Fig 7.12 shows the relative excited species’ emission intensities derived from a NaCl anode
electrolyte. The hydroxyl radical species OH (307 nm and 309 nm) increases with current since the
higher power provides a higher water evaporation rate and electron density. It should be pointed out
that the additional droplet ejection tends to decrease the OH(A) emission at the high current. This
reduction is possibly due to the electron temperature drop and a significant reduction in the OH(A)
lifetime due to collisional quenching by water molecules [26]. Bruggeman et al [27] showed that
the density of ground state OH(X) density can be proportional to the square root of water vapor
concentration and its spatial profile is broader than the discharge region [28]. The emission of
N2 second positive system and the NH (336 nm) from the reaction between ambient nitrogen and
water vapor show a downward trend due to a reduced air fraction in the plasma. Remarkably,
the sodium (589 nm) is prominently enhanced by the additional droplets from the air stone. Such
an effect is very significant at the low current where the sodium emission is extremely low due
to the slow mass transport at the plasma-liquid interface. By mechanically ejecting droplets with
various salts, the plasma excited species can be changed without adjusting the discharge properties.
Another feature of droplet ejection is the time evolution of electrolyte emission as shown in Fig
7.13. The intensity fluctuations last for a millisecond, similar to the time gap between launch and
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subsequent droplets burst according to the high-speed camera images. In comparison, the other
strong emissions from species such as OH and NH feature a smaller magnitude (<11%) of change.
We assume that each droplet burst can provide a pulsing dose of electrolyte into the gas phase and
thus modify the natural concentration of such ions within plasma substantially. A more quantitative
model of plasma chemistry is needed for further understanding of this result.

Figure 7.13: Emission line intensity as a function of time (Liquid anode: NaCl solution with
initial conductivity: 14 mS/cm)

7.6 Influence of Droplets Evaporation on Plasma Properties

As discussed in the previous section, the transport of electrolyte species and other particles into the
discharge should give rise to overall changes in discharge impedance, particularly at high droplet
flux. Indeed, Fig 7.14 shows the modulation in the discharge current, discharge voltage, and dis-
charge light emission (as inferred from a photodiode) with time. The time intervals among these
peaks are in milliseconds which again coincides with the droplet ejection period. In the case of no
droplets added, we also observe the minor magnitude change of the current-voltage waveform at
∼10 Hz and it is mainly from the small water level fluctuations due to the capillary wave motion
near the plasma attachment. A photodiode that captures the time-resolved emission light intensity

146



indicates a pulsed signal that synchronizes the current-voltage waveform. If surface deformation is
important, the voltage spike should happen before the photodiode signal change since the emission
comes from evaporation which happens after the droplet ejection. This leads to the conclusion that
those peaks are induced by gas-phase droplet evaporation and species interaction. For a weakly

(a) Voltage and current signal (b) Voltage and bulk emission intensity

Figure 7.14: Waveform of DC discharge with droplets burst at 50mA (Liquid anode: NaCl
solution with initial conductivity: 14 mS/cm)

ionized and non-equilibrium plasma, its conductivity mostly depends on the electron mobility and
density which is σ = nee2

mνen
. A sudden increase in plasma conductivity means the electron den-

sity has risen, or a reduction in the neutral-electron collision frequency. To examine gas-phase
plasma properties, we have also investigated changes in gas temperature and electron density by
using emission spectroscopy following the method described in Section 5.3.2 and 5.3.3. Fig 7.15
shows the estimated rotational temperature of the plasma with and without droplet ejection. As
the discharge current increases monotonically up to approximately 80 mA, above which there is
a noticeable drop in temperature. The measured temperature behavior may be an indication that
there is a competition between gas heating associated with dissipation in the discharge, which in-
creases with the discharge current, and the rate of water evaporation, which also increases with the
discharge current. At a fixed current, the additional water vapor from the vaporized droplets cools
down the gas temperature in all cases. The data also suggest that the evaporation rate is comparable
to the water introduced by droplets at the highest current.
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Figure 7.15: Rotational temperature at various conditions (Liquid anode NaCl solution initial
conductivity: 14 mS/cm)

Next, the electron density is calculated from the Stark broadening of Hβ (486.13 nm) Balmer
transition. As Fig 7.16 shows the electron density increases monotonically with the discharge cur-
rent. It is also found that with NaCl electrolyte droplets, the electron density increases suggesting
that the low ionization potential sodium atoms derived from evaporating droplets are enhancing
the plasma density and offsetting expected losses due to the increased water vapor density. Note
that the spectrometer exposure time is relatively long during which multiple droplets have evapo-
rated and released their emission. In that case, the density change may be transient and its sudden
increase causes the plasma conductivity to change abruptly and gives the dynamics shown in Fig
7.14 electrical waveform.
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Figure 7.16: Electron density at various discharge conditions (Liquid anode NaCl solution initial
conductivity: 14 mS/cm)

7.7 Summary

A new mass transport mechanism present in DC glows with liquid anodes—droplet emission is
identified as jet droplets. Distinctive from the Taylor cone droplets generated in the liquid cath-
ode, the droplets from the anodic electrolyte surface are produced by a liquid jet that originates
from the gas bubbles’ rupture at the plasma-liquid interface. It is not inherently a plasma pro-
cess but the driving forces are provided by the discharge. Specifically, the electrolytic processes
at the submerged electrode and gas heating give rise to the evolution of gas bubbles formed in
the liquid solution. The scaling of the liquid jet speed with droplet diameters was found to be
consistent with the jet droplet mechanism. Near the plasma column, the jet droplets vaporize and
emit intense UV and visible light. To study the transfer process in a more controlled fashion, it
was found that an air sparger could be used to artificially introduce fine bubbles into the liquid
which subsequently formed droplets due to rupture in accordance with the jet droplets mechanism.
Optical spectroscopy confirmed that these emissions are from salt particles in the electrolyte and
excited OH radicals from the water molecule dissociation. From the current-voltage waveforms,
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the ejected droplets and the associated salt particles were found to decrease the plasma resistance
in a pulsing, intermittent fashion associated with the evaporation and subsequent disruption of a
discrete number of bubbles at different times. Further analysis of the emission spectra revealed that
the released sodium particles from the NaCl liquid anode can increase the electron density due to
its low ionization potential. Overall, these findings substantiate a new approach to the mass trans-
fer from the liquid and control of discharge maintenance by dispersing plasma-activated liquid into
the gas phase and chemically and ionically enriching the plasma-liquid interaction.
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CHAPTER 8

Conclusion

8.1 Summary of Critical Findings and Conclusions

Among the various complex processes in plasma-liquid interactions, the appearance of self-
organized patterns on the liquid anode surface of an atmospheric pressure DC glow discharge is
indeed among the most fascinating and mysterious. Due to the miniature length scale and nonlinear
nature, the direct diagnostics on a SOP is challenging and leaves us with a poor understanding of
its formation mechanism. This dissertation focuses on the investigation of the coupling processes
in an atmospheric pressure DC glow discharge with a liquid anode that impacts pattern formation.
The processes involved include kinetic phenomena, induced volumetric gas heating, electrohydro-
dynamics, heat transfer, mass transport at the periphery and liquid, gas phase, and liquid phase
convection. Insight gleaned from understanding the couplings between the dynamics of SOP and
the aforementioned processes can enable us to understand the pattern mechanism indirectly.

As the root of a SOP, the physics of an atmospheric pressure glow discharge with liquid anode
was explored by observing sensitivity to operating conditions. In the gas phase, pattern response
to discharge gap size, discharge current, working gas flow rate, cathode orifice diameter, and the
oxygen fraction in the ambient gas are explored. It was found that a smaller discharge gap, lower
current (power), higher helium gas flow rate, and smaller cathode orifice would reduce the plasma
column diameter and increase the current density. Schlieren imaging revealed that the entrainment
rate is heavily affected by these conditions which constitute the thermal dynamics and convection
boundary by the gas heating. The volumetric gas heating is strongly coupled with the nitrogen
fraction and its entertainment rate, and the morphology of plasma is thus coupled with the thermal
dynamics and chemical reactions of reactive species since a stronger heating rate requires a larger
heat transfer flux and thus a larger surface area is needed. The extra heating causes gas expansion
and affects the plasma impedance and current density at the liquid anode. The coupling between
the SOP and gas phase conditions is based on the oxygen concentration. Those gas phase condi-
tions limiting gas heating would also subdue the establishment or development on the SOP. More
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importantly, it was found that the pattern requires at least 7% oxygen in the gas phase to form.
In principle, the other gas phase conditions affect the pattern mechanics by altering the oxygen
entrainment rate into the plasma column. In regards to the shape of SOP, a higher entrainment
rate of ambient air would support a dispersive pattern with a more complex configuration while the
nitrogen constitutes the gas heating rate and affects the dynamic motion of a pattern.

In the liquid phase, the conductivity of the liquid can affect the current density by changing the
space charge accumulation at the plasma-liquid interface and the anode voltage. A low conduc-
tivity anodic solutions tend to favor the expanding of space charge and a larger, diffusive pattern
whereas a high conductivity prompts a more stable and cohesive shape. High liquid anode tem-
perature were found to give rise to patterns that are usually observed at high helium flow rates,
possibly suggesting that the vapor concentration is affecting the plasma properties. Overall, SOP
is more sensitive to the gas phase where the air fraction was found to affect the thermal dynamics
and the anode size. The pattern complexity is also related to the gas dynamics and oxygen con-
centration. A more detailed mechanism for SOP would require a comprehensive kinetic model to
self-consistently predict the local plasma parameters under the influence of various conditions in
essentially an open system.

The role of oxygen in SOP was further investigated to test a hypothesis that suggested that the
formation of oxygen negative ions modifies the space charge distribution and transport near the
liquid anode leading to an instability that may give rise to the SOP [1, 2]. Laser photodetachment
was used to determine the effect of negative ion concentration on discharge SOP. Here a laser
was used to deplete the negative ions concentration and thereby allow one to assess the response
of the pattern. A prominent current increase can be detected when negative ions are destroyed
via photodetachment. The change of detachment ratio with laser energy density follows the Beer-
Lambert law and can be used to estimate the effective detachment cross-section. The experiment
suggested that the O−

2 ion is the dominant species in this discharge type. Using the discharge
current perturbed to nominal ratio and the detachment ratio one can then estimate the negative
ion density, which was found to be ∼ 1012cm−3. An examination of the SOP dynamics imaged
with an ICCD camera revealed no change during photodetachment. This data suggests that the
SOP is not sensitive to detachment of negative ion fraction up to 62 %. While these experiments
suggest insensitivity to negative ion concentration, the current experiment cannot fully rule out the
potential role of negative ions in SOP unless the photodetachment is performed thoroughly at a
larger energy and length scale.

A spatially resolved optical emission spectroscopy study was also performed on the plasma to
acquire the change in plasma properties at different locations along the plasma column. This was
achieved by focusing the plasma emission through lenses and onto the imaging spectrometer. A
dove prism was used to rotate the plasma image and enable the acquisition of the radial profile of
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emission. Gas temperature and electron density were estimated from the rotational temperature
of nitrogen second positive system and Stark broadening of Hβ line, respectively. Major species
emission profile was mapped and found to be concentrated in the cathode and anode regions. Their
emission intensity and distribution are strongly dependent on the production mechanism. A steep
temperature gradient near the liquid anode was found in the temperature distribution which shows
the importance of cooling from liquid anode. The corresponding change from various operating
conditions in temperature profiles showed that the SOP is more sensitive to the gas phase heating
than the variation of liquid conditions. A thicker low-temperature region near the liquid anode
was found to coexist with the establishment of a dispersive pattern. In addition, a lower anode
temperature (800 K) is desirable to the complex and more developed SOP. The radial distribution
of gas temperature at different axial positions indicates that the helium cooling effect is also limited
in the radial dimension. The radial profile of electron density decreases dramatically at 200 µm
and has a profound coupling with species whose production is heavily dependent on the energetic
electrons. Overall, the temperature profile estimated from a spatially resolved OES is stable and
robust if the radiative lifetime is long enough for thermalization. On the other hand, electron
density calculated from Stark broadening requires a high signal-to-noise ratio and electron density
threshold for an accurate result.

The coupling between the plasma and liquid phase motion was examined with the help of
particle imaging velocimetry. In the plane normal to the plasma-liquid interface, the induced flow
field consists of a strong ascending flow in the center at a maximum speed of 1.5 cm/s and a
circle of vortices nearby. Such fluid motion is ascribed to the mass transport at the liquid surface
driven by the evaporation. This conjecture was validated in an analogous experiment using a
butane torch which qualitatively reproduced a similar flow. In addition, the formation of the pattern
gave rise to flow structures that were non-static including periodic vortex/eddy shedding. In the
plane parallel to the plasma-liquid interface, the flow field exhibited the transverse component of
vertical plane flow. In the presence of self-organization, a single strong swirl flow was observed
under the plasma attachment and shared a similar directional preference with the pattern motion.
A cold helium plasma jet experiment with liquid ground stimulated a similar swirl flow at the
horizontal plane suggesting that the driving mechanism could be the electrohydrodynamics force
though a descending flow was also observed at the normal plane. The magnitude of the flow
velocity averaged over time and the field of view area suggests that flow speed is linear with
increasing input power and increasing liquid electrical conductivity. Overall, the investigation
indicates that flow field morphology is configured by evaporation and the discharge attachment
would redistribute the heat flux which induces complex fluid motion.

Lastly, a non-trivial mass transport mechanism at the plasma-liquid interface was reported and
investigated. From the high-speed images, the sparking emission was identified as the burst of
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droplets carrying salt ions from the liquid phase into the plasma column. Distinctive from the
Taylor cone droplets generated with liquid cathode configuration [3], the droplets from the anodic
electrolyte surface are produced by a liquid jet that originates from the gas bubbles’ rupture at the
plasma-liquid interface. It is not inherently a plasma process but the driving forces are provided by
the discharge. Specifically, the electrolytic processes at the submerged electrode, the production
of gaseous products, and gas heating give rise to the evolution of gas bubbles formed in the liquid
solution. The scaling of the liquid jet speed with droplet diameters was found to be consistent with
the jet droplet mechanism [4]. Near the plasma column, the jet droplets vaporize and emit intense
UV and visible light. This mechanism can be exploited by using an air sparger which artificially
introduces fine bubbles into the liquid and subsequently forms droplets. OES confirmed that emis-
sions upon the bursting droplets in the plasma column are from salt particles in the electrolyte and
excited OH radicals from the water molecule dissociation. From the current-voltage waveforms,
the ejected droplets and the associated salt particles were found to decrease the plasma impedance
in a pulsing, intermittent fashion associated with the evaporation and subsequent disruption of a
discrete number of bubbles at different times. Further analysis of the emission spectra revealed
that the released sodium particles from the NaCl liquid anode can increase the electron density
due to its low ionization potential. Overall, these findings substantiate an important mechanism of
mass transfer from the liquid and control of discharge maintenance by dispersing plasma-activated
liquid into the gas phase and chemically and ionically enriching the plasma-liquid interaction.

8.2 Future Work

Due to the limited time and resources, this work cannot fully examine all the aspects of the glow
discharge at atmospheric pressure and its coupling processes. Key areas of research suggested by
this work include:

1) Operation conditions impact

Some operation conditions are intriguing and can have a significant impact on the SOP yet have
not been explored. A coarse vacuum (1-760 Torr) would indeed greatly affect the kinetic processes
and the gas heating. Does the pressure affect the threshold of pattern formation in the case of
current, oxygen percentage? The gas heating mechanics can also be explored solely by applying
an external cooling mechanism. When supplying a cryogenic feed gas, the plasma temperature
could be cold enough that requires no evaporation for cooling and thus should affect the pattern
formation. Alternatively, purging the box with helium can greatly reduce the fraction of nitrogen
and suppress the gas heating. Observing the pattern under 80% helium and 20% oxygen can be
instrumental in the investigation of pattern physics.

2) Negative ions effect
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As Chapter 4 pointed out, the laser photodetachment does not fully break all negative ions in
the plasma. The concentration of negative ions may be higher at the periphery of plasma due to
runaway electrons. In any case, the laser photodetachment shall be performed more thoroughly in
energy and spatial dimensions. An unfocused and powerful laser beam is required for this purpose.
On the other hand, using sulfur hexafluoride (SF6), a stronger electronegative gas (EA = 1 eV) of
high attachment rate [5], mixed with helium in working gas would inflict more negative ions and
enhance its impact on the plasma physics.

3) Electric field measurements

It is rather difficult to measure the electric field at the liquid surface of an atmospheric pressure
plasma. The non-invasive method such as using the intensity ratio of nitrogen emission is not
suitable for a nonequilibrium plasma [6]. Instead, laser diagnostics such as coherent anti-Stokes
Raman scattering (CARS) [7] and electric-field-induced second-harmonic generation (E-FISH)
[8] are generally more applicable. A good measurement of the profile of the electric field near
the anode would be desired. If a double sheath exists, then the pattern spots are indeed miniature
“anode” spots. This measurement combined with the variation of operating conditions can also
reveal the threshold of the electric field for pattern formation.

4) Capillary wave at liquid surface

It has been reported that capillary waves arising from the electrostatic Maxwell pressure on the
plasma-liquid interface can establish a particular oscillating mode of pattern [9]. The capillary
wave is also correlated with the gas phase convection where an impinging jet induces the oscillation
and wave propagation. Using a modulated speaker can initiate a similar capillary wave and its
impact on the pattern dynamics can be investigated.
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