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1 Introduction

The Hilbert Basis Theorem, proven by David Hilbert in his seminal 1890 pa-
per on invariant theory [Hil90], states that a polynomial ring in one variable
– and thus, by induction, in finitely many variables – over a Noetherian1

ring (see Definition 2.3) is itself Noetherian. In addition to its mathematical
importance in commutative algebra and algebraic geometry, Hilbert’s non-
constructive2 proof is also of historical significance, representing a broader
conscious3 shift in mathematical thinking from computation to conception.

Before the more famous, long-lasting, and polarizing debate on Zermelo’s
Axiom of Choice, which Hilbert described as the axiom “most attacked up to
the present in the mathematical literature” ([Hil26]; see [Moo82, Introduc-
tion]), the Basis Theorem had its very own controversy. Upon learning that
Hilbert could prove that any ideal in the polynomial ring was finitely gener-
ated, yet could not explicitly write down its generators, Paul Gordan, then at
the forefront of invariant theory, exclaimed “Das ist nicht Mathematik. Das
ist Theologie,” i.e. “This is not mathematics. This is theology.” In fairness
to Gordan, it is worth noting that he later became a major proponent and
developer of Hilbert’s ideas.4

Hilbert, however, was neither alone nor the first on the “conceptual”
side of this debate: Riemann5, in 1850s Göttingen, inaugurated this broader
debate against the purely “computational” approach of mathematical argu-
mentation associated with Kummer, Kronecker andWeierstrass, among other
Berlin-mathematicians.6 The turn of the century also saw several other math-

1Note that the Basis Theorem was formulated very differently in Hilbert’s original
paper. In particular, the now commonly-used terminology of “Noetherian” rings was first
introduced by Chevalley in 1943 [Che43], after Noether’s landmark 1921 paper [Noe21].

2We mean “nonconstructive” in the minimal sense, i.e. proving existence without the
means to construct an example.

3See, for example, Hilbert’s quote in [Hil98, Preface, p.X]: “I have tried to avoid Kum-
mer’s elaborate computational machinery so that here too Riemann’s principle may be
realized and the proofs compelled not by calculations but by thought alone.”

4As with many thumbnail stories in the history of mathematics, the real situation is
more complex and interesting: McLarty accounts for numerous perspectives on the inter-
pretation of this remark, and provides a mathematical description of the nonconstructive
content in the Basis Theorem, in [McL12].

5A key text for the development of the Riemannian style was his profound PhD thesis
on the theory of complex functions [Rie51]. A brief overview of the thesis, setting it in
context and charting its significance, is in [Lau99, Chapters 1.2 and 1.3].

6Notably, such conceptual argumentation can be traced even further back to Göttingen-
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ematicians, such as Cantor and Dedekind – accompanied and supported7 by
Hilbert – drawing inspiration from the Riemannian style of thinking, and, as
a result, facing opposition from those on the computational side.8 Conceptual
argumentation of this sort was even taken forward by Hilbert’s collaborators
and successors, including Emmy Noether – who was trained as a computa-
tional invariant theorist under Gordan, but eventually shifted to Hilbert-style
methods of mathematical argumentation.

These remarks on the history of this computation/conception debate are
relevant, at least spiritually, to this paper; and their relevance will hopefully
become more clear to the reader once we begin formally analyzing how non-
constructive certain standard mathematical results are. What it means for a
result to be more/less nonconstructive than another is addressed later in the
introduction and formalized in Section 3. Furthermore, an explicit example
involving the relative nonconstructive content in closely related results about
algebraic closures will be given in Section 4.1, and analogous results in the
case of real closures will be described in Section 4.4.

For now, we resume our historical discussion with the goal of introducing
the second result in the title of this paper. Since a more thorough overview of
the computation/conception debate is not directly within the scope of this pa-
per, interested readers may refer to the following more detailed sources: Ed-
wards provides historical context on the broader nineteenth-century shift to-
ward conceptual argumentation in [Edw80]; Beeson also summarizes this shift
in [Bee85, Historical Appendix]; Rowe provides a brief historical overview of
the Berlin-Göttingen rivalry in [Row00]; Avigad, as mentioned in footnote
8, highlights Dedekind’s emphasis on conceptual over algorithmic reasoning,
in his development of the theory of ideals, opposing Kronecker’s theory, in
[Avi06]; and Tappenden provides an overview of Riemann’s reorientation to-

mathematicians such as Dirichlet and Gauss (as highlighted in [AM14] and [Fer07]).
7Consider Hilbert’s description of Cantor’s new transfinite arithmetic: “the most aston-

ishing product of mathematical thought, one of the most beautiful realizations of human
activity in the domain of the purely intelligible” (see [Boy68, XXV] for details); and his
description of [Ded88]: “This essay...is the most important first and profound attempt to
ground elementary number theory” (see [Sie13, In.1 (Introduction)] for details).

8A particularly interesting rivalry is that between Kronecker and Dedekind, spanning
many decades: See for example their attempts at extending Kummer’s theory of ideal
divisors in [Ded79] and [Kro82]; and the opposing methodologies in their works on the
theory of numbers in [Ded88] and [Kro87]. The former is addressed in much detail in
[Avi06] and the latter is summarized in [Sie13]. Cantor also faced much opposition from
Kronecker on the matter of transfinite numbers – see [Car05] for details.
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wards conceptual reasoning in [Tap06], and the contrast between the Rieman-
nian and Weierstrassian approaches to elliptic functions and their generalisa-
tions in [Tap23]. Finally, this debate is also addressed in [Sie13], excellently
summarized as: “At the heart of the difference between these foundational
positions is the freedom of introducing abstract concepts – given by structural
definitions” [Sie13, In.1 (Introduction)].

In 1893, Hilbert published his second paper on invariant theory [Hil93],
in which he proved the Nullstellensatz9, or zero-locus-theorem, which estab-
lished a fundamental connection between the more algebraic notion of ideals
and the more geometric notion of varieties. More specifically, ideals (see
Definition 2.1) are more algebraic in the sense that they can be seen as gen-
eralizing the properties of prime numbers; and varieties (see Definition 2.6)
are more geometric in the sense that “they are sets of points in space, gen-
eralizing geometric objects like circles, lines, and spheres, that are described
by polynomial equations,” as described by Karen Smith in an enlightening
conversation.

One formulation of the Nullstellensatz goes as follows: Fix a field F , an
algebraically closed field extension K of F , and an ideal I ⊆ F [x1, . . . , xn].
If p ∈ F [x1, . . . , xn] vanishes on V(I) then pr ∈ I for some r ∈ N>0, where
V(I) is the variety determined by I, defined in Definition 2.6. An immediate
corollary of the Nullstellensatz is the so-called Weak Nullstellensatz which
states that if I ⊆ F [x1, . . . , xn] is a proper ideal, then V(I) ̸= ∅, i.e. there
exists a common zero for all the polynomials in the ideal in every algebraically
closed extension of F . This may explain the name of the Nullstellensatz –
which can be proven from the Weak Nullstellensatz using the Rabinowitsch
trick [Rab30]: a simple, but clever algebraic trick that translates the weak
version to the full version by a series of algebraic manipulations, following
the introduction of an auxiliary variable. It is worth explicitly noting that
since the Rabinowitsch trick boils down to simple algebraic manipulations,
this transition is constructive.

Hilbert’s first proof of the Nullstellensatz uses the Basis Theorem; how-
ever, the Nullstellensatz is seemingly more constructive, at least in its origi-
nal formulation, than the Basis Theorem. Many authors have even explicitly
highlighted the constructive nature of the Nullstellensatz – see, for example,
[Arr06] and [Man05] – and the nonconstructive nature of the Basis Theorem

9The now commonly-used terminology of “Nullstellensatz” was first introduced by van
der Waerden in 1926 [vdW26].
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– see, for example, [Sim88a], [McL12] and [Ste23]. We formally describe this
apparent difference in constructivity using the tools of reverse mathematics.

In Section 3, we introduce the research program of reverse mathematics,
introduced by Harvey Friedman (see [Fri75]) – and developed by several oth-
ers – with the goal of determining the minimal set-existence axioms that are
needed to prove theorems of non-foundational mathematics (see Section 3.3).
Using reverse mathematical techniques, one may argue about theorems of
non-foundational mathematics10 from a more foundational perspective. For
example, one may prove that some such result is independent11 of certain
systems of mathematics; and one may even ask whether the minimal axioms
that are necessary to prove the Heine-Borel Covering Lemma are also neces-
sary/sufficient to prove the Bolzano-Weierstrass Theorem (see Theorem 3.9),
and vice versa.

In particular, in Section 3, we introduce subsystems of second-order arith-
metic12, in increasing order of their relative strengths – which we can then use
to formally argue the relative nonconstructive content in the aforementioned
kinds of results. However, there are some non-trivial challenges in such an
analysis of Hilbert’s Nullstellensatz and Basis Theorem.

For example, in the reverse mathematical context, and more broadly,
there have been numerous formulations of the Nullstellensatz.13 In ZFC, these
are all provable, hence provably equivalent. However, in weak subsystems
of second-order arithmetic, equivalences, or even implications, among these
formulations are not so clear.14

10As evidenced by numerous works in topological dynamics, combinatorics, measure
theory, commutative algebra, and so on – see, for example [BHS87], [BS86], [BS93],[FH91],
[FSS83], [Hir87], [KS89], [Sim88b], and [YS90].

11The logic community is not unfamiliar with independence proofs involving set-
theoretic statements, like the famous results of Kurt Gödel and Paul Cohen ([Göd38]
and [Coh63]; see [Kun80] for accessible proofs). Reverse mathematics, however, provides
the machinery to argue the independence of results in, for example, measure theory or
commutative algebra.

12For now, we will refer to some of these systems without explaining them. Note,
however, that we are not presupposing any background knowledge in reverse mathematics
from our readers, and will be defining these systems in Section 3.

13See, for example, [AM69, Chapter 7], [Eis95, Theorem 4.19], [FSS83, §2], [JL89, Chap-
ter 1], [GCGR19, Theorem 1], [ST04, §1], [Sha13, §2.2], and [SKKT00, §2.3].

14In an insightful email conversation, John Baldwin mentioned that a standard formu-
lation of Hilbert’s Nullstellensatz is equivalent to the model completeness of ACF (the
theory of algebraically closed fields), so it should be low in the (Friedman-Simpson) hier-
archy (see Section 3). Furthermore, Matthew Harrison-Trainor mentioned that there could
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In Sections 4.2 and 4.3, we describe some formulations of the Nullstel-
lensatz and Basis Theorem, as coded in the reverse mathematics literature,
along with where they fit in the Friedman-Simpson hierarchy. More specifi-
cally, in [FSS83] and [ST04], Friedman, et al. and Sakamoto and Tanaka show
that certain formulations of the Nullstellensatz are provable in the subsys-
tem RCA0 of second-order arithmetic (see Section 4.2). On the other hand,
in [Sim88a], Simpson shows that the Basis Theorem is not provable in RCA0.
Furthermore, it is a consequence of [Sim15, Theorem 2.2] that the Basis The-
orem is provable in RCA0 + Σ0

2-Induction (see Section 3), which provides an
upper bound for its nonconstructive content – which, as we will see, comes
from what one would expect to be a straightforward inductive argument.

Finally, in Section 4.4, we analyze analogous results to those in Section
4.1, in the context of real closures and formally real fields, and in Section
4.5, we analyze a formulation of the Nullstellensatz in this context.

2 Background: Commutative Algebra

We will presuppose familiarity with the basic definitions of abstract algebra
(group, ring, field, etc.) as presented in standard textbooks such as [AM69]
and [Eis95]. Henceforth, we use the term ring to mean a unital commuta-
tive ring, i.e. a ring with a multiplicative identity in which multiplication
commutes.

Definition 2.1 (Ideal). Given a ring R, an ideal I of R is a nonempty subset
of R that satisfies the following

1. If x ∈ I and y ∈ I, then x− y ∈ I.

2. If x ∈ I and a ∈ R, then ax ∈ I.

Definition 2.2. Fix a ring R and an ideal I ⊆ R. I is said to be

1. Proper, if I ⊊ R.

If, furthermore, I is a proper ideal of R, then I is said to be

be a difference of where Hilbert’s Nullstellensatz would fit in the hierarchy depending on
on whether it is coded using ideals, generators, or just subsets of the field. This remark
highlights an important fact to remember: Reverse mathematical results may depend on
the manner in which statements are formulated set-theoretically.
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2. Prime, if for any x, y ∈ R, if xy ∈ I then x ∈ I or y ∈ I.

3. Maximal, if there is no proper ideal J of R such that I ⊊ J .

Definition 2.3 (Noetherian Ring). A ring R is said to be Noetherian if (any
of) the following equivalent15 conditions hold:

1. Every ideal in R is finitely generated.

2. Every non-empty set of ideals in R has a maximal element.

3. The ascending chain condition holds for ideals in R. That is, given
ideals In in R such that for each n, In ⊆ In+1, then there is m such
that for each j ⩾ m, Ij = Ij+1.

Theorem 2.4 (Basis Theorem [Hil90]). If R is Noetherian, then so is R[x],
i.e. the one-variable polynomial ring over R.

A standard proof of the Basis Theorem can be found in [Eis95, Theorem
1.2] and [AM69, Theorem 7.5]. The following consequence is the result of a
straightforward (over ZFC, for example) inductive argument.16

Corollary 2.5. If R is Noetherian, then so is R[x1, . . . , xn], i.e. the n-
variable polynomial ring over R.

Fix a field F , and an algebraically closed17 field extension K of F .

Definition 2.6. Given S ⊆ F [x1, . . . , xn], define the variety determined by
S, denoted V(S), to be the set of all common zeros of S, i.e.

V(S) = {x ∈ Kn | ∀f ∈ S (f(x) = 0)}.

Then Hilbert’s Nullstellensatz can be formulated as follows.

15These conditions are certainly equivalent over ZF+DC, where ZF is Zermelo-Fraenkel
set theory (see any standard set theory textbook; for example, [End77, Chapter 2]), and
DC is the principle of dependent choice (see, for example, [HR98, Form 43]).

16We will see in Section 4.3 that over weak subsystems of second-order arithmetic, this
argument is not quite as straightforward as one would hope.

17Recall that field K is said to be algebraically closed if for any non-constant polynomial
h(x) ∈ K[x], there exists c ∈ K such that h(c) = 0.
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Theorem 2.7 (Nullstellensatz [Hil93]). Let F and K be as above, and I ⊆
F [x1, . . . , xn] be an ideal. If p ∈ F [x1, . . . , xn] vanishes on V(I), i.e. p(x) = 0
for every x ∈ V(I), then pr ∈ I for some r ∈ N>0.

18

A standard algebraic proof of the Nullstellensatz (formulated slightly dif-
ferently) can be found in [Eis95, Theorem 4.19]; and a standard model-
theoretic proof can be found in [Mar10, Theorem 3.2.11].

An immediate corollary is the so-called Weak Nullstellensatz, which can
be formulated as follows.

Corollary 2.8 (Weak Nullstellensatz). The ideal I ⊆ F [x1, . . . , xn] contains
1 if and only if the polynomials in I have no common zeros in Kn.

An equivalent formulation states that if I ⊆ F [x1, . . . , xn] is a proper
ideal, then V(I) ̸= ∅, i.e. there exists a common zero for all the polynomials
in the ideal in every algebraically closed extension of F . As stated previously,
the Nullstellensatz can be proven from the Weak Nullstellensatz using the
Rabinowitsch trick [Rab30]. As remarked earlier, the Rabinowitsch trick
boils down to simple algebraic manipulations; hence, this transition does not
increase the non-constructive content.

3 Background: Reverse Mathematics

3.1 Second Order Arithmetic

The axiomatic system Z2 of Second Order Arithmetic has the language L2,
defined below.

Definition 3.1 (L2). The language L2 of second-order arithmetic is a two-
sorted language. This means that there are two distinct sorts of variables
which are intended to range over two different kinds of objects. Variables
of the first sort are known as number variables, are denoted by k,m, n, . . .,
and are intended to range over the set ω = {0, 1, 2, . . .} of all natural num-
bers.19 Variables of the second sort are known as set variables, are denoted by

18It is worth explicitly noting that if I = ⟨g1, . . . , gk⟩, i.e. the ideal generated by (smallest
ideal containing) g1, . . . , gk, then V(I) = V({g1, . . . , gk}).

19Here, we use ω, rather than N, to denote the set {0, 1, 2, . . .} of natural numbers
because that is the more commonly used notation in logical/set-theoretic contexts. In
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X, Y, Z, . . ., and are intended to range over all subsets of ω. L2 has countably
many set and number variables.

Numerical terms, intended to denote natural numbers, are number vari-
ables, the constant symbols 0 and 1, and t1+ t2 and t1 · t220, whenever t1 and
t2 are numerical terms. Here + and · are binary operation symbols intended
to denote addition and multiplication of natural numbers.

Atomic formulas are t1 = t2, t1 < t2, and t1 ∈ X where t1 and t2 are
numerical terms and X is any set variable, and are intended to mean that t1
equals t2, t1 is less than t2, and t1 is an element of X respectively.

Formulas are built up from atomic formulas by means of propositional
connectives ∧,∨,¬,→ (and, or, not, if...then), and quantifiers ∀ and ∃ (rep-
resenting the universal and existential quantifiers). There are, however, two
sorts of each quantifier: numerical quantifiers (denoted ∀n,∃n with lower
case variables) and set quantifiers (denoted ∀X, ∃X with upper case vari-
ables).

The language L1 for First Order Arithmetic is just L2 without set quan-
tifiers or set variables. An L2-formula is said to be arithmetical if it contains
no set quantifiers, i.e. all the quantifiers appearing are number quantifiers.

Definition 3.2 (Z2). The axioms of Second Order Arithmetic (Z2) are as
follows:

1. Basic Axioms: For all natural numbers n,m,

• m+ 1 ̸= 0

• m+ 1 = n+ 1 → m = n

• m+ 0 = m

• m+ (n+ 1) = (m+ n) + 1

• m · 0 = 0

• m · (n+ 1) = (m · n) +m

some cases, when we present algebraic results (such as Theorem 2.7) as they occur “in
nature,” so to speak, we use N to denote the set of natural numbers and N>0 to denote
the set N \ {0}. Finally, on some occasions (such as Theorem 3.19 and Lemma 4.15), ω is
used (ambiguously) not to signify the set of natural numbers but rather the order type of
the set of natural numbers ordered by the usual < relation.

20Strictly speaking, these should be (t1+ t2) and (t1 · t2) to avoid ambiguity in the order
of operations, but we take such details for granted.
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• ¬(m < 0)

• m < n+ 1 ↔ (m < n) ∨ (m = n)

2. Induction Axiom: ∀X[(0 ∈ X ∧∀n(n ∈ X→n+1 ∈ X))→∀n(n ∈ X)]

3. Comprehension Scheme: ∃X∀n(n ∈ X ↔ φ(n)) where φ(n) is any
L2-formula in which X doesn’t occur freely.

It is a consequence of (2) and (3) that Z2 implies the full second order induc-
tion scheme: For any L2-formula φ,

(φ(0) ∧ ∀n(φ(n) → φ(n+ 1))) → ∀nφ(n).

Definition 3.3 (Models of Z2). An L2-structure is an ordered 7-tuple

M = ⟨|M |,SM ,+M , ·M , <M , 0M , 1M⟩,

where |M | is a set which serves as the domain of the number variables, SM

is a set of subsets of |M | serving as the domain of the set variables, +M and
·M are binary operations on |M |, 0M and 1M are distinguished elements of
|M |, and <M is a binary relation on |M |. We always assume that the sets
|M | and SM are disjoint and nonempty. Formulas of L2 are interpreted in
M in the obvious way. A model of Z2 is an L2-structure that satisfies all the
axioms in Definition 3.2.

For the purposes of this paper, the domain of numbers |M |, and the oper-
ations and relations (+M , ·M , <M), can be thought of as the usual operations
of natural numbers (see ω-models in [Sim09, Chapter VIII]).

3.2 The Arithmetical and Analytical Hierarchies

Given a formula φ, a number variable21 n is said to be bound in φ if every
occurrence of n in φ is within the scope of a quantifier of n; and n is said
to be free if it is not bound.22 For example, in φ(n) := ∀n(n + n = 0), n is
bound by the quantifier ∀n, and in ψ(n,m) := ∃m(n+m = 0), n is free.

Let t be a term that does not contain n. We abbreviate ∀n(n < t → φ)
as (∀n < t)φ and ∃n(n < t ∧ φ) as (∃n < t)φ. The quantifiers ∀n < t
and ∃n < t are called bounded quantifiers. A bounded quantifier formula is a
formula whose quantifiers are all bounded number quantifiers.

21The notions of bound and free can all be defined analogously for set variables.
22A formula with no free variables is called a sentence.
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Definition 3.4 (Arithmetical Hierarchy). For k ∈ ω = {0, 1, 2, . . .}, an L2-
formula φ is said to be Σ0

k if it is of the form

∃n1∀n2∃n3 · · ·nk θ,

and an L2-formula φ is said to be Π0
k if it is of the form

∀n1∃n2∀n3 · · ·nk θ,

where n1, . . . , nk are are number variables and θ is a bounded quantifier
formula. An L2-formula is said to be arithmetical, if it is Σ0

k or Π0
k for some

k ∈ ω.

In both cases, φ consists of k alternating unbounded number quantifiers
followed by a formula containing only bounded number quantifiers. In the
Σ0

k case, the first unbounded number quantifier is existential, while in the
Π0

k case it is universal (assuming k ⩾ 1). Thus for instance a Π0
2 formula is

of the form ∀m∃n θ, where θ is a bounded quantifier formula. A Σ0
0 or Π0

0

formula is the same thing as a bounded quantifier formula.
There is no need to include, in Definition 3.4, additional clauses covering

the cases of multiple non-alternating quantifiers, such as ∃n1∀n2∀n3∃n4 θ,
since these will always be equivalent to formulas where all the unbounded
quantifiers alternate. For example, ∃n1∀n2∀n3∃n4 θ is equivalent to

∃n1 ∀m ∀n2<m ∀n3<m ∃n4 θ,

which can easily be translated to a Σ0
3 formula using a sequence coding func-

tion, as described in [Sho67, Chapter 6].
Clearly any Σ0

k formula is logically equivalent to the negation of a Π0
k

formula, and vice versa. Moreover, up to logical equivalence of formulas, we
have Σ0

k ∪ Π0
k ⊆ Σ0

k+1 ∩ Π0
k+1 for each k ∈ ω. We say an L2-formula φ is

∆0
k if it is equivalent to both a Σ0

k formula and a Π0
k formula. We make the

properties of this hierarchy more explicit as follows.

Proposition 3.5 (See Sections I.7 and IX.1 of [Sim09]). The following hold
(up to logical equivalence of formulas):

1. Π0
k ⊊ Π0

k+1 and Σ0
k ⊊ Σ0

k+1, for any k ∈ ω.

2. ∆0
k ⊊ Σ0

k,Π
0
k, for any k ⩾ 1.
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3. Σ0
k ∪ Π0

k ⊊ ∆0
k+1, for any k ⩾ 1.

These results (for k ⩾ 1) can be summarized using the following figure,
where the arrows indicate strict inclusions.

∆0
1

Σ0
1

Π0
1

∆0
2

Σ0
2

Π0
2

. . .

. . .

. . .

∆0
k

Σ0
k

Π0
k

∆0
k+1

. . .

. . .

. . .

In parallel, the analytical hierarchy, which is the extension of the arith-
metical hierarchy with set quantifiers, can be defined similarly. In this case,
we quantify over sets of numbers and use arithmetical formulas in place of
bounded quantifier formulas. We use 1 as a superscript instead of 0 to ex-
plicitly indicate the level of the hierarchy.23 So for example, ∆1

0 = Σ1
0 = Π1

0

indicates the class of L2-formulas with number quantifiers but no set quanti-
fiers. Furthermore, an L2-formula is Σ1

1 if it logically equivalent to ∃X θ, Π1
1

if it logically equivalent to ∀X θ, Σ1
2 if it is logically equivalent to ∃X ∀Y θ,

Π1
2 if it is logically equivalent to ∀X ∃Y θ, and so on, where θ ∈ ∆1

0.

3.3 Subsystems of Z2

By a subsystem of Z2, we mean a system of arithmetic with the basic axioms,
i.e. 3.2(1), and restrictions of induction or comprehension, i.e. 3.2(2 and 3).
For this section, and the rest of this paper, we use [Sim09] as a reference.

We describe the subsystems RCA0, WKL0, and ACA0
24 of Z2, which differ

in their set existence axioms. Furthermore, RCA0 is weaker than WKL0 in
terms of provability, which again is weaker than ACA0 in this sense (see
[Sim09, I.10.2]). That is,

RCA0 ⊢ φ =⇒ WKL0 ⊢ φ =⇒ ACA0 ⊢ φ.
23One can also similarly define higher levels with quantification over sets of sets of

numbers, sets of sets of sets of numbers, etc., reflected in the superscripts 2, 3, etc., but
an understanding of the first two levels, with superscripts 0 and 1, is sufficient for the
purposes of this paper.

24These subsystems are three of the “Big Five” subsystems of the Friedman-Simpson
hierarchy – as described in [NS23].
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Soon we will see that these implications are not reversible, hence RCA0 is
strictly weaker than WKL0, which again is strictly weaker than ACA0.

We first describe PRA, the formal system of primitive recursive arith-
metic, which is viewed by many as a plausible explication of “finitistically
acceptable reasoning” – see, for example, [Tai81]25 and [Sim88b]. In Sec-
tion 3.4, we state a conservativity result, due to Harrington, for WKL0 over
PRA, which Simpson argues is a partial realization of Hilbert’s program for
the foundations of mathematics (see [Sim09, Remark IX.3.18]). However,
whether or not this is Hilbert’s conception is disputed. For example, Sieg
argues that Simpson equating finitistic reduction to Hilbert’s program is in-
accurate; and that Kronecker’s name would be more appropriate to attach to
said reductionist program [Sie90]. In Section 3.4, we provide some additional
context on Hilbert’s program, and direct interested readers to more detailed
sources.

Definition 3.6 (PRA). The language of PRA is described in [Sim09, Defini-
tion IX.3.1]. With reference to Definition 3.1, it contains only number vari-
ables, number relations and operations from before, and symbols for each ba-
sic primitive recursive function: the constant zero function Z(x) = 0, the suc-
cessor function S(x) = x+ 1, and the projection functions P k

i (x1, . . . , xk) =
xi. It also codes a symbolization of all primitive recursive functions, which
are built out of the basic functions using the composition and primitive re-
cursion operators.

The intended model of PRA consists of the nonnegative integers ω =
{0, 1, 2, . . .}, together with the primitive recursive functions, as defined above.
The axioms of PRA, defined in [Sim09, Definition IX.3.2], include the usual
axioms for equality, zero, the successor and projection functions, composition,
and so on, along with the scheme of primitive recursive induction:

Primitive recursive induction

(θ(0) ∧ ∀x (θ(x) → θ(S(x))) → ∀x θ(x),

where θ(x) is any quantifier-free formula in the language of PRA with a
distinguished free number variable x.

We now describe RCA0, which is, for all intents and purposes, our base
system. More specifically, equivalences such as theorems 3.13 and 3.15 are

25“We shall see that there is no question but that [primitive recursive] reasoning is
finitist” [Tai81].
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considered over RCA0, and algebraic definitions in, for example, Section 4 are
made in RCA0.

Definition 3.7 (RCA0). Along with the basic axioms, i.e. 3.2(1), RCA0

allows for ∆0
1-comprehension (also called recursive comprehension) and Σ0

1-
induction (equivalently Π0

1-induction), i.e.

Recursive comprehension

∀x (φ(x) ↔ ψ(x)) → ∃X ∀x (x ∈ X ↔ φ(x)),

where φ is Σ0
1, ψ is Π0

1, and X is not free in either φ or ψ.

Σ0
1-Induction

(φ(0) ∧ ∀x (φ(x) → φ(x+ 1))) → ∀x φ(x),

where φ is Σ0
1 (or equivalently Π0

1).
26

The acronym RCA stands for Recursive Comprehension axiom, and the
subscript 0 indicates that only the restricted induction schema, i.e. Σ0

1-
induction, is being assumed. One may also consider the system RCA, i.e.
with the full first-order induction schema, i.e. Σ0

n-induction. In [FSS83,
Introduction], Friedman, et al. motivate why this is not necessary, especially
in the algebraic context.

Two quantifier induction, i.e. Σ0
2-induction or Π0

2-induction, is not prov-
able in RCA0, and neither is Σ0

1-comprehension.
We now list some ordinary mathematical results27 that are, and aren’t,

provable in RCA0. We reserve results in commutative algebra for a deeper
analysis in Section 4.

Theorem 3.8 (See Theorem I.8.3 of [Sim09]). The following are provable in
RCA0.

1. Baire Category Theorem: Let {Un : n ∈ N} be a sequence of dense open
sets in Rk. Then there exists x ∈ Rk such that x ∈ Un for all n ∈ N.

2. Intermediate Value Theorem: If f(x) is continuous on the unit interval
[0, 1], and if f(0) < 0 < f(1), then there exists x ∈ (0, 1) such that
f(x) = 0.

26One could analogously define, for example, Σ0
2-Induction by allowing φ to be Σ0

2.
27Carrying these over to formal arithmetic requires some coding.
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3. Tietze Extension Theorem: Let X be a complete separable metric space.
Given a closed set C ⊆ X and a continuous function f : C → [−1, 1],
there exists a continuous function g : X → [−1, 1] such that g(x) =
f(x) for all x ∈ C.

4. Weak version of Gödel’s Completeness Theorem: Let X ⊆ Snt28 be
consistent and closed under logical consequence. Then there exists a
countable model M such that M satisfies φ, for all φ ∈ X.

5. Soundness Theorem: If X ⊆ Snt and there exists a countable model M
such that M satisfies φ, for all φ ∈ X, then X is consistent.

Theorem 3.9 (Theorems I.9.3 and I.10.3 of [Sim09]). The following are not
provable in RCA0

1. The Heine-Borel Covering Lemma: Every covering of the closed inter-
val [0, 1] by a sequence of open intervals has a finite subcovering.

2. The Bolzano-Weierstrass Theorem: Every bounded sequence of real
numbers, or points in Rn, has a convergent subsequence.

Both results in Theorem 3.9 are non-constructive, in the sense that they
guarantee the existence of certain mathematical objects, without providing
an explicit algorithm to find them. In particular, 3.9(1) states the existence
of a finite subcovering and 3.9(2) the existence of a convergent subsequence,
without giving the machinery to determine what these actually look like or
how one could compute them.

It turns out that more can be said about their non-constructive content
using the framework of reverse mathematics. More specifically, 3.9(1) is less
non-constructive, i.e. more constructive, than 3.9(2), since the former is prov-
ably equivalent to WKL0 (over RCA0), and the latter is provably equivalent
to the strictly stronger ACA0 (over RCA0).

28Formally, given a countable language L, i.e. a countable set of set of relation, oper-
ation, and constant symbols, we identify terms and formulas with their Gödel numbers
under a fixed Gödel numbering, which can be constructed by primitive recursion (see
[Sim09, Theorem II.3.4]), using L as a parameter. We can prove in RCA0 that there exists
a set Snt consisting of all Gödel numbers of sentences.
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Figure 1: Binary Tree with path

Definition 3.10 (Binary Trees). Let 2<N (where we use the convention 2 =
{0, 1}) be the set of all finite sequences of 0’s and 1’s. A binary tree is a
set T ⊆ 2<N such that any initial segment of a sequence in T belongs to
T . A path29 through T is a function f : N → 2 such that for every k ∈ N,
f [k] = (f(0), f(1), . . . , f(k − 1)) belongs to T .30

Theorem 3.11 (Weak König’s Lemma (WKL)). Every infinite binary tree
has a path.

See Figure 1 for an example of a path (in orange) through a binary tree,
as in Theorem 3.11.

Definition 3.12 (WKL0). WKL0 is RCA0 together with WKL.

It is probably no surprise where the WKL acronym comes from. Further-
more, the subscript 0 once again indicates that only the restricted induction
schema is being assumed.

29By “path,” we always mean infinite path.
30More generally, we may define a finitely-branching tree as a set T ⊆ N<N such that

each node has finitely many children and any initial segment of a sequence in T belongs
to T . In this case, a path f : N → N is defined analogously.
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A lot of ordinary mathematics can be done in WKL0, as evidenced by the
following theorem.31

Theorem 3.13. [See Theorem I.10.3 of [Sim09]] The following are provably
pairwise equivalent over RCA0:

1. WKL0

2. The Heine-Borel Covering Lemma: Every covering of the closed in-
terval [0, 1] by a (countable) sequence of open intervals has a finite
subcovering.

3. Every continuous real-valued function on any compact metric space (see
[Sim09, Definition III.2.3]) is bounded, has a supremum, and is uni-
formly continuous.

4. Every continuous real-valued function on [0, 1] is Riemann integrable.

5. Lindenbaum Lemma: Every countable consistent set of sentences ex-
tends to a maximal such set.

6. Gödel’s Completeness Theorem: Every countable consistent set of sen-
tences has a countable model.

7. Gödel’s Compactness Theorem: Given X ⊆ Snt (see footnote 28), if
each finite subset of X has a model, then so does X.

8. Every countable ring has a prime ideal (see Definition 2.2).

9. Brouwer’s fixed point theorem: Every continuous function f : [0, 1]n →
[0, 1]n has a fixed point, i.e. a point c such that f(c) = c.

There are still important mathematical results that WKL0 is not strong
enough to prove: for example the Bolzano-Weierstrass Theorem. So we now
define ACA0, which is a stronger (see [Sim09, I.10.2]) subsystem of Z2 that is
strong enough to prove some of these.

31Due to model-theoretic extension principles such as the Upwards Löwenheim-Skolem
Theorem, the restriction to countable structures, e.g. countable rings, is not an actual
limitation to the generality of these results. However, such machinery is outside the scope
of subsystems of Z2.
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Definition 3.14 (ACA0). ACA0 is RCA0 together with arithmetical compre-
hension, i.e.

Arithmetical comprehension

∃X ∀x (x ∈ X ↔ φ(x)),

where φ is Σ0
n (or equivalently Π0

n), for some n, and X does not occur freely
in φ.

The acronym ACA stands for Arithmetical Comprehension axiom, and
the subscript 0 serves the same purpose as before.

The following theorem motivates the relative strength of ACA0 as com-
pared to WKL0. More specifically, since the following results are equivalent
to ACA0, they are not provable in WKL0.

Theorem 3.15 (See Theorem I.9.3 of [Sim09]). The following are provably
pairwise equivalent over RCA0:

1. ACA0

2. Bolzano-Weierstrass Theorem: Every bounded sequence of real num-
bers, or points in Rn, has a convergent subsequence.

3. Every Cauchy sequence of real numbers is convergent.

4. Every bounded sequence of real numbers has a least upper bound.

5. Monotone convergence theorem: Every bounded monotone sequence of
real numbers is convergent.

6. Every sequence of points in a compact metric space has a convergent
subsequence.

7. Every countable ring has a maximal ideal (see Definition 2.2).

8. Every countable vector space over any countable field has a basis.

9. Every countable field (of characteristic 0) has a transcendence basis.

10. Every countable Abelian group has a unique (up to isomorphism) divis-
ible closure.
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11. König’s Lemma: Every infinite, finitely branching tree has a path.

In theorems 3.13 and 3.15, we intentionally omit results pertaining to
algebraic/real closures of fields. These will be covered in later sections, par-
ticularly 4.1 and 4.4.

3.4 Conservativity results and Hilbert’s program

In subsequent sections, we study results involving the provability of algebraic
results in certain subsystems of Z2, particularly RCA0 and ACA0. One may
ask why authors have seemingly avoided studying some of these results in
WKL0. As it turns out, WKL0 is conservative over RCA0 for the kinds of
sentences that these results can be formulated in (see Theorem 3.16). Fur-
thermore, we also study a conservativity result of WKL0 over PRA32, and its
connection (or lack thereof) to Hilbert’s program.

The following theorem may be expressed by saying that WKL0 is conser-
vative over RCA0 for Π1

1 sentences.

Theorem 3.16 (Friedman; see Corollary IX.2.6 of [Sim09]). If φ is a Π1
1

sentence and WKL0 proves φ, then RCA0 also proves φ.

Similarly, the following theorem may be expressed by saying that WKL0
is conservative over PRA for Π0

2 sentences.

Theorem 3.17 (Harrington; see Theorem IX.3.16 of [Sim09]). If φ is a Π0
2

sentence and WKL0 proves φ, then PRA also proves φ.33

In [Sim88b], Simpson argues that Theorem 3.17 represents a partial real-
ization of Hilbert’s program (by which he means finitistic reductionism) for
the foundations of mathematics.34 The goal of finitistic reductionism, in this
regard, was to show that non-finitistic set-theoretical mathematics can be
reduced to PRA, by means of conservation results (for Π0

1 sentences).

32Note that although the proof of Theorem 3.17 in [Sim09] uses model-theoretic tech-
niques, Sieg [Sie85] gives a primitive recursive proof transformation which, given a proof
of a Π0

2 φ in WKL0, generates a proof of φ in PRA. Hence, this result is provable within a
finitary system and thus allows the reduction to go through.

33A proof of Theorem 3.17, and its extension to a strengthening WKL+0 of WKL0, is
outlined in [Day19, Sections 5 and 6].

34As stated before, although Hilbert did not explicitly spell out a precise definition of
finitism, many (see, for example, [Sim88b] and [Tai81]) agree that the formal system of
PRA (see Definition 3.6) captures the essence of this notion.
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Of the many proof-theoretic advances of the early twentieth-century, one
that is arguably the most significant35 – as well as the most relevant to
the realization (or, in this case, the lack thereof) of finitistic reductionism –
is Gödel’s publication of his incompleteness theorems [Göd31, Theorems VI
and XI]36. A consequence of these incompleteness theorems is that a complete
realization of Hilbert’s program is impossible.

However, it is still worth trying to understand what parts of Hilbert’s
program are salvageable, i.e. what sorts of infinitistic mathematics can, in
fact, be reduced to finitism. Simpson (see [Sim09, Remark IX.3.18]) reformu-
lates this question, in the language of subsystems of Z2 as: Which interesting
subsystems of Z2 are conservative over PRA for Π0

1 sentences? In this re-
gard Theorem 3.17 provides a partial answer to his question, and, in turn,
a partial realization of Hilbert’s program. This, however, relies on the as-
sumption that finitistic reductionism is, in fact, Hilbert’s conception – which
is disputed (refer to discussion in 3.3).

Since it is not directly within the scope of (but still relevant to) this pa-
per, we pause our discussion on Hilbert’s program and Gödel’s incomplete-
ness theorems here, and refer interested readers to more detailed sources:
Sieg provides a much more informative description of Hilbert’s program(s)
in [Sie13, Section II]; Eastaugh provides a much more complete overview of
the partial realization story in [Eas15, Section 4.5]; Davis lists and discusses
undecidability results including (and following) Gödel’s incompleteness the-
orems in [Dav65]; and Prince provides an easy-to-follow annotated version of
Gödel’s 1931 paper in [Pri22].

35One may recall von Neumann’s remark on the occasion of the presentation of the
Albert Einstein Award to Gödel in 1951: “Kurt Gödel’s achievement in modern logic is
singular and monumental – indeed, it is more than a monument; it is a landmark which
will remain visible far in space and time.”

36Roughly, Gödel’s First Incompleteness Theorem [Göd31, Theorem VI] is the assertion
that any consistent formal system F within which a certain amount of elementary arith-
metic can be carried out is incomplete. That is, there are statements of the language of
F which can neither be proved nor disproved in F . Furthermore, Gödel’s Second Incom-
pleteness Theorem [Göd31, Theorem XI] is the assertion that for any consistent system F
within which a certain amount of elementary arithmetic can be carried out, the consistency
of F cannot be proved in F itself.
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3.5 Provable Ordinals

In this section we introduce notion of provable ordinals for subsystems of
Z2, and define ord(T0) for a subsystem T0 of Z2. These form the basis of
Gentzen-style proof theory (see [Sim09, Section IX.5]), which has been used
to obtain various independence results in subsystems of Z2 (see [Sim09, Re-
mark IX.5.11]). In particular, it is used in showing that Hilbert’s Basis
Theorem is not provable in subsystems of Z2 that are weaker (refer Section
3.3) than ACA0, as in 4.17.

Definition 3.18. Let T0 be a subsystem of Z2 which includes RCA0. A
provable ordinal of T0 is a countable ordinal α such that, for some primitive
recursive well-ordering W ⊆ N, |W | = α and T0 proves WO(W ), i.e. that,
via a pairing function (see [Sim09, §II.2]), W codes a well-ordering of length
α. The supremum of the provable ordinals of T0 is denoted ord(T0).

We now state the provable ordinals of the systems we are concerned with.

Theorem 3.19 (See Theorems IX.5.4 and IX.5.7 of [Sim09]). We have

ord(RCA0) = ord(WKL0) = ωω,

and
ord(ACA0) = ε0 := sup(ω, ωω, ωωω

, . . .).

4 Reverse Mathematical analysis

We first discuss results involving algebraic closures, as an excellent example
highlighting the relative strengths of RCA0, WKL0, and ACA0 – see Theorems
4.6, 4.7, and 4.9. We then analyse Hilbert’s Nullstellensatz (Section 4.2)
and Basis Theorem (Section 4.3) from a reverse mathematical perspective,
drawing from results in [FSS83], [ST04], [Sim88a], and [Sim15]. Finally, we
state some analogous results in the context of real closed fields (Sections 4.4
and 4.5).

4.1 Algebraic Closure

Unless specified otherwise, the following definitions are made in RCA0 and
the results are stated over RCA0 as well.
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We first define the notion of a countable field in RCA0 (refer [Sim09,
Section II.9]. The more general definition of a countable structure in RCA0

can be found in [FSS83, Section 2].

Definition 4.1. A countable field F consists of a set |F | ⊆ N, together with
binary operations +F , ·F , a unary operation −F , and distinguished elements
0F , 1F such that the system ⟨|F |,+F ,−F , ·F , 0F , 1F ⟩ obeys the usual field
axioms.

Definition 4.2 (See §2 of [FSS83]). RCA0 proves that for any countable field
F and any m ∈ N, there exists a countable commutative ring F [x1, . . . , xm]
consisting of 0 along with all (Gödel numbers of) expressions of the form

f(x1, . . . , xm) =
∑

i1+···im⩽n

ai1...imx
i1
1 · · ·ximm ,

where (i1, . . . , im) ∈ Nm, m ∈ N, ai1...im ∈ K, and ai1...im ̸= 0 for at least one
(i1, . . . , im) ∈ Nm with i1 + · · · + im = n. This is the ring of polynomials in
m commuting indeterminates x1, . . . , xm over F .

Definition 4.3. A countable field F is said to be algebraically closed if
for all nonconstant polynomials f(x) ∈ F [x], there exists a ∈ F such that
f(a) = 0.37

Definition 4.4. Let F be a countable field. An algebraic closure of F con-
sists of an algebraically closed countable field K, together with a monomor-
phism h : F → K such that for all b ∈ K, there exists a nonconstant
polynomial f(x) ∈ F [x] such that h(f)(b) = 0.

The following results emphasize the relative strengths of RCA0, WKL0,
and ACA0, in this context of algebraic closures of countable fields. More
specifically, RCA0 only proves the existence of algebraic closures; WKL0 goes
one step further, proving the uniqueness of algebraic closures; and ACA0

proves the existence of strong algebraic closures.

Lemma 4.5 (Lemma II.9.3 of [Sim09]). The following are provable in RCA0:

37By f(a), we mean taking the alternative notation
∑n

i=0 aix
i for the polynomial f(x),

and plugging in a in place of x.
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1. ACF, i.e. the first-order theory of algebraically closed fields, admits
quantifier elimination: For any formula φ there exists a quantifier-
free formula ψ, containing no new free variables (see 3.2), such that
ACF ⊢ (φ↔ ψ).38

2. For any quantifier-free formula φ, if ACF ⊢ φ, then AF ⊢ φ, where AF
is the theory of fields.

Simpson notes that these well-known results in Lemma 4.5 have purely
syntactical proofs39 which can be transcribed in RCA0. Friedman, Simpson,
and Smith then use Lemma 4.5 to prove the following result.

Theorem 4.6 (Theorem 2.5 of [FSS83]). RCA0 proves that every countable
field has an algebraic closure.40

Theorem 4.6 is a powerful result that provides the machinery needed to
prove some formulations of Hilbert’s Nullstellensatz in RCA0, which we dis-
cuss in detail in Section 4.2. We now discuss two strengthenings of Theorem
4.6, which are no longer provable in RCA0.

The following theorem states that, over RCA0, WKL is equivalent to the
existence of unique algebraic closures. Since WKL is itself not provable
in RCA0, it follows that RCA0 does not prove the uniqueness of algebraic
closures.

Theorem 4.7 (Theorem 3.3 of [FSS83]). The following assertions are equiv-
alent over RCA0:

1. Weak König’s Lemma

2. Every countable field has a unique (up to isomorphism) algebraic clo-
sure.

Simpson defines the notion of a strong algebraic closure as follows (see
[Sim09, Section III.3]).

38The symbol ⊢ is read as “proves;” and we write T ⊢ φ if there is a proof of φ from
T . One may refer to [Mar10, §2] for a rigorous definition of proof. However, for this
discussion, it would suffice to have an intuitive understanding of the notion of a proof.

39Simpson’s proof relies on Tarski’s syntactical quantifier elimination methods – pre-
sented in, for example, [KK00].

40A different proof of this theorem can also be found in [Sim09, Theorem II.9.4].
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Definition 4.8. Let F be a countable field. A strong algebraic closure of
F is an algebraic closure h : F → K (see Definition 4.4) with the further
property that h is an isomorphism of F onto a subfield of K.

Theorem 4.9 (Theorem III.3.2 of [Sim09]). The following assertions are
pairwise equivalent over RCA0:

1. ACA0

2. Every countable field has a strong algebraic closure.

3. Every countable field is isomorphic to a subfield of a countable alge-
braically closed field.

4.2 Hilbert’s Nullstellensatz

As stated before, there have been numerous formulations of the Nullstellen-
satz (see footnote 13), many of which are hard to compare in subsystems of
Z2. In this section we discuss some formulations, as coded in the literature,
in the reverse mathematical context.

Friedman, Simpson, and Smith describe two formulations of the Null-
stellensatz in [FSS83, Section 2], which we label HN1 and HN2: Let F be a
countable field and f1, . . . , fm ∈ F [x1, . . . , xn].

HN1. f1, . . . , fm have a common root in some extension of F if and only if
f1, . . . , fm have a common root in an algebraic extension of F .

HN2. f1, . . . , fm have a common root in some extension of F if and only if
1 /∈ (f1, . . . , fm).

41

Theorem 4.10 (Section 2 of [FSS83]). RCA0 proves HN1.

This follows from Lemma 4.5, i.e. RCA0 proving quantifier-elimination for
ACF, and Theorem 4.6, i.e. RCA0 proving the existence of algebraic closures
for countable fields.

Theorem 4.11 (Section 2 of [FSS83]). RCA0 proves HN2.

41Note that HN2 is very closely related to what was stated as the Weak Nullstellensatz
in Corollary 2.8.
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Although this version is customarily reduced to HN1 by extending the
ideal generated by f1, . . . , fm to a prime or maximal ideal, the general results
on the existence of prime or maximal ideals require more than RCA0 (see
Theorems 3.13 and 3.15). The proof of HN2 in RCA0 relies on a method of
elimination, satisfied by Kronecker’s Elimination, which is explained in more
detail in [FSS83] and [Ste23].

Corollary 4.12 (Section 2 of [FSS83]). RCA0 proves that g vanishes on
V(f1, . . . , fm) if and only if there exists r ⩾ 1 such that gr ∈ ⟨f1, . . . , fm⟩.42

It is a consequence of Corollary 4.12, by elimination, that RCA0 proves
the existence of the set of all such g’s, i.e. the radical ideal43 generated by
f1, . . . , fm.

Sakamoto and Tanaka introduce what they call Hilbert’s Nullstellensatz
for complex numbers in [ST04, Section 1], which we label HN3:

HN3 For any n,m ∈ N, if p1, . . . , pm ∈ C[x1, . . . , xn] have no common zeros,
then 1 ∈ ⟨p1, . . . , pm⟩.44

Theorem 4.13 (Theorem 8 of [ST04]). HN3 is provable in RCA0.

4.3 Hilbert’s Basis Theorem

Simpson codes the Basis Theorem in terms of what he calls Hilbertian rings,
defined in this section. In standard set theory, like ZFC, it is provable that
a ring R is Hilbertian if and only if every ideal in R is finitely generated,
i.e. R is Noetherian (see Definition 2.3). On the other hand, in the reverse-
mathematical context, although this equivalence holds over stronger base
theories like ACA0 [Sim88a, Remark 2.2], it does not necessarily hold over
weaker theories. In particular, over RCA0, the notion of Hilbertian is some-
what stronger than every ideal being finitely generated (see [Sim88a, Remark
2.2]). Thus, over RCA0, the Basis Theorem coded in terms of Hilbertian rings
implies the version coded in terms of every ideal being finitely generated.

42Note that Corollary 4.12 is the special case of what was stated as Hilbert’s Nullstellen-
satz in Theorem 2.7, when I = ⟨f1, . . . , fm⟩, i.e. the ideal generated by f1, . . . , fm, whose
existence is provable in RCA0 (see [FSS83, Lemma 2.10]).

43More generally, given an ideal I of a ring R, the radical ideal generated by I is
rad(I) := {a ∈ R | ∃n(an ∈ I)}.

44Note that HN3 is the special case of the backwards direction of the Weak Nullstellen-
satz in Corollary 2.8, when I = ⟨p1, . . . , pm⟩.
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Definition 4.14. Within RCA0, let R be a countable commutative ring. We
say that R is Hilbertian if for every sequence (ri)i∈N of elements of R, there
exists k ∈ N such that for all j ∈ N, there exist s0, . . . , sk ∈ R such that
rj =

∑
i⩽k siri.

Simpson then gives two, provably equivalent over RCA0, formulations of
the Basis Theorem (see [Sim88a]), which we label HB1 and HB2.

HB1. For all m ∈ N and all countable fields K, the commutative ring
K[x1, . . . , xm] is Hilbertian.

HB2. For each m ∈ N, there exists a countable field K such that the com-
mutative ring K[x1, . . . , xm] is Hilbertian.

For the remainder of this section, we list results that narrow where the
Basis Theorem fits in the Friedman-Simpson Hierarchy.

Recall from Theorem 3.19 that ord(RCA0) = ωω. That is, RCA0 can
prove that any ordinal α < ωω is well-ordered, and cannot do so for ωω. The
following result asserts that RCA0 does not prove WO(ωω).

Lemma 4.15 (Proposition 2.6(2) of [Sim88a]). RCA0 ��⊢ WO(ωω). That is,
there is no primitive recursive well-ordering W of order-type ωω, such that
RCA0 ⊢ WO(W ).

Lemma 4.16 (Theorem 2.7 of [Sim88a]). The following assertions are pair-
wise equivalent over RCA0

1. HB1

2. HB2

3. WO(ωω)

In this regard, ωω is a measure of what Simpson calls the “intrinsic logical
strength” of the Basis Theorem (see [Sim88a, Section 1]).45

Since HB1 and HB2 are provably equivalent over RCA0, we will henceforth
refer to them as HB.

45In [KY16], Kreuzer and Yokoyama show that many principles of first-order arithmetic,
previously only known to lie strictly between Σ0

1-Induction and Σ0
2-Induction, are equiv-

alent to WO(ωω). Hence, these have the same “intrinsic logical strength” as the Basis
Theorem. They argue that, in some sense, WO(ωω) should be considered a natural first-
order principle between Σ0

1-Induction and Σ0
2-Induction, and should have its own place

(see [KY16, Figure 3]) in the Paris-Kirby Hierarchy (as defined in [HP98]).
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Theorem 4.17. RCA0 does not prove HB.

This is a direct consequence of the two preceding lemmas, i.e. Lemma
4.15 and Lemma 4.16: Since RCA0 ��⊢WO(ωω) and RCA0 ⊢ (WO(ωω) ↔ HB),
we may conclude that RCA0 ��⊢ HB.

Furthermore, Simpson showed in [Sim15] that RCA0 + Σ0
2-Induction was

enough to prove WO(ωω):

Lemma 4.18 (Theorem 2.2 of [Sim15]). WO(ωω) is provable in RCA0 +Σ0
2-

Induction.

Recall that Σ0
2-Induction (see footnote 26) is not provable in RCA0 (see

[Sim09, Chapter II]). Thus, RCA0+Σ0
2-Induction is strictly stronger in terms

of provability than RCA0.

Theorem 4.19. HB is provable in RCA0 + Σ0
2-Induction.

This is a direct consequence of Lemmas 4.16 and 4.18: Since RCA0 ⊢
(WO(ωω) ↔ HB) and RCA0 + Σ0

2-Induction ⊢ WO(ωω), we may conclude
that RCA0 + Σ0

2-Induction ⊢ HB.
Simpson also shows that the provability result in Lemma 4.18 is not

reversible, i.e. RCA0+WO(ωω) does not prove Σ0
2-Induction [Sim15, Section

4]. In fact, even assuming additional machinery, namely the Σ0
2-Bounding

Principle (see [Sim15, Definition 2.1]), does not suffice [Sim15, Corollary
4.3]. This reinforces Kreuzner and Yokoyama’s argument (see footnote 45)
that WO(ωω) should be considered a natural first-order principle between
Σ0

1-Induction and Σ0
2-Induction.

It is worth making explicit that for a fixed m ∈ N, RCA0 proves WO(ωm)
(see [Sim88a, Proposition 2.6(1)]). As a consequence, RCA0 proves the fol-
lowing

HB(m). For all countable fieldsK, the commutative ringK[x1, . . . , xm] is Hilber-
tian.

In particular, HB(1) is what was stated as Theorem 2.4. Hence, if, by
“Hilbert’s Basis Theorem” one means HB(1), then Hilbert’s Basis Theorem
is, indeed, provable in RCA0.

Moreover, the nonconstructive content in HB truly comes from what was
referred to as a “straightforward inductive argument” in Section 2. More
explicitly:
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Theorem 4.20 (See Proposition 2.6(3) of [Sim88a]). RCA0 proves that

HB ↔ ∀m HB(m).

In conclusion, although some formulations of the Nullstellensatz are prov-
able in RCA0 (see Theorems 4.10, 4.11, 4.13), it follows from Simpson’s re-
sults (Theorems 4.17 and 4.19) that the Basis theorem, for arbitrary m ∈ N,
needs strictly more machinery. In this sense, the Basis theorem is strictly
more nonconstructive than the Nullstellensatz.

4.4 Real closures and formally real fields

In this section, we analyze analogous results to those in Section 4.1, in the
context of real closures and formally real fields.46 As before, unless specified
otherwise, the following definitions are made in RCA0 and the results are
stated over RCA0 as well.

Definition 4.21. A countable ordered field consists of a countable field F
together with a binary relation < ⊆ |F |2 such that (F,<) obeys the usual
ordered field axioms, for example, ∀x∀y(x < y ∨ x = y ∨ y < x) and (x <
y ↔ x+ z < y + z).

Definition 4.22. A countable ordered field is said to be real closed if it has
the intermediate value property for polynomials, i.e. for all g ∈ F [x] and
a, b ∈ F , if g(a) < 0 < g(b) then there is c ∈ F , between a and b, such that
g(c) = 0.

Definition 4.23. A real closure of a countable ordered field F consists of
a countable real closed ordered field L together with a monomorphism h :
F → L such that for each b ∈ L there exists a nonconstant g(x) ∈ F [x] such
that h(g)(b) = 0.

Theorem 4.24 (Theorems 2.12 and 2.18 of [FSS83]). The following is prov-
able in RCA0: Every countable ordered field F has a real closure. Further-
more, the real closure is unique in the sense that, if h1 : F → L1 and
h2 : F → L2 are two real closures of F , then there exists a unique iso-
morphism h : L1 → L2 such that h(h1(a)) = h2(a) for all a ∈ F .

46These structures are studied model-theoretically in [JL89] and [Mar10].
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It is worth noting that RCA0 was not strong enough to prove the unique-
ness of algebraic closures (see Section 4.1).

Definition 4.25. A countable field F is said to be formally real if −1 is not
a sum of squares in F – or, equivalently, if F does not contain a sequence
of elements ⟨c0, . . . , cn⟩, with at least one ci ̸= 0 and n ∈ N, such that∑n

i=0 c
2
i = 0.

Definition 4.26. A countable field F is said to be orderable if there exists
a binary relation relation < on F , under which (F,<) is an ordered field.

The following theorem can be thought of as the real-closed analog of
Theorem 4.7:

Theorem 4.27 (Theorem 3.5 of [FSS83]). The following assertions are
equivalent over RCA0:

1. Weak König’s Lemma

2. Every countable formally real field is orderable.

The proof of Theorem 4.27 is the content of [FSS83, Theorem 3.5] (or
[Sim09, Theorem IV.4.5]).

Corollary 4.28. The following assertions are equivalent over RCA0:

1. Weak König’s Lemma

2. Every countable formally real field has a real closure.

This is an immediate consequence of Theorem 4.24.

Definition 4.29. Let F be a countable field. A strong real closure of F is
a real closure h : F → L (see Definition 4.23) with the further property that
h is an isomorphism of F onto a subfield of L.

The following theorem can be thought of as the real-closed analog of
Theorem 4.9.

Theorem 4.30 (Theorem III.3.2 of [Sim09]). The following assertions are
pairwise equivalent over RCA0:

1. ACA0
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2. Every countable ordered field has a strong real closure.

3. Every countable formally real field has a strong real closure.

4. Every countable ordered field is isomorphic to a subfield of a countable
real closed ordered field.

5. Every countable formally real field is isomorphic to a subfield of a count-
able real closed ordered field.

4.5 Real Nullstellensatz

In the spirit of real closed analogs, one may wonder if there is a real version of
the Nullstellensatz. Recall that the field of real numbers is not algebraically
closed; this poses a nontrivial challenge.

For an algebraically closed field K, Hilbert’s Nullstellensatz establishes
a one-to-one (order-reversing) correspondence between the posets of radical
ideals (see footnote 43) in K[x1, . . . , xn] and affine varieties (Definition 2.6
should suffice for this discussion) in Kn. This correspondence fails over R.
For instance, the ideal I = ⟨x2+1⟩ is a radical ideal in R[x], since R[x]/I ∼= C
is a field. The real variety V(I) = ∅ coincides with the variety V(⟨1⟩)
determined by the ideal ⟨1⟩ in R[x]. Thus, two different radical ideals define
the same variety in Rn, and Hilbert’s Nullstellensatz fails.

There is, however, a somewhat analogous statement in the case of real
closed fields (see [Mar10, §3.4]).

RN Let F be a real closed field, and I be a prime ideal in F [x1, . . . , xn].
Then VF (I) is nonempty if and only if whenever p1, . . . , pm ∈ F [x1, . . . , xn]
and

∑
p2i ∈ I, then for each i, pi ∈ I.

A proof of this Real Nullstellensatz (over ZFC) can be found in [Dic85].
Sakamoto and Tanaka state that it would be an interesting question to decide
whether the Real Nullstellensatz is provable in RCA0; however, it is unclear
how this result would even be coded in RCA0 [ST04, §4].
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