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10.1 INTRODUCTION

Organizations across our society are increasingly relying on robots to engage in interactions with humans. A robot can be defined as a sophisticated machine that is equipped with sensors, processing capabilities, and actuators that enable it to perceive, analyze, and interact with its surroundings in a physical manner (You et al., 2018; You and Robert Jr, 2018). Human–robot interaction (HRI) is an area of research that focuses on identifying and understanding the factors that promote or hinder human interaction with robots. The study of HRI is multidisciplinary and involves fields such as psychology, information science, computer science, engineering, and design and has the potential to transform various fields of human endeavor such as finance, manufacturing, health care, and education. At its core, HRI research seeks to design robots that are more responsive, engaging, and trustworthy to promote their acceptance by humans. This includes conducting research that identifies ways to build robots that are capable of interacting with humans in an intuitive, comfortable, and natural way to help promote collaborations between humans and robots.

The goal of this chapter is to provide a comprehensive overview of the most vital areas shaping HRI. To accomplish this, this chapter is organized in the following way. First, it presents and discusses the types of robots. The field of HRI has explored a diverse range of robots, revealing their impact on various outcomes (Robert, 2018; Robert Jr et al., 2020). Second, this chapter presents a scoping literature review that surveys trust in HRI. Trust is the foundation by which humans have sought, engaged, and benefited from one another. It is no surprise that trust has been shown to be vital for collaborative action between humans and robots. Third, this chapter identifies and discusses the literature on personality in HRI. Personality, both human and robot, has been shown to impact the interactions between humans and robots. Personality can be viewed as a representation of an individual human or robot’s future behaviors, cognitions, and emotional reactions (Robert, 2018). To fully grasp the intricacies of personality in HRI, this chapter employs a multidisciplinary approach encompassing several views on both human and robot personality. Next, this chapter presents the literature on robot explanations. “Robot explanations” can be defined as the reasons that the robot provides to make its actions clear or easy to understand (Zhang et al., 2021). Robot explanations can decrease the uncertainty associated with the robot’s actions by providing transparency. Finally, this chapter delves into the various metrics used to evaluate HRI. We also discuss the latest research on evaluation metrics of human interaction with robots. Traditionally, evaluation metrics of human interaction with robots have survey-based static measures. However, recent advances in sensors allow for real-time measures based on physiological changes, which can be obtained alongside or in place of traditional survey measures. In summary, this chapter provides an overview of important HRI areas shaping the field today.

10.2 ROBOTS USED IN HRI RESEARCH

10.2.1 TYPE OF ROBOT

There are many definitions of the term “robot.” The definition that best aligns with the use of robots in the HRI field is offered by You and Robert Jr (2018), who defined robots as technologies that can have either virtual or physical-embodied actions. As You and Robert Jr (2018) pointed
out, embodiment and representation of embodied behaviors are what make robots different from other artificial intelligence (AI) technologies. Consistent with this definition, the field of HRI has utilized a wide range of robotic platforms, including custom one-off designs and standardized commercially available robots, with the latter being especially important for ensuring replication and reproducibility. Generally, at least 20 types of robots have been employed in HRI studies (Robert, 2018; Zimmerman et al., 2022), highlighting the diverse array of robotic platforms present in the literature. One way to categorize these robots is by their morphology, which can be classified as either humanoid or non-humanoid. Research has shown that differences between these morphologies can have a significant impact on HRI outcomes (Robert, 2018; Robert Jr et al., 2020). In the following sections, we dive deeper into these two types of robots and provide a brief overview of the most common robots used to represent each type.

10.2.1.1 Humanoid Robot

Humanoid robots, engineered to mimic human form and behavior, offer crucial insights for HRI research. These robots are defined by their human-like appearance, typically featuring a head, two arms, two legs, and a torso (Hirai et al., 1998; Ishida et al., 2001). Their configuration enables them to execute tasks that closely resemble human actions, although some humanoid robots only replicate specific body parts to concentrate on certain aspects of human-like interaction.

The expansive category of humanoid robots encompasses two primary subcategories: avatars and human-like robots. Avatars can manifest as virtual representations or physical platforms, conveying responses based on simulated facial expressions, gaze, or other cues (Zimmerman et al., 2022). These embodiments simulate human presence and interaction, enabling researchers to investigate human perceptions and responses to humanoid representations in various contexts. On the other hand, human-like robots are physical machines explicitly engineered to resemble humans in both form and behavior. Figure 10.1 shows that among the humanoid robots used in research, the Nao robot, Pepper robot, and Baxter robot have been identified as the most popular choices across multiple studies (Robert, 2018; Zimmerman et al., 2022).

10.2.1.2 Non-Humanoid Robot

Non-humanoid robots typically have simpler embodiments that are targeted toward specific tasks or domains (Cha et al., 2018; Coeckelbergh, 2011; Terada et al., 2007). As a result, these robots are utilized in a wide variety of settings and applications, such as health care, agriculture, space,
industry, automotive, and service (Cha et al., 2018). These robots encompass a variety of forms, shapes, and functionalities, with numerous robot types falling under this classification. As identified by Zimmerman et al. (2022), there are 15 distinct types of robots classified as non-humanoid robots. Among these are aquatic robots, which operate in aquatic environments (Georgiades et al., 2004; Long et al., 2006), and audio-only robots that interact with humans primarily through auditory means using voice commands and responses, without a physical or visual presence (Guinness et al., 2019; Raghunath et al., 2021). Other non-humanoid robot types include drones, which are capable of flying and performing tasks like aerial photography, surveillance, and delivery (Bhat et al., 2022; Suzuki, 2018); robotic hands, which are specialized robots that replicate human hand functionality (Piazza et al., 2019); non-industrial arms, which can be used in non-industrial settings (Millo et al., 2021); and image/video robots, which utilize visual information for communication or interaction (Raghunath et al., 2021). Industrial manipulators, also known as robotic arms, are employed in manufacturing and production settings for tasks (Zanchettin et al., 2013). Industrial mobile robots are autonomous machines designed to navigate complex industrial environments (Schneier et al., 2015). Mobile manipulators combine mobility and manipulation capabilities, enabling them to navigate and interact effectively within their environment (Bostelman et al., 2016). Mobile platforms, which move on wheels or tracks, navigate various environments for tasks such as transportation, exploration, or assistance (Sørensen et al., 2015). Mobility assistant robots are specifically designed to help individuals with mobility challenges, such as wheelchair users or those with physical impairments, by providing support and guidance (Geravand et al., 2016). Simulation/video game robots exist within virtual environments and serve as interactive characters or elements (Roitberg et al., 2021). Telepresence robots facilitate remote users’ virtual presence in a different location, enabling interaction (Tsui et al., 2011). Toy robots, designed for entertainment and education, have various shapes, sizes, and functionalities (Michaud et al., 2000). Last, written vignettes are textual descriptions of robot behavior or interactions used in studies where the actual robot is not present or necessary for the experiment (Moyle et al., 2013).

In the HRI field, research focusing on non-humanoid robots frequently showcases prominent robot types such as mobile manipulators, virtual or gaming robots, and industrial manipulators. As illustrated in Figure 10.2, the UR5, Sawyer, and UR10 robots have been recognized as the leading choices across various HRI studies.

10.2.2 Physically Present V.S. Virtually Represented Robots

Within the HRI field, the traditional approach of presenting physical/real-world robots to subjects in laboratory and naturalistic settings is increasingly being challenged by the use of virtual representations of robots. These virtual representations include two-dimensional and three-dimensional videos, interactive game-based environments, and virtual reality, and have gained popularity as a result of recent advances in simulation and increased accessibility of game engines and computer graphics (Mara et al., 2021). Although the coronavirus disease 2019 (COVID-19) pandemic accelerated the adoption of virtual representations of robots, researchers have been exploring this alternative method for various reasons, including cost, complexity, unpredictability, and difficulties in programming physical robots (Esterwood et al., 2023). Virtual representations provide greater methodological flexibility, allowing for more extensive opportunities for manipulating robot characteristics and behaviors, which can broaden the range of research questions that can be explored.

Studies have found minimal differences in humans’ overall experience with robots between physical/real-world robots and the same robots presented in a virtual format. However, differences have been observed in humans’ perceptions of a robot’s utility, immediacy, perceptions and attitudes, and performance (Kamide et al., 2014; Liang and Nejat, 2022; Mara et al., 2021). The suitability of virtual representations of robots as proxies for physical/real-world robots in HRI is under investigation. Moderating factors, such as the type of robot and the context of the study, may play a role in determining the parity between the two formats (Liang and Nejat, 2022).
While some integrative work has been done in this space, such as Liang and Nejat (2022)'s investigation, the scope of this work has been limited to assistive robots in health care and well-being settings. Further research is needed to provide stronger support for or against the parity of physical/real-world robots and virtual representations of robots in the broader context of HRI research. Unfortunately, the current literature does not provide enough data for lower-level meta-analyses, making it challenging to draw firm conclusions. Therefore, it is crucial for researchers to continue exploring the potential benefits and limitations of both methods to better understand the use of virtual representations of robots in HRI research.

10.3 TRUST IN HRI

Trust is a vital component of any effective HRI. This is because without trust, humans fail to fully leverage robots. For example, if humans do not trust a robot, they are less likely to rely on that robot to perform the sorts of tasks that make robots useful. As a result, the benefits of robots are drastically reduced. This can lead to scenarios where work arrangements become not only unproductive but ultimately damaging to the overall productivity and well-being of workers. This is especially true when one considers recent shifts in the role of robots in working arrangements. Specifically, the roles that robots play in workplaces are shifting from tools and to teammates (You and Robert 2018), and, as a result, the various psychological and social aspects that lead to effective human–human teams are increasingly present in heterogeneous human–robot teams. Indeed, the importance of trust in this regard has not gone unnoticed, and a wealth of literature on this topic has begun
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to emerge from HRI literature. In response, this section introduces the concept of human–robot trust and provides a summary of the factors that impact when robots are seen as worthy of trust. In addition, we discuss recent computational work for estimating human–robot trust in real time. We close this section with an introduction to the emerging field of human–robot trust management and recovery. In doing so, we provide a starting point for those seeking to learn more on these topics.

### 10.3.1 Human–Robot Trust and Trustworthiness

Trust is a complex and multifaceted aspect of HRI. As a result, no single universally accepted definition for trust—either in general or in the context of HRI—has been established. Three common definitions of trust, however, have been gaining popularity across HRI literature. These definitions stem from different fields but overlap in several important places while diverging in others.

The oldest of these definitions is that of Mayer et al. (1995). They defined trust as “The willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” (Mayer et al., 1995, Pg.712), emphasis ours. This definition stems from Human–Human Interaction (HHI) literature and contains three distinct elements. First is the central concept of vulnerability or risk, second is the positioning of trust as pre-behavioral, and third is the role of expectations. The first of these (i.e., vulnerability) is a vital component of trust because vulnerability implies risk (Robert et al., 2009). Indeed, without risk or the potential for “something of importance to be lost,” trust is ultimately unnecessary, unneeded, and relatively meaningless (Mayer et al., 1995).

The vulnerability element of trust is the most widely included in subsequent trust definitions, with the remaining two popular definitions of trust in HRI implying or explicitly including vulnerability. Specifically, Lee and See (2004) referenced vulnerability in their definition of trust, which is “The attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability”. Hancock et al. (2011), on the other hand, implies vulnerability in their trust definition by defining trust as: “The reliance by an agent that actions prejudicial to their well-being will not be undertaken by influential others” (emphasis ours in both statements). In both cases, the risk is ultimately incurred by a trustor in the form of the trustee’s potential actions. This, therefore, makes the trustor vulnerable to the trustee. The second element of trust based on Mayer et al. (1995)’s definition is the distinction between trusting behaviors and trust itself. In their words, with our emphasis: “The fundamental difference between trust and trusting behaviors is between a willingness to assume risk and actually assuming risk.” (Mayer et al., 1995, Pg.724). This distinction allows one to draw a line between trust and trust-related outcomes Robert et al. (2009). This is important because not all risk-taking behaviors are trust- dependent. Other definitions of trust in HRI have been less consistent on this point. For example, although Lee and See (2004)’s definition of trust places trust as an attitude that is conceptually closer to willingness and distinct from behavior, Hancock et al. (2011)’s definition of trust as “reliance” could be interesting as a form of risk-taking or behavior. This is not to say that Hancock et al. (2011)’s definition of trust is incorrect, however, but rather that it may be inconsistent with Mayer et al. (1995) and Lee and See (2004)’s definitions when examined at a deeper level.

Finally, the third element of trust based on Mayer et al. (1995)’s definition relates to expectations. These expectations are synonymous with the concept of trustworthiness. Trustworthiness can be defined as “a multifaceted construct that captures the competence and character of the trustee” (Colquitt et al., 2007, Pg.909). Trustworthiness is distinct from trust and largely precedes it (Mayer et al., 1995). It does so by influencing the expectations that one has of a trustee and therefore their willingness to trust. For example, a trustor is more disposed to trusting a trustee who seems trustworthy but not a trustee who appears untrustworthy. What makes someone or something trust- worthy, however, is more complex, but research in HHI has provided some useful frameworks.
Generally, the most popular framework for trustworthiness divides it into three components. These are ability, integrity, and benevolence. Ability is the skillfulness or competency that trustees are believed to have at their disposal (Mayer et al., 1995). In HRI, this is a human’s belief that a robot can do what it has promised. Integrity is the degree to which the trustee is seen as honest and adherent to an acceptable set of principles (Kim et al., 2020, Pg.2). In HRI, this is a human’s belief that a robot is honest and acts in a morally consistent manner. Finally, benevolence is “the extent to which a trustee is believed to want to do good to the trustor, aside from an egocentric profit motive” (Mayer et al., 1995, Pg.718). In HRI this is a human’s belief that a robot is acting for the human’s benefit and is free from conflicts of interest. In general, the lower these expectations are, the less disposed the trustor is to be vulnerable to and rely on (i.e., trust) the trustee (Colquitt et al., 2007). This has been found to be true as much for humans (Colquitt and Salam, 2012; Colquitt et al., 2007; Poon, 2013) as for robots (Esterwood and Robert, 2021). Many factors can influence trustworthiness and by extension trust, and a wealth of research in HRI exists on this topic.

Ultimately, a range of definitions and conceptualizations exist on trust. Each of these approaches differs and ongoing debate among these and other definitions persists. These debates are increasingly common and have begun to emerge not only in the field of HRI but across multiple domains. In this chapter, however, we focus on the three increasingly popular definitions of trust in HRI that we highlighted in italics. With these established, however, another question comes to mind. Specifically, what factors influence trust in robots? Fortunately, a great deal of research has been conducted and a series of meta-analyses hold special insight that may help us answer this question.

10.3.2 Factors Influencing Trust in HRI

Across the HRI literature, an ever-increasing number of studies have sought to determine which factors in HRI can influence human–robot trust. Generally, these studies can be grouped into three distinct categories (Hancock et al., 2011; Sanders et al., 2011). These are human-related factors, robot-related factors, and contextual-related factors (Hancock et al., 2011). A summary of these factors is presented in Figure 10.3 based on the conceptual model proposed by Sanders et al. (2011).

This model has been empirically examined via two sequential meta-analysis (Hancock et al., 2011), and the analysis provided support for a handful of the factors proposed by Sanders et al. (2011). With regard to human-related factors, these factors appeared to significantly impact trust overall, but, on closer examination only one appeared significant (Hancock et al., 2021). In particular, only factors associated with a human’s characteristics as opposed to abilities appeared to significantly impact trust. Furthermore, within this sub-factor, only satisfaction, expectancy, comfort, and personality appeared to be significantly influential (Hancock et al., 2021).

For robot-related factors, these factors can be subdivided into performance-based and attribute-based factors. Overall, both of these sub-factors appear to be significantly influential in combination and when examined individually (Hancock et al., 2021). Within these sub-factors, however, the impact is not equally distributed, nor is it always positive. In particular, only the performance-based factors of dependability and reliability significantly influence trust, with dependability actually having a negative impact (Hancock et al., 2021). Furthermore, for attribute-based factors, only robot personality significantly influences trust (Hancock et al., 2021).

Finally, for contextual factors, these factors can be subdivided into collaboration-based and tasking-based sub-factors. Overall, these factors do not appear to significantly influence trust in robots. When examined individually, however, collaboration-based sub-factors do (Hancock et al., 2021). Across Hancock et al. (2021)’s meta-analysis, however, relatively few studies in this category made firm conclusions on the true impact of such factors.

Taken together, Hancock et al. (2021)’s meta-analysis and review of the antecedents of trust in HRI point to a handful of significant factors that can influence trust. In particular, it appears that a human’s comfort, expectancy, personality traits, and satisfaction are influential alongside a robot’s personality, dependability, and reliability. Furthermore, contextual factors such as collaboration
may also be important. While these results highlight important trust-relevant factors for human–robot trust, they are by no means the only factors that may be useful. In addition, interactions among factors may exist, making some factors only relevant considering others. As a result, more research is needed, but the factors highlighted in Figure 10.4 may be of use to researchers and designers alike when considering this future work.

10.3.3 TRUST DYNAMICS AND COMPUTATIONAL TRUST MODELS IN HRI

As described in Section 10.2.2, a growing body of research is identifying factors influencing one’s trust in automation. The majority of this body of research adopts a snapshot view of trust and evaluates a person’s trust at specific points in time, usually at the end of an experiment. This snapshot view, however, does not acknowledge that trust can change as a result of continual interactions with autonomy. As shown in Figure 10.5, at time \( t \), agents \( A, B, \) and \( C \) have the same level of trust. However, their trust dynamics are different if examined over the time horizon.

Therefore, more recently another line of research has emerged that focuses on understanding the dynamics of trust formation and evolution when a person interacts with autonomy repeatedly (de Visser et al., 2020; Guo and Yang, 2021; Yang et al., 2021). Empirical studies have investigated how trust strengthens or decays as a result of moment-to-moment interactions with autonomy (Lee and Moray, 1992; Manzey et al., 2012; Moray et al., 2000; Yang et al., 2021). Based on these studies, Yang et al. (2023) summarized three major properties of trust dynamics: continuity, negativity bias, and stabilization. Continuity means that trust at the present moment is significantly associated with
trust at the previous moment and increases upon automation successes and decreases upon automation failures. Negativity bias means that negative experiences related to autonomy failures have a greater influence on trust than positive experiences related to autonomy successes. Stabilization means that a person’s trust stabilizes over repeated interactions with the same autonomy.

Acknowledging that trust is a dynamic variable, several computational models of trust in automation have been developed. Lee and Moray (1992) proposed an auto-regressive moving average vector (ARMAV) time series model of trust that calculated trust at the present moment $t$ as a function of trust at the previous moment $t-1$, task performance, and the occurrence of automation failures. Yang et al. (2017) examined how trust in automation evolved as an average human agent gained experience interacting with robotic agents. Their results showed that the average human agent’s trust in automation stabilized over repeated interactions, and this process can be modeled using a first-order linear time-invariant dynamic system (Yang et al., 2017). Hu et al. (2016) proposed to predict trust as a dichotomy of trust vs. distrust by analyzing the human agent’s electroencephalography (EEG) and galvanic skin response (GSR) data. Similarly, Lu and Sarter (2019) proposed the
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![FIGURE 10.5](image_url) The static “snapshot” view versus the dynamic view of trust. At time $t$, Agents A, B, and C have the same level of trust. However, their trust dynamics are different.
use of eye-tracking metrics, including fixation duration and scan path length, to infer a human’s real-time trust. Their follow-up study (Lu, 2020) used three machine-learning techniques, logistic regression, $k$-nearest neighbors ($k$NN), and random forest to classify the human’s real-time trust level.

Instead of using physiological signals, Xu and Dudek (2015) developed the online probabilistic trust inference model (OPTIMo) utilizing Bayesian networks to estimate human trust from automation’s performance and human behaviors. Building from the three empirical properties of trust dynamics (i.e., continuity, negativity bias, and stabilization). Guo and Yang (2021) proposed to model trust as a beta random variable and predict trust value in a Bayesian framework. Guo and Yang (2021) compared their model prediction results against the two models developed by Lee and Moray (1992) and Xu and Dudek (2015) and showed that their model significantly outperformed the other two models. Moreover, given that the model complies with the empirically identified properties, it guarantees good explainability and generalizability. Using Gaussian processes, Soh et al. (2020) proposed a multi-task trust transfer model that can predict human trust in a robot’s capabilities across multiple tasks. More recently, Guo et al. (2023a, b) proposed the trust inference and propagation (TIP) model, the first mathematical framework for computational trust modeling in multi-human multi-robot teams. The authors asserted that there are two types of experiences that any human agent has with any robot in a multi-human multi-robot team: direct and indirect experiences. The TIP model explicitly accounts for both types of experiences and successfully captures the underlying trust dynamics, significantly outperforming a baseline model (Guo et al., 2023a, b).

The ability of a robot to accurately estimate a human’s trust level in real time has led to the research of trust-ware HRI, wherein a robot can adapt its behavior in accordance with a human’s trust (Azevedo-Sa et al., 2021a). Similarly, Xu and Dudek (2016) proposed a framework for using an estimated trust for trust-aware conservative control (TACTiC), in which an autonomous agent can momentarily change its behavior to be more conservative if the human’s trust falls too low. In Akash et al. (2019), a trust-workload partially observable Markov decision process (POMDP) model was trained and solved to generate optimal policies for a robot to control its transparency to improve the performance of the human–robot team. Further, Chen et al. (2020) presented a trust-POMDP model that can be solved to generate optimal policies for the robot to calibrate the human’s trust and improve team performance. Guo et al. (2021) presented a reverse psychology model of human trust behavior and compared it with the disuse model.

The abovementioned work focuses on the human’s trust in the autonomous/robotic agent. Recently, the first bi-directional trust model that encompasses both the human’s trust in the robotics agent and the robotic agent’s trust in the human was developed by Azevedo-Sa et al. (2021b). In the work, Azevedo-Sa et al. (2021b) introduced a novel capabilities-based bi-directional multi-task trust model that can be used for trust prediction from either a human or a robotic trustor agent. This model is useful for control authority allocation applications that involve both the human’s trust in the robot and the robot’s trust in the human.

### 10.3.4 Trust Management and Recovery in HRI

As mentioned, many factors influence trust in robots. Trust, however, is not fixed and changes over time (de Visser et al., 2020; Guo and Yang, 2021; Yang et al., 2023). Trust increases when robots meet expectations and decreases when they do not. Although increases in trust are relatively easy to manage, decreases can have lasting effects and are hard to recover from (Lewicki and Brinsfield, 2017). Generally, such decreases are the result of violations of trust. Trust violations can take multiple forms but generally result from a trustee failing to meet the expectations of a trustor (Esterwood and Robert, 2022b). This produces a reduction in the trustor’s willingness to be vulnerable and therefore trust (Costa et al., 2018; Esterwood and Robert, 2022b; Esterwood and Robert, 2023a,b; Gillespie et al., 2021; Kim et al., 2004).
Trust violations in HRI can take on three distinct forms: ability-based, integrity-based, and benevolence-based (Grover et al., 2014). An ability-based trust violation occurs when a robot fails to meet a human’s performance expectations or perform a task as assigned (Sebo et al., 2019). An integrity-based trust violation occurs when the robot breaches a human’s expectation of honesty and ethical conduct (Sebo et al., 2019). Lastly, a benevolence-based trust violation arises when the robot is perceived as lacking care and fails to fulfill a human’s expectation of its purpose (Esterwood and Robert, 2022b). Each of these types of violations can seriously undermine trust and result in a variety of negative outcomes.

Fortunately, trustees can use several strategies to mitigate trust decreases and restore trust. The most common of these are short-term verbal trust repair strategies, including apologies, promises, explanations, and denials (Esterwood and Robert, 2022b; Lewicki and Brinsfield, 2017). Apologies, expressions of regret or remorse for a perceived transgression, are the most widely used trust repair strategy across the literature (Esterwood and Robert, 2022b). They are believed to repair trust through encouraging forgiveness (Esterwood and Robert, 2023c). Promises, on the other hand, are statements of commitment to positive future performance (Schweitzer et al., 2006). They aim to restore trust by shifting the focus from past to future behaviors and are believed to work through encouraging forgetfulness (Esterwood and Robert, 2023).

Explanations, which are discussed in more detail in Section 10.4 of this chapter, are statements that provide clear reasoning behind a trust violation. They seek to establish a shared understanding between a trustor and trustee by conveying transparency (Esterwood and Robert, 2023; Ezenyilimba et al., 2022; Lewicki and Brinsfield, 2017; Lewicki et al., 2016; Rawlins, 2008). Explanations are hypothesized to repair trust through informing the trustor (Esterwood and Robert, 2023). Denials, on the other hand, are trust repair strategies that redirect blame or reject culpability for a trust violation (Baker et al., 2018). They aim to establish the complete innocence of the trustee by shifting blame away from them and onto another entity (Lewicki and Brinsfield, 2017). Denials are hypothesized to work through misinforming because they rely largely on inaccurate information provided by the trustee to the trustor (Esterwood and Robert, 2023).

Generally, the efficacy of these repair strategies in restoring human–robot trust is mixed, with some of these strategies appearing to be effective at certain times but not others (Esterwood and Robert, 2022b). This may largely relate to other factors acting as moderators. For example, timing (Kox et al., 2021; Robinette et al., 2015), violation type (Sebo et al., 2019; Zhang, 2021), anthropomorphism (Esterwood and Robert, 2021), attitude (Esterwood and Robert, 2022a) and severity (Correia et al., 2018) have each been shown to impact the efficacy of different trust repairs. The field of trust repair in HRI, however, is still young, and much remains unknown. In particular, additional moderators or previously unexamined main effects may more clearly explain these diverging results. Alternatively, human-related factors and individual differences might largely determine the efficacy of these repairs. Indeed, much work is ongoing, and the field of trust repair continues to expand.

10.4 PERSONALITY IN HRI

Human and robot personalities play a significant role in shaping how humans interact with and use robots (Esterwood et al., 2021b; Hancock et al., 2021; Robert Jr et al., 2020). These personalities have been found to impact not just trust, but also a wide range of other outcomes as well (Alarcon et al., 2021; Esterwood et al., 2021a; Robert Jr et al., 2020). Personality is therefore an important factor to consider in the context of HRI. In this section, we delve into the concept of personality in HRI and its impact on HRI. We start by defining personality and introducing some of the various ways in which it has been conceptualized both within the HRI literature and more generally across the personality psychology literature. We then summarize what has been found across the literature and how human personality, robot personality, and the match or mismatch between the two have impacted HRI.
10.4.1 PERSONALITY AND PERSONALITY TRAITS

To begin this section, we must first define what personality is and briefly introduce the different ways that personality has been approached in the fields of personality psychology and HRI alike. Personality can be defined as an individual’s “characteristic pattern of behavior in the broad sense (including thoughts, feelings, and motivation)” (Baumert et al., 2017, Pg.527). Generally, across the field of personality psychology, five distinct approaches to personality have garnered the most attention, and debate among these schools of thought is abundant (see McMartin (2016) for a full review). The most common approach to personality across HRI literature, however, is the trait-based approach to personality (Esterwood et al., 2021b).

The trait-based approach to personality posits that traits act as the foundational elements by which personalities are constructed (McMartin, 2016). Traits are “organized dispositions within the individual” (McMartin, 2016, Pg.30). These dispositions are seen as relatively stable and, as a result, they can be used to predict and explain various aspects of human behavior (Allport, 1937; McCrae and Costa Jr, 2008). The exact makeup and number of these traits in humans is a topic of lively debate within the personality psychology literature, and multiple sets of traits have garnered empirical support (McMartin, 2016). One commonality across each of these approaches, however, is that they see personality as multidimensional and as capable of being subdivided into specific operational variables. This has historically allowed researchers to precisely link specific traits to particular outcomes, which may partially explain the popularity of this approach (Esterwood et al., 2021b; Haslam, 2007; McMartin, 2016; Tasa et al., 2011).

The most common and widely supported approach to personality traits across many fields (Li et al., 2014; Robert, 2018; Robert Jr et al., 2020), including HRI (Esterwood and Robert, 2020; Lee and Nass, 2003; Pocius, 1991; Robert, 2018; Robert Jr et al., 2020; Völkel et al., 2019) is that of the Big Five. The Big Five personality traits are extraversion, neuroticism, openness, agreeableness, and conscientiousness (Goldberg, 1992; John et al., 2008; McCrae and Costa Jr, 2008). Extraversion is often conceived of as a spectrum with two poles, one being extraversion and the other introversion. Extraversion is the extent to which someone is outgoing, assertive, vocal, and sociable (Rhee et al., 2013), whereas introversion is the level to which an individual is timid, prefers quietness, and enjoys solitude (Driskell et al., 2006). Neuroticism is the degree to which someone is easily angered, not well-adjusted, insecure, or lacks self-confidence (Driskell et al., 2006). Openness to experience is typically described as the amount to which one is imaginative, curious, and open-minded (McCrae and Costa Jr, 1997). Agreeableness can be characterized by how cooperative and friendly someone is (Peeters et al., 2006). Finally, conscientiousness is the degree to which individuals are thorough, deliberate, and mindful of their actions (Tasa et al., 2011).

Each of these personality traits in sum comprises an individual’s personality. This personality can have a direct impact on how humans think, behave, see others, and feel emotions (Hassabis et al., 2014; Peeters et al., 2006). This makes personality an informative factor to consider when examining differences between individuals and various patterns of behavior and cognition (Connelly et al., 2018). It is no surprise then that this topic has gained some attention in the field of HRI. The various ways that personality has been examined in HRI can be broadly categorized into three perspectives: (1) how humans’ personalities impact HRI, (2) how humans’ perceptions of robots’ personalities impact HRI, and (3) how the degree of similarity or difference between humans’ personalities and their perceptions of robots’ personalities impacts HRI.

10.4.2 HOW DOES A HUMAN’S PERSONALITY IMPACT HRI?

Humans’ personalities have been shown to have direct and indirect impacts on a range of outcomes in HRI. In particular, two recent qualitative reviews of the literature on personality identified 20 sets of outcomes across the HRI literature that were examined in reference to personality (Robert, 2018; Robert Jr et al., 2020). These outcomes can be more concisely grouped into seven
overarching categories. These are proximetrics (e.g., distance, touch), attitudes, anthropomorphism, performance, trust, emotional response, and acceptance. Across each of these categories, with the exception of anthropomorphism, results have been somewhat mixed (Robert, 2018; Robert Jr et al., 2020). In particular, studies examining how personality impacts proximetrics, attitudes, trust, emotional response, and acceptance each found significant results at some points and non-significant results at others.

Fortunately, subsequent work in this domain has accounted for one set of these mixed results. In particular, a meta-analysis based on a review of the literature examined the impact of personality on acceptance. This study (Esterwood et al., 2021b) showed that personality appeared to significantly impact acceptance. This impact, however, was not without moderators, and the authors identified other factors as influential. Additional analysis on other outcomes with mixed results, however, has not been conducted given the relatively small number of studies examining these relationships. Future work is therefore needed, but for the time being human personality does appear to directly impact humans’ acceptance of robots and anthropomorphism.

10.4.3 How Does a Robot’s Personality Impact HRI?

While the impact of humans’ personalities in HRI has received the majority of attention in the HRI literature, there is growing research focused on a robot’s perceived personality as well. A robot’s personality can be defined in a similar manner to that of humans – i.e., a set of distinctive patterns of behavior – however, it is important to note that a robot’s personality does not arise from the robot itself. Instead, robot’s personalities emerge through the observations, interactions, and expectations of humans of a given robot (Esterwood et al., 2022; Tay et al., 2014). In this way, a robot’s personality is predominantly shaped by human’s own perceptions which, in turn, are influenced by multitudinous other factors. Although a comprehensive understanding of these factors is currently lacking in the literature, certain common aspects of a robot’s design, such as voice cues, gestures, facial expressions, posture, and body movement, appear to play a role (Lee et al., 2006; Mileounis et al., 2015). It should be noted that these factors have not been thoroughly assessed regarding personality traits beyond extroversion. Nonetheless, studies have shown that faster speech, higher pitch, increased volume of speech, and more dynamic and rapid movements are often associated with perceptions of a robot as extroverted, while the opposite characteristics tend to make the robot appear introverted (Lee et al., 2006; Mileounis et al., 2015).

Regardless of these factors, the impact of robot’s personalities – however they are manifested – appear significant. Indeed, recent reviews of the literature have uncovered 31 outcomes associated with robot personality in HRI. These can be grouped into three categories: attitudes (i.e., perceptions of robots), acceptance (i.e., intention to use robots), and interaction quality (i.e., enjoyment, fun, perceived control) (Robert, 2018; Robert Jr et al., 2020). Findings from this literature have generally shown mixed results, but most studies indicate that for each of these groups of outcomes robot personality is likely an important factor to consider. This is especially the case for acceptance because this outcome has benefited from meta-analysis. In particular, humans’ willingness to accept robots was found to be significantly impacted by the type of personality humans see the robot as possessing (Esterwood et al., 2022). Taken together, this literature highlights that robot personality is an important consideration when designing robots and that this aspect of HRI can influence a range of outcomes.

10.4.4 What Impact Does Similarity Between Humans’ and Robots’ Personalities Have in HRI?

In the previous two sections, we introduced the effects that both human personality and robot personality have on HRI. Human and robot personalities, however, also interact. Namely, the similarities or differences between human personality and robot personality can have implications for a
range of outcomes. To date, the outcomes examined in the literature have included humans’ perceptions of the quality of a robot, their perceptions of the quality of their interactions with the robot, their perceptions of the robot’s personality, and their willingness to accept robots (Robert, 2018; Robert Jr et al., 2020).

Generally, each of these outcomes has produced both significant and non-significant results, making firm conclusions difficult. Acceptance, however, has been examined via meta-analysis, which has allowed for closer examination of the impacts of similarity in personality on acceptance. In particular, results indicated that personality similarity between humans and robots appears to have a significant and positive relationship with acceptance (Esterwood et al., 2021a). These findings further highlight how both humans’ and robots’ personalities are important considerations when designing effective HRIs.

10.5 EXPLANATION IN HRI

The field of explainable artificial intelligence (XAI) has gained renewed interest as researchers seek to improve transparency, interpretability, and understandability of AI systems in response to ethical concerns and a lack of trust (Angwin et al., 2022; Miller, 2019; Stubbs et al., 2007). Research suggests that transparent decision-making processes and algorithms are crucial to building trust in AI systems (Hayes and Shah, 2017; Luo et al., 2022; Zhang et al., 2021).

Explanations, which refer to the reasoning or logic behind actions, can provide vital information that justifies the decisions of intelligence agents, ultimately leading to more trusting and efficient interactions (Hayes and Shah, 2017; Miller, 2019; Zhang et al., 2021). Explanations are necessary for various AI applications, including HRI. Sharing expectations about behavior and intentions between humans and robots is crucial for building trust and understanding the robot’s behavior, which can improve communication and collaboration effectiveness (Setchi et al., 2020).

10.5.1 EXPLAINABLE AI IN HRI

Strategies that focus on conveying intention and resolving ambiguity in verbal interactions contribute to the effectiveness of HRI and collaboration. Explainable AI can help individuals without in-depth knowledge of AI understand, predict, and ultimately trust AI systems, as well as identify and address any potential issues or errors in the robot’s decision-making processes (Miller, 2019). To achieve explainable AI in HRI, some techniques include natural language generation to explain the robot’s actions (Bisk et al., 2016; McDonald, 2010; Tellex et al., 2020), visual explanations (Edmonds et al., 2019; Mishra et al., 2022), and causal reasoning to demonstrate the logic behind the robot’s decisions (Alaieri and Vellino, 2016; Erdem et al., 2011; Mota et al., 2021).

Providing explanations about a robotic system’s intention, state, capability, and upcoming actions can significantly aid users in developing an accurate mental model of the system (Kulesza et al., 2013). This model helps users continuously understand the explanation, anticipate future actions, and take necessary precautions when unforeseen circumstances arise (Naujoks et al., 2017a). Using a theory of mind to guide robot behaviors and information sharing, as demonstrated by Devin and Alami (2016), led to increased collaboration efficiency when knowledge was communicated appropriately. Additionally, robots capable of identifying and communicating relevant details about their behavior and reasoning make better teammates than those lacking these capabilities because users can then better understand the system and the reasoning behind its actions, as noted by Körber et al. (2018).

Explanations can help clarify the responsibilities of users and robot systems, particularly as robots become more autonomous and individuals tend to attribute blame to the robot instead of themselves or their coworkers (Kim and Hinds, 2006). Through cooperative perception, explanations can demonstrate that both parties are partners by explaining how the system operates and clarifying what users are expected to do. An understanding of whether it is the users or the AI system that determines the system’s behavior enables more effective interaction with the system.
(Naujoks et al., 2017a; Stanton and Young, 1998). This understanding is particularly important when the robot teammate performs an unexpected action because an explanation can help to increase the perceived responsibility of both parties.

Explanations play a significant role in shaping human attitudes toward and acceptance of robots. For instance, Ambsdorf et al. (2022) designed a HRI scenario to investigate the impact of robots using XAI to explain their actions and found that robots providing reasoning about their actions were perceived as more human-like and lively than those simply announcing their actions. Rational explanations can also improve trust and performance among users who are unfamiliar with a task (Schaffer et al., 2019). Example-based explanations have been shown to provide a better understanding of the system and have a positive impact on trust (Cai et al., 2019). This assertion was supported by Chiou et al. (2022), who demonstrated that increasing awareness of the purpose, process, and performance of robot teammates can help humans retain situational awareness.

10.5.2 EXplanaTIOn TIming, cOnTEnT, and mOdalITy and hrI

The role of explanations in HRIs is pivotal, contributing significantly to the acceptance of robots. Robots are often engineered to mimic human intelligence and physicality. Their capacity to provide explanations assists humans in developing precise mental models. These explanations supply crucial information justifying the robot’s behaviors, thereby enabling humans to comprehend and anticipate the robot’s actions. An increasing number of studies are investigating the influence of robot explanations on behavioral and attitudinal outcomes (Du et al., 2019; Forster et al., 2017; Han et al., 2021; Lettl and Schulte, 2013; Lyons et al., 2023; Koo et al., 2016; Körber et al., 2018; Naujoks et al., 2017b; Ruijtjen et al., 2018; Shen et al., 2020, Stange and Kopp, 2021; Zhu and Williams, 2020). Notably, three substantial areas of robot explanations – timing, content, and modality – have been recognized and examined in the research field.

10.5.2.1 Explanation Timing

The timing of explanations, namely the point at which a robot offers explanation, plays a vital role in enhancing the efficacy of such clarifications. One can categorize explanation timing into three groups: pre-action (explanation offered before action), in situ (explanation concurrently with action), and post-action (explanation after action).

Various studies have delved into the impact of pre-action robot explanations. For example, Stange and Kopp (2021) scrutinized the repercussions of a social robot, Pepper, offering proactive self-explanations before versus after engaging in an undesirable behavior. Results suggested that while participants experienced less uncertainty regarding future events, they also felt less in control, and displayed diminished trust and lower intentions of interacting with a robot that proactively explained its actions. Similarly, Zhu and Williams (2020) found no compelling evidence linking proactive explanations to positive outcomes in human–robot team tasks. In fact, they noted potential drawbacks to such explanations, as participants perceived them as verbose and unnecessary. Contrarily, research in the realm of automated vehicles (AV), a subset of mobile robots, indicated that pre-action explanations tend to yield positive outcomes. Koo et al. (2016) discovered that explanations issued 1 second before an AV’s action alleviated driver anxiety and heightened their sense of control, preference, and alertness. Consistent with this, Du et al. (2019) observed that explanations given 7 seconds before an AV’s action garnered more trust and preference than those offered post-action or not at all, reducing anxiety and workload. Moreover, verbal messages describing an AV’s impending action, relayed 7 seconds prior, generated higher levels of trust, anthropomorphism, and usability (Forster et al., 2017). Ruijtjen et al. (2018) found that an AV supplying pre-action explanations appeared more trustworthy, intelligent, human-like, and likable than those devoid of such clarifications.

The impact of in situ explanations during tasks in human–robot collaborations has also been explored. Han et al. (2021) employed a Rethink Robotics Baxter humanoid robot for a handover task
in HRI, assessing participants’ perceptions of the necessity and timing of robot explanations. Their findings demonstrated that participants universally acknowledged the need for robots to provide explanations and emphasized the importance of in situ timing.

Post-action explanations have likewise been subjected to investigation. Du et al. (2019) noted that explanations furnished 1 second after the AV’s action resulted in the lowest levels of trust and preference, compared to pre-action explanations or none at all. Körber et al. (2018) conducted a mixed-design study which offered explanations 14 seconds post-action, revealing that while drivers believed they understood the system and the rationale for the AV’s action, their trust in and acceptance of AVs did not significantly improve compared to when no explanation was provided. Shen et al. (2020), using AV driving videos, examined which driving scenarios necessitated explanations, and how the requirement for explanation differed according to the situation and driver type. The research identified a correlation between the need for an explanation, the driver type, and the driving scenario, with more aggressive drivers requiring fewer explanations. However, near-crash situations unequivocally demanded clear explanations (Shen et al., 2020).

### 10.5.2.2 Explanation Content

Explanation content pertains to the information about robotic actions provided to humans, and its influence on human reactions has been a key subject of past research. The content of explanations has been classified into three types: (1) ‘what’ – the actions executed by the robot (Stange and Kopp, 2021; Miller, 2019; Koo et al., 2015; Wiegand et al., 2019), (2) ‘why’ - the rationale behind the actions (Lyons et al., 2023; Han et al., 2021; Koo et al., 2016), and (3) ‘what+why’ – encompassing both actions and the reasons behind them (Koo et al., 2015; Du et al., 2019). Different types of explanation content have demonstrated varied effects on human attitudes and behavior.

‘What-only’ explanations convey solely the actions taken by the robot (i.e., what it will do or did do). Revealing a robot’s intended actions can increase perceived understandability if the robot’s activities appear ambiguous to users (Stange and Kopp, 2021). It might also positively influence user perceptions by suggesting that the robot is cognizant of potential misunderstandings and is proactively addressing them (Miller, 2019). However, this type of explanation also has its limitations. A study by Koo et al. (2015), using a fixed-base driving simulator with a realistic AV model, found that ‘what-only’ explanations led to lower acceptance and poorer driving performance compared to other explanation types (‘what+why’, ‘why-only’, and no explanation). ‘What-only’ explanations were deemed the least acceptable and most hazardous in terms of driving performance.

‘Why-only’ explanations deliver the logic behind robotic actions. Research by Han et al. (2021) discovered the significance of ‘why’ explanations (e.g., reasoning behind certain behaviors, failures, disobedience, etc.) in HRI. Without an explanation for unclear behavior or task incompletion, participants inferred that there were issues with the robot needing resolution. Similarly, Lyons et al. (2023) used an autonomous search robot in an Urban Search and Rescue (USAR) scenario to investigate the role of explanations when the robot deviated from expected behavior. Explanations that emphasized the robot’s awareness of the environment and why certain events occurred were found to effectively mitigate decreases in trust and trustworthiness. Moreover, ‘why-only’ explanations resulted in reduced anxiety and improved trust, preference, and driving performance, compared to other types of explanations in AV domain (Koo et al., 2015; Koo et al., 2016). These explanations help drivers anticipate events, maintain control, and enhance situational awareness. Wiegand et al. (2019) found that presenting ‘why-only’ explanations, including details about detected object movements and contextual information, significantly improved people’s understanding of the situation and their situational awareness.

The ‘what+why’ explanation encompasses both the action performed by the robot and the logic behind it. Support for the efficacy of ‘what+why’ explanations has been found in various studies. For instance, Forster et al. (2017) discovered that this type of explanation bolsters trust, anthropomorphism, and usability in mobile robots (i.e., AVs). Additionally, Naujoks et al. (2017a) found that ‘what+why’ explanations help reduce visual workload, thereby making the automation more
user-friendly as drivers do not need to constantly monitor the system’s interface to decipher its intentions and actions. However, it is crucial to note that the influence of ‘what+why’ explanations on trust in AVs can vary based on factors like the driving event, vehicle action, driving environment, and the perspective of the explanation. In an experiment conducted by Ha et al. (2020), a driving simulator equipped with virtual reality technology was used to evaluate the effect of perceived risk and explanations on trust in AVs. The experiment featured four automated driving environments with varying weather conditions (clear day, snowy night) and speeds (fast, slow), and three explanation conditions: no explanation, ‘what+why’ explanation without a subject, and ‘what+why’ explanation from a third-person perspective. The findings demonstrated that both the perceived risk of the driving environment and the type of explanation played a vital role in influencing the impact of ‘what+why’ explanations on trust in AVs. Interestingly, in low-risk perceptions, third-person explanations were most effective in building trust. However, as the perceived risk escalated, the efficacy of third-person explanations diminished, and providing no explanation proved to be the most effective approach.

10.5.2.3 Explanation Modality
The communication approach adopted by robots to relay information to passengers and operators is referred to as their ‘modality’, which significantly affects both user experience and human perceptions. A modality can be understood as an independent channel through which automation and humans can exchange sensory data (Karray et al., 2008). Research on robot explanations has primarily employed two modalities: auditory and visual. Auditory explanations are typically delivered through a robot or robotic platform using a neutral tone (Lettl and Schulte, 2013; Du et al., 2019; Körber et al., 2018; Koo et al., 2015, 2016; Ruijten et al., 2018; Naujoks et al., 2017b). On the other hand, visual explanations often take the form of text-based natural language processing and annotations (Harbers et al., 2011; Wang et al., 2016), motion or light cues (Baraka et al., 2016; Anjomshoae et al., 2019), or graphical representations and images (Chen et al., 2018; Lim and Dey, 2011) integrated into the user interface to provide explanatory information. In the realm of HRI, expressive motions and lights have been identified as the most effective means of communicating the robot’s internal state (Baraka et al., 2016; Anjomshoae et al., 2019). In the automated vehicle domain, while the influence of modality on explanations provided by level 4 and higher AVs is still under investigation, prior research has examined the effectiveness of alert modality in levels 1–3 driving automation, with a particular focus on vehicle display design. Studies generally indicate that auditory modality is a superior choice to visual modality, due to its less distracting nature and its enhanced ability to direct attention compared to visual warnings (Bernsen and Dybkjaer, 2001; Cao et al., 2010; Wickens, 2008). This makes it a preferable choice for issuing warnings and promptly conveying potential danger levels (Wheatley and Hurwitz, 2001; Bernsen and Dybkjaer, 2001; Cao et al., 2010; Wickens, 2008). However, auditory information has been found to trigger higher levels of perceived annoyance and surprise in drivers, leading to increased stress, delayed reactions, and incorrect responses (Nees et al., 2016; Dingus et al., 1997). In contrast, visual modalities such as icons displayed on a head-up display, boost perceptions of ease-of-use, transparency, and satisfaction (Du et al., 2021; Avetisyan et al., 2022). Visual warnings like texts and icons also support continuous awareness of the surrounding environment and require shorter recognition times for urgency compared to auditory warnings (Politis et al., 2015).

10.6 EVALUATION METRICS IN HRI
Research in the field of HRI has examined a wide breadth of outcomes. As a result, discussing all possible outcomes and the measures for each is outside of the scope of this section. Some outcomes in the HRI literature, however, are especially common. In particular, a recent examination of metrics and methods used in HRI (Zimmerman et al., 2022) as well as a range of systematic reviews and meta-analyses (Esterwood et al., 2021b; Hancock et al., 2011; Naneva et al., 2020;
Roesler et al., 2021) have uncovered a handful of common metrics and measures in HRI. These outcomes can be categorized into two different groups, namely, human-directed measurements and robot-directed measurements. For human-directed measurements, the most popular outcomes across this literature include trust (Hancock et al., 2011), acceptance (Naneva et al., 2020), workload (Prewett et al., 2009), human personality (Esterwood et al., 2022; Robert, 2018; Robert Jr et al., 2020), and attitude (Naneva et al., 2020). For robot-based measurements, the most common measures include anthropomorphism (Roesler et al., 2021), and robot personality (Esterwood et al., 2022; Robert, 2018; Robert Jr et al., 2020). While a complete account of each of the measures used for each of these outcomes is largely absent, some of these outcomes have received special attention. This allows us to examine their associated measures at a high level.

10.6.1 Common Human-Related Measurements

10.6.1.1 Trust

Of the outcomes common to HRI, trust measurements have perhaps received the most attention, with lively debate over the most suitable scales to use, when, and why being common throughout the literature (Chita-Tegmark et al., 2021; Kessler et al., 2017). Exacerbating this debate and the challenges with measuring trust in HRI in general is the frequency of custom instruments (Zimmerman et al., 2022). Although such scales are not inherently invalid and offer many benefits in the form of flexibility, they do limit the reproducibility of results because many of these measures are not fully reported (Zimmerman et al., 2022). Independent of these custom instruments, however, several common measures—referred to as “named surveys”—do exist (Zimmerman et al., 2022).

These named surveys include the Human–Robot Trust questionnaire (Schaefer, 2013), the Madsen and Gregor Measure of Human-Computer Trust (Madsen and Gregor, 2000), the Multi-Dimensional Measure of Trust (MDMT) (Ullman and Malle, 2018), and the Trust in Automation Scale (Jian et al., 2000). In addition, trust has been measured via the Muir Trust Scale (Muir and Moray, 1996), the Mayer Trust Scale (Mayer et al., 1995), and the Lee and See Trust Scale (Lee and See, 2004). Each of these scales purports to measure trust, but each varies in its respective approaches, with some emphasizing different aspects of trust than others. This divergence in measures likely stems from general disagreement in definitions of trust and the degree to which a robot can be considered like a human or instead akin to automation.

Recently, there has been increasing research attention on developing computational trust models, with several notable works (Xu and Dudek, 2015, Guo and Yang, 2021, Soh et al., 2020). Please refer to Section 10.2.3 for details.

10.6.1.2 Attitude

In addition to trust, a common outcome in the HRI literature is that of attitude. Generally, attitude can be considered as an overall construct or divided into various sub-components (Breckler, 1984; Naneva et al., 2020). Measures of attitude as an overall construct have largely relied on the Negative Attitudes toward Robots Scale (NARS) (Nomura et al., 2004), with additional measures such as the Robot Anxiety Scale (Nomura et al., 2008), Attitude toward Technology Scale (Chuttur, 2009), the Ezer Analogies Measure (Ezer, 2008), and the Attitudes toward Working with Robots scale (AWRO) (Robert, 2021) emerging as popular alternatives (Zimmerman et al., 2022).

When considering attitude at a sub-component level, the majority of studies in HRI focus on the affective sub-component of attitudes (Naneva et al., 2020). This has been measured most frequently via the two sub-scales (NARS-S1 and NARS-S2) of NARS (Naneva et al., 2020; Nomura et al., 2004; Zimmerman et al., 2022). Less common alternatives, however, include sub-scales from other measures such as the likeability component of the Godspeed Questionnaire Series (Bartneck et al., 2009) and – as with trust – myriad custom measures (Naneva et al., 2020).

Finally, the cognitive sub-dimension of attitude has largely been measured via one specific sub-scale of NARS (NARS-S2) (Naneva et al., 2020). Various other sub-scales included in measures
of acceptance, however, have also been used (Naneva et al., 2020). Specifically, sub-components of the Almere model of robot acceptance (Heerink et al., 2010) and the Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 2003) have each been deployed to measure cognitive attitudes in an HRI context (Conti et al., 2017; Shin and Choo, 2011; Tay et al., 2014).

10.6.1.3 Human Personality

Personality has been increasingly examined in HRI (Robert, 2018; Robert Jr et al., 2020). As mentioned in Section 10.3, the most common measure of personality has historically been the Big Five index of personality traits. Unsurprisingly, this index has also been widely used in the context of HRI (Esterwood et al., 2021b; Robert, 2018; Robert Jr et al., 2020; Santamaria and Nathan-Roberts, 2017; Zimmerman et al., 2022). The Big Five index has been commonly used to measure extraversion, neuroticism, openness, agreeableness, and conscientiousness, but most commonly studies have used the index to measure extraversion exclusively (Esterwood and Robert, 2020; Santamaria and Nathan-Roberts, 2017).

While the Big Five personality index remains dominant, it is far from the only approach taken to measure personality. Indeed, measures such as the Myers-Briggs test, the NEO Personality Inventory (Costa and McCrae, 1992), and the Eysenck Personality Inventory (EPI) (Eysenck and Eysenck, 1975) have received attention (Esterwood and Robert, 2020; Santamaria and Nathan-Roberts, 2017). Each of these tests, however, relies on certain assumptions about what a personality is and how it can be used to predict behavior. In particular, these measures of personality exclusively take the trait-based approach to personality. This is but one of many approaches, and criticisms and critiques of the exclusive use of this approach have been presented across the personality psychology literature (McMartin, 2016). Such alternatives, however, have not fully manifested in the HRI domain, and personality remains measured mostly through the Big Five index and, by extension, via trait-based approaches to personality.

10.6.1.4 Workload

Finally, workload is another common outcome measured in the HRI literature (Prewett et al., 2010; Zimmerman et al., 2022). This outcome differs from the others because it is measured in a more standardized fashion. Specifically, workload has consistently been measured across studies with the NASA TLX questionnaire (Hart and Staveland, 1988). In addition, this measure has remained fairly unmodified across studies (Zimmerman et al., 2022). This is unusual because other measures have almost exclusively received some form of modification (Zimmerman et al., 2022). These modifications are mostly minimal alterations to wording to suit the study’s design and subjects. As such, the NASA TLX is as close to a standard measure of an outcome as the HRI literature has seen. That is not to say, however, that the NASA TLX is the only measure of workload available to HRI researchers. Indeed, prior work has sought to create HRI-specific measures of workload stemming from the NASA TLX (Yagoda, 2010). This work, however, positions its measure as an accompaniment to the NASA TLX rather than a replacement.

10.6.2 Common Robot-Related Measures

10.6.2.1 Anthropomorphism

Another common outcome in the HRI literature is that of anthropomorphism. This outcome has been most commonly assessed through a measure named the Godspeed (Bartneck et al., 2009; Mara et al., 2022; Roesler et al., 2021; Zimmerman et al., 2022). Godspeed has long been the standard not only for measuring anthropomorphism itself but also, to a lesser extent, for assessing humans’ attitudes toward robots (Roesler et al., 2021). The Godspeed, however, is not without limitations, and recent critiques have highlighted several major shortcomings of this measure (Carpinella et al., 2017; Ho and MacDorman, 2010; Kühne and Peter, 2022; Roesler et al., 2021). In particular, the Godspeed appears to suffer from confounded effects, poor factor loading, high
correlation between dimensions, and issues with semantic differentiation in response formats (Ho and MacDorman, 2010).

In response to this criticism, recent work has re-conceptualized anthropomorphism in HRI to more clearly divide this concept from animacy and social presence (Kühne and Peter, 2022). Specifically, such re-conceptualizations have adopted a more multidimensional approach based on the theory of mind. In particular, new dimensions separate from those in the Godspeed have been proposed (Kühne and Peter, 2022). Such approaches, however, are in their infancy. As a result, validation and the establishment of formalized scales—much less their widespread adoption—have not fully emerged.

10.6.3 ROBOT PERSONALITY

The measurement of robot personality parallels that of human personality as measures of robot personality often rely on the trait-based approach to personality as exemplified via the Big Five personality index. Also similar to human personality measures, however, this research has also predominantly concentrated on extroversion, neglecting the exploration of other traits within the Big Five (Esterwood et al., 2022; Santamaria and Nathan-Roberts, 2017). Consequently, a comprehensive understanding of robot personality as a multifaceted construct remains limited, creating an exciting prospect for further investigation and advancement in this field. Exacerbating this issue is the lack of uniformity—and in some cases direct measurements—of robot personalities. Specifically, the HRI literature on this topic to date has diverged greatly in how they opt to measure robot personality (Esterwood et al., 2022). For example, of the seven studies examining extroversion identified by Esterwood et al., (2022) none used the same measurement instruments weakening the capability of future studies to build upon their results. Ultimately, more standardization in measures is clearly needed in regard to robot personality and future work should endeavor not only to use more consistent measures but also to report said measures in full.

10.7 CONCLUSION

In this chapter, we reflected on the HRI literature by examining trust, personality, explanation, and evaluation metrics. Each of these areas represents some of the most influential areas in the study of HRI. Yet, much work remains to deepen our understanding of HRI, with significant implications for scholarship and practice. As robots continue to advance, their use is expected to spread across various spheres of human life. Accordingly, the study of HRI will become increasingly important for our society. In closing, we hope this chapter propels research toward the next step in advancing our understanding of this area.
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