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CHAPTER 1
INTRODUCTION

The brightness of microwave radiation emitted by snow varies measurably with the
moisture, structure, and substrate conditions of the snowpack. This feature has been
widely studied and exploited in mapping seasonal, alpine, and polar snowfields. This
thesis employs the sensitivity of snowpack microwave emissions in a different way: as
a tool in the determination of energy and moisture fluxes between snow-covered land

and the atmosphere.

1.1 Linking snowpack, atmosphere, and radiome-
try

The cornerstone and major contribution of the thesis is REBEX-1, the first Ra-
diobrightness Energy Balance Experiment. REBEX-1 combined continuous measure-
ments of terrain brightness at three microwave frequencies (19, 37, and 85 GHz)
with simultaneous monitoring of micrometeorology. The microwave radiometers sim-
ulated the channels and observation angle of the space-borne Special Sensor Mi-
crowave/Imager (SSM/I) with the added advantage of continuity at a single locale.
The experimental site near Sioux Falls, South Dakota, is typical of the northern
Great Plains grasslands in climate and vegetation cover. The experiment lasted from

October, 1992 through April, 1993 and spanned vegetation senescence, snowpack



formation and evolution, and spring thaw.

REBEX-1 was the first experiment linking the radiobrightness of terrain to lo-
cal weather over this length of time. Terrain radiobrightness (also called apparent
radiobrightness) is the the combined intensity of microwave radiation emitted by
and reflected off of the ground and ground-cover. The source of microwave emission
1s thermal radiation in the emitting medium transmitted through the surface and
into the air. Weather conditions are linked to emission through their control of the
moisture content and thermodynamic state of the terrain. Because the microwave di-
electric properties of water are strong functions of frequency, temperature, and phase
(liquid or solid), radiobrightness is a sensitive indicator of moisture variation. But
the relationship is complicated because moisture content and temperature may vary
throughout the column of ground cover and soil that constitute the distributed source
of emitted radiation.

The radiobrightness of snow-covered terrain is an extreme example of the dis-
tributed source phenomenon. The dielectric loss factor of ice is around three orders
of magnitude smaller than that of water at SSM/I frequencies, and the low thermal
conductivity of snow means that the temperature change from soil to air through the
snowpack may be more than 30 K. Consequently, the effective temperature of the
emitting source may have little relationship to the snowpack surface temperature. In
addition, the inhomogeneity of the snowpack dielectric constant scatters and reflects
radiation on its way to and from the snowpack surface, modifying both the emitted
intensity and the reflectivity of the terrain. And when water is present in the snow-
pack at low volume fractions, it changes the snowpack into a dense, absorptive cloud
with emissivity approaching unity.

Formation and evolution of a snowpack are integrally tied to local meteorology, and



the link between snowpack radiobrightness and weather is similarly strong. Besides
the obvious fact that snowpacks form from precipitation, the evolution of snowpack
structure is a function of internal temperature and temperature gradients that are di-
rectly related to snowpack-atmosphere energy fluxes. And snowpack characteristics—
for example, low thermal conductivity, high shortwave and low longwave reflectivity,
and high moisture availability—in turn affect the mechanisms of land-atmosphere
energy and moisture transfer. In seasonal snowpacks, melt and ablation (rapid va-
porization) are the conclusion of this process and signal the transition to a new

land-atmosphere transfer regime.

1.2 Approach and premise of the thesis

This thesis presents two numerical models for use in analyzing REBEX-1 snow-
season data. The first, called Snowflow, is a model of snowpack evolution and atmo-
spheric interactions, and the second, called Esnow, calculates the radiobrightness of
the Snowflow-modeled snowpack. Snowflow is among a class of numerical models for
soil-vegetation-atmosphere transfer (SVAT) calculations. SVAT models are land-at-
mosphere interaction parameterizations that, when linked to an atmospheric model,
provide a boundary condition for the vertical fluxes of latent and sensible heat at the
bottom of the atmosphere.

Snowflow differs from most SVATSs in the level of detail used in modeling the
surface medium. Atmospheric models are computationally intensive and must trade
off the need for computation speed with vertical and horizontal spatial resolution.
For example, the spatial resolution of Pennsylvania State University /National Center
for Atmospheric Research Mesoscale Model version 4 (MM4) is 60 km, and GCMs

(General Circulation Models) characterize the earth’s surface in cell sizes ranging from



2.5°-10° in latitude and longitude [1]. At these levels of resolution, many processes in
the atmosphere are reduced to sub-grid scale parameterizations—cloud formations, for
example—and the high sub-grid heterogeneity of the earth’s surface is best modeled
by a parameterization scaled to fit the grid-sized needs of the atmospheric model.

Simple SVAT parameterizations employ both the macroscopic reduction of eco-
tomes into basic classes and the microscopic reduction of soil and soil cover classes into
abstract parameter sets [2][3]. A parameterized description is not designed to match
the temperature regime or physical structure of even an idealized terrain. Instead,
terms of the parameterization correspond to the fluxes required by the atmospheric
model and the parameterized information available from it. As a basic example, the
bucket model of soil has a threshold water capacity—for example, 15 cm—beyond
which runoff is generated [4]. Evaporation may be calculated as a function of the full-
ness of the bucket (soil moisture) and the potential evaporation. Although the model
is based on physical arguments, the parameterization says little about conditions in
the soil itself.

In contrast to a simple SVAT, Snowflow must produce a comprehensive simula-
tion of near-surface conditions matching the level of detail needed to estimate terrain
radiobrightness. As discussed above, the distributed nature of the thermal emission
source in a snowpack requires an emission model with detailed temperature and struc-
tural information, while the fluxes of moisture and heat between the snow surface and
the atmosphere can be parameterized using only snowpack surface conditions. Yet the
motivation for SVAT model simplicity—computational speed—remains if the SVAT-
linked emission model is to be used as the boundary condition for an atmospheric
model. The independent variable of a SVAT—and the atmospheric model to which

it is linked—is time, and the length of time modeled may be months and the tem-



poral resolution may be just a few minutes. Although emission calculations are not
necessary at all SVAT model times, the SVAT-linked radiobrightness model needs to
evaluate emission two to six times per day to adequately capture the dynamics of
land-atmosphere interactions. Consequently, for a combined SVAT-emission model
to be useful as an experimental test-bed, its evaluation speed must be comparable to
that of the SVAT model alone.

A well-tested numerical analog to global or mesoscale meteorology would be a
unique indoor laboratory in which climate predictions and sensitivities could be
tested. But verification of an atmospheric model is hindered by the lack of long-term
global scale meteorological data against which the simulated conditions could be com-
pared. Similarly, any atmospheric model must be initialized with large scale data that
accurately describes the state of the real system. In some cases remote sensing mea-
surements have been used in both the initialization and verification stages of model
development. For example, Dickinson et al. [5] initialized vegetation parameters for
the Biosphere-Atmosphere Transfer Scheme (BATS) using both satellite remote sens-
ing data and conventional maps when linking BATS to MM4. The BATS/MM4 model
was tested against historical remote sensing data including seasonal snowpack depth.

The premise of this thesis is that remote sensing may be used more intensively
in mesoscale climate model verification by exploiting the satellite-measured radio-
brightness records of large-scale seasonal snowpacks and comparing them to land-
atmosphere interaction model dynamics. The Great Plains seasonal snowpack is well
suited to this use because it both responds to meteorological conditions through
structural and thermal changes and is a direct product of meteorology. The Snow-
flow-Esnow model described here presents a simplified but not simple attempt to

verify the concept of a SVAT-linked radiometric emission model. The REBEX-1 data



set serves as a surrogate atmospheric model while providing frequent measurements

of terrain radiobrightness for comparison to the models.

1.3 Questions addressed by this dissertation
This thesis addresses the following questions:

# How does emission from snowpack-covered terrain respond to long-term atmo-

spheric conditions?

% What characteristics of the Great Plains snowpack and its substrate soil must

be modeled to simulate dynamic emission accurately?

% Under what conditions do microwave radiometric measurements from space

correlate to those made from ground-based instruments?

#% What SVAT processes have strong enough radiobrightness signatures that ra-

diometric measurements may be used to monitor them?

% How can measurements of microwave radiobrightness be used in conjunction
with SVAT-linked emission model predictions to improve the SVAT model sim-

ulation?

1.4 Format of the dissertation

The dissertation is organized based on the chronology of SVAT-linked emission
model development and testing. Chapter 2 first covers background material regard-
ing snowpack radiometry and land-atmosphere transfer. Then Chapter 3 describes
Snowflow, the snowpack thermal simulation model. Snowflow’s critical parameter-

izations, the governing equations, and their solutions are developed. Appendix A



includes several additional subordinate parameterizations and the model’s fixed in-
put parameter set. Chapter 4 describes the model of snowpack microwave brightness
called Esnow. The chapter explains how Esnow uses the detailed snowpack simulation
from Snowflow to calculate snowpack emission and reflection.

The experimental work of the thesis is presented in Chapters 5 and 6. Chapter 5
explains the REBEX-1 apparatus, methodology, and post-experiment data process-
ing. Graphical presentation of REBEX-1 data is included as Appendix B. Chapter 6
describes data from SSM/I, comparing observations from the satellite to those from
REBEX-1. Processing methods for the SSM/I data are included in Appendix C.

Chapter 7 brings together theory and observation. The chapter discusses the ac-
curacy of the Snowflow snowpack simulation when it is driven with atmospheric data
from REBEX-1. Esnow emission estimates are compared to both the ground-based
and satellite-acquired radiobrightnesses over a 55 day period. Chapter 8 summarizes
the conclusions, implications of the results, contributions of the thesis, and recom-

mendations for future work.



CHAPTER 2
BACKGROUND

2.1 Introduction

This chapter briefly covers two background topics: (a) the role of Great Plains
snowpacks in the climate system and (b) research on the microwave radiometric prop-
erties of snow. The discussion is meant to place this thesis in the context of previous
work, lay the groundwork for the analysis of modelled and observed radiobrightness in
Chapters 6 and 7, and motivate the application of land-atmosphere transfer modeling

In microwave remote sensing.

2.2 Great Plains snowpacks

Mid-continental regions are climatically more sensitive to the land-atmosphere
boundary condition because the influence of oceanic weather systems decreases away
from coastal regions. In particular, the Great Plains of Canada and the United
States straddle the boundary between the wet east, which receives moisture from the
Gulf of Mexico, and the dry west, with less than 50 cm of precipitation per year
[1]. Wintertime snow usually covers the northern Great Plains and is a factor in
springtime water availability. The presence of a snowpack delays springtime warming
through heat absorption during melting, and in winter snow dramatically changes

the thermal balance—primarily through its high albedo. In addition, the smooth



snowpack alters the aerodynamic roughness by burying vegetation, decreasing the
efficiency of energy transfer.

The net climatic effect of the seasonal snowpack is of interest in climate model-
ing because of the feedback response the snowpack may have under climate change
scenarios [4]. Snow has a high albedo and its presence will decrease the absorption
of incident solar radiation. Snow’s thermal infrared emissivity is also high, leading
to faster cooling of the surface during cold, clear-sky conditions and more efficient
warming when the sky is radiometrically warm. Consequently, the climatic effect
of snow cover may be either net cooling or warming: higher albedo and infrared
emissivity means an increase in radiative cooling under clear-sky conditions but high
IR absorptivity reduces radiative cooling under cloudy skies. Depending on cloud
conditions—an uncertainty in climate change models—current GCMs indicate that
the net seasonal effect of snowcover on regional climate may be weakly positive to

negative net cooling [6].

2.3 Microwave radiometry of snowpacks

Observatio;ls of snowpack radiobrightnesses have been conducted with ground-
based, airborne, and satellite radiometers. Early ground based studies showed that
although radiobrightness is linked to the hydrologically important snowpack parame-
ters of depth, water equivalent, and wetness other factors must be taken into account
[7](8]. The fundamental conclusion of early studies and the basis for further work has
been that radiobrightness is reduced dramatically by the presence of a snowpack over
bare ground [7][8][9][10]. Saturation of this trend has usually been shown to occur
near the water equivalent depth of 25 cm (that is, the depth of water which would

be measured if the snowpack were completely melted). Under some circumstances
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radiobrightness has been shown to increase with water equivalent above 25 cm in
highly evolved snowpacks [11]. In a study in which consecutive layers of a snowpack
were removed, it was found that the presence of a 30 cm depth hoar layer contributed
to the bulk of radiobrightness reduction in snowpacks that were from 64 to 83 cm
thick [12].

Dry snow is primarily a mixture of air and ice which has low dielectric loss at
microwave frequencies (1-100 GHz) compared to soil or water. Consequently, emission
depth in dry snow is large—from 10 to 100 wavelengths [13]. The contribution to
radiobrightness of the medium underlying the snowpack is therefore significant except
with very thick or wet snow layers [7][14][10]. Since emitted radiation originates
at significant depths within the snowpack, emissivity cannot be measured directly
due to the difficulty of defining the thermometric temperature of the source. For
thin snowpacks, the substrate temperature has been used [12] as well as the average
temperature of the snowpack [10] to define effective emissivity values so that apparent
snow radiobrightness could be corrected for the variable contribution of reflected
downwelling sky brightness.

Volume scatter darkening effects in the snowpack are a consequence of large pen-
etration depths. Since snow grain sizes range typically from 0.1-5.0 mm and may
grow up to more than 3 cm in depth hoar [15], scattering effects are increasingly
large for frequencies over 10 GHz. The presence of water in the snowpack surface
layer reduces emission depth and volume scattering effects [16][17]{9]. The resultant
absorbing “cloud” has a high emissivity especially at the higher frequencies and its
radiobrightness is easily distinguishable from that of dry snow. Diurnal melt/freeze
cycles can be recognized by the contrast between appropriately timed radiobrightness

observations [11].
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Experimental studies of microwave emission from snowpacks and the availability
of data from spaceborne radiometers have led to the practical use of satellite ra-
diobrightnesses in monitoring snowpack parameters (for example, [18]). There have
been considerable obstacles to corroborating radiometrically derived snow parameters
from satellite data including low measurement resolutions, geolocation errors, slope
effects, vegetation effects, and atmospheric interference [19][20][21][22][23]. Several
studies of the correlation of radiobrightness or spectral gradient to snow depth or
snow water equivalent have found that good statistical agreement can be found but
only when seasonal or regional variation is removed [24][14][22]. The large contrast
in radiobrightness between wet and dry snowcovers has been observed from satellite
platforms as well [25][22][26]. The mapping of hemispherical snowcover by radiome-
try has been achieved based primarily on the negative spectral gradients (usually a
function of T(37 GHz)-Tp(19 GHz)) characteristic of dry snowpacks [27](28][29][30].
Data from the SSM/I have only recently become available but there has bee.n some
investigation of the use of the higher frequency 85.5 GHz channel for retrieval of snow
parameters [23] and classification of snowcover [28][23].

Several studies have noted the need for detailed ground truth measurements of
not only snow water equivalent, depth, moisture, and underlying soil conditions but
also crystal size distribution, stratification, and temperature structure [31][11][32].
Techniques have been developed for retrieving detailed descriptions of snow grain
properties [33] but have not been widely used in microwave studies because they are
difficult to master and time consuming [34]. Researchers have suggestedv the use of
snowpack emission models which track grain size as a function of the meteorologi-

cal conditions which control metamorphism, but none have been published to date

[11][32].



CHAPTER 3
SIMULATING THE DYNAMIC SNOWPACK

3.1 Introduction

This chapter presents a numerical model of snowpack development, temperature,
moisture movement, and atmospheric interactions called Snowflow. Snowflow is a
SVAT (soil-vegetation-atmosphere transfer) model whose snowpack simulation in-
cludes information necessary for radiobrightness calculations—that is, far more infor-
mation than is needed for energy and mass transfer alone.

Although Snowflow is a new model, I have borrowed many of its formulations from
other approaches. The solution method and most of the parameterizations are taken
from Anderson [37]. Formulations for snowpack water seepage, compression, and
snow-grain growth are primarily from the more comprehensive SNTHERM.89 model
by Jordan [38], who also draws on the earlier Anderson work. Snowflow differs from
these models primarily in its treatments of (a) soil thermal conductivity and unfrozen
water content (section 3.3), (b) latent and sensible heat exchange (section 3.4.4.2),
and (c) an insulating grass layer (section 3.4.2.1). Where necessary, Snowflow’s pa-
rameterizations are designed to simulate conditions specific to the grasslands of the
northern Great Plains. Consequently, several sections in this chapter refer to the

REBEX-1 experiment site, described in more detail in Chapter 5.

12
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Figure 3.1: Schematic of the Snowflow simulated snowpack.

3.2 Overview of Snowflow

Snowflow’s model components fall into four broad categories: snowpack energy,
snowpack structure, soil temperature, and atmospheric interactions. Snowpack energy
(enthalpy) change includes temperature changes and—if the snow is at the freezing
point—phase changes. Snowpack structure includes moisture movement by gravity,
density changes, snow grain growth, and snowpack development from precipitation.
Snowflow can run without a snowpack in which case only soil temperature and atmo-
spheric interactions are active while the model checks for new snowfall.

Figure 3.1 shows the conceptual elements of Snowflow. The surface flux bound-
ary condition is Snowflow’s link to an atmosphere that drives the simulation and
determines its particular locality and time. In Snowflow’s current configuration the

atmosphere is independent and may be modeled on historical data or be the result of
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an atmospheric model. With minor modifications, Snowflow could also interact with
an atmospheric model as it operates, providing a dynamic boundary condition for the
model atmosphere.

The following energy boundary condition constrains the total enthalpy change of

the snow and soil, AQ), in a time interval, At:

Qnet = st + Qlw - Qemis + Qair '+‘ Qlatent + Qprcp + Qg = AQ (31)

where @, is the net heat added to the snow/soil system per unit area, (), is heat
from solar (shortwave) radiation, @y, is from atmospheric (longwave) radiation, Q,ir
is from sensible heat transfer with the air, Qstens is from latent heat transfer with
the air, Qprep 1s from heat exchanged with precipitation, and @), is from deep in the
ground. Snowflow defines a thermally active region that extends down to the point
where the temperature gradient falls below a given criterion—effectively assuming
that @, = 0. By conservation of energy, the change in stored heat per unit area is

given by the sum of enthalpy changes in all the layers to the depth where @, = 0:

Ns Ng
AQ=) AHj+) AH,, (3.2)
=0 1=0

where AHZ, is the enthalpy change per unit area of the ith layer of medium z, and
z is either s (snow) or g (ground). Alternatively, a lower boundary could be set at a
depth at which @, could be estimated from historical data or a multi-year model.
Snowflow divides both the soil and snowpack into discrete layers and each layer
interacts only with its immediate neighbors. For the :* layer of snow or soil we can

define an equalization function, E,;, based on one-dimensional heat transfer:
E:c,i(uz,z'+17 Uz.is uz,i—l) = AH.’E4Z - Qz,i (33)

where Q. ; is heat added to the layer, u, ; is the unknown variable describing a layer’s

thermodynamic state, z is s for snow or g for soil (ground). The vector of solutions,



U, satisfies
E.(U)=0 (3.4)

for all layers. In soil, the thermodynamic variable is always temperature, 7', but in
snow it may be either T' or liquid water content, W (expressed as a depth). In the
later case, the snowpack temperature is known and is equal to the freezing point of
water, T,.

The top and bottom layers of the snow-soil system are special cases of (3.3). For
the top layer (either snow or soil), Snowflow uses the net energy balance (3.1) to

constrain the thermal state:

Ez,top(u) = Qz,net(uz,top) - AQ(U) (35)

where u is the vector of the unknown state variables for all the layers. The bottom soil
layer s always constrained by the condition @, = 0 which implies that T, No+1 = Ty N,

Consequently, for the bottom soil layer:
Eg,bot = Eg,bot(ui-, ui-—l) = Ahr_(fbﬂ - Qg,bot (36)

Snowflow solves the set of soil and snow energy equations simultaneously using
the Newton-Raphson iteration technique. First, (3.3), (3.5), and (3.6) are expressed

by a set of first order multivariate Taylor series:!
Ei(u) = Ei(U,) + EN(U)Au + ... (3.7)

where E!T is the transpose of the vector whose 7" element is:

dEl-(u)

du]'

Efj(Ua) = )
u=U,

'The medium subscript, z, is now implicit.
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U, is an estimated solution for the unknown vector and Au = u — U,. If U is the

exact solution then E;(U) = 0 and:
E(U,)AU = —E(U,), (3.9)

where the (1, 7) element of the matrix E'is the derivative E;;. Because all but the top
layer equation are dependent on only three unknowns, E’(Ua) is a singly bounded
band-diagonal matrix. At a particular time step, ¢ + At, Snowflow solves for U'+4!
by taking U, = U* initially, solving (3.9) for AU by decomposition and forward- and
back-substitution, and determining a new estimate of the unknown vector U*4! =
U’ + AU. The process is repeated until all of the elements of |[AU| are less than a
threshold value. When the unknown for any snowpack layer changes from 7' to W, the
process is automatically repeated until the solution for the new unknown converges.

The remainder of this chapter details the parameterizations that Snowflow uses
to specify (3.3), (3.5), and (3.6) for snow, soil, the snow-soil boundary layers, and the
boundary with the atmosphere. Appendix A includes additional formulas for physical

variables and tabulated values for Snowflow parameters.

3.3 Heat flow 1n soil

Snowflow models soil using the one-dimensional heat flow equation [39]:

v z
8Hat(T) _ % (Ksou(T’Z)?Ia(_z’_ﬂ) (3.10)

where T(z,t) is temperature at time ¢ and depth below the surface z, H"(T) is en-
thalpy per unit volume (J/m?), and K, (T, z) is soil thermal conductivity (W/mK).
We want to derive a heat transfer equation in the form of (3.3). Expanding the depth

derivative, we have:

0HV<T,Z) 8[{501'18T . 82T
B T 8. a: T Meiga (3:11)
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We then apply (a) an implicitly formulated discrete time approximation using the
average heat exchange at times ¢ and ¢ + At, and (b) a finite difference approximation
for a layer of thickness d,;. Then the equalization function (3.3) for soil (ground) is:

E,; = AH;‘; — Qg

OK .0\ (0T \" 9T \°
— A _nx || Zosor e <2 I
= AHA O.OAtdw[( 5 )( 82) +A5W< 7

+ (al\,.soil ) A (_82) e + ]{H-'ZA? (?E) H—At:l
S0L,1 2 :
az : az aZ <312)

1 v

Snowflow uses E ; for the intermediate soil layers in (3.9). The top soil layer is unique
because of its interaction with the snowpack and the addition of heat from shortwave
radiation. Section 3.4.2 deals with these questions after a description of snowpack
heat flow has been formalized.

Snowflow approximates the depth derivatives in (3.12) and elsewhere using the

finite difference approach:

4 VimVier |, Vi =V,

(8—) ~ 0.5( Vi | Vi V) (3.13)
(‘32 : 2 — 21 Zi41 — 24

PV 20 (V-V, V-V

0% ).

241 — 2 2 T Zi-1

(3.14)

- Zi+l — Zi-1
where V' is the function of depth whose derivatives are to be found and z; is the
midpoint depth of layer i. With this expansion, the derivatives of E,; with respect
to the vector of soil unknowns T, are easily found and applied in (3.9). For brevity,
this set of derivatives will not be written out here.

The following subsections describe Snowflow’s parameterizations for soil enthalpy
change and conductivity. In a freezing soil these variables depend primarily on the

residual unfrozen water content, so we first turn to the characterization of this phe-

nomenon.
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3.3.1 Liquid water content in sub-freezing soil

Experimental observations have demonstrated that soil water freezes over a broad
range of temperatures below the freezing point of free water. Water in soil forms weak
chemical bonds which inhibit the formation ice crystals. Some soil-water is bound
more closely to solid particles and, in very moist soils, a portion of the soil water
will behave like free water. The proportion of water bound in any particular state
1s dependent more on the soil type—and primarily its specific surface area—than on
the total water content. That is, given the soil type and adequate water availability,
the amount of unfrozen water at some temperature below freezing is independent of
the total water content.

Unfrozen water content can be estimated from the empirical formula:

Tw if Tsoil > Tfpd7

= (3.15)
Pun (To - Tsoil)ﬁwu otherwise,
Pw

where z,, 1s the volume fraction of water when the soil is above freezing, a,, and
Buw (which is negative) are parameters of the soil type, py is the soil bulk (in situ)
density, and p,, is the intrinsic density of water. T}, is the freezing point depression

temperature, the lowest temperature below freezing at which z, = z,:

prw ) 1/'8“""

3.16
Qo Pb ( )

Typa =T, — (
Experimental values of o, and 3,, have been tabulated for a wide variety of mineral
soils but there is scant data on soils with high organic contents. Soils with a large
amount of organic material are characterized by a slower decrease in the unfrozen
water content with decreasing temperature than the more extensively investigated

mineral soils [40]. Snowflow uses ., and 8, values for kaolinite soil from [41]

because it also has a shallow freezing curve.
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3.3.2 Enthalpy change in freezing soil

The enthalpy change of a soil layer, AH;%Z-, in (3.12) is the integral from T* to

T+t of the apparent heat capacity of the soil layer per unit area, Cﬁﬁ

Tt+At
A= [ cpT)r (3.17)
where
L BunTupu
dg,i (p?ﬂ(cpwzu + Cpi(-'Ew - xu)) + PbCpav — %) T < Tfpd
C;i(T) = ’

(3.18)

dg,i(pwcpwxw + Pbcpav) T > Thpq.

When T < T},4, the first term in parenthesis is the combined specific heat capacity of
the ice and water content of the soil, ¢,q, s the average heat capacity of the dry soil
constituents, and the last term is due to freezing/melting, where /¢ is the latent heat
of fusion and f3,, < 0. If both integral limits are below the freezing point depression

temperature, then integrating (3.17) yields:

AH!ﬁi = dyi | (PbCpav + pwc,,z-xw)(T“Af -TY

_ (pr - cpi)pbawu

Buu +1

(nguﬂ - 0fw+l) + lfpbawu(agwu - efwu)
(3.19)

where 6; = T, — T* and 6, = T, — T**2'. In general, (3.17) is integrated piecewise

across the discontinuity at T = Tp,4.
3.3.3 Soil thermal conductivity

Freezing soil is a multi-phase, multi-constituent matrix whose components have
intrinsic thermal conductivities spanning three orders of magnitude. Appendix A
lists intrinsic conductivities for the minerals, ice, water, and air which constitute the
Snowflow model soil matrix. To calculate the matrix conductivity, Snowflow applies

the de Vries method with modifications to include ice in the matrix [42][43][44].
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The general form of the de Vries conductivity mixing formulation is:

- :EO/\O + E ann/\n
K soil = .
\ soil To+ Z knCEn (3 20)

where z, and A, are the volume fraction and intrinsic conductivity, respectively, of
the nth constituent. The 0t! constituent is generally the one that is most nearly

continuous—for example, air in dry soil or water in very wet soil. The weighting

h

factor, k,, relates the microscopic temperature gradient in the n* constituent with

that in the background:

g = OT/92)n (3.21)
(0T/92)o

Assuming that the granules of constituent n are ellipsoidal and randomly oriented,

de Vries gives the weighting factors as:

1 A -
oty [1+ (-’i_ 1) gx} (3.22)
3 r=a,b,c )‘0

where, for example,

1 00 du
9o = §ab0/0 (a2 + u)3/2(b2 + u)l/z(c2 + u)l/Z'

(3.23)

gz depends only on the ratio of the ellipsoid axes (a,b,¢), and g, + g» + g. = 1. For
spherical particles, g, = g, = g. = 1/3.

Use of the de Vries conductivity model (3.20) requires the choice of an appropriate
background medium and determination of the g, for the remaining constituents. The
de Vries model is fundamentally empirical and has been shown to work well when
the g, are tuned for a particular soil type. For example, de Vries offers a correction
factor for the dry soil case when using g, = g, = 0.125 for a mineral soil with dry air

filling the voids:

(3.24)

vot /\voi kn n/\n
A’dry=1.25<x dhvoid T 2 Kn )

Tyoid + Z knxn
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For a saturated soil, the voids are filled with water and:

Tury + 2 knznA,
Ko = . 3.25
Foat Ty + 5 kn, ( )

To find K,y over a range of moisture conditions, de Vries interpolates between the
saturated and dry cases. The following discussion uses this method and extends it to
include ice as well as air, water, and solids.

In moist, freezing soil, there are three possible background media: air, water, and
ice. But, as discussed in Section 3.3.1, water bound to the skeleton of the soil matrix—
the soil grains—exists in soils to temperatures well below freezing. Consequently, we
can take water to be the background medium in moist soils whether below freezing
or not, being careful to check that in the limiting case of completely frozen soil the
soil conductivity reduces to that of an air-ice-solids matrix.

Beginning with limiting cases, the weighting factors for two types of solid soil

constituents (to be specified later) in a background of constituent 0 are given by:

1 2 1
fo = 3 (1 + (& -1) gy 1y (2-1)0- an,p)) (3.26)
1 2 1 .
ko = 3 (1 F (= D)gy 14 (210~ zga,p>) (3:27)

where g, ;, is the principal size factor of the soil particles and the background medium
is either air or water. To find the weighting function for air in a water background,
Kairw, as a function of z,,, consider a soil that is very nearly saturated with small air
inclusions that are approximately spherical in shape. In this case, g, 4ir(z, = z,) =
1/3 is the shape factor and the corresponding weighting coefficient is k, (2, ), where
z, is the volume fraction of voids. On the other extreme. in a very dry soil with air

nearly filling the voids, water will coat the soil particles and the weighting factor for
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water in an air background is:

1 2
lim ky,, = = !

sumi0 3(1+(§ﬁ¢—1)ga,p+1+(A—f¢—l)(1—2ga,p))' (3.28)

Equation (3.21) gives us a way to exchange the background medium with the n

constituent. Switching the background in (3.28) from air to water yields:

. 1
lim k'a.,w =
Tw—0 hmxw—m kw,a

1

9 1
-3 (1 + (3 = 1) goair(0) 14 (Rm=—1)(1- 2ga,az~r(0)))' (3.29)

We can then solve a quadratic equation for g, 4ir (2, = 0). Ay, varies with temperature
when the air contains water vapor which in turn is a function of the saturation state
of the soil. In Snowflow, the conductivity of the soil air is divided in to dry, A4,
and vapor, Ay, ., regimes according to:

)\air,d Zfid S Loy S Ly

Agir = (3.30)

’\air,v(T) 0 < Loy S Tfid

where zg4 is the so called field capacity of soil moisture and is given Appendix A.

We can linearly interpolate between the extreme values of g, 4i-(,), vielding an

expression for the size factor of air in a water background for the complete range of

Tyt
Ty ~ Loy
ga,air(xv) - T (ga,air(zv) - ga,air,v(())) Tsld S Ty S Ty
ga,air(xw) = .
Ga,aird(0) + f(ga,air(l‘ﬂd) — Ga,air,d(0)) 0<zy<zpi4 (3.31)

v

where g oir(2) and gg air0(0) are solutions of (3.29) with moist air and g, 4ir4(0) is
the solution of (3.29) with dry air.
For ice particles in a water background, Snowflow assumes that the shape factors

are all 1/3 and uses this value in (3.22) to calculate k;,. Then the soil conductivity
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as a function of temperature and total soil moisture content is:

-Tu/\w + Ilkl)‘l + $2k2/\2 + xairkair)‘air + xik‘i/\i
Ty + rlkl + IQk2 + xairkair + xiki

Ty Z T ads

[(soil (T xw) =

Kiry — = (Kary — Kooit(T, 20ss)) 2y < 2,,,(3:32)

ads

where z 4, is the volume fraction of adsorbed (bound) water and z; and J; are the vol-
ume fraction and intrinsic conductivity of ice. Below this value, K is interpolated
down to the empirically determined dry soil conductivity given by (3.24).

Dry soil particles are of either mineral or organic composition. Of the mineral
components, quartz content is most critical because of its high intrinsic conductivity
(8.16 W/mK). de Vries characterizes soil as a combination of quartz and a composite
of other minerals with a mean conductivity of 2.93 W/mK. The conductivity of
organic matter is an order of magnitude smaller but highly variable—de Vries gives
a value of 0.25 W/mK. Because scant empirical evidence is available on the matrix
conductivity of organic soils, Snowflow simply assumes a quartz plus mineral mixture.

The bulk (dry) density of this mixture is given by:

po = (1= 23 )(wypg + Wrpm) (3.33)

where w, is the weight fraction of quartz, p, is the intrinsic density of quartz, wy,
Is the weight fraction of other matter in the dry soil, and p,, is the mean intrinsic
density of that matter. A typical bulk density of 1520 km/m?® was chosen, with the
corresponding weight fractions found from (3.33) using z, from the REBEX-1 test

site. These parameters are listed in Appendix A.
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3.4 Snowpack formation and heat and moisture
fluxes

Snowflow handles the snowpack processes of heat transfer, compaction, liquid
water seepage, grain growth, and interaction with the atmosphere in separate but
interdependent modules. Following discussion of simulated snowpack formation, this
section examines each of these processes individually.

Snowflow evaluates each precipitation event and flags it as snow if the wet bulb
temperature of the air, 7,4, is below freezing. Snowflow determines the characteristics
of a new snow layer based solely on its initial temperature, T, which is set to Tys.

The initial density of new snow is (modified from Anderson [37]):

75+ 1.7(T, — 258.16)"° if T, > 258.16 K
. + 1.7( 58.16) if T, 2 8 (3:34)
73 if Ty <258.16 K.
The initial grain size (a diameter in m) is a function of density [38]:
gs = 0.16E-3 + 1.1E-13p¢, (3.35)
and the thickness of the new layer is given by:
P
dy = — (3.36)
ps

where P is the precipitation in kg/m?. Other parameters discussed in the following
sections are initially set to 0, including the liquid water content.

Snowflow adds snowfall in consecutive time steps to the same model layer unless
the layer has exceeded a maximum thickness. When additional snow is added, the
characteristics for the layer given above are recalculated as a weighted average of the
new snow values and the values for the existing layer. When a layer exceeds the
maximum thickness, it is divided into a layer of optimal thickness d; ,,+ and a layer

of thickness ds — d opt-
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3.4.1 Heat and vapor transfer within the snowpack

The Snowflow simulation treats the problem of heat transfer in the snowpack in a
manner similar to that for soil. In addition to conductive heat transfer through snow
grains, energy is transferred through shortwave radiation, water vapor, and longwave
radiation. In practice, the transfer of heat by conduction through snow grains, con-
duction through the air in voids, and longwave radiation cannot be experimentally
separated. Consequently, these mechanisms are combined into a single flux charac-
terized by an effective conductivity, K. in a manner similar to (3.10) yielding the

one-dimensional heat transfer equation:

3HZK(T) 3 8[&"eﬁr8_T+ . 32_T
ot 0z 0z f 9,2

(3.37)

dH ;/ x 1s the differential enthalpy change per unit volume of snow due to conduction
alone. Equation (3.37) only applies to dry snow. If the snow is wet its temperature
must be uniformly 7, and dHZ x = 0. Consequently, we can substitute dH SV K =
cipsdTs g in (3.37), where ¢; is the heat capacity of ice and dT i is the differential

snow temperature change due to conduction alone. The substitution yields:

8Ts,K 8[\"gﬁr oT B 0T
The effective conductivity as a function of snow density is given by [38]:
Keg = Aairg + (7.75E-5 + 1.105E-60%) (A; — Agira). (3.39)

Since Kz is a function of p; only, it will be convenient to apply the chain rule to its

derivatives, which yields:

Ts" I”e s 2
0 71\_8Xﬁap_a_z+[( 0T

ot Bp, 0z 0z  F oz

CiPs

(3.40)

Snowflow uses Anderson’s derivation of heat transfer by the processes of vapor

diffusion and vapor transfer by temperature gradients [37]. Water vapor diffusion
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is a function of the vapor density, f(T) = py,s—which is at its saturated value in
a snowpack—and the snowpack effective diffusion coefficient, D.(T'), given in Ap-
pendix A. Defining 0f/0T = f', the snow temperature change due to vapor diffusion,

dTs p, is given by:

Mo & 0D.Of 0f
Cips——— el [,D,.— ¢ 5,2 +,— 3. 3, l—a—t— (3.41)
0*f a(T?)of 5f
- np”Z J =L _
l:Cp.T 022 1L 0z 82’ 81‘
2
= [,Cp.T™P fa T + f” BT + 1 ,CpenpTTr~! 8—T Zf f
022 0z 0z

Combining (3.40) and (3.42) and noting that [,f' << ¢;ps, we have the complete

equation for internal heat transfer in the snowpack:

aTS, aTs aTs
Cips—a;l = Cips at}‘+c2ps atD (3.42)

02T n [3]& eff 8ps] oT

= By + L0 S T 55 415,32 | 3

+Cpels [anTnD ' Tan"} (?9:5)

In addition to internal heat transfer there are two sources of external heat: (a) the
heat from shortwave radiation penetrating the snowpack and (b) the heat absorbed/re-
leased by melting/freezing. The enthalpy and temperature change due to these ex-

ternal sources 1s:

0T.p  OF., oW

e e (3.43)

where Fl, is the flux of shortwave radiation at depth z in the snowpack. Combin-

ing (3.43) and (3.43) and converting to discrete time, we have the finite difference
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approximation for the equalization function in snowpack layer i:

ES’i - AH‘;A.Z - QS,Z’

= dopsci(TH = TY) + Lppy (WS — W) = 0.5A4(FL, , + FLE2Y)

sw,t sw,i

~ 05484, K{thﬁ’ + lstef’Tno]% . 06122.5 %p;} 86_’_:
o[ 2)]
(e vscormigh e
e @)

(3.44)

Snowflow uses E;; in a manner comparable to E,; (3.12).
3.4.2 Snow-soil interactions

Snowflow parameterizes the heat exchange between the snowpack and soil using

the steady-state heat flow equation:

( FloF1go(Tso — Tyo) )t ( Fls0F1g0(Tso — Tyo) )HN
Floodio/2 + Fladso/2) — \Floodio/2+ Flodo/2) |3 4o

Qs = 0.5A¢

where dy/2 and dyg/2 are the midpoints of the bottom snow and top soil layers,
respectively, and F'l is a composite conductivity factor given in Appendix A. The
steady-state approximation is applicable here because the insulating effect of the
snowpack is likely to minimize the temperature gradient and, consequently, temper-
ature fluctuations at the bottom of the snowpack.

Snowflow also uses the steady-state formulation for heat flow between the top
and second soil layers and between the bottom and next-to-bottom snow layers. The
intermediate layer formulations are not usable for these two interfaces because it is
not possible to calculate second derivatives there using (3.14) if either (3.12) or (3.44)

are used as the equalization functions.
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3.4.2.1 Handling an insulating layer of grass

Snowflow treats the grass layer between snow and soil as a massless, thermally
resistive thin layer which effectively reduces the snow-soil conductivity. We can gen-
eralize (3.45) as a problem of heat flow between two media with uniform temperature

through a virtual slab:

TsO - TgO)

_ gl
Qs = At R, (3.46)

where R, ; = L,/ K, is the thermal resistance of the virtual slab, K, is its conductivity,
and L, is its thickness. By equating (3.46) and (3.45) and assuming that dso = dyo =
8mm, then for typical values of F'l; and F'1, the thermal resistance of the virtual
slab is Rs, = 0.044 K/W. Now we can insert the grass layer as a parallel slab with

thermal resistance Rgrqss such that:

(Tso — Tgo)

. 3.47
Rs,g + Rgrass ( )

Qs,g,grass = At

A rough approximation of the conductivity of the grass layer is as a grass-air mixture
with 1% grass by volume. Taking conductivities of Ayrganic = 0.25 W/mK and A, =
0.025 W/mK, the conductivity of the mixture is 0.027 W/mK. Then a grass layer
about 3 cm thick has a thermal resistance of 1.06 K/W, or about 24 times greater

than the typical value for R, ,. Snowflow implements this approximate correction as:

(TsO "' TgO) — Qs,g
2R, 25

Qs,g,grass = At (348)

3.4.3 Shortwave attenuation and absorption
The shortwave heat source in (3.44), Fi,, is calculated in Snowflow by [37]:

Frus = (o) _ =) (3.49)
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where z/; is the height of the top of the snowpack and z; is the height of the top of

layer i. v is a single band attenuation coefficient given by:

U 1/2 '
A <_) ps (3.50)
gs)  pi

where 14 is an experimentally determined constant, v; is the attenuation coeflicient
for solid ice, and p; is the intrinsic density of ice.

Further research since the publication of Anderson’s thesis has shown that the
attenuation rate in the snowpack is highly frequency dependent, with near-infrared
wavelengths absorbed within the top 10 cm of the surface and shorter wavelengths
penetrating to great depths. Brandt and Warren [45] suggest that a 10-band model
would adequately describe shortwave snowpack attenuation. Any approach for atten-
uation in pure snow will require some modification for the relatively shallow snow-
packs and short grasses of the Northern Great Plains. Since research concerning these
conditions is unavailable, Snowflow uses the simpler, single band model as a starting

point.
3.4.4 Snow-atmosphere interactions

Fluxes between the Snowflow snowpack surface and the atmosphere constrain
the Snowflow snowpack solution through the energy balance equation for the top
snowpack layer (3.5). The atmosphere provides radiative fluxes from the sun and sky
that add heat independent of snowpack temperature. The remaining fluxes depend
on the surface temperature and the flux values are determine as part of the solution.

The following sections describe Snowflow’s parameterizations of atmospheric fluxes.
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3.4.4.1 Radiative energy exchange

Radiative energy exchange between the snowflow snowpack and the atmosphere
has three components: absorbed longwave, absorbed shortwave, and emitted longwave

radiation. In Snowflow, the absorbed shortwave heat per unit area over a time interval

At is:

st = (1 - A)st,inc (351)

where A is the albedo (shortwave reflectivity) of the snowpack and Qgy,inc is the
incident shortwave radiation from the atmosphere (approximately wavelengths 0.3-3

pm). Similarly, the absorbed longwave heat is:

Qlw = (1 - el?.u)Qlw,inc (352)

where ey, is the longwave emissivity of the snowpack and @y inc is the incident long-
wave radiation from the atmosphere (3-100 pm wavelength). Longwave radiation
emitted by the snowpack goes as the fourth power of the top snowpack layer temper-

ature:
Qcmit = At €lw O'T‘]‘\;[s (353)

where ¢ is the Stefan-Boltzmann constant.
Qi ine is not available from REBEX-1, so Snowflow estimates it from air temper-

ature and relative humidity [39]:

Qroine = AtoTE <0.61 ; 4.33E—3\/pws(Ta,-r)RH> . (3.54)

Estimating Qy,in by this method neglects the contribution of clouds to the longwave
flux. (Clouds always increase the flux.) Although it is impossible to address the
question of clouds precisely, Snowflow avoids very low values of Qy,inc Dy setting an

artificial lower limit of 180 W/m?.
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3.4.4.2 Latent and sensible heat exchange

The only near-surface atmospheric conditions available from REBEX-1 are air
temperature and humidity at a single reference height above the ground and wind
speed at a second reference height. This strictly limits the methods available to
estimate the fluxes of sensible heat and moisture, many of which are based on detailed
field measurements of wind, temperature, and/or humidity profiles. Snowflow uses
the energy balance (or Bowen ratio) method for calculating these fluxes [46]/47]. Over
a time step At, sensible heat transferred, ()4, and potential latent heat transferred,

@ pot are given by:

air = At cppaz'rkzus(Tg — Tl)
Q ¢ -ln ("Zd) Vms} [ln ( ) Vs + wa]

_ lkpairk u3(qe — ql) .
R CIC B Y= e B

where k, is the von Karman constant (0.4), ¢, is the specific heat of air, p, is the

air density, us is the wind speed at height z3 above the surface, T; is temperature at
height z,, T} is temperature at height z;, d is the so-called zero-displacement height,
z, is the roughness length of the surface, and ¢, and ¢; are specific humidities. [
is either [, if the surface is at or above the freezing point and [; otherwise. The
¥,—where x may be m for momentum, ¢ for moisture, or h for temperature—are
functions of the atmospheric stability and are discussed further below.

The energy balance method says little about interaction of the surface with the
atmosphere except through the roughness length parameter. Snowflow uses the energy
balance method heat transfer equations with modifications for estimating the fluxes
from Snowflow’s surface temperature, 7. First, the height z; is set at the top of the
snowpack and T = T;. Also, the specific humidity at the surface of the snowpack is

assumed to be at the saturated value for T so Qatent = Qpor-
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The shear functions, ¢, and profile functions, ¢, are found using an iterative
method [47]. Initially assuming neutral stability (¢, = 1,¢, = 0), the Richardson

number, R is calculated as:

ln(iz—d) _ Il)m 2
Ri = Rb(—",——————) (3.57)
Pm
_ g7 (4T
Rb = T2 (dz + 'yd) (358)

where Z = (21 4 22)/2, Rb is the bulk Richardson number, @ is the wind speed at z,
T is the temperature at 2, 7, is the dry adiabatic lapse rate (9.8E-3 K/m), and g is

the acceleration of gravity. Stability is a function of Ri: R: > 0 implies stability, in

which case:

% - l—R;Rz’ (359)
bm =1+ a% (3.60)
Y = =52, (3.61)
Ums = =57, (3.62)
o2 = —52—;, (3.63)
Yo = —5‘%. (3.64)

For stable conditions:
Z = Ri, (3.65)
O = I—(lz—) (3.66)
U = ln@—(l +z(2)*)(1 + x(z))2> —2tan"'z(2) + % (3.67)
s = ln<%(1 +a(z)?) 1+ x(zg,)f) - Qtaﬁ-l z(z3) + % (3.68)

1

Vs = 21n(§{1 41— 16%]) (3.69)
1

o1 = 2111(5{1 +4/1- 16%}) (3.70)
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where

2(z) = (1 - 16%)025. (3.71)

3.4.4.3 Heat from precipitation

When Snowflow determines that precipitation falling on the snowpack is unfrozen
(see the beginning of section 3.4 for this criterion), the water temperature is artifi-
cially set to T,. The water then interacts with the snowpack through the seepage
parameterization in section 3.4.5. In nature, when rain water comes in contact with
a snowpack, either some portion of precipitation is frozen or some portion of the ice
in the snowpack is melted during the event. Snowflow’s approach omits the ability
of rainwater to melt ice in the snowpack. The omission does not affect results in
this thesis because there was little rainfall on the snowpack during the test period

described in Chapter 7.
3.4.5 Liquid water seepage in the snowpack

Liquid water seeps through the simulated snowpack under the pull of gravity
when the liquid water content of a layer exceeds its holding capacity. Snowflow’s
parameterization of seepage comes from Jordan [38] with some modifications. In
the numerical simulation, the solution of the heat transport problem (see section 3.2)
precedes and is independent of the seepage solution. When the heat transport problem

is solved, the initial effective saturation, s:, of each layer is given by:?

st = (3.72)

2Superscripts in this section indicate the snowpack layer.
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Flow zone

Snowpack
layers

Flow zone

=0

Figure 3.2: Schematic of liquid water seepage through the simulated snowpack (after
(38]).

and
i %i
= : 3.73
S =g (3.73)
i (3.74)
¢ =1-= :
Pi

i =0y =i (3.75)

; I/Vipw _
71 = di (3(6)

where s is saturation, s; is the irreducible water saturation constant, ¢ is porosity,
~; is bulk ice density, and 4; is the bulk density of liquid water. If the s of a set
of adjacent layers is greater than zero, then there is downward flow in the region.
Figure 3.2 shows the geometry of a snowpack with two active flow regions.

Snowflow finds the post-flow effective saturation of each layer in a flow zone by

solving a set of linear equations of the form:

Alstl 4 Alst = BY (3.77)
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where the coefficients are, for the top (n'") layer in the flow zone,

A =0, (3.78)
AT = ¢T' + 0.54k'm!, (3.79)
B™ = 05Ut = Uj) + ¢T'st, (3.80)

and for the interior layers of the flow zone,

AL = —0.5Ak " mitY (3.81)
Al = ¢ + 0.54k'm, (3.82)
BY = —0.5(U™ — Uj) + cT'sL + 0.5AKT1bF! — 0.50.5 Ak (3.83)

The parameters Ak and ¢7 can be calculated independent of position of the layer in

the flow zone:

] 2 [fi
Akt = LuBTmas (3.84)
» #l
T = %ﬁr—) (3.85)
where
K =0.077gs2%0007%, (3.86)

p1 1s the dynamic viscosity of water (1.78E-3 Ns/m?) and gs is the average snow grain
size (diameter). Away from the edges of the flow region (i’ # 0,7’ # n’), the constants
bs and m; are given by:

mt = 3(s!)? (3.87)
b= —2(st)3. (3.88)
At the flow boundaries, b, = 0 and m; is found by first estimating the effective

saturation, s..s, by solving the cubic equation:

( 3 )i C?i ; c7isi - U;+1 + OE)U;'

Se,est + mse,est - 0.5AKk =0 (389)
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2

Then m, = 5. -

The liquid water flow rates, U}, is the final product of the flow calculations. Its
value in the equations above is estimated from its value in the previous time step.
After (3.77) is solved for the effective saturation of the layers in the flow zone, then

U} is given by:
Ul = —Ak'(s). (3.90)

U} is always negative and represents the flow of water out of the bottom of the
snowpack layer. Water that flows out of the flow zone into a dry layer will freeze until

an equilibrium is reached. Appendix A describes this calculation.
3.4.6 Compaction and mass balance of snowpack layers

The compaction rate of a snowpack layer, CR, is a function of the structure of

the layer and the overburden of snow above [38]:

144,
4. ot

CR =

= CRmetamorphism + CRoverburden

Py
= 2.778E-6czce 04T T) 4 ~2ees(TomT)=cers (3.91)

Mo
where P; is the overburden pressure, 7, is the viscosity coefficient (at T = T, and

ps = 0), ¢s and cg are empirical constants, and c3 and c4 are given by:

3 =cg=1 if vy = 0 and ; < 150 kg/m?
c3 = e 008(n=150) if o < 150 kg/m? (3.92)
cg =2 if v > 0.

Water and vapor movement in the snowpack change the mass of the snowpack
lavers. Mass changes coupled with compression alter the layer’s density. Section 3.4.5

provides the solution for fluid the fluid flux, U;. The net fluid flow for an interior layer
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1is Uj = U/t — U}. For the top layer (i = N,) the net flow is:

P
— _UNs
Ll net At L (393)

Note that positive U; ,.: means net flow out of the layer. The vapor flux from snowpack
layer 1 to layer ¢ — 1 below is given by:

2Cp T7™” [T i (Ti — Ticy)

Ui,i—l —
v ' !
ds,i 1—1 + ds,i——lfi

(3.94)

= U=l 4 Ui+ where U'~! = —U'~1%. The

The net flux for interior layers is U?

v,net
net flux of the top layer is:

Qlatent

UY - Sy > T
szvéet = (395)
UNe QAlatt;m otherwise.

Then the change in the total mass of the layer is given by:

A(Pst) (psds )t+At (pst)Z

= ~AtUpnet + Uy net)- (3.96)

The compaction rate then gives the depth of the new layer:

¢ (psds) N
d, (1= At CRy,) A, for the top layer,
JEA — (psds ) Uu net
| t (3.97)
d, (1= At CR;) otherwise.
And the new snow density is:
sd t+At U
(psdo)¥, dt m A_:- et for the top layer,
Psi = (398)
sds t+At
Lo 7 +)At otherwise.

With this parameterization, the net vapor flux of the top layer changes its thickness

and not its density.
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3.4.7 Metamorphism of snow grains

The size of grains is important in the determination of the structural stability
of a snowpack for avalanche forecasting and the support of weight. In the energy
and moisture transfer equations, grain size affects the permeability of the snowpack
to fluid flow (section 3.4.5) and the shortwave extinction coefficient (section 3.4.4.1),
The grain size is also of critical importance in calculating the brightness of microwave
radiation emitted by the snowpack, discussed further in Chapter 4. Snowflow uses
(3.35) from Anderson [37] to initialize snow grain size and follows the method of
Jordan [38] for modeling growth of grains. Snow grain growth is an area of continued
research effort and these semi-empirical parameterizations are interim solutions.

t+At

Snowflow calculates the change in grain size, gs**2*—gs’, in dry snow as a function

of the water vapor flux, U,:

Cys
gs'tAt = gst 4 Atj’s%wvl (3.99)

where Cys 1s an empirical constant and

oT

U, = CoT™f' | =—|.

(3.100)

In wet snow, grain growth is accelerated as smaller grains—whose equilibrium fusion

temperature is smaller than that of larger grains—melt and feed the growth of larger

grains:
t Cgs?
gs + At e (2 4+0.05) 0< 2 <0.09
t+At
gs = (3.101)
Cys
gst + Atg—g§3(0.14) z; > 0.09

where C,,, is an empirical constant and z; is the volume fraction of liquid water.
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3.5 Discussion

Chapter 7 describes the results of Snowflow’s snowpack simulation when it is
driven by the REBEX-1 atmosphere. That chapter discusses the short-comings and
sensitivities of the snow and soil models and the way that REBEX-1 data are linked

to the Snowflow parameterizations described in this chapter.



CHAPTER 4

MODELING RADIOBRIGHTNESS OF THE
SIMULATED SNOWPACK

4.1 Introduction

This chapter describes Esnow, a snowpack emission model designed to take full ad-
vantage of the detailed data available from Snowflow’s snowpack simulation described
in Chapter 3. The Snowflow model provides a snowpack stratified in up to 50 layers
with temperature, density, grain size, and wetness information in each layer. Beneath
the snowpack is a soil half-space with temperature and moisture information. The
objective of the Esnow model is to estimate the brightness of microwave emission and
the reflection characteristics of the terrain over a broad range of snowpack conditions

with reasonable computation speed.

4.2 Conventional radiative transfer theory

Conventional radiative transfer (CRT) theory is based on a heuristic development
of the problem of intensity transmission through attenuating media. In a medium
containing scatterers, CRT assumes that each particle scatters independently of the
others, that is, as if it were the only scatterer. In fact, when scatterer density ex-
ceeds about 1% by volume, the scattered fields interact in phase, resulting in reduced

scattering by the individual particles.

40
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(ST

Figure 4.1: Conventional radiative transfer.

This section develops the form of the differential equation of transfer that Es-
now uses to solve the snowpack emission problem. Section 4.3.1.1 will account for
the inadequacies of the independent scattering assumption by introducing an empir-
ical correction to the independent scattering extinction coefficient that reduces its
magnitude to the level of experimental observations and more sophisticated models.

Figure 4.1 diagrams the process of extinction by scattering and absorption expe-
rienced by a spectral intensity, I, as it traverses an incremental length, dr, along the
ray r with a directional cosine p; = cos ;. A plane-parallel geometry is assumed with

symmetry about the z-axis. The change in intensity, dI. is given by:

dl = ( EZ” ) = —Kddr — kIdr + ko J dr + £, Jdr (4.1)
h

where [, and I, are the vertically and horizontally polarized components of I, x, and
ks are the absorption and scattering coefficients (per unit length) in the medium, and

J. and J; are the absorption and scattering source functions per unit length. The

differential optical depth, dr, is defined as:
dT = K.dr (4.2)

where k. = k. + K, is the extinction coefficient of the medium. Substituting (4.2)
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into (4.1):

dl
= —(1-al-al+(1-a)J,+al;=-1+(1 -a)J.+aJ; (4.3)

where a = k,/k. is the single scattering albedo and, for independent scattering, is
equal to the ratio of scattering cross section to extinction cross section for a single
particle.

The absorption source function can be deduced from Kirchhoff’s Law: Under
conditions of local thermodynamic equilibrium emission must be equal to aBsorption.
The radiation from a differential element of the transmission medium balances that of
its neighbors isotropically with a spectral intensity per polarization given by Plank’s

black-body radiation law:

hf3n? 1
I = c? (ehf/kT— 1> (44)

where p is h- or v-polarization, h is Plank’s constant, f is frequency, k is Boltzmann’s
constant, T is temperature, c is the speed of light in vacuum, and n is the index of
refraction of the medium. At microwave frequencies, the exponent is small and the

Rayleigh-Jeans approximation can be used to linearize the formula:

Ippp =

hf*n® 1 kT
2 ((1+hf/kT+---)—1)N ' (4:9)

2
At 85.5 GHz—the highest frequency of interest here—the error in using the Rayleigh-

Jeans approximation is +0.7% at T = 300 K. The absorption source function is then

a function of absolute temperature only:

_ kf*n®T(r)

c?

as . (4.6)

By convention, the correspondence between temperature and the source function leads

to the definition of a convenient quantity, brightness temperature. The brightness
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temperature of a source in terms of its radiant intensity measured in vacuum is:

C2

kf2

Along a ray traveling through media of varying refractive index, a more appropri-

T,=I,— (4.7)

ate quantity is the index-normalized brightness temperature which remains invariant

along a ray in lossless, homogeneous media:

I, c?
Tn,p = n_zk—fz- (48)

Since the problem considered here involves radiative transfer through media with con-
tinuously varying refractive index, index-normalized brightness temperature is used
as the propagating term. The absorption source function for index-normalized bright-
ness temperature is:

T _ Jap c

ver = e = Tl0) (4.9)

The scattering source function accounts for radiation from all incident directions,

(@i, @), being scattered into (s, @s):

) = o [ Bl 6051 61} (4.10)

where ¢ is the azimuth angle around the z-axis and d€); = sin 6;df;d¢; is the differential
solid angle. P, is the so-called phase matrix and its elements determine the scatter-
ing transformation from polarizations p; and direction (u;, ¢;) into ps and (ps, @s).
Following from (4.9), define the equivalent scattering index-normalized brightness

temperature source by:

Tns= = / sy Wsy Mgy @) Ln\ Mg 7 .
o= i = 1o f [ Pelisr 0t 00 T} (4.11)

Inserting (4.6) and (4.10) into the differential transfer equation, (4.3):

T =t - L (1) L [ Bt ot

(4.12)
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b5 Trus)
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Figure 4.2: Upwelling and downwelling brightness in a snowpack layer.

Replacing intensity with the definition of index-normalized brightness temperature
using (4.8) and eliminating common terms, we have the differential equation of ra-

diative transfer in terms of T,:

dT,
dr

= —'Tn + (1 - a)Tn,a + aTn,s (413)

where T, , and T, are given by (4.9) and (4.11), respectively.

4.3 Solution for the simulated snowpack

The plane parallel Snowflow snowpack is naturally stratified by the spacing of
snowfall events, with some artificial limits on layer thickness as discussed in Chapter 3.
Each layer has separate values for temperature, density, grain size, and wetness.
Consider the upwelling brightness, 7'F, and downwelling brightness, T',, through a

layer as in Figure 4.2. From (4.13), the transfer equations are:

dT+ +
L) _ () 4 (1= )T + 0T, 67) (4.14)



and

dT7 (13 )

n

T =T () + (1= a)Tae + 0Tk, 65) (4.15)

where

Ke
dr* = :tEdz. (4.16)

T, s alone has an azimuthal (¢;) dependence through P, in (4.11). Integrating (4.14)

and (4.15) over ¢;:

+(,t
o) — 13t +(1- )T (@17
drt
a = + + a (= + _
+3 /0 Poo(uds ) T (pi)dps + 5 /0 Poo(pds =) T7 (i) dpss
and
dT;
Tlte) — 1)+ (- o) T, (4.18)
a 1= _ + a 1= _ _
+;/0 Pso(—us;m)Tn(uf)dm+§/o Poo(—ps—pi) T, (pi)dps
where
5 1 2nd 1 2ﬂd B ’
so(,use,ui)" 57[: o ¢s§; 0 ¢i s(ﬂsa‘phﬂivd)i)- (419)

We will integrate (4.19) when the functional form of P, is given in Section 4.3.1.
To solve the differential equations (4.18) and (4.19), we divide each equation by

attenuation from the appropriate boundary:

dTF (uf) 0 o4y ) rt(=d,2) d[TI(#j)eTJr(—d'z)] + 7t (~d,2)
(TJrTn(ﬂs) e = = =FJe

(4.20)
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where FZ is the sum of source terms

F(z.uf) = (1-a)To, | (422)

a 1= 1. B
+§/O P (43 pi) Ty (pi)dpi + /()Pso(iﬂf;—ﬂi)Tn(m)dui

| e

and
(21, 2) = / gt (4.23)

Integrating (4.20) over (—d, z) and (4.21) over (0, 2) and substituting (4.16) for dr*,

we have:

Ke

!
z
<4

TH (2. )e 49 = T (—d, ) 470 = | T Fret-ie)
- Hs (4.24)

n

T; (2.5 )e7 ™0 T (0,7 )00 = — [ Fe 022
0 s

(4.25)
Solving for T%(z, u¥):
T (2,0F) = T (=d, i )e™ 747 + / Fre ™ #9)2gy (4.26)
—d 13
_ 0 o Ke
T (2, 47) = To(0, 40 )e™ ) 4 / Foe () Be gy (4.27)
z Hs

Equations (4.26) and (4.27) were derived for a Snowflow snowpack layer of thick-
ness d. We can divide the Snowflow snowpack into layers of arbitrarily small thick-
nesses, ¢, using interpolation from the original snowpack layer mid-points to calculate
temperature, grain size, and densities. Then by choosing ¢ small enough to neglect
the depth dependence of . and FZ, we can make the approximations:

T} (2,1} o TF (=6, uf e (009) 4 B “emmer/sd / e/ g7
Hs - (4.28)
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- < - 0 1y, -
To(zi7) T (0, )09 4 By Serelis [Memlingy!
Hs : (4.29)

We then solve for the upwelling brightness at the top of the layer, T} (0,7 ), and

downwelling brightness at the bottom, T (=4, 7 ):

THO,uF) o T (=6, ) 30 BB ) _mneilit) (4.30)
:us Ke
Ty (=6,17) % Ty (0,7 Je~ 0 - By e Ko emeelir (1 _ greils)
M Fe (4.31)

Combining terms:

TH(0,uF) ~ T (=6, uf)e ™™ 50 L FH(1 — e84 (4.32)

T;(=6,17) = T;(0,u7 )e™ @8 4 Fr (1 — emref/ee), (4.33)

Recall that the source terms (4.23) include scattering integrals over the incident
directions, y;. The method of Gauss-Legendre integration (or Gauss quadrature)
allows us to numerically evaluate these integrals using a small number of y;; and
a set of N weighting coefficients, w; [48]. Gauss quadrature is accurate when the
integrand is well-approximated by a polynomial and is frequently used with radiative

transfer problems [49]. Applied to (4.32) and (4.33) we have:

Tr(0,47) ~ +<—6 ph)e 0 (1 - e (1 - 0) T (4.34)

T3 ij (Puoli?s i) T (i) + Poolpids —pais) T (i)

T (=6,p7) ~ T (0,p7)e O 4 (1 —e¥u)[(1 - a) T, (4.35)
N
a = _ =
t5 Yo wi(Poo(—p7 s i) T (i) + Pool—p5 s —pis) T ()]
J=1

where the scattering directions, p;, must now include the discretized incident direc-

tions, p;;, as well as the direction corresponding to the observation angle of interest,
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fobs. In this work, N = 5 was sufficient in that greater N did not significantly change
the radiative transfer result.

With (4.35) and (4.36) for thin layers in hand, we can use the method of invari-
ant imbedding to find a solution for the whole snowpack as a stack of thin layers
(Section 4.3.2). But first the next section deals with the form of the scattering phase

matrix.
4.3.1 The scattering phase matrix and Mie scattering

Grains in the Snowflow snowpack are modeled by a single grain size—the diame-
ter, gs—in each Snowflow snowpack layer. Although the grains in true snow are both
indistinct and not spherical in shape, they are usually randomly oriented. Assuming
this is the case, the Mie scattering phase function for spherical particles is an ap-
propriate approximation. If the particles were small compared to the wavelengths of
interest, then the simpler Rayleigh scattering function could be used. According to

[50], the validity criterion for Rayleigh scattering is |n,z| < 0.5 where

2
r= e (4.36)

€
N, Vb

is the size parameter, r is the particle radius, A, is the free space wavelength, ¢, is the
background dielectric constant (the real part of the complex permittivity), and n, is
the relative index of refraction of the scatterer (1.77 for ice). Table 4.1 compares Mie
and Rayleigh scattering at two grain diameters—0.17 mm and 2.2 mm, the largest
value from Snowflow. Although for the smaller grain diameter the Rayleigh criterion
is satisfied at all three frequencies it is not valid even for the lowest frequency at the
largest grain size. Here, the error in the Rayleigh scattering cross section, Q. is
4.6% at 19 GHz and 117% at 85 GHz.

Derivations of Mie scattering can be found in many texts (for example, [51]) and
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19 GHz 37 GHz 85 GHz
F gs | Method Qsce Un,x] Qsca l In,z| Qsca Hn,:c[
0.17 mm | Rayleigh | 1.615E-14 | 0.06 | 2.212E-13 | 0.12 | 6.30E-12 | 0.28
Mie 1.615E-14 2.214E-13 6.35E-12
2.2 mm | Rayleigh | 6.83E-8 | 0.79 | 0.94E-6 1.5 | 2.67E-5 | 3.5
Mie 7.16E-8 1.03E-6 1.23E-5

Table 4.1: Mie-Rayleigh scattering parameter comparison. @, is in units of m?.

will not be repeated here. Figure 4.3 diagrams the primed particle coordinate system
showing the nominal scattering plane and the perpendicular and parallel polarization
directions of the scattered radiation. If the incident fields are polarized ® and A as

shown, the relationship between incident and scattered field components is given by:

Eﬁ eik(r—z’) E;}
(e )= S (& ) (5)

where ki, is the propagation constant in the background medium and the S, are the

S Si
S.Lv SLh

(4.37)

scattering amplitudes relating incident to scattered field at incident polarization v or

h and scattered polarization || or L. The scattering amplitude matrix in the particle
reference frame is given by:

§particle = ( ) = (

where S; and S are the co-polarized and cross-polarized Mie amplitude scattering

Sijo
S.Lv

Siih

Sa(ps) cos &' —Sa(ps) sin ¢’ (4.38)
Sin |

Si(ps)sing'  Si(us) cos ¢

matrix elements in the plane of incident polarization and are functions of u only.
Assuming incoherent fields, we can then write the scattering phase function for a

particle in the particle’s reference frame:

= 47

| Sl
Ps,parzicle(/lgﬁ,éls;u;’agb;) = Q l I |

|S1u)?

Sy l?

(M. e

47 (
Qscakbzg

) (4.39)
where (l\:/Isca> 1s the Stokes matrix for the scatterer.

Figure 4.4 diagrams the transformation of the scattering amplitudes from the

particle scattering plane polarizations, || and L, to kA and v polarizations relative
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Figure 4.3: Scattering geometry for an isolated particle.
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Figure 4.4: Particle scattering geometry in the snowpack coordinate system.

to the snowpack horizon. In the snowpack coordinate system, the z-axis is vertical
and the x- and y-axes are arbitrarily oriented. The angle A is the azimuthal angle
between the incident and scattering directions. The snowpack azimuth origin (¢, = 0)
1s arbitrary so for convenience assume A = ¢, — ¢;. The x’-axis from Figure 4.3 and
the ¥ polarization are always in the same plane as the snowpack z-axis. The scattering
amplitude matrix relating incident to scattered fields polarized with respect to the

snowpack horizon is:

= Svv Sun cos¢” sing” |\ =
Ssnowpack - < Siw Shh ) = ( sin (b// — cos ¢/, Spartzcle (440)
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where, in terms of the snowpack scattering coordinates,

sing” = sinb; s%n ¢ (4.41)
sin 4,
cosd” = —cosAcosd +sinAsin g cosb; (4.42)
. sinf,sin A
- = 4.43
e sin ¢’ (4-43)
, cos §' sin §; — sin 6, cos A
= 4.44
cos¢ sin #' cos 0; (4.44)
cos® = cosh;cosf +sinb;sinb, cos A (4.45)
A = ¢s - ¢i' (446)

The scattering phase function for a particle in the snowpack reference frame is:

- dr =
P(us, 0si i, @i) = @—k—z'ssnowpack- (4.47)
sca bg

Recalling (4.19) for the scattering phase matrix for the plane-parallel geometry,

= 1 1

27 2T -
Pso(ﬂs;ﬂi)-—_ ‘2‘/; A d¢52—7l_ o d¢ips(usa¢s;ﬂia¢i)a (448)

we can now eliminate one integral by z-axis symmetry and replace the other with A:

_ 1 e -
PSO(/ls§Ni):§l_' ) dAP(ps; pis A). (4.49)

The remaining integral can be solved numerically using Gauss-Legendre integration

as described above. The solution converges with 16 azimuthal angles.

4.3.1.1 Attenuation coefficients: Empirical scattering reduction

Laboratory experiments have demonstrated that the assumption of independent
scattering does not hold for particle densities in excess of about 1% of the total volume
[52]. Calculations applying QCA-CP-PY—the quasi-crystalline approximation with
coherent potential and Percus-Yevick pair-distribution function—reflect this result
and can be used with the laboratory observations as the basis for a heuristic cor-

rection to independent scattering [53]. Figure 4.5 shows scattering coefficients from
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independent scattering and an empirically adjusted QCA-CP-PY fit as a function of
the volume fraction of ice (particles) in air. The normalized independent scattering

coefficient is given by:

V V:scat

= ]\scat scat .30
Qscat ( Q >Qscat f (4 ° )

Rsind =

where £ ;nq 1s the scattering coefficient for independent scattering, f is the volume
fraction of scatterers, Vi, is the volume occupied by a single particle, Ny.,; is the
number of particles per unit volume, and (), is the scattering cross section of the
particle (from Mie theory). The curve in Figure 4.5(b) fits independent scattering to

empirically adjusted QCA-CP-PY results:

Ks,QCA

P 7(1 - £)(]0.5 — f]® +0.015). (4.51)
Although experimental observations are made of total extinction not the scattering
coefficient, variation in extinction in dry snow should be controlled by the scatter-
ing term. QCA is only slightly dependent on the background moisture content of
the snowpack and at the frequencies of interest here attenuation by the background
medium quickly exceeds attenuation by the particles [54]. Consequently, the same
scattering reduction formula is used for wet and dry snow.

The QCA-CP-PY scattering coefficient fit in Figure 4.5 approximates results re-
ported in [53] and [54] for volume fractions up to 0.4. The latter used a mean particle
radius of 1 mm and showed that at f = 0.4 extinction coefficients were about 6.5%
of those from independent scattering over frequencies from 35 to 140 GHz. Esnow
infers the shape of the QCA-CP-PY fit for f > 0.4 by assuming it is symmetric about
f=0.5. As f approaches 1, scattering becomes a function of air pockets in a mostly

ice matrix and is roughly analogous to scattering by ice grains in air.
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In summary, the Esnow attenuation coefficients are:

Kg = A/VscatQabs“}'Kbg (452)
ks = NeatQsca7(1 = f)(10.5— f|* +0.015) (4.53)
Ke = Kq =K (4.54)

where Qa5 is the absorption cross section of a particle (from Mie theory), ks, is the

background absorption coefficient given by

— kag(l - f)

nbg

|Im{ 7, }, (4.55)

’ibg

and 7y, is the complex index of refraction of the air-water background medium given

in Section 4.3.4.
4.3.2 The method of invariant imbedding

Equations (4.35) and (4.36) gave the upwelling and downwelling brightness from
a thin snowpack layer in a set of discretized directions. The goal of this section is to
solve the snowpack emission and reflection problem by iteratively adding thin layers
from the bottom up and calculating upwelling emission and half-space reflectivity
concurrently. This method of solving the radiative transfer problem for a layered
medium has been called invariant imbedding [55].

Figure 4.6 diagrams the boundary conditions of the k" thin layer of the snowpack
for which ¥ and T satisfy (4.35) and (4.36). Consider the upwelling brightness at

the top of the layer to be the following sum:

T:(Zk,/.ts) = ak(ﬂS)T:/(zk—h.us) + T:o(zk?us) + T:s(zk’us) (456)

where

—
3+
o
x>~
L
=
\d .
Il
H
3
o
Eonl

|
=
w»
+
o]l

k=1 (55 pig ) Ty (2 i) (4.57)
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Figure 4.6: Brightness balance for the k™ thin snowpack layer.

TF (241, us) is the upwelling brightness leaving the £ — 1 layer and oy = ered/us
is the total attenuation of the k*® layer independent of polarization. T, and T,
are upwelling and downwelling absorption source terms from (4.35) and (4.36). Since

pi = p;, these terms are equivalent:
T, = T;, = (1 — a)Toa(l = e7™%) = Too(2k, o). (4.58)

I:{k_l(us; p;;) is the reflectivity matrix at the k — 1 boundary for incident radiation
at the discretized direction y;; and reflected/scattered radiation at y,. In general,
f{k_l(us; pi;) includes cross-polarization terms due to scattering in the volume below
the boundary.

The last term of (4.56), T, (zk, s), is the scattering source term for the layer and
is given schematically by Figure 4.7. Since the scattering phase matrix for the layer

is symmetric with respect to the vertical direction in the snowpack, it is convenient
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Snowpack
layer k

Figure 4.7: Components of the layer scattering source term, T},.

to define:

= + =
P, = Poolps; pis) = Poo(—ps; — i) (4.59)

P:o = f)so(_#s;,uij) = Pso(ﬂs; _Hij)- (460)

In the schematic, 123:0 represents scattering away from the hemisphere of the incident
radiation and 1:35-0 represents back-scattering into the hemisphere of the incident ra-
diation. The scattering source for the layer is a function of upwelling radiation only.
(Downwelling emission from the layer, T . is reflected and included in T}'.) Up-

welling radiation at all angles contributes to T (2, us), so to simplify the notation

ns

we can redefine the brightness vector to include all of the discretized propagation

directions, the principle observation direction, and both polarizations:

T;v(:ul)
T (un)

T, (kobs)
To= Y 4.61
" Trth(,ul) ( )

T::h(,UN)
T:,h (ﬂobS)

The corresponding scattering matrix can then include the Gauss-Legendre weighting
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functions and other terms from (4.35):

P, = (4.62)

PE(p;pm)Biwr -+ Pr(ppn)biwy 0
Pﬁ(#N% p1)Bywy - Pﬁ(uN; MJ\r)ﬁNwN 0
Pﬁ(ﬂobs; ”l)ﬁobswl to Pli:,(/lobs; ﬂN)ﬂobsz 0
PE(psp)Bwr - Pi(umpn)Biwy 0
P}i(:uN; Hl)Bwa T Phiv(#N; ﬂN)ﬁNwN 0
Pli(.uobs; /v‘l)ﬂobswl T Pli(:”obs? /J'N)Bobsz 0

PE(uy;u)Biwr - PE(upen)Bwy 0

PE(unim)Byvwr - Ph(unvipn)Bywn 0

Pvih(:uobs; /"fl)ﬁobswl Tt Pvih(,uobﬁ ,UN)ﬂobsz 0

Phih(ﬂl;#l)ﬁlwl e P;ith(/ll; pn)Biwy 0

PE (un;p)Byvwr -+ P(unipn)Bywy 0

P}i(:uobs; Nl)feobswl T Pfﬁz(#Obs; /LN)ﬁobsz 0

where 3; = a(1 — a;)/2. Note that the zeros correspond to incident radiation in the

observation direction which do not contribute to the Gauss-Legendre approximated
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scattering integral. Similarly, define a multi-directional volume scattering matrix:

R =

va(,ul a :U’l)

R, (un;p1)
Ry (obs; 141)
Ry (pa; 1)

Ry (pens 1)
th(ﬂobs; Hi1 )

Ry (p1; un) 0
Ry (un; pn) 0
va (,uobs; ﬂN) Rv'u (/"'obsa /uobs)
th(ﬂl? NN) 0
Ry (pnv; ) 0
Rio(tobs; ) 0

Ron(p1; 1) Ron(p1; pn)
Ron(pn; p1) Ron(pn; un)
th (,Uobs; Nl) th (;u'obs; ,uN)
Rin(pa; 1) Rin(pa; un)
Run(pn; p1) Run(pn; pun)

R (tobs; 1)

th (/Jfobs; /UV) th (,uobsa /J*obs)

0

(4.63)

Additionally, we will need a diagonal matrix, &, whose elements are a(us), the layer’s

attenuation in direction p;.

With these definitions, if we apply (4.35) up to third order then the scattering

source term in (4.56) is:

Similarly, the volume reflectivity matrix for the k** boundary is given by:

Ri=7P,, +

+ ﬁ;ﬁk‘lﬁ:oﬁk—lﬁs_o + - )7:1+/(zk—1)'

= =+  _ =
kRe-1Pg, + arRe—rax + -+ .

(4.64)

(4.65)

Increasing the number of terms in (4.64) or (4.65) did not change the result of the

radiative transfer solution for the snowpack significantly.
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4.3.3 Air-snow and snow-soil boundaries

The only boundaries of significant dielectric contrast in the Snowflow snowpack
are the soil-snow and snow-air interfaces. Section 4.3.4 discusses the calculation
of the dielectric constant for these media. At the soil-snow interface, Esnow uses a
specular boundary. As discussed in Chapter 3, the Snowflow soil contains a significant
amount of unfrozen water even when the temperature is below the freezing point.
Consequently, the soil is lossy with shallow effective emission depths and it can be

modeled as a dielectric half-space. The soil-snow reflectivity matrix is:

= [ [Towf* 0
R() - ( 0 Iroyhh |2 (4.66)
where
~ ~ 2
IFO,vv'2 _ Tfsoilﬂsnow - iLsnow,usoil (467)
’ Nsoil K snow + NsnowMsoil
-~ ~ 2
Nsoil Lsoil — NsnowMsnow
Toml? = |= . 4.68
| O’hhl Nsoil Usoil + N snowM snow ( )

The direction cosine in soil is fixed by Snell’s law and the discretized propagation

angles in the snowpack:

sSnow 1 esnow
Usoil = COS {sin"1 (un——)} ) (4.69)

N 501l

Emission from the soil—the initial condition for the snowpack emission solution

(4.56)—1is given by:

T} (20, pt5) = Tsour(1 = Ryo) (4.70)

where I is the identity matrix and T, is the soil surface temperature.

The snow-air reflectivity matrix is similar, with v- and h-polarized components:

- ~ 2
Nsnowlair — Nairlsnow

|Fair,vv¥2 ~ - (471)
Nsnow Hair + Nairlsnow
i~ ~ 2
'Fair,hhlz _ ?snow/«bsnow ilazr/iazr (472)
‘ N snow M snow + Nairlair
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When the air-snow boundary is reached using invariant embedding, Esnow calculates
the snowpack brightness iteratively in a manner similar to (4.64). First, downwelling
sky brightness is transmitted through the air-snow boundary, reflected, and depolar-

ized by the volume, contributing to the topmost upwelling vector:
T (zn1) = R T (4.73)

Then multiple reflections off the boundary and scattering by the volume are accounted
for, the upwelling brightness is transmitted through the snow-air interface, and the

sky brightness reflected off the surface is added:

T (znsr ) = (T4 RnRair + R Rair R Rair + - )T (21
+ (1= Ry ) T2H. (4.74)
4.3.4 Dielectric properties of water, ice, snow, and soil
The complex permittivity of free water, ¢, is well known as a function of tem-
perature and frequency in the microwave spectrum [50]. Ice is generally accepted to

have dielectric constant independent of temperature and microwave frequency:
¢ =3.15. (4.75)

The imaginary part of the complex permittivity of ice is small (especially relative
to that of water) and, consequently, difficult to measure. Esnow uses the following

empirical formula from [56]:

(o]

& =2 1 pf (4.76)
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where

o = (50.4 4 62.00)1.0E-4e= 221

9 = 300/T+1

0.585E-4
(1—-T/29.1)

B = 1.0E-4(0.445+ 2.11E-3T) +

T is temperature in °C and f is frequency in GHz. The complex permittivity is
€ = 62 + ici-’.

The complex permittivity of dry snow can be calculated from the empirical for-

mulas [50]:

(14 0.508E-37v;)° (4.77)

; 2¢,. + 1)
" — 3 I‘/ 12 ’ﬁ ( ds 4.78
T e T2, (e 4 2 -

/
€ds

where +; is the density of ice in situ (the snowpack density) and p; is the intrinsic den-
sity of ice. The background permittivity of dry snow for Mie scattering calculations
1s 1.

The complex permittivity of wet snow can be found by solving the Polder-Van

Santen mixing formula for the water-air-ice matrix [50]:

o ~ Ty /n o
€ws = €ds T+ _3—(511/ - 6ds) Z

u=a,b,c

1
-y (i"- - 1)} (4.79)

where z, 1s the volume fraction of water in the snowpack. The coefficients are:
A, = Ay = 0475 and A, = 0.05 [57]. Equation (4.79) is cubic in &, and can be
solved using a numerical complex root finding routine. The wet snow background
dielectric is a water-air matrix whose permittivity can be found by replacing the host

permittivity, €z, with 1 in (4.79):

. Ty, .
Ebg:1+?(6w—1) Z
u=a,b,c

1
— IJ C um

9
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Esnow calculates the soil complex permittivity based on a dielectric mixing of
free water, bound water, dry soil, and ice. The rotation of water molecules that are
adsorbed (bound) to soil grains is inhibited by weak chemical attractions [39]. Esnow
assumes that only water in excess of 7% by dry weight is free while the remainder is

bound. Then the soil complex permittivity is given by:

gsoil = E’7% + xfreep?'%(flgw + (1 - fl)gz)/pu (481)

where

fl Ty — Thound
T free

Ty if Tsoil > Tfpd
Tu = 0 (Ty — Tsoit)*“# py/ pry  otherwise

T p l/ﬁwu
Tipa = TL__<_JiJi>

QyupPb
_ P
= 093
Twpu
my, = ————
Py + TwPuw
p7%(mw - 007)
Tfiree =
pu(l —my)
Thound = Tw — Tfree-

€ry is the complex permittivity of soil with 7% moisture by weight (from [50]); f;
is the fraction of the free water (unbound) that is in liquid form; z, is the unfrozen
soil moisture volume fraction; T, is called the freezing point depression and is the
temperature at which z,, = z,; pry is the bulk density of soil with 7% moisture by
weight; m,, is the weight fraction of all water with respect to the moist soil; and z s,
and Zyoung are the volume fractions of free water (including ice) and bound water,

respectively. From Snowflow, ps 1s the bulk (in situ) dry soil density, p,, is the intrinsic
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density of water, z,, is the total soil moisture volume fraction, and a,, and (3, are

parameters for calculating unfrozen water content.

4.4 Discussion

The combined Snowflow-Esnow model operates as a responsive system with at-
mospheric data as the driving force. Consequently, complete testing and validation of
Esnow can only be done in conjunction with Snowflow and in comparison to a natural
snowpack interacting with the same atmosphere. Chapter 7 discusses these compar-
isons after a description of the REBEX-1 radiobrightness experiment in Chapter 5.

Esnow’s self-consistency can be tested independently by taking a typical Snowflow
snowpack profile and setting the soil and snow temperatures to Ty, and setting the

sky brightness from all directions at the top of the snowpack to:
TR = Theslory (4.82)

where fsky represents the unit vector of 7.°*¥. Then the Esnow snowpack brightness
must also be equal to Ty at all angles and frequencies according to Kirchhoft’s Law.
In fact, Esnow’s brightness was within 0.02 K at the observation angle of 53.1° and

frequencies of 19, 37, and 85 GHz.



CHAPTER 5

GROUND BASED RADIOBRIGHTNESS
OBSERVATIONS IN THE NORTHERN GREAT
PLAINS: THE FIRST RADIOBRIGHTNESS
ENERGY BALANCE EXPERIMENT

5.1 Introduction

This chapter describes the experimental apparatus, methodology, and measure-
ments from the first Radiobrightness Energy Balance Experiment (REBEX-1). RE-
BEX-1 was the first in a series of field studies designed to track the microwave radio-
metric response of terrain to antecedent weather. The purpose of REBEX-1 was to
examine the link between radiobrightness and land-atmosphere energy fluxes in the
northern Great Plains through the course of wintertime freezing and spring thaw.

During REBEX-1, three microwave radiometers measured the apparent radio-
brightness of a grassy site at 19, 37, and 85 GHz. Augmenting these data were
measurements of sky radiobrightnesses, terrain and sky infrared radiometric tem-
peratures, net and global radiation, soil temperatures, soil heat flux, rainfall, air
temperature, relative humidity, and wind speed. In addition, a video camera and
digitization hardware acquired 100 images of the radiometer observation area during
the experiment for later use in evaluating snowcover conditions.

REBEX-1 ran from October, 1992 through April, 1993, making 17200 observation

65
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cycles encompassing vegetation senescence, snowpack formation, soil freezing, and
thaw. The study site was on the grounds of the EROS Data Center (EDC), U. S.
Geological Survey, near Sioux Falls, South Dakota at 43°43' N latitude and 96°30° W
longitude. This chapter describes the experimental apparatus, installation, and the

data collected and discusses post-experiment error handling.

5.2 Apparatus

REBEX-1 had two major instrument subsystems: the Tower Mounted Radiome-
ter System (TMRS), with microwave radiometers designed and built as a part of this
thesis, and the micrometeorological subsystem (MMS), a collection of commercially
available instruments for monitoring local weather conditions. The instrument sub-
systems were integrated around a computer-automated data acquisition and control

system. More detailed descriptions of these systems can be found in [58].
5.2.1 Micrometeorological Subsystem and system integration

Table 5.1 lists the specifications of each MMS instrument along with the parame-
ters measured. The Infrared Temperature Transducer—hereafter referred to as an IR
radiometer—produced a temperature output computed from a 15° field-of-view ther-
mal infrared radiometric measurement and an assumed target emissivity of 0.95. The
IR radiometer and the other MMS instruments were factory-calibrated. I was able to
confirm only a few of these calibrations independently. I checked the soil thermistor
calibration and signal conditioning circuitry by immersing the probes in an ice water
bath. All thermistor channels reported the ice bath temperature to be 273.15 K to
within 0.1 K. I confirmed rain gage and anemometer operation by manually actuat-

ing switch closures in each. During the experiment, nighttime global radiation values
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Figure 5.1: Interior of the trailer on site sheltering data acquisition and device control
electronics and the Macintosh computer running the FluxMon HyperCard stack which
controlled the experiment.

were between 0 and 2 W/m? and the maximum relative humidity value was 101.5%,
providing indirect confirmation of the calibration accuracy of the pyranometer and
humidity probe, respectively.

Figure 5.1 shows the interior of the small heated trailer (1.5 m x 2.4 m floor
dimensions) on site that sheltered the data acquisition and experiment control elec-
tronics. An Apple Macintosh II computer controlled all aspects of the experiment and
provided a modem linking the experiment to offices at the University of Michigan. A
custom designed program called FluxMon—operating in the HyperCard software de-
velopment environment—managed data acquisition from all devices except the video
camera, automatically controlled power to the instruments and heaters, and provided
a graphical interface for control parameter adjustment and manual radiometer cal-

ibration. FluxMon communicated with the IR radiometer via formatted character
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strings transmitted through one of two Macintosh serial communications ports. A
National Instruments NB-MIO-16 board with an AMUX-64T multiplexer provided
32 differential analog to digital conversion (ADC) channels and a TTL (transistor-
transistor logic) counter/timer channel. NB-DIO-24 and NB-TIO-10 boards provided
TTL input/output and additional counter/timer channels. All of the boards fit into
internal NuBus expansion slots in the Macintosh.

The NB-MIO-16 digitized the signals from all of the instruments with voltage
outputs: the microwave radiometers, the internal radiometer thermistors, and most
of the MMS instruments. I used thermistors in bridge circuits for all temperature
measurements because of their accuracy and ease of use. Instrumentation amplifiers
conditioned the rest of the MMS voltage signals for ADC. The NB-DIO-24 TTL
output channels controlled power relays for the radiometers, the radiometer heaters,
the radiometer fans, the humidity probe, and the motor that opened and closed the
radiometer housing door. NB-DIO-24 TTL input channels read signals from three
microswitches indicated the door’s position: fully opened, fully closed, or opened to
the sky reflection position. The NB-TI0O-10 counter/timer channels generated TTL
square wave signals for setting radiometer heater power levels. FluxMon determined
heater duty cycle settings approximately once per minute and reset the timer channel
outputs based on a ten second total period. Counter channels counted switch closures
from the anemometer and rain gage. FluxMon calculated wind speed as a function
of number of switch closures over an elapsed time. For the rain gage, each switch
closure was equivalent to 0.245 mm (0.1 in) of rain.

Timbuktu/Remote software enabled remote control of the experiment from Michi-
gan. Remote control procedures included trouble-shooting observations and control

software changes, data file and video image down-loading to Michigan, and manual
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Frequency (GHz) 19.35 37.0 85.5

Wavelength in air (mm) 15.5 8.1 3.5
IF bandwidth (MHz) 10-250 | 100-1000 | 100-1500

Radiometric resolution (K) | 0.61 0.82 N/A

Mixer operation Double-sideband
Polarization Horizontal
Integration time 6 s
Antenna 3 dB beamwidth 10°
Incidence angle 53°
(terrain brightnesses)
Nominal zenith angle 45°

(sky brightnesses)

Table 5.2: Microwave radiometer specifications. N/A indicates data not available.
See Appendix B for radiometric resolution calculations.

control of the video image acquisition software.

5.2.2 Design of the microwave radiometers and the Tower
Mounted Radiometer System

Table 5.2 lists the specifications of the TMRS microwave radiometers. The ra-
diometers simulated the observation angle, bandwidths, and three of the four fre-
quencies of the spaceborne Special Sensor Microwave/Imager (SSM/I), a Defense
Meteorological Satellite Program instrument. TMRS measured both terrain appar-
ent radiobrightnesses and sky radiobrightnesses at 19, 37, and 85 GHz. I manually
calibrated the microwave radiometers at the beginning of the experiment using am-
bient and liquid nitrogen temperature microwave absorbers (Eccosorb). In addition,
the system automatically executed gain recalibration of the radiometers during the
experiment using internal noise reference sources (matched microwave loads).

Figure 5.2 shows the TMRS housing at the top of the REBEX tower. The tower-
based electronics were divided into five modules: one each for the 19, 37, and 85
GHz radiometers, one for the IR radiometer and video camera, and one in the back

of the housing’s center compartment for the electrical bus. In addition, a motor
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Figure 5.2: The TMRS-1 radiometer housing.
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Figure 5.3: The 85 GHz radiometer. The 19 and 37 GHz radiometers have layouts
which are comparable component by component.

and screw drive mechanism in the center compartment positioned the door for sky
brightness measurements during each experiment cycle. Figure 5.3 shows the 85 GHz
radiometer module. The 19 and 37 GHz radiometers have similar component layouts.
In each radiometer module, a mixer down-converted the RF signal to [F which then
passed two amplifier stages and a bandpass filter. Three 12.2 m coaxial cables carried
the IF signals from the tower to the trailer. The three radiometer modules differed
only in the frequencies of their RF (radio frequency) and IF (intermediate frequency)
components and in the voltage level of the regulators for their local oscillators.

For each radiometer, a square law detector converted the IF signal from the tower
to AF (audio frequency, in this case 0-20 kHz). AF amplifiers in a temperature
controlled compartment then conditioned these signals for ADC by the NB-MIO-16.

The NB-MIO-16 sampled the AF radiometer signals separately on three ADC
channels at 40 ksamples/s for 6 seconds. FluxMon then calculated radiometer output
values in instrument counts depending on which of two possible radiometer modes

was activated—total power mode or Dicke mode. In total power radiometer (TPR)



73

mode, FluxMon calculated radiometer outputs by simply averaging each data stream.
In Dicke radiometer mode, a 1250 Hz TTL signal generated by the NB-MIO-16
counter/timer modulated the RF input between the antenna and the internal reference
load. This TTL signal also triggered ADC sampling, synchronizing it to the RF input
modulation. FluxMon calculated the Dicke-mode radiometer output values by first
numerically demodulating the data streams and then averaging. During automatic
radiometer operation, FluxMon used TPR-mode for gain recalibration measurements
off the internal reference loads and Dicke-mode for brightness measurements.
Complete manual calibration of the microwave radiometers required TPR-mode
and Dicke-mode measurements (in ADC instrument counts) of (i) a microwave ab-
sorber soaked in liquid nitrogen (LN2) and (ii) an absorber at ambient tempera-
ture. TPR measurements of the internal reference noise sources also made at cali-
bration time established a baseline value for radiometer gain drift corrections. The
radiometers were always under computer-controlled temperature stabilization during
calibration—that is, FluxMon automatically measured temperatures and set radiome-
ter heater duty cycles about once every minute. The calibration data acquisition
procedures built into FluxMon also triggered measurements of the radiometer inter-
nal reference load and antenna temperatures with each data sample. A thermistor
embedded in the ambient temperature absorber registered its temperature. The tem-
perature of the LN2 soaked absorber is fixed at about 80 K by the liquid-gaseous

phase change.

5.2.2.1 Microwave radiometer calibration

Figure 5.4 is a block diagram showing the components of the microwave radiome-

ters, all of which followed the same basic design. During the experiment, the calibra-
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Figure 5.4: Microwave radiometer block diagram.
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tion parameterization included estimates of transmission line losses from the antenna
to the receiver and from the reference load to the receiver. Arbitrarily defining the
recelver as beginning at the output port (port 1) of the RF switch (a latching fer-
rite circulator) we have the following forward radiometer equation for the radiometer

output signal:

1 -
Vb =Csp lTAP—I- ( m)Tpa—Doff (51)
L21 L21

where Vp is the measured Dicke radiometer output in counts, Typ is the apparent—
or radiometric—temperature being measured, Ls; is transmission line loss from the
antenna to the receiver, n; is the antenna radiation efficiency, T, is the physical
temperature of the antenna, and C;p and D,y; are the Dicke-mode gain and offset

parameters, respectively. Inverting (5.1) for apparent radiobrightness:

Ly (Vp  (1-m) 5
Typ = — - T,.+ D, .2
A= ( Coo L. + Doy (5.2)

Csp and D,z; were found through a two point Dicke-mode calibration:

_ 1 Voo(Tupim + (1 = m)Tpa1) = Vi (Taromi + (1 — m1) Tpao)
off = 7
L21 VDO - VDl

D
(5.3)

Vo

Csp =
b Tapomi/Lay + (1- nl)TpaO/LZI ~ Dy

(5.4)

where subscripts 1 and 0 indicate data from the ambient and LN2 temperature
sources. [ estimated values for L,;, L3, and 7, listed in Table 5.3, from manu-
facturers specifications.

Precise radiometric measurements require a calibration curve established at a time
as close as possible to the time of measurement. This is because radiometer outputs

are sensitive to gain variations. The TMRS radiometers were most vulnerable to gain
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[Parameter | 19 GHZ] 37 GHz ] 85 GHz l

m 0.9 0.9 0.9
L 1.1001 | 1.034854 | 1.13186
L 1.18 | 1.034982 | 1.13494

Table 5.3: Estimated loss parameters.

drift through the inevitable change in IF coaxial cable temperature and the com-
mensurate change in loss through the cable. These cables were directly exposed to
weather over most of their 12.2 m lengths. IF and AF amplifiers were also subject to
gain drift over the seven month length of the experiment. By using the parameteri-
zation in (5.1), gain variation may be isolated to the parameter C;p. Reference load
temperature and RF transmission line losses and temperatures are then the primary
determinants of the radiometer offset parameter, D,¢, and I assume these terms to
be constant.

To track gain drift, FluxMon automatically made TPR-mode measurements of
the internal reference loads and their temperatures during each experiment cycle.
Assuming that receiver noise temperature and DC offsets remained constant, the

reference load gain parameter, Csppr, is:

Ot
(&2

V
Csrer = REF (3.5)

Trep/Lar + Trec

where Vggr is the TPR-mode output in counts when switched to the reference load,
Te; 1s the temperature of the reference load, Ls; is transmission line loss from the
reference load to the receiver, and 7)., is the TPR-mode receiver noise temperature
parameter which includes DC offsets in the AF amplifier. Each manual calibration

determined T, using LN2 and ambient temperature absorber data:

1 Vanto(Tapim + (1 = m)Tpa1) — Vanti(Tapom + (1 — mi)Tpeo)

Trec = -
Ly Vant1 — VanTo (5.6)

where the parameters are defined as in (5.3) except that Vin7 is the TPR-mode
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output in counts when the RF switch is set to the antenna input.

Dicke-mode and TPR-mode gains differ due to the differing mismatches and losses
in the antenna and reference load transmission lines. The RF components preceding
the receiver are passive and their losses and mismatches are constant. Provided that
internal radiometer temperatures and, consequently, T, are stable, the ratio of C,p
to Csrer will remain constant in time. That is, relative gain variation in the TPR
reference load radiometer can be used to track variation in Dicke-mode gain using

the relationship:

Cop(t)  Csrer(t)
Csp(0) ~ Csrer(0)

(5.7)

where t indicates the time of the experiment cycle and ¢ = 0 is the calibration time.
Figure B.8 in Appendix B is a graph of the TPR gain factors, C;ggr, measured during
each experiment cycle using (5.5). In each experiment cycle, FluxMon calculated C,p

from CsREF using:

Csp(0)

Csp(t) = CsREF(t)m

(5.8)

[ manually calibrated the microwave radiometers and changed the calibration pa-
rameters accordingly on the dates listed in Table 5.4. Appendix B contains data used
to evaluate the accuracy and precision of the microwave radiometers. In summary,
the radiometric resolutions (repeatabilities) of the 19 and 37 GHz radiometers were
0.61 and 0.82 K, respectively, based on 20 measurements of known sources. Insuffi-
cient data are available to give the fadiometric resolution of the 85 GHz radiometer.
The average calibration accuracies were 0.24, -0.61, and -0.53 K for the 19, 37, and

85 GHz radiometers, respectively.
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l Radiometer ] Day [ Time | Doy | Tre | Cp/CsrEF |
19 GHz 279 | 1800 | 272.552 | 146.796 0.91918
309 | 1600 | 271.099 | 84.4456 0.91065
403 | 0100 | 270.710 | 68.48 0.91162
37 GHz 279 | 1800 | 310.754 | 2.76098 0.93106
288 | 1900 | 310.055 | -10.007 | 0.93520
309 | 1600 | 309.465 | -53.472 0.93452
403 | 0100 | 303.357 | -38.874 0.94690
85 GHz 309 | 1600 | 292.432 | 225.183 0.91427
403 | 0100 | 276.149 | 122.348 | 0.92667

Table 5.4: Calibration parameters used during REBEX-1 from day indicated to day
of next calibration. Some 37 and 85 GHz parameters were later modified. See Sec-
tions 5.5.3 and 5.5.5.

5.3 Installation

Figure 5.5 shows the EDC site as seen from the east. The TMRS radiometer
housing is positioned atop the REBEX tower. The housing was attached to the
9.14 m (30 ft) aluminum tower via a winched shuttle. I installed and calibrated the
radiometers with the housing lowered and left it at full height during all experiment
cycles. The housing was made from aluminum sheet welded to a tube frame and
the bottom hinged door was stainless steel. Figure 5.6 shows the housing with its
back cover removed, revealing the housing power bus, the protruding door motor
mechanism, and the housing’s center module. The bracket mounting the housing to
the shuttle permits rotation of the housing into a vertical position for servicing and
module removal.

Figure 5.7 shows the distribution of the other instruments to the southeast of the
tower. The radiometer observation area was kept undisturbed through the installation
process. 1 chose an observation area to the southeast of the trailer and the MMS
instruments so that wintertime prevailing winds from the northwest would not cause

snow drifts on the site. A graduated 5.1 cm (2 in) diameter PVC pipe with alternating
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Figure 5.5: View of the REBEX-1 site from the east.
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Figure 5.6: View of the radiometer housing with its back cover removed. Inserted
into the housing are (from the far side) the 85 GHz radiometer, the IR radiometer
and video camera module, the center connector box, the 37 GHz radiometer, and the
19 GHz radiometer.
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Figure 5.7: Plan view of the REBEX-1 site.
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Figure 5.8: Graduated PVC pipe with alternating 1.27 cm (0.5 in) black and white
stripes used for gaging snow depth from video stills of the REBEX-1 site.

1.27 cm (0.5 in) black and white stripes was installed within the video camera field-
of-view, as in Figure 5.8. Video images of this gauge were used to make the snow
depth estimates shown in Figure B.9.

[ installed the soil heat flow disk at 2 cm depth below the soil surface and the soil
temperature thermistors at depths of 2, 4, 8, 16, 32, and 64 cm, as shown in Figure 5.9.
[ chose an undisturbed area under which to install the temperature probes. Because
the soil was obscured by grass roots and litter, identifying the surface was possible to
within only about 0.5 cm. The temperature probes themselves were 1 cm in diameter
and were inserted into the soil through six 46 cm long horizontal holes made in the
side of a trench, which was then back-filled. I installed the soil heat flux disk under a
separate undisturbed area by cutting into the sod and soil with a knife and inserting

the disk horizontally.
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Figure 5.9: Insertion of the soil temperature probes. At the time of this picture, I
had already inserted the probes in the side of the trench and refilled it, burying the
64, 32, and 16 cm probe cables. Cables leading to the 2, 4, and 8 ¢cm deep probes
protrude from the side of the trench.
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5.4 Experiment log

The REBEX-1 field data report gives a detailed account of the experiment log
[58]. This section summarizes key qualitative information from the experiment. All
experiment dates in this thesis are given as day numbers from January 1, 1992 (day
1). For example, January 1, 1993 is day 367 since 1992 was a leap year. A REBEX-1
day number vs. calendar date chart is given in Appendix B. All times are Universal
Time (UT) which is six hours ahead of Central Standard Time (CST) at the site.

While the experiment was operational, FluxMon initiated measurements at pre-
set times—initially at every 10 minute mark of the hour and then later every 15
minutes. Data sets were time stamped at the end of each experiment run which lasted
approximately 5 minutes. I acquired video images via the telephone link infrequently
at first but then almost every day when there was snow on the ground. Approximately
100 video images were recorded over the course of the experiment. The frontispiece
of this thesis shows one such image from day 420 (February 23, 1993). The REBEX-1
field data report [58] contains copies of all the images.

Setup of the experiment began on day 269 and installation was completed by day
271. Several equipment failures forced a delay in experiment commencement until
day 279, when data taking began at 1805 UT. Chief among these were the failures
of the IR radiometer and one of the three microwave radiometer IF detector units
and general electrical bus noise. Rewiring the infrared temperature transducer onto
an independent DC power supply circuit resolved that failure and rewiring one of the
85 GHz circuits resolved the DC problems. There were no spare IF detector units
so I left the two good detectors in the more reliable 19 and 37 GHz radiometers and
placed the faulty diode with the 85 GHz radiometer. Although the 85 GHz output

was unusable, I left the 85 GHz radiometer installed to monitor the performance
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of the complete electrical system. This was the configuration when the experiment
began.

Over the course of the experiment, cold weather periodically affected instrument
performance. The rain gage was not heated and so did not record snowfall accurately,
if at all, and only worked reliably in warm weather. Dew, frost, and snow interfered
with operation of the net radiometer and pyranometer, covering the instrument domes
and blocking radiation. A heavy frost in early February, 1993 apparently caused the
seizure of the anemometer lasting from day 404 to 409.

On day 289, the computer clock stopped at 0934 UT and did not resume until
1318 UT when a worker manually disturbed the computer keyboard or mouse. Similar
clock stoppages occurred several times during the course of the experiment and were
resolved by manual means each time. The problem seemed to be attributable to a
suspension of normal computer time-keeping interrupt generation when large data
streams were collected from the microwave radiometers by the NB-MIO-16. The
problem was resolved in later implementations of the software by initiating a query
of the system clock after each large data acquisition run.

Table 5.5 summarizes hardware problems that lasted for significant portions of the
experiment and divides the experiment into seven time periods by general site con-
dition. More detailed descriptions of most entries can be found in [58]. Section 5.5.5
discusses the problems with the 85 GHz radiometer and Section 5.5.2 discusses TMRS

housing door problems. The experiment itself lasted from day 279 to day 471.

5.5 Correcting radiobrightness errors

The following sections describe post-experiment processing of the radiometer data.

The analysis covers deletion of out of range values, identification of sky brightnesses
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| Days | Site coverage conditions |

279-306 | No snow, green grass cover, unfrozen ground

307-315 | Snow cover

316-337 | No snow, dormant grass cover, unfrozen ground

338-401 | Snow cover

403-407 | Snow cover cleared manually exposing grass over frozen ground
408-452 | Snow cover

453-471 | Mostly snow free, dormant grass cover

I Days Hardware problems l

279-295 | IR radiometer: Some data missing due to serial communi-
cations error

295-394 | IR radiometer: Data drop-outs of temperatures less than
249.9 K (-9.9°F)

279-309 | 85 GHz radiometer: Not installed due to missing IF detector
309-347 | 85 GHz radiometer: Installed but malfunctioning

347-403 | 85 GHz radiometer: Functioning but not manually calibrated
403-471 | 85 GHz radiometer: Functioning and calibrated

350-471 | TMRS housing door: Frequently fails to open to sky
reflection position

415-471 | TMRS housing door: Frequently fails to close past sky
reflection position

404-409 | Anemometer: Not spinning due to frost

Table 5.5: Summary of REBEX-1 site coverage conditions and hardware problems.

corrupted by reflector positioning errors, 37 GHz radiometer calibration errors on
day 403, estimation of actual sky brightnesses, 85 GHz recalibration for days 347-
403, an alternative calibration parameterization, and radiobrightness sensitivity to n;

assumptions.
5.5.1 Removing out of range radiobrightness values

Both terrain and sky radiobrightnesses exhibited occasional out of range values,
typically near 296, 320, and 332 K for the 19, 37, and 85 GHz radiometers, respec-
tively. The spurious points occurred singly in either the sky or terrain measurement
and were not accompanied by spurious TPR gain factor readings. The out of range

values occurred about once every other day in each instrument. The spurious ra-
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diometric measurements were always greater than the corresponding infrared surface
temperatures, so they were distinguishable as non-physical. I manually deleted these

values from the data set.

5.5.2 Sky reflector positioning errors

Sky radiobrightness measurements suffered from two major sources of error dur-
ing REBEX-1—incorrect sky reflector position and inadequate reflector size. Sec-
tion 5.5.4 discusses the later of these errors in detail. Motion of the TMRS housing
door—which also served as a sky reflector—became erratic on day 351 due to wear
in the screw drive mechanism. At that time, only door closures were affected, with
incomplete closures occurring periodically and usually in groups. Commensurately,
sky brightness measurements were at times unusually high but I did not tie them to
the door problems until day 414. From day 351 to 414, if an experiment cycle began
when the door was not completely closed, FluxMon would make sky measurements
without moving the door from its current, partially closed position. Many flawed sky
brightnesses from this period were greater than the concurrent terrain brightnesses
and could be easily identified. However, the sporadic occurrences of sky-brightening
clouds or precipitation make sky brightness inherently highly variable, complicating
the job of weeding out faulty data. Since terrain brightnesses are a combination of
emitted radiation and reflected radiation from the sky, it is possible to use terrain
brightness variation as an indicator of sky brightness validity. For example, if sky
brightness jumps by 100 K from one measurement cycle to the next, one would expect
terrain brightness to increase by 10 K if the reflectivity of the terrain were 10%.

Manual editing of sky brightnesses in the day 351 to 414 period used the following

criteria: sky brightnesses were deleted when they exceeded terrain brightnesses or
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when a sudden, large change in sky brightness was not accompanied by a commen-
surate change in terrain radiobrightness. When the data were ambiguous, I chose to
remove the points rather than risk using bad data. In most cases, a group of removed
points would include at least one very high value, or a group of low values would be
bounded by large jumps not mirrored in the terrain brightnesses. It is likely that
faulty data remain, however, since zenith angles between 12° and the the nominal sky
measurement angle of 45° were possible and would have yielded cold sky brightnesses
that were indistinguishable by our criteria from valid 45° measurements.

The door mechanism failed in a new way on day 414 when it would not open
completely. Software changes at this time eliminated the need for subjective editing
of sky measurements. During the sky measurement, the reflector was either in the
correct sky measurement position or fully open. Erroneous sky measurements were
close to terrain measurements and easily identified. From day 414 to the end of the
experiment, | deleted a sky measurement set if both its 19 and 37 GHz sky bright-
nesses were greater than 0.95 times the respective terrain brightnesses. I checked
this criterion against the data from before day 350 and found no matching points,

indirectly confirming that no valid points from days 414-471 were removed.
5.5.3 Revision of the day 403 37 GHz radiometer calibration

Following the experiment, the 37 GHz radiometer physical antenna temperature
(T,.) values recorded during the day 403 calibration were found to be erroneous. Since
no modifications had been made to the system following this calibration, the erroneous
value is likely to have persisted through the end of the experiment. Physical antenna
temperature affects apparent radiobrightness calculations only when it changes from

its value at calibration time. Over the course of the experiment, the range of 37 GHz
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physical antenna temperature was approximately 9 K. This variation is modified by

the factor of (1 —n;)/Ls; in (5.2) so the error could have a maximum effect of about

0.9 K on TAP-

FluxMon did not save the physical antenna or reference load temperatures used

in the calculation of T4p during the experiment. In order to correct the 37 GHz

calibration for the period from day 403 to the end of the experiment, I estimated

these temperatures using outside air temperature. The following steps gave corrected

37 GHz data:

Using data available from calibrations on days 279, 288, and 309, perform linear

regressions between the 37 GHz T}y and T}, and air temperature.

Calculate T, and T,, for each experiment cycle after the day 403 calibration

using the factors from the linear regression.

Using the erroneous T, value (282.73 K), the original calibration factors from
day 403, and Csgpp values saved from each experiment cycle, estimate the

radiometer output, Vp, for each experiment cycle after the day 403 calibration

by applying (5.1).

Use the raw calibration data from the day 403 calibration with the estimate for

the correct T4p to calculate a new set of calibration factors (Dyss, Trec, and

Csp/CsreF ).

Calculate Vrgr for each experiment cycle by using the original T'.. value and

solving (5.5).

Calculate new Csppr and T4p values for each experiment cycle from (5.5) and

(5.2) using the new calibration factors and previously estimated T}.; and T,.



90

[ Radiometer I Day l Time | Doss I Tree 1 Csp/CsrEF |
| 37 GHz | 403 [ 0100 [ 305.936 | -41.7428 [ 0.93759 |

Table 5.6: Corrected calibration parameters for the period from days 403 to 471.

Table 5.6 lists the corrected calibration parameters. Of the approximately 5700 ex-
periment cycles between day 403 and the end of the experiment on day 471 the largest
correction by this procedure was -0.914 K and the smallest was -0.124 K. The average

correction was -0.538 K.
5.5.4 Estimation of actual sky radiobrightnesses

High REBEX-1 sky radiobrightnesses suggest that these measurements were cor-
rupted when radiation from the terrain reached the radiometers. As seen in Figure 5.2,
the 19 and 85 GHz radiometers were close to the edges of TMRS housing door. Al-
though the size of the door accommodated 10° field-of-view main antenna beams,
it did not account for side lobes and near-field diffraction effects. Sky brightnesses
are used to calculate terrain emission from apparent radiobrightness and modeled
terrain reflectivity. Since reflected sky brightness is usually small in comparison to
emission from the surface, in most cases an approximate sky brightness will introduce
only second order errors in terrain emission calculations. It is therefore valuable to
attempt to estimate sky radiobrightnesses from the available flawed sky and terrain
measurements.

To make a sky brightness estimate, consider the hypothesis that for each radiome-

ter the sky reflector had a fixed efficiency, n, s, such that:

Trrr = e siTsky + (1 = n.0)TrER (5.9)

where Trry is sky brightness measured with the reflector, Tsxy is actual sky bright-

ness, and Trgp is apparent terrain radiobrightness. The hypothesis suffers from some
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obvious flaws since it assumes that radiation corrupting the sky measurement orig-
inates from the same area and at the same incident angle as Trggr. If we assume
that the radiation source corrupting the sky measurements is of terrestrial origin,
then Trgg is at least a valid surrogate. If, however, the corrupting source is either
emission by the TMRS housing components—including the reflector itself which at
times was wet or ice covered—or radiation from angles near the horizon, then Trgg
1s at best the same order of magnitude as the source and the estimate of Tsxy will be
invalid. The 37 GHz radiometer is most likely to fall into this second category since
it was positioned near the center of the TMRS housing and did not have direct line
of site to the terrain except at high incidence angles.

I estimated 7, for each radiometer by calculating Tsxy from Huron, SD rawin-
sonde data using radiative transfer. (See Section B.3 for a description of the data.)
Rawinsonde profiles from Huron were available twice daily at 1100 and 2300 UT. I
selected 20 profiles corresponding to clear sky periods as reported in both the Sioux
Falls and Huron LCD’s. Tsky is the sum of Tpy, the downwelling radiobrightness
from the atmosphere, and cosmic radiation attenuated by the atmosphere. Calcula-

tion of Tpy is based on solution of the equation of radiative transfer [50]:

dB -
F+B =J (5.10)

where B is brightness (W/m?sr) and J is the effective total source function at a point

r in direction I, d7 is incremental optical depth defined as
dr = Kedr, (5.11)

and k. is the total extinction coefficient. At 19, 37, and 85 GHz, the atmosphere
is scatter-free in the absence of clouds and precipitation, k. = kg, the coefficient

for absorption by atmospheric gases, and J = J,, the isotropic absorption source
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function. Using the Rayleigh-Jeans approximation to Plank’s blackbody radiation

law, we can express J, in terms of air temperature, T(r):
2k
Jo(r) = AfET(r) (5.12)

where k is Boltzmann’s constant, ) is wavelength, and A f defines the bandwidth. (In
general, A is a function of r but its variance is negligible in the atmosphere.) Similarly,

we can use Rayleigh-Jeans to define apparent radiometric temperature, T4p, in terms

of B:
) 2k )
B(I‘)I‘ = AfFTAp(r)r. (513)

Solving for downwelling apparent radiometric temperature, Tpy, at the surface

from zenith angle 4 in a plane-stratified atmosphere, we have:
Tpn(0) = secﬁ/ Ko (2T (2")e™ (O sect ! (5.14)
0

where

zl

7(0,2") =/0 Kkg(2)dz (5.15)
and z is vertical height in the atmosphere. Oxygen and water vapor are the pre-
dominant absorbers in the microwave region so k,(z) is a function of temperature,
pressure, and atmospheric water vapor content. The semi-empirical formulations in
[50] give k4. The solution to (5.14) can then be found by integrating numerically over
the range of altitudes available in the Huron atmospheric profiles. Before integrating,
[ increased the vertical sampling density of the rawinsonde data by 20 times using
cubic spline interpolation. Without the denser data, the non-linearity of (5.14) pro-
duced erroneous results when tested with a modified isothermal Huron atmospheric

profile.
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19 GHz | 37 GHz | 85 GHz
Nr 1 0.701 0.723 0.636
Number of samples 20 20 7
o 0.02 0.06 0.12
| Percent Ts}(y <0 8.1 17.7 0.1 J

Table 5.7: Reflector efficiencies from (35.18), the number of clear sky profiles used,
and the standard deviation of 7,5. Also shown are the percentage of Tsky values
from (5.19) that were less than zero.

[ calculated Tsxy for each of the 20 profiles using:

Tsky = Tpn + Tcos/L(9) (5.16)

where T¢os is the cosmic background radiation (2.7 K) and L is the atmospheric loss

at zenith angle 6:

L(f) = ¢7(000)sect (5.17)

Inverting (5.9) for n, s, we have:

Trrr — TrER

Nrfl = (5.18)

Tsky — Trer
I then calculated 7,4 using all 20 clear sky points for the 19 and 37 GHz radiometers
and only the last seven for the 85 GHz radiometer, which was not calibrated until day
403. Table 5.7 gives the resultant reflector efficiencies. Having calculated the reflector

efficiencies, I applied the following equation for estimated sky brightness, Tsky, to

the entire REBEX-1 data set:

Tsiy = (Trrp — (1 — n-50)TTER) [ Nr 11 (5.19)

For each radiometer there were a percentage—given in Table 5.7—of TSKY values
less than zero, a non-physical result. This percentage was greatest at 37 GHz. sug-

gesting that the reflector efficiency hypothesis expressed by (5.9) was least applicable
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to the the 37 GHz radiometer. TSKy and Trry are graphed in Figures B.3 through
B.5 of Appendix B. Figure B.4 shows that the negative 37 GHz Tsgy values are
mostly concentrated in the fall and spring whereas the later chapters of this thesis
focus on the winter months. The remainder of this thesis uses TSKY as a surrogate
for true sky brightness measurements with the knowledge that TSKY is a first order

approximation.

5.5.5 Calibration of the 85 GHz radiometer for days 347-403

As discussed in the experiment log (Section 5.4), the 85 GHz radiometer was
unused from the beginning of the experiment until day 309 when I installed a new
IF detector unit and calibrated the radiometer. The instrument quickly drifted out
of calibration as seen in the TPR gain factor plot (Appendix B, Figure B.8). On day
347 the TPR gain factor data reveal an apparent transition to a functioning state.
Since there is no explanation for either the initial drift or the day 347 transition,
the day 309 calibration is not valid for the operational period after day 347. This
section describes a means of determining an 85 GHz radiometer calibration set for
this period.

Equation (5.1) describes the forward radiometer parameterization for Dicke-mode

output:

1_ Ta -
VD = CsD (TAPl + (—'—@L - Doff> N (020)
Lo Ly

and (5.5) gives the TPR-mode reference load parameterization:

Tref
L3

V:REF = CSREF( + Trec)~ (521)

Before recalibrating the radiometer, I first evaluated (5.20) and (5.21) to recover the

radiometer outputs originally measured during each experiment cycle. The 85 GHz
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radiometer took data from days 347 to 403 using the day 309 calibration parameters
given in Tables 5.3 and 5.4. The remaining terms in (5.20) and (5.21)—the temper-
ature variables T, and T}.j—were derived from air temperatures using the method
described in Section 5.5.3.

Having recovered Vp and Vggr, a new calibration set for the day 347-403 period
was needed to recalculate T4p. I assumed that the ratio Cyp(0)/Csgrr(0) in (5.8)
remained constant between this period and the day 403 calibration and that C,ggp
could be found for each experiment cycle by inverting (5.21) once T}, was found.
Of the remaining parameters—D,s; and T,..—the data in Table 5.4 shows that T}..
varied between calibrations more than D,;; for the 19 and 37 GHz radiometers.
Consequently, I chose to use D,ys from the day 403 calibration in recalibrating the
day 347-403 data, leaving T, to be determined.

From day 347 through 403, the only possible calibration sources were the eleven
sky brightnesses, Tsxy, calculated from clear-sky Huron rawinsondes as described
in Section 5.5.4. The inefficient sky reflector—also described in Section 3.5.4—
complicated the calculation of Ty, using these Tsxy. We can solve for T... by
inverting the TPR-mode reference load parameterization, (5.21):

Vi T,
T, = —FEF ef

—res 5.22
Csrer La (522)
where (from (5.8)):
Csrer(0
CsREF = Cw%i%))- (5.23)

To calculate T} from (5.22), we must find C,p using Tsiy values from the Huron
rawinsondes. We begin with the hypothesized formulation for reflector-measured sky

brightness, (5.9):

Trrr = nrpiTsiy + (1 = n.51)TTER. (5.24)
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For each rawinsonde-estimated Tsky, we have Dicke-mode measurements of Tgry

and Trgr from the coincident experiment cycles that we can use in (5.20):

1—
Vrrr = Cip (lTRFL + (—m—)Tpa - Doff) (5.25)
L21 L?l
1—
Vrer = Cip (lTTER + ( m)Tpa - Doff) : (5.26)
Ly Lo

Solving (5.24), (5.25), and (5.26) for Cp, we have:

Cop = Vrrr — (1 = n,51)VrER
’ mnepiTsky [ Loy + (1 = m)nr fiTpa/ Lo — nr st Doy s

(5.27)

and we can then calculate T,.. from (5.22) and (5.23).

The average T,.. for the eleven rawinsondes was 116.359 K with values ranging
from 92.195 to 139.247 K. T}.. was 122.348 K in the day 403 calibration (Table 5.4),
for a difference of 6 K. For comparison, the 19 and 37 GHz T...’s changed by -16
and 14.6 K, respectively, between their day 309 and 403 calibrations. Table 5.8
summarizes the revised 85 GHz calibration parameters. I used the new calibration
parameters and the 85 GHz radiometer outputs—from (5.20) and (5.21)—to calculate
Trer, Trrr, and TgKy data for days 347-403. Plots of these parameters appearing in
Appendix B use the recalibrated data only. Figure B.8 of Appendix B shows both the
original and recalculated TPR gain factor, Csgrgr, between days 347 and 403. The
day 347-403 recalculated Csgpr values are on average somewhat higher than those
after day 403 but there is some crossover. Since there is no check of the recalibrated
85 GHz radiobrightnesses except by the same model used to derive the calibration, the
recalibrated 85 GHz data should be considered approximate and of lesser reliability

than the 19 and 37 GHz data over the same interval.
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[Radiometer | Days [ Dy } Trec I Csp/CsrEF |
| 85 GHz | 347-403 [ 276.149 | 116.359 | 0.92667 [

Table 5.8: Revised 85 GHz calibration parameters for days 347-403.
5.5.6 An alternative calibration parameterization

The REBEX-1 calibration parameterization used approximate values for the trans-
mission line loss factors, L; and L3, and ignored the effects of mismatch differences
between the antenna and reference load radiometer transmission lines. Because ra-
diometer output is linear in apparent radiobrightness, only two parameters need be
determined through calibration in order to make an immediate radiobrightness mea-
surement of some unknown source. In this case a very simple parameterization for

the radiometer equation, (5.1), could be used, for example:
V=AT4p+ B (5.28)

where A differs from the gain parameter, C;p, in (5.1) by constant terms only while
B includes variable gain, physical antenna temperature, and receiver noise terms. I
used the parameterization in (5.1) instead of (5.28) because in practice each of the
terms in B can be treated separately. This effectively isolated the most variable
factor—gain—into one term so that it could be corrected through experiment-time
TPR reference load measurements. It was not necessary, however, to include the
loss parameters Lj; and L3; in the parameterization. Lo may be eliminated from
the Dicke-mode calculations in (5.2) through (5.4) by redefining C’;, = Cp/Ly; and
D’off = D,s;Ls. Since Lg is constant, it has no time-varying effect on C,p, that
1s, the ratio Csp(t)/Csp(0) in (5.7) will remain the same despite the transformation.
Ly, and L3; may be similarly removed from the TPR calibration equations (5.5) and

(5.6). Because the transmission lines for the antenna and reference load were at nearly
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| Radiometer | Day | Time | D/, | T.. |Cp/Clrer |
19 GHz | 279 | 1800 | 299.982 | 161.896 0.9635
309 | 1600 | 298.227 | 96.678 0.96266
403 | 0100 | 297.097 | 72.500 0.96763
37 GHz | 279 | 1800 | 321.333 | 2.62806 | 0.93155
288 | 1900 | 320.862 | -10.3558 | 0.93532
309 | 1600 | 320.196 | -55.563 | 0.93704
403 | 0100 | 316.599 | -41.7428 | 0.93759

85 GHz | 403 | 0100 | 313.057 | 139.472 0.92653

Table 5.9: Alternative calibration parameters.

the same temperature as the reference load itself, self emission by the transmission
lines compensated for loss of signal from the load. Consequently, the alternative

parameterization:

VREF
! = 5.29
sREF Tref + Trec ( )

is a better model of the TPR reference load mode of the radiometer, although the
(false) assumption is made that T is the same for the antenna and reference load
radiometer modes. We may justify this assumption—made in this and the original
calibration—by taking (5.29) to be an index of gain variation but not a true radiome-
ter equation for the TPR reference load mode.

The effect of the alternative calibration on the other calibration equations is simply
as if the values of Ly; and L3, parameters were set to unity, so these equations will
not be restated here. The alternative calibration parameters were calculated from
each set of manual calibration data and the results are listed in Table 5.9. Applying
the alternative calibration changed the calculated value of T4p by at most 0.016 K.

Its advantage is simplicity and the elimination of arbitrary constants.
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5.5.7 Sensitivity of radiobrightness to antenna efficiency as-
sumptions

To examine the sensitivity of T4p to n;, [ recalibrated and recalculated 37 GHz T4p
using alternative 7; values of 0.95 and 0.85 and data from day 403 to day 471. With
m = 0.95, the average deviation from the 0.9 case was -0.024, the maximum deviation
was 0.165, and the minimum deviation was -0.253. With n;, = 0.85, the average
deviation from the 0.9 case was 0.028, the maximum was 0.283 and the minimum was
-0.184. These deviations are less than the radiometric resolution of about 1 K which

justifies the initial assumption of n; = 0.9.

5.6 Discussion

Appendix B contains both overview and month-by-month plots of all the REBEX-1
radiobrightness and micrometeorological measurements. Discussion of the data is
left to Chapter 6, which compares REBEX-1 radiobrightnesses to coincident SSM/I
measurements, and Chapter 7, which uses the Snowflow and Esnow models from

Chapters 3 and 4 to analyze REBEX-1 observations of the snowpack.



CHAPTER 6

MICROWAVE RADIOMETRY FROM SPACE:
THE SPECIAL SENSOR
MICROWAVE/IMAGER

6.1 Introduction

The last three chapters have presented the theoretical foundations for a dy-
namic snowpack radiobrightness simulation and experimental observations linking
radiobrightness to atmospheric conditions. This chapter adds a third element—
observations of radiobrightness from a space-borne instrument, the Special Sensor
Microwave/Imager (SSM/I). It is important to present SSM/I observations before
comparing theory with experiment for two reasons. Firstly, the validity of any remote
sensing model must be confirmed for the intended instrument—that is, a space-borne
one. The SSM/I field of view encompasses a range of surface cover conditions that are
not necessarily well-characterized by conditions at the REBEX-1 site. Consequently,
there will be times when differences between REBEX-1 measured brightnesses and
SSM/I brightnesses are large, and understanding these differences will help determine
the generality of the REBEX-1 observations and the simulations based on them. Also,
the space-borne instrument measures radiation from the earth and an intervening at-
mosphere whose effects must be minimized in studying emission from the terrain.

Secondly, the SSM/I has both vertical and horizontal polarizations, complementing

100
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Channel | Pol. | Pass-band 3 dB beamwidth (deg) EFOV on earth
frequency | (V/H) | (MHz) | E-plane H-plane H-plane | cross- , along-
(GHz) IFOV  IFOV  EFOV | scan  scan

19.35 Vv 10-250 1.86 1.87 1.93 69 43
19.35 H 10-250 1.88 1.87 1.93 69 43
22.235 Vv 10-250 1.6 1.65 1.83 60 40
37.0 \% 100-1000 1.00 1.10 1.27 37 28
37.0 H 100-1000 1.00 1.10 1.31 37 29
85.5 Vv 100-1500 0.41 0.43 0.60 15 13
855 H [1001500 | 042 | 045 | 060 | 15 13

Table 6.1: SSM/I sensor specifications [59]. EFOV on earth is in km.

the REBEX-1 radiometers which had only horizontal polarization. The addition of

the v-polarized channels will contribute to evaluation of the snowpack simulation in

Chapter 7.

6.2 Data from the SSM/I

The SSM/I instrument is a part of the Defense Meteorological Satellite Pro-
gram (DMSP) and four DMSP platforms have carried versions of it. SSM/I data
are archived for civilian use by the National Environmental Satellite, Data, and In-
formation Service, an agency of the Department of Commerce’s Nation Oceanic and
Atmospheric Administration (NOAA). Beginning in 1990, a joint NOAA-NASA (Na-
tional Aeronautics and Space Administration) program called Pathfinder has been
archiving the data for global change research at NASA’s Marshall Space Flight Cen-
ter (MSFC) Distributed Active Archive Center (DAAC). The MSFC-DAAC is an
element in NASA’s Earth Observing System (EOS) Data and Information System
(EOSDIS). The MSFC DAAC provided all the SSM/I data discussed in this thesis.

Table 6.1 gives the characteristics of the SSM/I sensor channels. The antenna
beamwidth data are from antenna range measurements with the first SSM/I on the

DMSP FO08 platform but apply to later instruments as well [60]. The SSM/I is a
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conically scanning instrument with a fixed incidence angle of 53.1° at the earth’s
surface. Samples are taken in a 102° arc centered on the ground track of the satellite.
The 85 GHz radiometer takes 128 samples in each scan and the other radiometers
take 64 samples in every other scan. The radiometer integration time, 7, is 7.95 ms at
19, 22, and 37 GHz and 3.89 ms at 85 GHz. The F08 SSM/I channels had pre-launch
radiometric resolutions of 0.45, 0.73, 0.38, and 0.73 K at 19, 22, 37, and 85 GHz,
respectively. In Table 6.1, the instantaneous field of view (IFOV) is the beamwidth
of the stationary instrument and the effective field of view (EFOV) on the earth’s
surface takes into account integration time and movement of the beam along the scan.
The antenna H-plane corresponds to the along-scan direction.

This analysis uses data from the DMSP F11 platform. During the REBEX-1
period, the F08 and F10 platforms also carried SSM/I instruments but the F08 85 GHz
channel was inoperative and the F10 was in a high-eccentricity orbit, distorting the
SSM/I field of view. The F11 crosses the equator at 17:04 (ascending) and 05:04
(descending) local time, and measurements at Sioux Falls, SD fall in the ranges 22:31-
23:51 and 11:42-13:03 UTC (Universal Time). SSM/I processing included (a) sub-
setting the data to a local region from the global data provided, (b) calculation of
antenna temperatures from sensor counts, and (c) resampling of the data to a common
earth-registered grid at a common spatial resolution. Appendix C gives the details of
these processes. Before satellite and ground-based measurements can be compared,
the effect of atmospheric interference must be accounted for. This is the subject of

the next section.
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6.3 Compensating for atmospheric attenuation and
emission

The SSM/I measures radiobrightnesses from above an absorbing and emitting
atmosphere whose characteristics are continuously changing. Section 5.5.4 discussed
calculation of the downwelling brightness temperature from the atmosphere, Tpy(6),

and the expression for upwelling brightness, Typ(6), is similar:
H 1
Typ(8) = sect / kg (/)T (/)™ Hsech g1 (6.1)
0

where z is vertical height in the atmosphere, H is the effective top of the atmosphere,

and

(< H) = / ky(2) d. (6.2)

As discussed in section 5.5.4, the predominant absorbers in a cloudless atmosphere at
SSM/I frequencies are oxygen and water vapor. Ulaby, et al. [50] give the total gas ab-
sorption coeflicient, «, as a semi-empirical function of air temperature, pressure, and
water vapor. (Clouds and precipitation also contribute to atmospheric attenuation

but will not be included in this analysis.) The apparent (radiometric) temperature,

T4p, in the sensor field of view is given by:!

Trer
L.(0)

Typ = +Typ =Ty (6.3)

where Trgp is the idealized apparent temperature of the terrain without atmospheric

interference and L, is the loss factor of the atmosphere:

La(()) — e*r(O.Z)secG' (64)

! The apparent temperature, T p, is strictly defined along a ray incident upon the sensor antenna
and antenna temperature T4 is the integral of T4p over 47 solid angle. In this analysis, assume
T4p 1s constant over the main beam of the antenna and that the antenna sidelobes are negligible
such that T4y = T4p.
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T'rEr is the quantity we seek for remote sensing of the land surface. Given estimates

of Typ and L,, T7gr can be estimated from SSM/I antenna temperatures by:
Trer = (Ta — Tup)La(6). (6.5)

Atmospheric temperature and water vapor pressure are parameters that can vary
over location and time throughout the year, especially near the surface where high
pressure and water vapor density increase the attenuation. There are several meth-
ods by which the atmosphere can be characterized for a particular time and place,
including weather balloons (rawinsondes), atmospheric models, and remote sensing
techniques. The analysis of Tpy in section 5.5.4 used rawinsondes from Huron, South
Dakota to characterize 21 clear-sky atmospheres near the REBEX-1 site. Now we use

these same rawinsondes to estimate Trgp from SSM/I T4 measurements using (6.5).
6.3.1 Using the rawinsonde atmospheric profiles

Figure 6.1 compares three types of brightness temperature measurements—terrain
radiobrightnesses measured by the ground-based REBEX-1 radiometers (REBEX-1
Trer), SSM/I antenna temperatures with no atmospheric compensation (SSM/I Ty),
and SSM/I antenna temperatures with the Huron rawinsonde atmosphere removed via
(6.5) (SSM/I T - rawin. atm. = Trgg). All the measurements were made under clear
sky conditions within two hours of the launch time of the Huron rawinsonde at either
1100 or 2300 UTC. Because SSM/I coverage is incomplete, there are just 12 times at
which SSM/I and rawinsonde measurements correspond. As discussed in Appendix C,
resampling of the SSM/I 85 GHz channel produces both high resolution—that is, the
original 85 GHz EFOV given in Table 6.1—and low resolution samples approximating
the 19 GHz EFOV. 19 and 37 GHz resample to low resolution only. This section

examines both low and high 85 GHz resolution levels.
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Figure 6.1: Comparison of SSM/I antenna temperatures and REBEX-1 terrain radio-
brightnesses (on the abscissa) at times coincident with rawinsonde measurements. All
brightnesses are h-pol. (a) 19 GHz SSM/I antenna temperatures, (b) 19 GHz SSM/I
antenna temperatures with rawinsonde atmosphere removed (Trzg) (see text), (c)
37 GHz SSM/T antenna temperatures, (d) 37 GHz SSM/I antenna temperatures with
rawinsonde atmosphere removed (TTER). (Continued on following page.)
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Figure 6.1: (Continued from previous page.) (e) 85 GHz low resolution SSM/I an-
tenna temperatures low resolution, (f) 85 GHz low resolution SSM/I antenna tem-
peratures with rawinsonde atmosphere removed (T7zz), (g) 85 GHz high resolution
SSM/I antenna temperatures, (h) 85 GHz high resolution SSM/I antenna tempera-
tures with rawinsonde atmosphere removed (TTER).
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Channel e=Ts—Trer | e=T715r — TTER

(GHz) € o € O,
19 -2.0 11.0 -3.5 10.9
37 -0.9 11.1 -4.4 10.8

85 (low res.) | 7.4 13.6 | -11.0 12.1
85 (high res.) | 2.2 13.5 | -16.8 11.2

Table 6.2: Average, €, and standard deviation, o, of difference between SSM/I (T,
and TTER) and REBEX 1 brightnesses. All brightnesses are h-pol.

Table 6.2 gives the average difference between REBEX-1 (T'rzg) and SSM/I (T7zg
or T4) brightnesses. Note that TTER is always less than T'4. This occurs because the
atmosphere emits in proportion to its temperature and to its rate of absorption, while
radiation from the ground—initially scaled down from the surface temperature by an
emissivity factor—is absorbed in the atmosphere at an equal rate. An analogous pro-
cess explains why TTER(SSM /1) is often less than Trpr(REBEX-1). The REBEX-1
site differed from most of the surrounding farmland in that it was covered with a
thick mat of grass while the wintertime farms were mostly bare. Although perhaps
physically colder than the underlying soil, the grass layer is an absorbing cloud with
a negligible dielectric contrast to air. Conséquently, radiometrically cold emission
from the REBEX-1 ground—reduced by the high ground-air dielectric contrast—is
attenuated in the grass layer while the grass emits proportionately to its temperature
and the same attenuation/emission function.

Table 6.2 indicates that, when the atmosphere is taken into account, the terrain
Is on average radiometrically colder in the SSM/I field of view than at the REBEX-1
site. But the average is by no means a complete description of the difference. Fig-
ure 6.2 plots the difference TTER — T'rgr over the duration of REBEX-1. As described
above. in October and mid-December—before there is significant snowco‘ver—-grass

cover makes the REBEX-1 site radiometrically warmer than the SSM/I field of view.
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Figure 6.2: Variation with time of the difference between Trgr from SSM/T and Trer
from REBEX-1.
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But snow accumulating in the second half of December seems to create the opposite
effect—that is, the REBEX-1 site is radiometrically colder than SSM/I—but only at
the lower frequencies (19 and 37 GHz). Section 6.4 uses additional data to address

these questions.
6.3.2 Compensation without a priori information

Rawinsondes are the most reliable way to characterize the atmosphere for es-
timating Trer but they are rarely available. Without @ priori information about
the atmosphere, this section attempts to derive a first-order correction method that
uses only the data available from the SSM/I. For this purpose, the 19 and 22 GHz
v-polarized channels are good candidates because 22.235 GHz is a water vapor ab-
sorption line but is close enough to 19.35 GHz that we can assume the brightness

temperature of the terrain, T, is the same for both:
Tp(19,V) = Tg(22,V). (6.6)
Applying (6.3), we have:
(Ta(19,V) = Typ(19,V))L,(19,V) — RTsky (19,V)
= (Ta(22,V) = Typ(22,V))L(22,V) — RTsgy(22,V) (6.7)
where RTsgy is reflected sky brightness and
Ts = Trgr — RTpn. (6.8)

Since reflected sky brightness is a second order effect, we further assume that R = 0,

such that for the true values:
Aoz = (T4(19,V) — Typ(19,V)) L,(19, V)

~ (Ta(22,V) = Typ(22,V))L,(22,V) = 0. (6.9)
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To find the unknowns in (6.9)—19 and 22 GHz Typ and L,—we seek a model at-
mosphere that minimizes Ajg2,. Using approximate expressions for the U.S. Standard

Atmosphere from [50], we have the profiles:

T(0)—~z 0<1lkm
T(z) = ’ = ' 6.10
(=) {T(ll) 11km < z < 20km, (6.10)
P(z) = Ppe™/Hs, (6.11)
Py = poe_z/H4, (612)

where 7 1s the temperature lapse rate (6.5 K/km), P, is sea-level atmospheric pressure
(1013 mbar), po is surface water vapor density, and the scale heights are taken to
be H3 = 7.7 km and H; = 2.3 km. Of the two remaining unknowns, 7'(0) and po,
atmospheric attenuation is most sensitive to pg at these frequencies. Consequently, for
our simple correction set T'(0) = 270K. This is a reasonable first order approximation
for wintertime temperatures in South Dakota.

Now the model atmosphere is characterized only by the py that minimizes Ajg 2,
in (6.9). But can a minimum always be found? Figures 6.3 shows the sensitivity of
Tup to po for the model atmosphere with T(0) = 270K. As mentioned above, the
difference Typ(22) — Typ(19) increases with po such that—if Tyyp were independently
measured—the difference could be used to infer po. Figure 6.4 shows a simulation of
what is actually measured—antenna temperatures—given terrain brightnesses, Trgg,
of 200, 235, and 270 K. The simple correction method proposes to use the information
in the difference T4(22) —T4(19) to infer po, but the simulation shows that when T'rgg
is around 235 K the method fails because T'4(22) — T4(19) is insensitive to pp—that
is, there is no information in the difference that can be used to determine pq.

Without pg information, a reasonable first order assumption is that po = 0. This

will yield the minimum atmospheric correction—one based on atmospheric oxygen
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Figure 6.3: Brightness temperatures upwelling from the atmosphere as a function of
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Figure 6.4: Simulated antenna temperatures as a function of surface water vapor
density given terrain brightnesses of 200, 235, and 270 K.
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Channel ATTER €= TTER - TA €= TTER - TA
(GHz) | rawin.—dry atm. | (rawinsonde) | (dry atmosphere)

€ Oe € Oc € Oe
19 1.1 0.7 -1.5 0.33 -0.35 0.33
37 1.5 1.0 -3.5 1.8 -2.0 1.8

85 8.1 3.7 -16.8 8.5 -8.7 6.2

Table 6.3: Comparison of TTER from the rawinsonde and dry standard atmo-
sphere methods showing average, €, and standard deviation, o., of the difference
e = Trgp(rawin.) — TTER(dry atm.). Also given are these statistics for the magnitude
of the correction, that is e = TTER — T4. All brightnesses are h-pol.

content only—and is unlikely to over-compensate for the atmosphere. Figure 6.5
compares SSM/I TTER calculated using the rawinsonde method in section 6.3.1 and
the dry standard atmosphere method (7'(0) = 270K). As in section 6.3.1, each graph
has about 12 points where rawinsondes and SSM/I samples correspond. Table 6.3
summarizes the statistics of each correction.

The relative magnitudes of the rawinsonde corrections are about 3%, 5%, and
16% of the range of Trer at 19, 37, and 85 GHz respectively. The dry atmosphere
corrections are about a factor of two smaller, that is, a dry atmosphere can model
about 50% of the brightness change imparted by an intervening atmosphere under
clear sky conditions during winter. In warmer months and when there are clouds
the dry atmosphere correction will under-estimate the correction to a greater degree,
especially at 85 GHz. The rest of this thesis uses SSM/I Trgr calculated by the dry
atmosphere method with the caveat that the true terrain brightness may be—and

usually will be—lower.
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Figure 6.5: Comparisons between SSM/I terrain brightness estimates, T7gr, made
with a dry standard atmosphere (T4 - dry atm.) and a rawinsonde atmosphere (T4
- rawin. atm.). All brightnesses are h-pol.
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6.4 Comparison of SSM/I and REBEX-1 radio-
brightnesses

Figures 6.6 through 6.8 compare SSM /I and REBEX-1 h-polarized terrain bright-
nesses at 19, 37, and 85 GHz, respectively. The clear trend at 19 GHz is for better
correspondence between REBEX-1 and SSM/I during the snow season (late Decem-
ber through March) than in spring and fall. This trend is consistent with snowfall
correlation lengths at least on the order of the SSM/I EFOV (Table 6.1) such that the
snow cover at the REBEX-1 site is characteristic of the surrounding region. In spring
and fall, when there is no snow cover, the grass-covered REBEX-1 site is brighter
than predominantly bare farmland of the SSM/I region. Section 6.3.1 described this
brightening, which is due to emission from the absorbing grass cover. Grass bright-
ening is seen to a lesser degree at 37 GHz (Figure 6.7) and not at all at 85 GHz
(Figure 6.8), although no fall REBEX-1 data are available at that frequency.

Figure 6.9 graphs the differences between SSM/I estimated terrain brightnesses
and REBEX-1 terrain brightnesses, T7zr(SSM/I) — Trzr(REBEX). Section 6.3.1
presented similar graphs for the few times at which rawinsonde data were avail-
able and noted that the snowpack—which is well established by January—makes the
REBEX-1 site radiometrically colder than the SSM/I EFOV at 19 and 37 GHz. For
example, Table 6.4 summarizes the difference statistics for January indicating that
the REBEX-1 site is on average 6.6 K colder than SSM/I at 19 GHz. The same effect
occurs briefly even in early November when snow covered the REBEX-1 site for about
5 days. Figure 6.6 showed that increasing snow is associated with the coldest SSM/I
brightnesses, and we know from REBEX-1 that the site was uniformly snow-covered
through all of January. Consequently, these observations suggest that the SSM/I

viewed a mixed scene with less snow cover on average than the REBEX-1 site.
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Date
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Figure 6.9: Difference between REBEX-1 and SSM/I terrain brightnesses,
T1er(SSM/1) — Trer(REBEX), at 19, 37, and 85 GHz. All brightnesses are h-
polarized.
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Channel TTER(SSM/I) — TTER(REBEX)
(GHz) € 0. o./DR
19 6.6 6.4 0.08
37 1.7 7.7 0.09
85 1.0 13.9 0.12

Table 6.4: Statistics of difference between REBEX-1 and SSM/I terrain brightnesses
in January. All brightnesses are h-pol. DR is the January dynamic range of the

REBEX-1 brightnesses.

Other features of Figure 6.9 include:

% Negative SSM/I-REBEX-1 differences in February at all frequencies. Recall

K

from chapter 5 that the REBEX-1 site was cleared of all snow in early Febru-
ary, so even after new snow fell the SSM/I viewed on average a deeper—and

radiometrically colder—snowpack than that at the site.

High varianée in the differences in March. March brightnesses are wildly varying
(at least on the time scale shown here) due to melting and refreezing in the
snowpack—usually on a diurnal cycle. (Chapter 2 discussed how snowpack
brightness increases with wetness.) The variation in the difference is probably

a function of melt/freeze timing which is unlikely to be synchronized over the

entire SSM/I EFOV.

Generally high variability in the 85 GHz difference. 85 GHz January brightness
temperatures are usually the lowest of the three frequencies, and, consequently,
85 GHz snowpack reflectivity is commensurately high. Add to this the natural
variability in 85 GHz upwelling and downwelling atmospheric brightness (see
Figure 6.3) and the result is amplification of the variability seen at the other

frequencies.

Figures 6.10 through 6.12 at the end of the chapter compare SSM/I brightnesses
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at v- and h-polarization. Since the REBEX-1 radiometers were single polarization (h-
pol.), SSM/I is the only source of v-pol. brightnesses available to us. The minimum
polarization difference occurs in late September as thick vegetation cover obscures
the soil surface. Polarization difference at 85 GHz is always small, suggesting that
scattering and emission by the cover medium dominate the signal.

Figures 6.10 through 6.12 show that polarization difference is always largest at
19 GHz. Wet soil dielectric constants are higher at 19 GHz and scattering by the
cover medium is minimized by the longer wavelength. For many terrain types, the
SSM/I incidence angle is close to the point of v-polarization total transmission—that
1s, the Brewster angle, fp, in the emitting medium. In air, the propagation angle

corresponding to the Brewster angle is:
tan 8, = €/2 (6.13)

where € is the dielectric constant of the emitting terrain and is equal to 1.77 for total
transmission at 53.1°. At the SSM/I frequencies, the dielectric constant of soils may
range from 3 for frozen soils to 15 for warm, wet soils [50], for total transmission
angles of 63.4° and 75.5°, respectively. But even at high dielectric constants, v-pol.
emissivity at 53.1° remains significantly higher than h-pol. The very large 19 GHz
polarization difference during the snowpack season (days 350 through about 450) is
more difficult to explain by this reasoning. The next chapter will address this issue

further when modeling results are presented.
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CHAPTER 7
COMPARING MODELS TO OBSERVATIONS

7.1 Introduction

Chapters 3 and 4 presented the theoretical groundwork for a SVAT-linked snow-
pack radiobrightness model and Chapters 5 and 6 described an observational data
set comprising continuous terrain brightness and micrometeorological measurements
spanning 193 days. This chapter connects model with observation and, through the -
comparison, examines the physical processes that tie microwave emission to snowpack-

atmosphere fluxes.

7.2 Model initialization and inputs

This section briefly describes how REBEX-1 data drive the Snowflow snowpack
S.\"AT and the Esnow brightness simulation. Since Snowflow’s inputs are taken di-
rectly from the REBEX-1 micrometeorological record and Esnow uses measured sky
brightness to calculate terrain brightness. it is important to clarify which parameters
are modeled and which measured. Some information here is repeated from Chapters 3
and 4 and the reader should turn to those chapters for more detail about the models.
Also. Appendix A lists fixed Snowflow constitutive parameters. their symbols. and
their values used in these simulations.

Figure 7.1 diagrams inputs to the snowpack simulation. Snowflow’s simulation

124
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Figure 7.1: Schematic of the Snowflow and Esnow inputs and products.




126

always begins with no snowcover and soil temperatures are the only input constraint
on the initial state. For the results in this chapter, Snowflow initialized soil temper-
atures using REBEX-1 measurements at six soil depths, interpolating to the fixed
depths of the model soil layers. For layers below the deepest REBEX-1 temperature
measurement, Snowflow extrapolated temperatures to a maximum depth of 1.5 m.
Initializing temperatures of deeper layers had minimal effect on surface temperatures
in short term trials (2-3 model days.) As discussed in section 3.2, deep temperatures
and heat flux will have an effect in the longer term.

Of the fixed Snowflow parameters listed in Appendix A, soil moisture requires
special attention. Snowflow treats total soil moisture as an invariant constitutive
parameter of the soil when in fact it varies dynamically under the influence of moisture
gradients, gravity, temperature, and freezing zones. This chapter discusses Snowflow
model results with two soil moisture treatments that bracket the observed range.
“Wet” soil has volumetric moisture content before freezing of z,, = 0.43, which is the
highest value measured during REBEX-1 and just under saturation at 0.45. “Dry”
soil has z,, = 0.20, which is far drier than the lowest REBEX-1 moisture (0.30). This
discussion takes wet soil results to be the more realistic simulation and uses dry soil
results to examine soil moisture sensitivity.

In each model time step, Snowflow’s only inputs are a set of atmospheric forcing
variables—wind speed, air temperature, relative humidity, precipitation, shortwave
radiation, and longwave radiation. All of these variables are taken directly from the
REBEX-1 micrometeorology except longwave radiation which is estimated from air
temperature and RH (see section 3.4.4.1). When gaps in the record longer than one
hour occur, Snowflow uses micrometeorology from 24 hours before. All Snowflow

model results have a nominal 15 minute interval.



Output from the Snowflow snowpack simulation includes soil temperatures at
the soil surface and six depths ana snow density. temperature. liquid water content.
average grain size. and thickness in every modeled snowpack layer. A maximum of 43
snowpack model lavers were produced. Esnow uses these data to calculate snowpack
emission and reflectivity and then uses input REBEX-1 sky brightnesses to produce
terrain brightnesses. In this chapter, Esnow brightness results have been calculated
about every four hours.

The model-experiment comparisons here are based on a Snowflow test period
running from December 2, 1992 through February 4, 1993 (REBEX-1 days 337-401).
- First snowfall occurred on Dec. 3 but the snowpack was not permanent until Dec. 14.
Terrain brightness ‘comparison‘s here begin on Dec. 13. As described in Chapter 3.
snow was cleared from the REBEX-1 site on Feb. 6 so comparisons to the model are
invalid after this point. Focusing on the test period, the following sections evaluate
first the snowpack simulation then the brightness simulation—which, of course. can-
not be analyzed independently of the model snowpack. The last section discusses the

link between radiobrightness and snowpack structure, grain size, and wetness.

7.3 Evaluation of the snowpack SVAT

This section compares the Snowflow wet-soil snowpack simulation to observations
of four variables from REBEX-1, all of ~*ich are measured independently of the
Snowflow inputs. These are snow depth (from Sioux Falls, SD LCD), surface temper-
ature (from the REBEX-1 IR radiometer), and soil temperature and heat flux at 2 cm
depth. The discussion also covers the sensitivities of soil temperature and unfrozen

water content to total soil moisture.

Table 7.1 summarizes the modeled-observed difference statistics for all four com-
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Figure 7.2: Modeled and observed snow depths with wet model soil.

parison variables. Figure 7.2 compares modeled and observed snow depths. The
averag. 210w depth difference is 0.02 m with a standard deviation of 0.027 m. For
comparison, the measurement resolution of the LCD snow depth data is 0.025 m.
The prominent feature of this comparison is the sharp difference on day 364. Before
the snowfall here, the model already has 0.05 m more snow than observed. Then the

model under-estimates the density of the new snow and diverges further from obser-

| ] Variable ' A o5 o0a/DR|
Snow depth (m) 0.02 0.027 0.12
Surf. temp. (K) -5.5 3.0 0.17

2 cmsoil temp. (K) | -1.5 0.96  0.64
2 cm heat flow (W/m?) | -3.6 159  0.39

Table 7.1: Comparisons of modeled snowpack variables to REBEX-1 measurements.
A = model - observation, ¢ is standard deviation. and DR is the dynamic range of
the measured data over the test period.
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Figure 7.3: Modeled and observed snowpack surface temperature with wet model soil.

vations. New snow density estimates are based solely on air temperatures, reaching
their minimum value at Ti;; = 258 K. Figure 7.3 shows that the snowpack surface
temperature on day 364 was around this value. The snow depths are in closer agree-
ment after the snowpack deepens on day 377, with the subsequent ablation occurring
at comparable rates.

Figure 7.3 compares surface temperatures from the Snowflow wet soil model to
REBEX-1 observations. The average difference is -5.5 K with 5.0 K standard de-
viation. The negative bias could be caused by under-estimated values of @, the
longwave radiation from the atmosphere. Since this input parameter is estimated

from air temperature and relative humidity only, the warming contribution of clouds
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1s systematically neglected. The other possible source of surface temperature error is
the latent and sensible heat transfer parameterization, but there is nothing to suggest
that such an error would have a negative bias.

The remaining directly comparable Snowflow variables are soil temperature (Fig-
ure 7.4) and soil heat flux (Figure 7.5), both measured at 2 cm depth in the soil.
For soil temperature, the average difference is -1.5 K with 0.96 K standard deviation.
Although the magnitudes of these values are small they are significant nevertheless
because the soil temperature is near the freezing point. As discussed in section 3.3.1,
soil water freezes over a range of temperatures and this elevates the heat capacity of
the soil and its thermal inertia over that range. Consequently, the soil temperature
solution is sensitive to errors in the temperature dependence of the model soil’s heat
capacity.

The average model soil temperature error is a direct consequence of negative bias
in the model snowpack surface temperature, discussed above, but higher model vari-
ability may be caused by differences in either heat capacity or the balance of fluxes
at the soil surface. The rapid divergence of model soil temperatures from measure-
ments in the first model day—before REBEX-1 soil reached freezing—suggests that
the balance of fluxes at the soil surface is the larger source of error. Figure 7.5
compares modeled and observed heat flux at 2 cm depth and shows the components
of model flux at the soil surface: the net flux into the soil (F, = Fy; + Fyy ), the
quasi-conductive flux between the snow and ground from section 3.4.2 (Fy,), and the
shortwave radiative flux absorbed by the soil surface from section 3.4.3 (Fsy,4). The
average difference between the modeled and observed 2 cm heat flux is -3.6 W/m?
with 15.9 W/m? standard deviation. The strong diurnal cycle of Fj, 4 is the largest

component of F,; and is the driving force behind diurnal temperature variation in the
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Figure 7.4: Modeled and observed soil temperature at 2 cm depth with wet model
soil.
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Figure 7.5: Modeled and observed soil heat flux at 2 cm depth with wet model soil.
Positive values indicate heat flow into the soil.
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model soil (Figure 7.4). As discussed in section 3.4.2.1, Snowflow accounted for the
grass mat by increasing the thermal resistance at the snow-soil interface but it ne-
glected shortwave attenuation by grass inside and at the bottom of the snowpack. The
lack of an observable diurnal cycle in soil temperatures suggests that little shortwave
radiation penetrated to the REBEX-1 soil surface.

The sensitivity of soil temperature to moisture content is demonstrated in Fig-
ure 7.6 which plots 2 cm soil temperatures from the dry soil model. The average
difference with respect to the observed temperature is -2.8 K with a standard devia-
tion of 2.4 K. Figure 7.7 plots the wet and dry soil unfrozen water content calculated
as a function of temperature as in section 3.3.1. Although dry soil temperatures are
up to 4.7 K colder than wet soil temperatures, all the moisture in the drier soil re-
mains unfrozen through most of the test period. This is because the freezing point
of the soil water is reduced to 268.0 K in the dry soil while it is 272.5 K in wet
soil. Consequently, the heat capacity of the drier soil is comparatively small and its

temperature reacts more quickly to changes in heat flux.

7.4 Radiobrightness comparisons

This section compares the radiobrightness simulations of the linked snowpack
SVAT and emission models to observed terrain brightnesses from the REBEX-1
ground-based radiometers and SSM/I. The discussion also covers brightnesses from
the wet and dry soil models, the relationship between snow wetness and brightness,
the relative effects of soil moisture and the snowpack at 19 GHz, and the sensitivity
of brightness to snowpack layering.

Figures 7.8 through 7.10 compare model terrain brightnesses at h-pol. with ground-

based observations from REBEX-1. Table 7.2 summarizes the difference statistics
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Figure 7.6: Modeled and observed soil temperature at 2 cm depth with dry model
soil.
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along with those for the SSM/I data, discussed below. The usefulness of a brightness
comparison in a remote sensing context is the information content of the model-
observation difference. Model brightnesses at 19 GHz h-pol. (Figure 7.8) are at first
colder than observed, then briefly warmer, and at the end of the test period the dif-
ference is highly variable. Since interaction with the dry snowpack is weak at 19 GHz,
coldness in the 19 GHz model is likely caused by the dielectric contrast at the soil
surface—that is, either the contrast is too high in the model or the un-modeled grass
cover increases the observed brightness. A sharp dip in the observed brightness around
day 370 may be the dielectric signal of wetness at the top of the soil or the effect of
dielectric contrasts in the snowpack layers. Lastly, the high-variability period, which
is distinct at 37 GHz as well, is a result of partial melt and refreezing cycles in the
snowpack combined with wetness at the top of the model soil. These phenomena are
all discussed in more detail below.

Figure 7.9 compares 37 GHz brightnesses from the models and REBEX-1. Except
for the middle period (days 365-385), there is little in the comparison to suggest
that any particular process is unmodeled, although the simulation fails at times to
match the details of the processes. In the early period (days 347-364) during which
19 GHz modeled brightness were cold, 37 GHz modeled brightnesses are unbiased.

Since at 273 K the dielectric constant of water at 19 GHz is about twice that at

Channel | REBEX-1, h-pol. SSM/I, h-pol. SSM/I, v-pol.
(GHZ) A TA O'A/DR A OA O’A/DR A OA O'A/DR
19 -11.5 22.0 0.29 |-11.0 194 0.38 |-15.1 11.6 0.72
37 8.1 145 0.16 10.8 14.8 0.23 3.4 10.7 0.20
85 106 14.7  0.13 83 18.8 0.16 3.7 188  0.17

Table 7.2: Comparison of modeled brightnesses (K) to h-pol. observations from
REBEX-1 and h-pol. and v-pol. observations from SSM/I. A = model - observa-
tion, ¢ is standard deviation, and DR is the dynamic range of the measured data
over the test period.
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Figure 7.8: Modeled and observed 19 GHz h-pol. terrain brightness with wet model
soil and ground-based observations.

37 GHz, the modeled dielectric contrast at the soil surface and sensitivity to soil
moisture are reduced at 37 GHz. From day 388 to 401, snowmelt events dominate
the 37 GHz signature in both the simulation and the measured data. Where the two
diverge strongly, information about the timing of partial snowmelt may be inferred,
as discussed below.

Figure 7.10 compares 85 GHz modeled and observed brightnesses. The best
match—and the least residual information—occurs between day 370 and 385 where
19 and 37 GHz brightnesses were least precisely modeled. The outstanding features

of the 85 GHz data are that brightnesses are very low and variability very high. These
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Figure 7.9: Modeled and observed 37 GHz h-pol. terrain brightness with wet model
soil and ground-based observations.

features are related because, by Kirchhoff’s law, low emissivity means high reflectiv-
ity, and the reflected source—the sky—is highly variable at 85 GHz, as discussed in
Chapter 6. Emissivity is low at 85 GHz because of scattering in the dry snowpack
that elevates extinction and decreases the effective depth of emission. Low emission
depths mean that snow thicknesses beyond a threshold value have little effect on
emission and neither do soil conditions.

Figure 7.11 uses SSM/I terrain brightnesses (Trgr in Chapter 6) to evaluate the
v-pol. model performance. The model-SSM/I difference statistics (Table 7.2) indicate

that the model deviates least from observations when compared to 37 and 85 GHz v-
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Figure 7.10: Modeled and observed 85 GHz h-pol. terrain brightness with wet model
soil and ground-based observations.

pol. SSM/I brightnesses. In contrast, modeled 19 GHz v-pol. brightness is on average
15 K colder than SSM/I which is the worst model-observation mismatch. Since v-pol.
radiation is least sensitive to dielectric contrasts (the Brewster angle effect discussed
in section 6.4), the weak contrasts in dry snow due to layering are unlikely to affect
it strongly. The closest 19 GHz v-pol. model-SSM/I brightness match for dry snow
occurs around day 375, and this is when modeled unfrozen soil water content was at
its lowest value (about 25% by volume in Figure 7.7).

The sensitivity of all three frequencies to soil moisture is examined in Figure 7.12

which plots h-pol. brightnesses from the wet and dry soil models. The plots show the
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