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CHAPTER I

INTRODUCTION

1.1 Motivation

Electromagnetic signatures can give clues for the identification and classification of unknown flying targets. Since World War II, it has been known that radar echoes from propeller-driven aircraft have a superimposed modulation which make these flying targets distinguishable from other radar reflecting objects, such as storm clouds or birds. However, it wasn’t until later that this modulation was exploited as a feature for distinguishing between different aircraft. The effect of rotating jet engines on the radar signatures of aircraft remains an important problem for developing effective automatic target identification capabilities.

Another effect of jet engines on the radar signature of aircraft is that they cause a washing out or blurring of high resolution radar images. This blurring is due to the presence of the engine inlets, or ducts which draw air into the front of the engine. Jet engine inlets are resonant cavities, spreading the radar return out over time. Since the very nature of an image is to assume that energy comes from points, by using standard image processing techniques, the spreading out of energy in time due to the engine results in a blurry image. A new technique described in [1] and applied to simple cavities on aircraft
in [2] allows the separation of mechanisms localized in time from mechanisms spread out in time. Naturally, the mechanisms that are spread out in time are localized in frequency, and these frequencies are related in complex ways to the dimensions and materials of the inlet cavity and the face of the jet engine as seen by the radar.

Radar signatures that can be measured in practice are extremely complex. Since the target is not stationary with respect to the radar making the measurement, the signature is influenced by the relative motion of the aircraft with respect to the radar. It is indicated in [2], however, that the scattering mechanisms that are localized in frequency due to the inlet cavity and engine face may not be sensitive to the orientation of the aircraft.

Additionally, long range radars must have a relatively low (1 KHz) pulse repetition frequency (PRF) to avoid range ambiguity. These long times mean that the aircraft may have changed aspect from pulse to pulse. Jet Engine Modulation (JEM) however, is a fast mechanism since jet engines rotate at approximately 20,000 RPM. JEM therefore occurs in a small time window, on the order of the length of a single radar pulse and the effect has been observed out to sixty degrees off nose-on aspect [3]. Unfortunately, the modulation effect is extremely under-sampled by a radar operating with a low PRF, making the modulation effect appear as random noise. An investigation into the signal processing of such an under-sampled signal is given in [4], where it is shown that since the modulation is periodic, the modulation pattern can be partially reconstructed from the under-sampled data.

What is lacking is a robust simulation technique capable of accurately modeling the jet engine cavity and engine face from a radar point of view. The need for such a model
provides the motivation for the work within this thesis.

1.2 Jet Engines

Jet engines operate on a few simple principles. Their operation is basically the same as that of a piston engine in a car, except that the combustion cycle in a jet is continuous as opposed to the four stroke, or two stroke combustion process in automobile engines. Early jet engines were axial flow engines. This name is derived from the fact that all of the air that enters the engine travels down the main axis of the engine and is used in the combustion process. In an axial flow engine, there are guide vanes which change pitch, acting as a throttle. These guide vanes do not rotate, but are interspersed with rotating compressor blades, which do not change pitch. The series of compressor blades and/or guide vanes serves to compress the air many times over. The compressor section may include dozens of compressor blade sets and at least a few guide vanes located in the front section of the compressor series.

Once the highly compressed air leaves the compressor section it enters the combustion chamber. Here jet fuel is squirted into the air and is automatically ignited due to the high compression. To start the engine, a spark plug is used to initiate the process. The explosive force of combustion causes hot gas to be propelled back towards a turbine which then rotates and keeps the entire process going. The temperature is the hottest in the turbine section. It is in this section that sophisticated metallurgical processes are needed to manufacture turbine blades which can withstand extremely high heat. Once the hot gas leaves the turbine section, which may have one or more turbines, it is expelled out of the back of the engine. A relatively crude technique (after-burning) for increasing the thrust is
to squirt more fuel directly into the exhaust gas. While this technique allowed some aircraft to briefly reach super-sonic speeds, or was used during take off, it tended to waste considerable amounts of fuel.

The material used to manufacture axial flow engines was nickel alloy. In modern aircraft, a series of incremental improvements allowed the weight of the compressor section to be reduced by making use of titanium instead of nickel alloy. Nickel alloy is still used in the tortuous environment of the turbine. Of the many incremental improvements made to jet engines over the past half of a century, the development of the turbo fan was probably the most significant. In a turbo fan engine, a large fan in front of the engine bypasses some of the air around the compressor. The bypassed air is used to cool the engine and decrease the turbulent flow, thus reducing engine noise. Turbo fan engines allowed aircraft to sustain supersonic speeds without the need for fuel wasting after burners.

An important parameter used in the specification of a turbo fan engine is its bypass ratio. This number indicates the ratio of bypassed air to the amount of air actually used in combustion. Early turbo fan engines had high bypass ratios while the newest engines are being redesigned with lower bypass ratios as more optimizations are being introduced. All of these improvements have the effect of increasing the overall performance of these amazing, reliable machines.

From an electromagnetic point of view, we are only concerned with the part of the engine visible to a radar. From the back, a radar will see the final turbine section only. The turbines have very dense blades and the radar returns are dominated by the scattering from
the last turbine blade set. Of course, the exhaust flaps (sometimes referred to as “turkey feathers”) of the engine are visible to the radar as well. These exhaust flaps are used to redirect the thrust, thus increasing maneuverability, and to reverse the direction of the thrust when the aircraft is braking.

From the front, the face of the engine will be visible to the interrogating radar along with the air inlet. This front face may be a titanium turbo fan, with a cone to cover the hub (as in most commercial carriers), or a front frame. A front frame is a stationary set of guide vanes that holds the center shaft fixed in the engine cavity for the rest of the engine to rotate about.

An important fact about jet engines from a radar point of view is that they rotate at a fixed speed, usually around 20,000 RPM. This is because the mechanical turbine engine has a natural, optimum speed at which it operates. There is a similar situation in a car where the engine has an optimum speed and a mechanical transmission is used to supply power to the drive shaft at a wide range of speeds. In a jet, however, one method of controlling the amount of air/fuel mixture is by adjusting the pitch of the guide vanes. The change in pitch alters the amount of thrust while keeping the speed of the engine relatively constant. In modern turbo fan engines the fan may be fixed to a separate shaft which allows the fan speed to be slower than the rest of the engine. Additionally, some modern engines have alternating compressor stages which rotate in opposite directions.

From an electromagnetic point of view, when the radar is looking at the front of an aircraft, only the turbo fan needs to be modeled since it has a very dense blade set. Alternatively, a combination of a stationary front frame and one compressor section would
need to be modeled for engines so equipped. Even with this assumption, we will see that
the modeling of aircraft engines from an electromagnetic point of view is a tremendously
challenging task. The work presented in this thesis however shows that the problem has at
least become feasible for perhaps the first time.

1.3 Available Data and Modeling Techniques

Measured data on radar interactions with fan blades is available from only a few
sources. Unfortunately, this data often lacks a complete description of the measurement
technique used or the geometry of the target and is of little use for reference purposes.
Additionally, the targets modeled are often complete engines, or scale models of complete
engines. This data cannot be used to validate a modeling technique incrementally.
Incremental validation is needed due the complexity of the problem which requires that
computational electromagnetic techniques specifically suited to this problem be created.

One relatively early source of measured data for a simplified engine model is
found in [5]. This work serves as an excellent review of the techniques that were available
at the time, or that were being developed for mathematically modeling the engine face.
The measurements made in [5] were done to eliminate all of the current candidates for jet
engine modeling. For example, the proposal to use a random, statistical function for
tracing rays in and out of the duct was discredited with a careful series of measurements
showing that the total exposed blade area does not correlate to the amount of power
reflected from the blades. A random model is still often proposed today by newcomers to
the problem and therefore the measurements contained in [5] remain timely.

Also in [5] it was demonstrated that diffraction effects from the blades are essential
and that these diffraction effects must include blade interactions. This fact eliminates most high frequency ray optics or physical optics techniques. It is concluded in [5] that only rigorous, integral equation techniques could accurately account for the physics inherent in engine scattering. Given the limited power of the computational resources available at the time and the limited development of exact techniques, the task of doing rigorous analysis on jet engines was considered to be quite daunting.

During the 70’s, many researchers spent their time developing new mathematically exact models rather than investigating large scale computational efforts. A very good summary of these efforts is contained in [6]. While these mathematically exact techniques were capable of giving good answers to canonical problems, such as simple open-ended waveguides and even a cone-terminated waveguide, they were limited to electrically small problems and could not begin to predict modulation. Still, insights gained into plane wave to mode conversions contained in these works persist as an important contribution to the problem, and some of the work contained in this thesis relies on those advancements. More of the important insights were later distilled into modern works and only these modern works will be referenced in the remainder of this thesis.

1.4 Objective

In this thesis, we apply modern finite element methods (FEM) to the jet engine scattering problem with the goal of developing software to be used in generating radar signatures of existing and future aircraft. A tool capable of predicting signatures from aircraft at the design cycle would be a tremendous asset to the aircraft industry, which is currently embracing the technology of rapid computer aided-prototyping.
Since full aircraft simulation is the ultimate goal, the FEM analysis must be coupled to a high frequency simulation of the remainder of the aircraft. Thus, the objective is to develop a hybrid finite element modal method where the connection to the high frequency model will be done using a modal scattering matrix.
CHAPTER II

FULL THREE DIMENSIONAL HYBRID FEM MODAL IMPLEMENTATION

A hybrid finite element modal formulation is presented for the analysis of cavities with complex terminations, with the goal of characterizing jet engine inlets. The finite element method is used to find the generalized scattering matrix for an N-port representation of the complex termination, where N is the number of traveling modes in the cavity. The cavity is assumed to be circular at the termination (engine), but the remainder of the cavity can be of arbitrary cross section. The scattered fields are obtained by tracing the fields back out of the cavity via a high frequency or modal technique with the generalized scattering matrix used in determining the fields at an aperture near the irregular cavity termination. "Proof of concept" results are presented and several issues relating to the implementation of the FEM are addressed. Among these, a new artificial absorber is developed for terminating the FEM mesh and the suitability of edge or node-based elements is examined.

2.1 Introduction

The simulation of radar scattering from jet engine inlets is an important step toward the characterization of aircraft structures. While high frequency techniques can accurately simulate many scattering mechanisms on a typical aircraft, these techniques are
not suitable for resonant or guiding structures such as antennas/radomes and jet engine inlets. The engine face is an intricate target, possessing complex geometrical features at the wavelength level or less, and is therefore inappropriate for high frequency analysis. By comparison, the finite element method (FEM) [7] [8] is well suited for the analysis of geometrically complex, inhomogeneous volumetric targets such as the engine face. However, in spite of its inherent O(n) storage demand, the FEM analysis would still require prohibitive computational resources were it to be also used for modeling the volume enclosed by the inlet leading to the engine. To overcome this difficulty, in this chapter we describe a new hybrid finite element method for the analysis of the inlet-engine configuration.

The proposed hybrid FEM was originally proposed in [9] and combines ray techniques (for propagating the field to and from the engine face) and the FEM (for computing the fields scattered from the engine face). Figure 2.1 shows the regions to be characterized either by the finite element method or some high frequency technique. Obviously, the high frequency method is best suited for modeling the fields in the large cavity region between the inlet mouth and the engine face. Any of the well known ray methods such as the shooting and bouncing ray (SBR) [10], the generalized ray expansion (GRE) [11], or even a modal decomposition technique can be used for coupling the fields into the inlet region and guiding them from the inlet mouth to the engine face. The same ray or modal technique can also be used for propagating the fields scattered by the engine back out of the inlet.

Of importance in this analysis is the interface between the ray/modal and FEM
methods, and the truncation of the finite element mesh. Given that the inlet cross section near and at the engine location is circular, and our desire to propose an efficient and flexible coupling scheme, the coupling of the FEM and ray fields in this thesis is accomplished via the generalized modal scattering matrix. That is, the FEM analysis generates the modal scattering matrix which can then be interfaced with any high frequency technique for computing the engine scattered fields without reference to the geometry of the jet engine. Regarding the truncation of the FEM mesh, several schemes are considered including absorbing boundary conditions, the unimoment method (integral equation), and a new artificial broadband absorber, with the latter found most effective for this application.

The chapter begins with a section describing the proposed hybrid FEM method, termed as the FEM modal method because it generates the modal scattering matrix. This section describes the role of the modal scattering matrix for interfacing with the FEM and
ray techniques used for propagating the fields to and from the engine face. The next sections discuss implementation issues of the FEM technique including elements, application of boundary conditions, and truncation of the FEM mesh. Finally, results are presented for three different inlet terminations. These terminations are rather simple and serve to validate the proposed hybrid FEM modal method since reference calculations using different techniques are available. Given that the emphasis of the thesis is on the development of the FEM-modal technique and not on the inlet field propagator, calculations refer to straight circular inlets. However, the inherent flexibility of the generalized scattering matrix allows the characterization of the same inlet terminations connected to different inlet geometries.

2.2 Finite Element-Modal Formulation

Consider the three-dimensional cavity configuration shown in Figure 2.1. The cavity is excited by an arbitrary field (typically a plane wave) through its opening at the left side and is assumed to have a complex geometrical configuration (an engine) at its right end. We are interested in computing the field scattered by this complex cavity termination due to a given excitation which is assumed to be specified at the left opening of the cavity. In our analysis, the cross section of the cavity is assumed to be arbitrary and of diameter greater than a free space wavelength up to the connectivity boundary as shown in Figure 2.1. Beyond this connectivity boundary, the cavity’s outer perimeter is assumed to be circular but may enclose complex geometrical configurations such as an engine.

In accordance with the proposed hybrid FEM modal formulation, the fields entering the left opening of the inlet will be modeled and propagated up to the
connectivity boundary using some ray technique (such as the SBR [10] and the GRE [11] or modal method [12]). These techniques are well understood and this thesis is not concerned with their description and implementation. Instead, our emphasis is on the proposed techniques for modeling the complex cavity termination and coupling of the fields associated with the different techniques at the connectivity boundary. As noted earlier, the FEM will be used to model the fields in the vicinity of the complex cavity termination (i.e. to the right of the connectivity boundary). We could indeed use the modal or ray techniques to generate the excitation to the FEM system of equations. However, this approach would require the solution of the FEM system for each field excitation, a rather inefficient way of characterizing the interior cavity scattering at all incidence angles of the impinging plane wave. Instead, given that the cavity is circular at the connectivity boundary, a convenient way to characterize the termination is by determining its generalized modal scattering matrix. Since each field distribution at the connectivity boundary can be expressed as a sum of incoming (or outgoing) cylindrical waveguide modes, the modal scattering matrix provides us with a unique method for characterizing the cavity termination without consideration of the technique used for modeling the fields to the left or right of the connectivity boundary.

The generalized scattering matrix $[S]$ of a given termination relates the coefficients of the incoming modes to the coefficients of the corresponding outgoing modes. That is

$$[S]\{a\} = \{b\}$$  \hspace{1cm} (2.1)
where the elements of the vectors \( \{a\} \) and \( \{b\} \) are simply the coefficients of the incoming and outgoing modes respectively. They are defined by

\[
a_m = \frac{\int_{\Gamma} e^{inc}(x, y, z_0) \cdot \Psi^m(x, y, z_0) ds}{\int_{\Gamma} \Psi^m(x, y, z_0) \cdot \Psi^m(x, y, z_0) ds}
\]

(2.2)

\[
b_m = \frac{\int_{\Gamma} \tilde{e}^s(x, y, z_0) \cdot \Psi^m(x, y, z_0) ds}{\int_{\Gamma} \Psi^m(x, y, z_0) \cdot \Psi^m(x, y, z_0) ds}
\]

(2.3)

for \( m = 1, 2, 3, \ldots N \), in which \( \tilde{e}^{inc} \) and \( \tilde{e}^s \) are the incident and scattered transverse electric fields, respectively, on the connectivity boundary surface \( \Gamma \), and \( \Psi^m \) denotes the mode functions of the circular waveguide of a given radius. A single mode index is used to compactly represent the totality of the even/odd, TE or TM modes, each of which is associated with indices \( n \) and \( p \). Additionally, each \( \Psi^m \) is an odd/even pair, having either \( \sin[n \varphi] \) or \( \cos[n \varphi] \) angular dependence.

In accordance with the proposed FEM-modal method, the entries of the generalized scattering matrix are computed from the solution of the FEM system. More specifically, the FEM solution proceeds as follows:

Given that the cavity accommodates \( N \) traveling modes,

(a) Use the \( q \)'th mode as the excitation
(b) Find \( a_q \) at the connectivity boundary \( \Gamma \)

(c) Solve the finite element system to find the scattered field

(d) Calculate the inner product of the scattered field with each out-going traveling mode on the connectivity boundary \( \Gamma \) to find \( b_p \) \( (p = 1, 2, 3, \ldots N) \)

(e) Calculate the q'th column of the scattering matrix as \( S_{pq} = \frac{b_p}{a_q} \)

(f) Repeat for all \( q = 1, 2, 3, \ldots N \)

It was observed that if the connectivity boundary is placed \( \lambda/4 \) from the termination, the coefficients of the outgoing evanescent modes were quite small \( (<10^{-2}) \) and were not therefore included in the final calculation of the scattering pattern.

We note that the generalized scattering matrix has certain distinct properties:

- Its size is \( N \times N \), where \( N \) is the number of traveling modes (See Table 2.1).

- It is symmetric and unitary since all modes are defined to have unit power. It has so far been observed to be sparse since the incoming modes tend to couple more strongly to those outgoing modes having indices similar to those of the incoming mode. As an example, we illustrate in Figure 2.2 the scattering matrix for a stub terminated inlet as a function of the mode index using the ordering given in Table 2.2. The results shown were generated via the theoretically exact mode-matching technique [13], and the characteristic sparseness of the scattering matrix has been observed for all terminations investigated so far.

Given the generalized scattering matrix of the termination, the evaluation of the
scattered field from the structure is feasible. Since the incident field is known, the coefficients \( \{a\} \) of the incoming modes are also known [15], therefore the coefficients \( \{b\} \) of the outgoing modes can be readily evaluated by (2.1). In the context of the modal technique, all outgoing modes are tracked to the open end, where an aperture integration is
<table>
<thead>
<tr>
<th>radius ($\lambda$)</th>
<th>0.5</th>
<th>0.66</th>
<th>1.66</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>6</td>
<td>10</td>
<td>60</td>
<td>186</td>
<td>328</td>
<td>508</td>
<td>2008</td>
</tr>
</tbody>
</table>

Table 2.1: Number of traveling modes for cylindrical guides with different radii.

<table>
<thead>
<tr>
<th>m</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>$TM_{0,1}^e \cdot TM_{0,10}^e$</td>
</tr>
<tr>
<td>11-20</td>
<td>$TM_{1,1}^e \cdot TM_{1,10}^e$</td>
</tr>
<tr>
<td>21-30</td>
<td>$TM_{2,1}^e \cdot TM_{2,10}^e$</td>
</tr>
<tr>
<td>31-40</td>
<td>$TE_{0,1}^o \cdot TE_{0,10}^o$</td>
</tr>
<tr>
<td>41-50</td>
<td>$TE_{1,1}^o \cdot TE_{1,10}^o$</td>
</tr>
<tr>
<td>51-60</td>
<td>$TE_{2,1}^o \cdot TE_{2,10}^o$</td>
</tr>
</tbody>
</table>

Table 2.2: Mode indices corresponding to the results in Figure 2.2.

performed to calculate the radiated field. Since aperture integration is based on the physical optics approximation, it is often necessary to correct the result by including the effect of the rim, i.e. by considering the contribution of the fringe-wave currents [16]. The total far field can be evaluated in closed form for rectangular or cylindrical inlet cross-sections [17]. Although there can be higher order scattering mechanisms involving diffraction of the outgoing modes from the mouth which scatter back into the inlet, since the rim effects have been observed to be rather small these higher order mechanisms are not included in the analysis.

If the inlet is electrically very wide, one can employ high frequency techniques to model the propagation through the inlet body. The most commonly used techniques are the Shooting and Bouncing Ray method (SBR) [10], and the Generalized Ray Expansion (GRE) [11]. Neither is as accurate as the exact modal method, but they are much simpler
from a computational point of view. Moreover, unlike the modal technique, they do not require that the geometry be of canonical shape.

In the context of the SBR method, the incident field on the open end is decomposed into a set of parallel ray tubes which are tracked into the cavity. When using the GRE method, the open end aperture is divided into a number of subapertures, and the incident field is decomposed into a set of rays emanating from each subaperture. Unlike with SBR, the rays are not necessarily parallel to each other, and GRE is thus capable of tracing non-planar wavefronts. Regardless of which method is used (SBR or GRE), as soon as the rays reach the connectivity boundary the incoming field is transformed into a superposition of modes using [15] (it is assumed that modes can be defined in the vicinity of the connectivity boundary). The generalized scattering matrix is then computed via the FEM analysis and the amplitudes of the out-going modes are computed from (2.1). The scattered field can be evaluated by means of the reciprocity integral method [18] thus eliminating the need to track the rays back to the open end.

2.2.1 Convergence of the Modal Solution

For an inlet with a given radius, we would like to know how many modes for which we will actually have to perform the rigorous hybrid FEM modal analysis, not just the theoretical number of traveling modes that can exist. Given the large number of modes that will be present in realistic size inlets, we wish to know if the solution can be expected to converge before all of the modes have been used.

We will investigate the convergence of the modal solution by considering the variation in the far field patterns for a canonical problem for which a body of revolution
(BOR) moment method solution exists [14]. By increasing the number of modes used in the body of revolution analysis until convergence is reached, we can determine the highest mode index \( n \) that will be required in the hybrid FEM modal analysis. That is, each time we add a mode to the body of revolution analysis, it is equivalent, in the context of the hybrid FEM modal technique, to adding another mode group containing the next higher mode index \( n \).

In Figure 2.3 we plot the theoretical, highest mode index \( n \) for the highest order traveling mode as a function of increasing inlet radius. Note that the TE modes always have the highest index. A linear interpolation to the curve (TE) gives a useful engineering formula for the highest index present in an inlet with electrical radius \( a_\lambda \)

\[
    n_{\text{max}} \approx 5.9 a_\lambda - 1.5 \tag{2.4}
\]

Next we consider a representative body of revolution problem whose BOR profile is given in Figure 2.4. The BOR analysis was performed at 2, 4 and 6 GHz where the corresponding electrical radii were 1, 2 and 3 \( \lambda \). By increasing the number of BOR modes up to the maximum value of \( n \) as given in Figure 2.3, we observe the convergence of the far field solution with respect to \( n \). We observe in Figure 2.5 that for the 2 GHz case, the solution converges rapidly at the lower observation angles, but converges at the highest observation angles only once all of the modes are used. For the 4 GHz results (Figure 2.6), we see that the solution converges rapidly at the low observation angles, but again almost all of the modes must be used to achieve convergence at the higher observation angles. Except for the theta-theta polarized case, we see that the solution has mostly converged
Figure 2.3: Maximum mode index (n) of traveling modes vs. electrical radius.

...out to about 45 degrees when the n=7 and 8 modes were not included. Of most importance is the 6 GHz result (Figure 2.7) which shows that the solution has converged long before the highest traveling mode index has been included. The solution has in fact converged once the n=11 mode is included, even though there are traveling modes up to n=18. This is a promising result which indicates that although there will be a very large number of traveling modes, in practice the higher order traveling modes may be unimportant, thus saving a lot of needless computation.

2.2.2 Finite Element Analysis

The traditional FEM analysis involves the solution of the time harmonic weak form of the wave equation in a bounded volumetric region of space. Being a partial
Figure 2.4: Profile of BOR cavity used to test convergence of modal solution.

Differential equation method, the FEM analysis leads to sparse matrices (with about 10 to 50 nonzero entries per row) and permits the modeling of complex inhomogeneous regions without need for special care and considerations. For the problem at hand, the FEM analysis region is shown in Figure 2.1 and is seen to extend a bit beyond the connectivity boundary $\Gamma$ to a mesh termination boundary $\Gamma'$. On $\Gamma'$ it is necessary to enforce an absorbing boundary condition (ABC) or some other mesh termination scheme which ensures the outgoing nature of the waves. That is, $\Gamma'$ must be a non-reflecting boundary. This will be discussed later in more detail. We remark that the cross section between $\Gamma$ and $\Gamma'$ is again assumed circular for this analysis, but this assumption has no bearing on the actual cavity of Figure 2.1.

On the basis of the FEM-modal formulation, we are interested in computing the fields scattered by the cavity termination due to the modal excitation

$$\bar{E}^{inc} = \bar{\Psi}_q$$

(2.5)
Figure 2.5: Convergence of far field with increasing mode index $n$ (2 GHz).
Figure 2.6: Convergence of far field with increasing mode index $n$ (4 GHz).
Figure 2.7: Convergence of far field with increasing mode index $n$ (6 GHz).
The total field in the FEM region is then

$$\bar{E} = \bar{E}^{inc} + \bar{E}^s$$  \hfill (2.6)

It is well known that the unknown scattered electric field satisfies the weak wave equation (see for example [7] [8] and [20])

$$\int \int \left[ \frac{1}{\mu_r} \cdot [\hat{n} \times (\nabla \times \bar{E}^s)] \right] ds + \int \int \left( \frac{1}{\mu_r} (\nabla \times \bar{E}^s) (\nabla \times \bar{T}) - k_0^2 \varepsilon_r \bar{T} \cdot \bar{E}^s \right) dv =$$

$$-2 \int \int \left[ \frac{1}{\mu_r} \cdot [\hat{n} \times (\nabla \times \bar{E}^{inc})] \right] ds - 2 \int \int \left( \frac{1}{\mu_r} (\nabla \times \bar{E}^{inc}) (\nabla \times \bar{T}) - k_0^2 \varepsilon_r \bar{T} \cdot \bar{E}^{inc} \right) dv$$  \hfill (2.7)

where \( \bar{T} \) is referred to as a testing function and must be at least square integrable. For Galerkin implementations, \( \bar{T} \) is set equal to one of the expansion basis functions and for each basis function, a system equation is constructed. However, before proceeding with the system construction, it is necessary to first introduce the magnetic field \( \bar{H}^s = \frac{\nabla \times \bar{E}^s}{j \omega \mu_0 \mu_r} \)

and rewrite the above weak equation as

$$\int \int \left\{ \frac{1}{\mu_r} (\nabla \times \bar{E}^s \cdot \nabla \times \bar{T}) - \bar{T} \cdot k_0^2 \varepsilon_r \bar{E}^s \right\} dv - \int \int \left\{ j k_0 \hat{n} \bar{T} \cdot (\hat{n} \times \bar{H}^s) \right\} ds +$$

$$\int \int \left\{ \frac{1}{\mu_r} (\nabla \cdot \bar{E}^s) \tau_i (\nabla \cdot \bar{T}) \right\} dv = -2 \int \int \left\{ \bar{T} \cdot \left( \nabla \times \frac{1}{\mu_r} \nabla \times \bar{E}^{inc} - k_0^2 \varepsilon_r \bar{E}^{inc} \right) \right\} dv$$  \hfill (2.8)

in which \( \Omega_d \) is the volume occupied by the dielectric not including the fictitious absorber (which will be discussed in the next section). Also, the third term on the left hand side of
(2.8) is the penalty term which ensures that the divergence condition be satisfied in the Galerkin least squares sense and is also discussed in the next section.

On our way to discretizing the weighted residual equation given above, it is necessary to: (a) tessellate the volume $\Omega$ into smaller elements, (b) choose an expansion for the field in each element, and (c) relate $\mathbf{H}^s$ and $\mathbf{E}^s$ on the outer boundary of $\Omega$ including $\Gamma'$. These issues are addressed in the next section.

2.2.3 Implementation of the FEM Solution

Since the focus of the chapter is to present the hybrid FEM modal analysis, only those aspects of the implementation that are unique to this application will be discussed.

Node-based elements were used in this initial implementation because it was found that standard edge elements [20] broke down when the field was purely TE (no $z$ component of the scattered electric field) for large problems. The breakdown of standard edge elements was highly mesh dependent and was manifested in the form of a poorly conditioned global system. In Chapter 4 we will show how the edge elements can be modified to make them more suitable for hybrid FEM modal analysis. Although edge elements are attractive for imposing the boundary conditions on metallic surfaces and corners, we nevertheless resort to standard node elements for this initial implementation because of the aforementioned breakdown.

It is well known that node-based elements can have difficulties when applied to electromagnetic problems. The source of these problems has been reported from different points of view [19] [21] [22] [23], and remedies have been proposed. Among them, the
penalty-term method has been widely used, but a recent formulation using potentials rather than fields [22] appears promising. However, difficulties again appear with the imposition of boundary conditions on the potentials when dealing with disjointed structures. Since the engine face is a large target with many disconnected components we resorted to the traditional node-based formulation where the penalty term [23] was used for enforcing the divergenceless condition in a least squares sense.

Although not rigorous, the traditional node-based implementation [23] gave good results provided care was exercised when enforcing the boundary conditions at metallic boundaries and edges. For a node lying on a conductor, the boundary conditions are

\[
\hat{t}_1 \cdot \vec{E}^s = -\hat{t}_1 \cdot \vec{E}^{inc} \tag{2.9}
\]

\[
\hat{t}_2 \cdot \vec{E}^s = -\hat{t}_2 \cdot \vec{E}^{inc}
\]

where \( \hat{t}_{1,2} \) denote the orthonormal unit vectors tangent to the metallic surface. There are many possible ways of coupling the global equations to enforce the boundary conditions (2.9), but there is always a best way which preserves the system’s condition. If the boundary conditions are enforced arbitrarily, it is then possible to completely destroy the condition of the system and to generate wrong results. The following procedure will guarantee a well-conditioned final system:

Given the metal surface normal \( \hat{n} \) at the node, find the two tangent vectors \( \hat{t}_1 \) and \( \hat{t}_2 \) as follows

- if \( |\hat{y} \times \hat{n}| > 0.15 \) then set \( \hat{t}_1 = \frac{\hat{y} \times \hat{n}}{|
\hat{y} \times \hat{n}|} \)
else set \( \hat{t}_1 = \frac{\hat{x} \times \hat{n}}{|\hat{x} \times \hat{n}|} \)

\( \hat{t}_2 = \frac{\hat{t}_1 \times \hat{n}}{|\hat{t}_1 \times \hat{n}|} \)

- Given the three global equations for \( E^{\sigma}_x, E^{\sigma}_y \) and \( E^{\sigma}_z \) at the node

- find the largest component of \( \hat{t}_1 \) (x, y or z) and replace the corresponding global equation with \( \hat{t}_1 \cdot \vec{E}^g = -\hat{t}_1 \cdot \vec{E}^{inc} \)

- find the largest component of \( \hat{t}_2 \) (x, y or z) and replace the corresponding global equation with \( \hat{t}_2 \cdot \vec{E}^g = -\hat{t}_2 \cdot \vec{E}^{inc} \)

At the open end of the mesh, the fields radiate into an infinite, cylindrical waveguide. The boundary condition at this open end must absorb all traveling modes in the guide (see Figure 2.1), and the most obvious choice for terminating the FEM mesh is to expand the scattered magnetic field as a sum of all traveling modes and to couple this expansion directly to the FEM equations through the second term on the LHS of (2.8). While this scheme worked well for shorted inlets, it was found to be unstable for the stub terminated inlet. Even if it was stable, the full submatrix resulting from this scheme would make it impractical for large radius cavities. The full submatrix has a size of \( M \times N_\Gamma \) where \( M \) is the number of modes in the cavity (including some evanescent modes) and \( N_\Gamma \) is the number of degrees of freedom on the connectivity boundary \( \Gamma \). Both \( M \) and \( N_\Gamma \) increase as (approximately) the square of the radius of the guide. A more efficient scheme is to use a fictitious material absorber designed especially for cylindrical, traveling modes. The use of material absorbers in FEM computation also preserves the sparsity of
the overall system and results in a better conditioned system than other mesh termination schemes such as numerical absorbing boundary conditions.

The design of a fictitious material absorber to absorb all traveling modes is complicated because the impedance and propagation constants of these modes vary greatly. The impedance of the first eight traveling modes for a guide of radius $0.66\lambda$ is given in Table 2.3. These eight modes were used to design an optimized absorber. Clearly, if the absorber was allowed to be very long, it could then be designed to have nearly perfect absorption. However, since the absorber will be part of the FEM mesh, as a design constraint it should be no more than about a half of a free space wavelength long to be practical.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$TM_e^{01}$</th>
<th>$TM_e^{11}$</th>
<th>$TE_1^{01}$</th>
<th>$TE_2^{01}$</th>
<th>$TM_1^{01}$</th>
<th>$TE_1^{e1}$</th>
<th>$TE_2^{e1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z ($\Omega$)</td>
<td>307</td>
<td>144</td>
<td>421</td>
<td>557</td>
<td>144</td>
<td>986</td>
<td>421</td>
</tr>
</tbody>
</table>

Table 2.3: Impedance of the eight different traveling modes in a cylindrical guide with radius of $0.66\lambda$.

A Monte Carlo optimization scheme based on [24] which has the desirable properties of finding not only the best performing but also the most stable design was used. A five section, metal backed absorber was used as a starting point with $\varepsilon_r$ and $\mu_r$ set to unity in each section. The length of each section was set initially to $0.1\lambda$. The 15 parameters (material constants and lengths of each section) were varied randomly, independent of one another. Transmission line theory was used to calculate the reflection coefficient for each mode (see Figure 2.8), and the algebraic sum of reflection coefficients
the sum of their absolute values) was used as the global optimization parameter. A pass/fail criterion on the global parameter was set to give approximately a 50% yield. For each random design, a pass or fail was noted for each parameter, and after a number of designs have been sampled a pattern begins to emerge. Some parameters indicate a tightening up is in order since most of the ‘good’ designs were centered about a certain value. Other parameters indicate a don’t care condition as all values worked equally well. A new set of initial values and ranges was chosen and the process was restarted. Again, the global parameter threshold was chosen to give about a 50% yield. This global threshold continues to drop each iteration until a stable design was found.

The final design and its performance is shown in Figure 2.9. Note that the reflection coefficient for all modes is less than 0.1 (-10 dB). The performance of this absorber was tested for a larger guide of radius $2\lambda$, having 77 traveling modes, and from Figure 2.10 it is seen to have good broad-band modal performance.

2.3 Examples

2.3.1 Example 1

The simplest configuration that could be analyzed is a cylindrical cavity terminated with a flat plate. To terminate the FEM mesh the absorber was placed $0.33\lambda$ away from the cavity base. We remark that no mode coupling is present in this configuration and that the mesh was generated using the commercial CAD system SDRC I-DEAS with a global element size of $\frac{1}{12}\lambda$. For this calculation, the connectivity boundary was placed $0.15\lambda$ from the base and the scattering matrix calculated using the FEM-modal formulation, which was in turn used to calculate the outgoing mode coefficients. These modes were
\[ Z_{i}^{TE} = \frac{Z_{i}k_{i}}{k_{zi}} \quad Z_{i}^{TM} = \frac{Z_{i}k_{zi}}{k_{i}} \]

\[ Z_{i} = Z_{0}\sqrt{\frac{\mu_{ri}}{\varepsilon_{ri}}} \quad k_{i} = k_{0}\sqrt{\varepsilon_{ri}\mu_{ri}} \]

Figure 2.8: Transmission line model of cylindrical waveguide absorber.
Modal Reflection Coefficients from Optimum Absorber.
Figure 2.10: Performance of optimum absorber for the 77 traveling modes in a guide with a 2 wavelength radius.

then traced back out of the inlet to find the radiated field. The results are shown in Figure 2.11 for a $1\lambda$-long, $1.32\lambda$-wide cylindrical cavity. Good agreement is seen as compared to a mode matching solution [13]. Note that the penalty parameter $\tau_1$ in (2.8) was set to unity for this example.

2.3.2 Example 2

The next simplest cavity termination is a circular stub. This geometry can also be analyzed via a mode matching solution [13] since all of the conductors are on curves of constant coordinates. The absorber was placed $0.33\lambda$ from the stub and the scattering
Figure 2.11: Results for example 1: a shorted cylindrical cavity.

matrix was computed at a distance of $0.25\lambda$ in front of the stub. The co-polarized backscatter patterns are given in Figure 2.12.

It was found that the proper handling of the boundary conditions at the inner edge (the rim of the stub) was critical. If the total field were set to zero at this inner edge, the
Figure 2.12: Results for example 2: a stub terminated inlet.

results were not as good. However, if only the component tangential to the edge ($E_\phi$) was set to zero, whereas $E_z$ and $E_\rho$ were allowed to float, the results were much improved as is depicted in Figure 2.12.
While the results shown are in good agreement for horizontal polarization, there is some discrepancy in the vertical polarization. Finer sampling around the rim does improve the comparison slightly but with very slow convergence. The results shown were obtained using a global element size of $\frac{1}{12}\lambda$ and an element size of $\frac{1}{20}\lambda$ around the rim. Again, the penalty term was set to unity.

2.3.3 Example 3

The third example is for an inlet with a ridge termination as shown in Figure 2.13. The termination consists of four ridges (grooves) each with an angular span of 45 degrees. The absorber was placed 0.5$\lambda$ from the ridge interface and the scattering matrix was evaluated at a distance of 0.25$\lambda$ from the discontinuity.

For this problem, it was found that the implementation of the penalty term had modest effects on the results. The penalty term contains an arbitrary parameter $\tau_1$ which in the previous examples was set to unity. However, by using an analytical solution as a reference, or by fitting the formulation to a higher order scheme, it is possible to find an expression for $\tau_1$ as a function of the element size and local material parameters that minimizes the net error in the FEM solution. This type of approach has been used with success in the field of applied mechanics [25] [26]. For this example we have set

$$\tau_1 = 842.1 \frac{V^{\frac{3}{2}}}{2}$$

(2.10)

where $V$ is the volume of the element and this value of $\tau_1$ was determined numerically by
Figure 2.13: Results for example 3: a ridge terminated structure.
minimizing the error for the shorted inlet of the same radius. It is noted that for a global mesh size of about $\frac{1}{12} \lambda$, the value of $\tau_1$ is unity.

Again, boundary conditions at the internal edges and corners needed to be handled properly in order to achieve physically meaningful results. From example 2 it was found that only the tangential field to the edges should be specified at the internal edges while the other components remained as degrees of freedom. For this example, the additional complexity of the ridge geometry gives rise to corners as well, and it was found that the boundary conditions at these corners could modestly affect the scattering patterns. The boundary conditions imposed at the corners must of course be consistent with the known field behavior and discontinuities [27]. With this in mind, the total field components at the corners formed by the ridges and the outer cylindrical guide were all set to zero. At the inner corners, where the ridge meets the inner cylinder, the geometry is discontinuous in the $z$ direction only, and thus the $z$ directed electric field was a degree of freedom while the other components of the total field were set to zero.

Figure 2.13 shows the principal plane, co-polarized RCS patterns computed via the modal-FEM scheme and a mode matching solution [13]. It is seen that the RCS patterns compare adequately with the mode matching solution especially around normal incidence. For this example a global mesh size of $\frac{1}{13} \lambda$ was used with a local mesh size of $\frac{1}{36} \lambda$ around the discontinuities. It is suspected that the errors in the modal-FEM results are due to the simplistic penalty term and not due to the material absorber (based on the good results achieved for the shorted inlet).
2.4 Summary

The benchmark tests show the validity of the overall FEM-modal scheme and the utility of the broadband cylindrical mode absorber for terminating the mesh. Also, the results indicate that node-based elements can be used for scattering analysis if boundary conditions are handled properly so as not to disturb the condition of the FEM system. Additional consideration must however be given to the proper implementation of the penalty term by fitting the numerical scheme to known, analytical solutions and selecting a penalty function to minimize the net error. Since the edge elements broke down for the pure TE case, no comparison between edge and node-based elements was possible for this problem.

Several different methods and schemes were tried before the above formulation was chosen. A mode matching technique for terminating the mesh was tried but was found to be unstable in addition to its large storage requirements. A mathematical absorbing boundary condition was considered, but has been found to produce poorly conditioned systems in comparison to fictitious material absorbers. Thus, we resorted to a specially designed material absorber for terminating the mesh, and this was shown to have good modal absorption for inlets larger than was initially considered.

The validation of the method for non-trivial cavity terminations and the proper implementation of the boundary conditions near edges and discontinuities were indeed challenging tasks. With regards to the validation, a mode-matching code was written which was crucial to the validation of the FEM-modal formulation since it is difficult to isolate the termination scattering by measurement techniques. As seen, the comparison
between the results from the two methods were quite good given the geometric complexity and diversity of the solution procedures.

However, with the goal of characterizing jet engines at radar frequencies, we clearly have a long way to go. First of all, the electrical size of the problems examined in this chapter are small (radius about one wavelength). These small electrical sizes correspond to engine inlets at about 100-300 MHz. Although these frequencies may be of interest in practice for very long range radars, our primary interest is for microwave frequencies.

Secondly, we found that when increasing the electrical size of the problem up to about 2 wavelengths in radius, the nodal based formulation given in this chapter began to yield highly erroneous results, regardless of the choice of penalty parameter. The failure of node-based elements provided the motivation for finding the cause of the breakdown of the edge elements since edge-based elements are described in the literature as being free of the theoretical inconsistencies inherent in nodal elements.

Thirdly, the material absorber used here is a resonant design and requires a different mesh for analysis at different frequencies. Also, this design was seen to give measurable errors in the far field, significant enough to warrant the search for an improved mesh truncation scheme.

Finally, nothing as yet has been done to address the fact that we must model rotating blades. Solution of the entire problem over and over again for different blade positions will require prohibitive computational expenses.
Each of these four issues: (1) enormous electrical size of the problem, (2) the need for edge-based analysis, (3) improved mesh truncation scheme, and (4) the modeling of rotating blades, is addressed in the following chapters and represents the most important contributions contained in this thesis. In the next chapter, the theoretical basis for limited mode coupling is introduced. This limited mode coupling explains the sparse structure of the modal scattering matrices encountered so far. The limited mode coupling also allows the solution of very large problems by considering only one unique slice of the blade termination. The sliced FEM method is given next for small problems, still in terms of node-based elements, but in Chapter 4 a small change to the standard definition of edge elements is given which is found to make them well suited to the new sliced FEM formulation. Also, a broad-band, anisotropic absorber layer is introduced as a candidate for mesh truncation within the sliced FEM problem. In Chapter 5, the most important contribution contained in this work is given. Here we reveal a technique for computing the time-varying return from the rotating engine blades as a simple post-processing step, based on a single solution for the stationary blades.
CHAPTER III

OVERLAPPING MODAL AND GEOMETRIC SYMMETRIES

By examining the scattering from a cylindrical inlet terminated by a fan-like structure possessing discrete angular symmetry, it is found that only very limited inter-modal coupling is possible. The previous chapter considered the solution of the blade structure without any simplifications due to the obvious periodicity of the engine blades. In this chapter, the limited mode coupling from the periodic engine blades is exploited in a node-based hybrid finite element modal scheme. We develop a very efficient solution, in which only one slice of the geometry need be modeled. It is shown that a phase boundary condition at the interior walls of the mesh is sufficient for the complete solution of the problem. The implementation of the phase boundary condition is detailed for the full three-dimensional node-based case, including special considerations for enforcing the boundary conditions along the axis. A simple example is shown for the sliced hybrid finite element modal scheme to validate the method.

3.1 The Need for Drastic Computational Scaling

The use of a hybrid finite element modal technique to model the radar scattering from jet engine inlets is depicted in Figure 3.1 [28] [29]. Briefly, the finite element method (FEM) is employed to generate a modal scattering matrix for the engine face while some
Figure 3.1: Illustration of the hybrid finite element-modal analysis of jet engine inlet scattering.

A high frequency or modal technique is used to trace the fields in and out of the inlet. It is necessary to perform the FEM analysis once for each traveling mode in the circular inlet to generate the scattering matrix. That is, the incoming field is decomposed into waveguide modes prior to the application of the FEM, and the FEM is used only to generate the modal scattering matrix.

While the hybrid finite element modal technique was validated in Chapter 2 for an engine-like termination consisting of straight blades, the electrical sizes considered were small (approximately 1λ radius), whereas typically the inlet can have a radius of 10λ or more. Because the number of degrees of freedom grows as the square of the radius, to apply the method directly to large structures would involve computational costs which are indeed staggering. Also, the number of traveling modes and the size of the scattering matrix grow as the radius squared (note that the analysis must be repeated for each mode).
For the inlet configurations considered in Chapter 2 approximately 50,000 elements were needed with about 20,000 degrees of freedom. The analysis was repeated approximately 10 times, once for each mode. Accordingly, an inlet which is $10\lambda$, in radius would require 100 times the computational resources (5,000,000 elements) and the analysis would need to be repeated 100 times over (2,000,000 degrees of freedom, 1,000 times), thus increasing the total computational cost by about 10,000. In effect, the computational cost increases as the electrical radius to the fourth power.

Obviously, some physically derived simplification is needed to scale the problem to a workable size. By exploiting the cyclic geometric symmetry which exists in an engine face, it is shown that the entire problem can be reduced to a single unique slice of the geometry. For example, if the engine face has 40 blades, it is sufficient to model, and carry out the analysis for only a single angular period of the geometry, which encompasses one-fortieth of the total computational volume. To achieve this computational scaling, it is necessary to work with modal field excitations and not plane wave excitations. By exploiting the modal (excitation) and geometric symmetries, it can further be shown that a very limited set of scattered modes are possible. This leads to a very sparse scattering matrix (i.e. very few observables are needed for characterizing the angularly periodic engine face) as has been observed in the previous chapter and is mathematically proven in this chapter. It is also demonstrated that all of the scattered modes have a constant phase shift from one slice to another. From a computational point of view, since all scattered modes have equal phase shift across the slice, a phase boundary condition can be imposed at the two interior faces of the FEM mesh to bound the problem. This technique has been used successfully in [30] and [31] and is extended to three-dimensions in this thesis.
Section 3.2 of this chapter justifies that the problem can be scaled down to only one slice by showing that the overlapping modal and geometric symmetries give rise to a limited set of scattered/reflected modes. It is shown that these modes can be modeled with a phase boundary condition on the interior walls of the mesh separating the periodic sectors of the engine face. The theory presented is essentially a special extension of Floquet theory to cylindrical structures. Section 3.3 describes the implementation of the phase boundary conditions for the full three-dimensional problem including some important numerical considerations that if overlooked can lead to ill-conditioned systems. Also, enforcement of the boundary conditions along the axis is discussed in light of the fact that the phase boundary conditions cannot be defined there, and thus a different, physically derived set of boundary conditions must be used. Section 3.4 shows results for the hybrid finite element modal analysis making full use of the overlapping modal and geometric symmetries.

### 3.2 Overlapping Modal and Geometric Symmetries

Within a cylindrical waveguide, electromagnetic radiation propagates as modes. These modes are classified as being either TE (transverse electric) or TM (transverse magnetic). Each of these two mode classes are associated with four parameters: the integers \( n, p, \sigma_\phi, \) and \( \sigma_z \). The index \( n \) is associated with the angular dependence of the modes, while the index \( p \) is associated with the radial dependence of the modes. Although it is often convenient to use cylindrical waveguide modes whose angular dependence is either \( \cos(n\phi) \) or \( \sin(n\phi) \), to exploit the symmetry of the engine face, the modes must be defined as having \( e^{\sigma_{\phi}in\phi} \) dependence. It is the simple angular phase shift of the modes
across a sector that makes possible the exploitation of the geometric symmetry [30]. The index $\sigma_\phi$ determines the sense of rotation as the mode propagates down the guide, while the index $\sigma_z$ determines the direction of propagation. Both of these indices take on the values of $\pm 1$. All modes have a $z$ dependence of $e^{\sigma_z \beta z}$ where the propagation constant $\beta$ is a function of the mode indices $n$ and $p$ and the radius of the guide. A mode having $\sigma_z = +1$ corresponds to an incoming (incident) mode while a mode having $\sigma_z = -1$ corresponds to an outgoing (scattered) mode. The modal electric field will be denoted by $\Psi^n_{i, p}$ for incident modes and $\Psi^n_{s, p}$ for scattered modes, each actually corresponding to a TE/TM pair.

Consider a unique slice of an engine-like termination as shown in Figure 3.2. Let $\phi_s$ be the angular extent of the unique slice of the geometry. For any fan-like structure,
\( \phi_s = \frac{2\pi}{N_s} \) where \( N_s \) is the symmetry number (number of blades). Since the incident field will be a cylindrical mode with an angular dependence of the form \( e^{\pm jn_{in} \phi} \), the FEM system resulting from a solution of the entire problem would take the form

\[

\begin{bmatrix}
K^1 \\
K^2 \\
K^3 \\
\vdots \\
K^{N_s}
\end{bmatrix}
\begin{bmatrix}
E^1_s \\
E^2_s \\
E^3_s \\
\vdots \\
E^{N_s}_s
\end{bmatrix}
= 
\begin{bmatrix}
f \\
f e^{\pm jn_{in} \phi_s} \\
f e^{\pm 2jn_{in} \phi_s} \\
\vdots \\
f e^{\pm (N_s - 1)n_{in} \phi_s}
\end{bmatrix}
\tag{3.1}
\]

where \( E_s^k \) denotes the components of the unknown scattered electric field in slice \( k \).

Because the geometry is the same in each slice, \( K^1 = K^2 = K^3 \ldots = K^{N_s} \), and by linearity, the unknown scattered fields must all be equal to within a phase factor. That is

\[
E^2_s = E^1_s e^{\pm jn_{in} \phi_s}
\]

\[
E^3_s = E^1_s e^{\pm 2jn_{in} \phi_s}
\]

\[
\vdots
\]

\[
E^{N_s}_s = E^1_s e^{\pm (N_s - 1)n_{in} \phi_s}
\]

and consequently, the scattered field is a periodic function in \( \phi \) with period \( \phi_s \) and a progressive phase advance of \( e^{\pm jn_{in} \phi} \) in each period (slice). This restricts the possible scattered field modes, and to find which scattered modes can make up such a field, we
consider the modal decomposition of the scattered field. Specifically, on a cross section $\Gamma$ of the guide located somewhere within the termination region (say at $z = z_0$)

$$\vec{E}_s(x, y, z_0) = \sum_{n_{\text{inc}} = -\infty}^{\infty} \sum_{\rho = 0}^{\infty} b_{n_{\text{inc}}} \vec{\Psi}^s_{n_{\text{inc}}} \rho(x, y, z_0)$$  (3.3)

where the coefficients $b_{n_{\text{inc}}}$ are found by taking the inner product of the transverse scattered field ($\vec{e}^s$) with each of the outgoing (scattered) modes $\vec{\Psi}^s_{n_{\text{inc}}}$. 

$$b_{n_{\text{inc}}} \rho = \frac{\int_{\Gamma} \vec{e}^s(x, y, z_0) \cdot \vec{\Psi}^s_{n_{\text{inc}}} \rho(x, y, z_0) ds}{\int_{\Gamma} \vec{\Psi}^s_{n_{\text{inc}}} \rho(x, y, z_0) \cdot \vec{\Psi}^{s*}_{n_{\text{inc}}} \rho(x, y, z_0) ds}$$  (3.4)

Considering the angular dependence only, the above expansion is seen to reduce to a Fourier transform with respect to $\phi$ since the scattered modes have an $e^{\pm jn_{\text{inc}}\phi}$ dependence. That is, the variables $\phi$ and $n_{\text{inc}}$ are a Fourier transform pair. It is thus important to investigate the spectral content of a signal which is periodic in $\phi$, but has a progressive phase advance $e^{\pm jn_{\text{inc}}\phi}$ from one period to the next. In so doing, the set of possible scattered modes will be found.

Consider a signal $S(\phi)$ which is periodic in $\phi$ but has a progressive phase advance $e^{\pm jn_{\text{inc}}\phi}$, as illustrated in Figure 3.3. This signal $S(\phi)$ can be thought of as a sum of $N_s$ signals, each with an angular offset and a phase shift from a reference signal $S_0(\phi)$ which is shown in Figure 3.4.
Mathematically,

\[
S(\phi) = \sum_{k=0}^{N_s-1} S_0(\phi - k\phi_s) e^{jkn_s\phi_s}
\]

(3.5)

and the Fourier transform ($\phi \leftrightarrow n_{out}$) of such a signal can be readily found using the properties of shifting and linearity to give

\[
\tilde{S}(n_{out}) = \tilde{S}_0(n_{out}) \sum_{k=0}^{N_s-1} e^{jN_s(n_{in}-n_{out})\phi_s} = \\
= \begin{cases} 
  e^{jN_s(n_{in}-n_{out})\phi_s} & n_{out} = n_{in} \pm mN_s \\
  e^{j(n_{in}-n_{out})\phi_s} - 1 & n_{out} \neq n_{in} \pm mN_s
\end{cases} 
\]

(3.6)
where \( m \) is any integer. That is, only if
\[
    n_{out} = n_{in} \pm mN_s, \quad m: \text{any integer}
\]
is \( \tilde{S}(n_{out}) \) nonzero. Thus the spectrum of \( S(\phi) \) is made up of a limited set of modes, whose index is given by (3.7).

The implication of (3.7) is that for a given \( N_s \) (symmetry number or number of blades), only certain scattered modes can exist for a given incident mode, and this of course implies a very sparse scattering matrix. For example, if there are 17 blades and the incident mode is associated with \( n_{in} = 1 \), then only scattered modes which have \( n_{out} = 1, 18, -16, 35, -33 \ldots \) can exist. For \( n_{in} = 2 \) only scattered modes with \( n_{out} = 2, 19, -15, 36, -32 \ldots \) will be present in the scattered field.

For an inlet termination with axial symmetry (a body of revolution, such as a circular stub, a cone, a bulb etc.) the symmetry number \( N_s \) goes to infinity. Consequently, on the basis of the above discussion coupling can only occur to modes which carry the same angular dependence (i.e. \( n_{out} = n_{in} \)). This is consistent with what is known from classical body of revolution theory [32].

An interesting observation from the above analysis is that coupling does not occur to modes having \( n_{out} = n_{in} \pm 1 \) since a symmetry number of 1 \( (N_s = 1) \) implies that the termination has no angular symmetry. This fact will turn out to be of great importance for establishing boundary conditions on the axis of the FEM solution. To consider further the
impact of the limited mode property on the FEM solution, note that all of the possible scattered modes share a common phase shift from symmetry face 1 to symmetry face 2. Thus, all scattered modes are related, on a cut of constant $z$, from face 2 to face 1 by

\[
E^2_p = E^1_p e^{\pm jn_{in} \phi_s} \\
E^2_\phi = E^1_\phi e^{\pm jn_{in} \phi_s} \\
E^2_z = E^1_z e^{\pm jn_{in} \phi_s}
\]  

(3.8)

where $E^2$ is the scattered field on face 2 and $E^1$ is the scattered field on face 1. This fact was first exploited in [31] to efficiently compute eigenmodes within a cyclotron using FEM. The implementation of the phase boundary condition for node-based three-dimensional FEM analysis of the engine face is discussed next.

3.3 Phase Boundary Conditions for 3-D FEM with Node-Based Elements

In the previous section it was shown that the only condition needed to relate the fields on the two symmetry faces is a phase boundary condition (3.8). However, the implementation of this condition is complicated because it must be enforced over a surface which includes the cylinder axis. The phase conditions cannot be defined on the axis and must therefore be replaced.

For the initial implementation of the FEM, the mesh which is generated to model the slice must have coincident nodes and elements on the two symmetry faces. In this manner, for each degree of freedom on face 2 ($E^2_x, E^2_y, E^2_z$), there is a corresponding degree
of freedom on face 1 \((E_x^1, E_y^1, E_z^1)\). During assembly of the FEM system, degrees of freedom on face 2 can be discarded in favor of degrees of freedom on face 1 by enforcing the phase boundary condition as

\[
\begin{align*}
\hat{\rho}^2 \cdot (\hat{x} E_x^1 + \hat{y} E_y^1) &= \hat{\rho}^1 \cdot (\hat{x} E_x^1 + \hat{y} E_y^1) e^{\pi j n_s \theta_s} \\
\hat{\phi}^2 \cdot (\hat{x} E_x^2 + \hat{y} E_y^2) &= \hat{\phi}^1 \cdot (\hat{x} E_x^1 + \hat{y} E_y^1) e^{\pi j n_s \theta_s} \\
E_z^2 &= E_z^1 e^{\pm j n_s \theta_s}
\end{align*}
\]

(3.9)

After some algebra (3.9) becomes

\[
\begin{align*}
E_x^2 &= \frac{\left[ \rho_x^1 - \rho_y^2 \left( \phi_x^1 \phi_y^2 \right)^{1/2} \right] e^{\pm j n_s \phi_s} E_x^1 + \left[ \rho_y^1 - \rho_y^2 \left( \phi_y^1 \phi_y^2 \right)^{1/2} \right] e^{\pm j n_s \phi_s} E_y^1}{\rho_x^2 - \rho_y^2 \left( \phi_x^1 / \phi_y^1 \right)^{1/2}} \\
E_y^2 &= \frac{\left[ \phi_x^1 - \phi_y^2 \left( \rho_x^1 \rho_y^2 \right)^{1/2} \right] e^{\pm j n_s \phi_s} E_x^1 + \left[ \phi_y^1 - \phi_y^2 \left( \rho_y^1 \rho_y^2 \right)^{1/2} \right] e^{\pm j n_s \phi_s} E_y^1}{\phi_y^2 - \phi_y^2 \left( \rho_x^1 / \rho_y^1 \right)^{1/2}} \\
E_z^2 &= e^{\pm j n_s \phi_s} E_z^1
\end{align*}
\]

(3.10)

where \(\rho_{(x,y)}^1, \phi_{(x,y)}^1\) and \(\rho_{(x,y)}^2, \phi_{(x,y)}^2\) are the components of the polar unit vectors at face 1 and 2, respectively. Expression (3.10) can be used directly to assemble degrees of freedom on face 1 in favor of degrees of freedom on face 2.

Since the hybrid FEM modal formulation as shown in Figure 3.1 makes use of an
absorbing layer to truncate the mesh, the space between the engine face and the absorber must include the axis of the guide. Consequently, some degrees of freedom are located on the axis (since part of the axis is non-metallic) and this introduces a complication in applying the slicing scheme not previously encountered in the literature. While the transverse polar field components cannot be defined on the axis, the transverse cartesian components have specific values. This fact is a motivation for formulating the finite element solution in terms of cartesian rather than polar components.

In practice, boundary conditions on the axis must be imposed differently for each modal excitation. By considering the field behavior along the axis and the limited mode coupling effect, a consistent set of boundary conditions can be applied along the axis. First, consider the behavior of the modes on the axis as shown in Table 3.1.

<table>
<thead>
<tr>
<th>MODE</th>
<th>n = 0</th>
<th>n = 1</th>
<th>n &gt; 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE $E_x$, $E_y$</td>
<td>= 0</td>
<td>≠ 0</td>
<td>= 0</td>
</tr>
<tr>
<td>TE $E_z$</td>
<td>= 0</td>
<td>= 0</td>
<td>= 0</td>
</tr>
<tr>
<td>TM $E_x$, $E_y$</td>
<td>= 0</td>
<td>≠ 0</td>
<td>= 0</td>
</tr>
<tr>
<td>TM $E_z$</td>
<td>≠ 0</td>
<td>= 0</td>
<td>= 0</td>
</tr>
</tbody>
</table>

Table 3.1: Behavior of modes on axis.

Since it was previously noted that mode coupling does not occur to modes having $n_{out} = n_{in} ± 1$, there will never be a mode from column 1 and column 2 that exist concurrently. If a mode included in column 1 is present, i.e. $n_{in}$ modulo $N_s = 0$, then the boundary conditions to be enforced on the axis are $E_x = E_y = 0$ which holds for all possible scattered modes. If a mode from column 2 is present, i.e. $(n_{in} ± 1)$ modulo
$N_s = 0$ then the boundary condition $E_z = 0$ is enforced. If all scattered modes are such that $n_{out} > 1$, then the conditions $E_x = E_y = E_z = 0$ are imposed.

Careful implementation of the boundary conditions on conductors that cross the symmetry faces was also necessary to preserve the condition of the system. In this case, conditions must be enforced so that during assembly, both the phase and the metal boundary conditions are enforced without causing deterioration of the system’s condition. This can be accomplished using the following procedure which is performed at the element level.

For a degree of freedom located on a conductor surface with normal $\hat{n}$ at symmetry face 1:

- if $|\hat{\phi} \times \hat{n}| > 0.15$, then set $\hat{i}_1 = \frac{\hat{\phi} \times \hat{n}}{|\hat{\phi} \times \hat{n}|}$ else set $\hat{i}_1 = \frac{\hat{\phi} \times \hat{n}}{|\hat{\phi} \times \hat{n}|}$

- $\hat{i}_2 = \frac{\hat{z} \times \hat{i}_1}{|\hat{z} \times \hat{i}_1|}$

- Given the three local equations for $E_x^s, E_y^s$ and $E_z^s$

- find the largest component of $\hat{i}_1$ (x, y or z) and replace the corresponding equation in the element system with $\hat{i}_1 \cdot \vec{E}^s = -\hat{i}_1 \cdot \vec{E}^{inc}$

- find the largest component of $\hat{i}_2$ (x, y or z) and replace the corresponding equation in the element system with $\hat{i}_2 \cdot \vec{E}^s = -\hat{i}_2 \cdot \vec{E}^{inc}$

For a degree of freedom that is located on a conductor at symmetry face 2, the procedure is the same except that the largest component of the tangent vectors ($\hat{i}_1$ and $\hat{i}_2$) must be found for the corresponding degree of freedom on face 1 (not face 2) and the local
equations replaced accordingly. In this manner, when (3.10) is used for assembly, both boundary conditions (on face 1 and face 2) will be enforced correctly and the condition of the system will be preserved.

3.4 Example

As an example, an inlet terminated in a short with radius of $0.66\lambda$ is analyzed by using only a 4 degree slice of the original problem. While this geometry is in fact a body of revolution, it is nevertheless an important benchmark for validating the correct implementation of the phase boundary conditions. The absorber is placed $0.5\lambda$ from the short and the connectivity boundary (where the scattering matrix is calculated) is located $0.25\lambda$ from the short. In this case, any size slice is sufficient, but a balance was achieved by considering that if the slice is too thin, more elements will be needed as the element size must shrink to fill the narrow slice. The calculated scattered fields on the slice boundary for two modal excitations are depicted in Figure 3.5 and Figure 3.6 and are seen to have the correct behavior everywhere including the axis. When calculating the scattering matrix, this termination should simply generate a diagonal matrix with each mode having a reflection coefficient of -1. The errors in our calculations using a 4 degree slice are given in Table 3.2 for the first five modes. These errors are within acceptable ranges for finite element implementations and are mainly attributable to the finite reflections from the absorber used to terminate the mesh.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$TM_{01}$</th>
<th>$TM_{11}$</th>
<th>$TE_{01}$</th>
<th>$TE_{11}$</th>
<th>$TE_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>% error</td>
<td>-0.99</td>
<td>-5.77</td>
<td>+.12</td>
<td>+2.35</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

Table 3.2: Error in the calculated reflection coefficients for an inlet terminated in a short, using a 4 degree slice.
Figure 3.5: Calculated scattered field $Re(E_p)$ for TM$_{01}$ excitation of a shorted inlet using a four degree slice.

3.5 Summary

In this chapter we introduced the concept of limited mode coupling for simplifying and scaling the hybrid finite element modal solution of jet engine inlet scattering applications. It was shown that angularly periodic inlet/waveguide terminations lead to very sparse scattering matrices and mode-to-mode coupling can be predicted a priori to reduce storage and computing requirements. Most importantly, it was shown that periodic phase boundary conditions can be used to restrict the computational volume to a single periodic cell, as is typically done with ordinary planar periodic antenna arrays. The theory presented here is essentially a special extension of Floquet theory to cylindrical, periodic structures. Since the analysis of jet engine inlet scattering by 3-dimensional FEM requires
that electric field degrees of freedom be defined along the axis, a consistent set of physically derived boundary conditions for the fields along the axis was given. The phase boundary condition alone is not sufficient to solve the problem, as the conditions for the fields along the axis must be included. Also, the extension of the periodic phase boundary conditions to a full node-based 3-dimensional FEM solution required the development of practical procedures for enforcing the boundary conditions without destroying the system condition. It was shown that the above analysis could accurately predict the modal fields scattered from a shorted inlet using only a 4 degree slice of the actual cylindrical region.

In this chapter, we have addressed one of the four practical issues brought up at the end of Chapter 2, namely the enormous electrical size of the problem. The computational
cost associated with the solution of this enormous problem has been scaled by many orders of magnitude in two ways. First, the storage requirements for the sparse, modal scattering matrices as predicted by the limited mode theory presented in this chapter are drastically lower than for the full modal matrices. In Table 3.3 the storage requirements on the modal scattering matrix for a realistic size (1m diameter) inlet with either 20 or 87 blades at 2, 10 and 18 GHz are given. Note that the storage savings realized with the sparse scattering matrices over the full matrices is of 2-3 orders of magnitude for the 10 GHz case.

<table>
<thead>
<tr>
<th>f GHz</th>
<th>Modes</th>
<th>Blades</th>
<th>M Bytes (sparse)</th>
<th>M Bytes (full)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>228</td>
<td>20</td>
<td>.01</td>
<td>.8</td>
</tr>
<tr>
<td>10</td>
<td>5550</td>
<td>20</td>
<td>6.2</td>
<td>500</td>
</tr>
<tr>
<td>18</td>
<td>7972</td>
<td>20</td>
<td>12.7</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td>228</td>
<td>87</td>
<td>.002</td>
<td>.8</td>
</tr>
<tr>
<td>10</td>
<td>5550</td>
<td>87</td>
<td>1.4</td>
<td>500</td>
</tr>
<tr>
<td>18</td>
<td>7972</td>
<td>87</td>
<td>2.9</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 3.3: Storage requirement on [S] for 1m diameter inlet.

Another computational cost saver developed in this chapter is the scaling of the FEM solution down to a single slice of the blade termination. The slicing scheme will be more fully developed in the next chapter where we introduce a special edge-based formulation for discrete bodies of revolution. This formulation and the resulting software discussed next are a general contribution to computational electromagnetics even though they are developed here specifically for the jet engine scattering problem.
CHAPTER IV

THREE DIMENSIONAL, EDGE-BASED, FINITE ELEMENT ANALYSIS FOR DISCRETE BODIES OF REVOLUTION

A simple modification to the standard edge element definitions is found to allow edge elements to be used within the context of the jet engine analysis problem. This modification tends to make the overall FEM system less sensitive to element distortions which always occur in large meshes. An extension to three dimensional, edge-based finite element analysis for modeling electrically large fan-like structures as discrete bodies of revolution is given. By exploiting the overlapping symmetries between a fan-like structure and a modal expansion of the electromagnetic fields, only one lobe of the problem need be solved by the edge-based finite element method without introducing any approximations. This computational scaling makes it possible to solve electrically large structures much more efficiently. A periodic phase boundary condition must be applied to the faces of the mesh describing a single slice of the body, and it is found that the phase boundary condition must be applied to both the electric and magnetic fields for a robust solution with edge-based analysis. Details of the implementation of the phase boundary conditions with edge elements are given along with results to validate the overall technique which involves the concurrent enforcement of phase boundary conditions on both electric and
magnetic fields. Although developed for the jet engine, the implementation of phase boundary conditions is applicable to any other periodic problem in electromagnetics.

4.1 Introduction to Edge-Based Discrete Body of Revolution Analysis

For electrically large objects, brute force application of the Finite Element Method (FEM) for scattering and radiation problems leads to very large systems. However, for some classes of large problems, the domain of the FEM solution can be scaled down by taking advantage of symmetries. Ideally, this scaling should be done without introducing any approximations as is the case for the new technique presented here.

Some large problems can be scaled down to workable size without introducing any approximations into the solution but other problems can only be solved approximately. For example, a finite antenna array can be analyzed rigorously element by element with the assumption that each element is a member of an infinite array of elements [33]. However, the infinite array approximation is valid only for elements that do not lie near the edges of the array. Also, scattering from three dimensional Bodies of Revolution (BOR) can be solved by scaling the problem down to a two dimensional one without introducing any approximations into the solution [32]. The power of the exact BOR formulation for electromagnetic scattering computations has allowed modeling of practical vehicle communications problems that would otherwise be prohibitively expensive to simulate due to their large electrical size [34].

In this chapter we extend the application of the edge-based Finite Element Method
to Discrete Bodies of Revolution (DBOR). No approximations are introduced when using the DBOR formulation to solve the scattering from fan-like structures within a cylindrical guide. A finite number of discrete modes exist within a cylindrical guide, making the exact solution available by solving the problem on a mode-by-mode basis. For open DBOR structures, such as a fan in free space, the same technique for scaling the problem can be used, but an approximation is introduced since in this case a continuous spread of modes exists. For solution, the continuous spread of modes for the free space case must be made discrete to solve the DBOR problem and thus an approximation is introduced. Resolving the free space fields into a discrete set of modes involves converting a plane wave spectrum into an equivalent set of cylindrical mode functions [35] which can in turn be used to solve the DBOR scattering problem mode by mode.

For a fan-like scatterer within a cylindrical guide, the edge-based FEM solution need only be done for one lobe (a unique slice) of the scatterer and then solved for each mode supported by the guide. If the fan-like structure is situated in free space, we can also solve the FEM solution for only one lobe of the scatterer, but we must then use as many modes as are necessary to represent the plane wave excitations of interest. In any event, to scale the domain of the problem down to one lobe of the DBOR structure, we must again introduce a local periodic phase boundary condition on the sides of the mesh used to represent a single slice of the scatterer.

Justification for the use of local phase boundary conditions for the analysis of fan-like structures using hybrid FEM modal analysis was given in [36]. The implementation of phase boundary conditions was also discussed in Chapter 3 for node-based elements.
this chapter, phase boundary conditions are implemented with edge-based elements which are known to be more robust than node-based elements and are free of spurious solutions [20] [39].

A fresh perspective on the reasons node-based elements tend to fail for electromagnetics problems while edge-based elements work is given in [37] from a fluid dynamics point of view. In [37], the authors rigorously demonstrate that when the strong statement of the boundary value problem (Maxwell’s equations and boundary conditions), is converted to the weak form, the divergence equation from the strong statement becomes an additional boundary condition on the outer edge of the domain. That is, the divergence-free condition which is enforced throughout the domain in the strong statement of the problem is shifted to the boundary of the FEM domain in the weak statement of the problem. Therefore, in the absence of impressed charges, the zero divergence condition must be enforced on the boundary of the FEM domain. This indicates that any element of sufficiently low order (so as to meet the criterion of zero divergence) and having tangential electric field continuity will be appropriate. This result is consistent with first order tetrahedral edge-based elements which have zero divergence, and is consistent with the simplest type of element known to work for electromagnetics, the brick element [38]. However, it appears that only those elements on the boundary of the mesh must enforce the divergence condition.

A small change to the standard edge element definition was required in order to avoid the problems discussed in Chapter 2 (pg. 26). Although lengthy analysis went into determining the source of the numerical problems in the edge element definitions, a
simple remedy was found by redefining the edge-based scalar degrees of freedom to be
\[ E_i = \vec{E} \cdot \vec{e}_i \] instead of \[ E_i = \vec{E} \cdot \hat{e}_i \], where \( \vec{E} \) is the unknown scattered electric field and \( \hat{e}_i \) is the i’th edge unit vector, while \( \vec{e}_i \) has magnitude equal to the length of the edge. That is, the edge-based element degrees of freedom are the projection of the field onto the i’th edge, not simply the electric field in the direction of the i’th edge. This redefinition has the effect of reducing the sensitivity of the system’s condition number to element distortions. Fairly severe element distortions inevitably occur in large meshes. While this simple remedy was sufficient to allow solution of the large FEM systems presented here, it should be noted that modifications to edge-based approaches are continually evolving to address the fact that large problems often give rise to poorly conditioned systems when edge-based analysis is used [40].

It has been found that the phase boundary condition must be applied to both the electric field and the magnetic field for a robust solution when using edge-based analysis. This fact is in contrast to what was shown in the previous chapter using node-based elements and the available literature for low frequency motor problems [31] and two-dimensional edge-based eigenfunction/eigenvalue (resonant field) problems [30]. The need to enforce the phase boundary condition on both the electric and magnetic field with edge elements will be shown algebraically as well as with examples. Enforcement of the phase boundary condition on the magnetic field adds a constraint on the FEM system which must be condensed out at the global level. An efficient procedure for assembling the FEM system with the correct enforcement of the phase boundary condition (on both \( E \) and \( H \)) will also be given to aid the code developer.
This chapter is structured as follows. In Section 4.2, the implementation of phase boundary conditions is given for three-dimensional, edge-based elements on a mesh with internal symmetry (coincident nodes and elements on the faces of the slice). In Section 4.3, results are shown to validate all aspects of the technique. Since our implementation is one of the first to make use of the phase boundary condition for wave applications, validation of the correct implementation of the phase boundary condition is stressed, especially the need to enforce the phase boundary condition on both the electric and magnetic fields. In the summary we indicate how the overall computational scaling yields immense reduction in computational costs over brute force methods. It is stressed that this DBOR method will be able to solve problems which would otherwise be prohibitively expensive to solve.

4.2 Phase Boundary Conditions for Wave Electromagnetic Problems Using Edge-Based Elements

A cylindrical guide, terminated by a fan-like structure (see Figure 4.1) is the geometry most amenable to the Discrete Body of Revolution (DBOR) analysis technique presented here. For the type of structure shown in Figure 4.1, the DBOR formulation does not introduce any approximation since the cylindrical guide supports only a finite set of modes. For this work, we will consider only the internal problem of a fan within a cylindrical guide as a means of validating the DBOR formulation. This problem is of practical interest in determining the radar scattering from jet engines.

For a cylindrical guide or inlet terminated by a fan-like structure, where each lobe of the structure is itself symmetric, it is possible to generate a mesh for a single lobe having coincident nodes and elements on the two symmetry faces. For example, a guide
terminated in a set of symmetric straight blades can be analyzed by considering only a single lobe and employing a phase boundary condition to connect the fields on the two faces of the slice (see Figure 4.2). For this case, a mesh can be generated having coincident nodes and elements on the two slices by exploiting the internal symmetry within the slice itself. In the case where there is no internal symmetry, such as a set of curved blades, we cannot generate a mesh having coincident nodes and elements on the slice faces (see Figure 4.3). Thus, for curved blade structures, the phase boundary condition must be interpolated from one side to the other. This interpolation is a standard FEM technique commonly used for joining dissimilar mesh areas, or for joining FEM meshes to boundary elements [41]. However here the implementation of the phase boundary condition is made considerably more complex by interpolation. The details of the implementation will be saved for future work.

As noted earlier, it has been found that the phase boundary condition must be
Figure 4.2: A guide terminated in a set of straight blades (left). For this geometry a symmetric mesh for one lobe (right) can be generated with coincident nodes and elements on face 1 and face 2.

Figure 4.3: A guide terminated in a set of curved blades (left). For this geometry a symmetric mesh for one lobe (right) having coincident nodes and elements on face 1 and face 2 cannot be generated.

applied to the magnetic as well as the electric field for a robust solution with edge elements. To see mathematically that the phase boundary condition must be applied to both E and H fields, consider that the general electric field variational formulation for
Maxwell’s equations (see for example [7]) leads to a global FEM system of the form

\[
\begin{bmatrix}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{bmatrix}
\begin{bmatrix}
E_{\text{out}} \\
E_{\text{in}}
\end{bmatrix} = \begin{bmatrix}
\Psi_{\text{out}} \\
0
\end{bmatrix}
\quad (4.1)
\]

where we have partitioned the FEM system by splitting the degrees of freedom into two groups. In particular, \(E_{\text{in}}\) represents the field values within the volume and \(E_{\text{out}}\) is the vector containing the field values on the mesh boundary. Note that since we are using edge based FEM analysis, the sub vectors \(E_{\text{out}}\) and \(E_{\text{in}}\) contain scalar projections of the unknown electric field onto the external or internal edges, respectively. Also, the elements of the subvector \(\Psi_{\text{out}}\) are given as boundary integrals involving the unknown magnetic field

\[
\Psi^i_{\text{out}} = -\int_{\Gamma^i} \left\{ \frac{1}{\mu_r} \vec{N}^i \cdot \hat{n}^i \times (\nabla \times \vec{E}) \right\} ds = j \omega \mu_0 \int_{\Gamma^i} \{ \vec{N}^i \cdot \hat{n}^i \times \vec{H} \} ds \quad (4.2)
\]

and \(\Gamma^i\) is the portion of the outer contour of the mesh over an element face containing the edge-based shape function \(\vec{N}^i\).

Typically, the Dirichlet (E) or Neumann (H) boundary condition may be imposed on certain portions of the outer boundary \((\Gamma)\). A generalized impedance boundary condition [42] may also be used which relates the H field to the E field and the local derivatives of the E field. In each of these cases, enforcement of one and only one of the boundary conditions on any part of the outer boundary \((\Gamma)\) is necessary and sufficient to
close the domain in a manner that yields a unique solution. However, we will find that for the phase boundary condition it is necessary to enforce a condition on the electric and magnetic fields separately.

Consider a unique slice of the DBOR termination (see Figure 4.4). Here the symmetry faces that define the slice can have coincident nodes and elements due to the internal symmetry of the slice. Once each of the edges on the symmetry faces are found, along with a map giving corresponding edge pairs on the two faces, (4.1) can be written as

\[
\begin{bmatrix}
K_{11} & K_{12} & K_{13} \\
K_{21} & K_{22} & K_{23} \\
K_{32} & K_{32} & K_{33}
\end{bmatrix}
\begin{bmatrix}
E_{out}^1 \\
E_{out}^2 \\
E_{in}
\end{bmatrix}
= 
\begin{bmatrix}
\Psi_{out}^1 \\
\Psi_{out}^2 \\
0
\end{bmatrix}
\]

(4.3)

where the subvectors \(E_{out}^1\) and \(E_{out}^2\) contain edge-based scalar electric field unknowns on symmetry face 1 and 2, respectively. Also, the entries in the subvectors \(\Psi_{out}^1\) and \(\Psi_{out}^2\) are given by

\[
\Psi_{out}^{1,i} = j \omega \mu_0 \int_{\Gamma_i} \{ \vec{N}^i \cdot \vec{n}^i \times \vec{H}^{1,i} \} ds
\]

\[
\Psi_{out}^{2,i} = j \omega \mu_0 \int_{\Gamma_i} \{ \vec{N}^i \cdot \vec{n}^i \times \vec{H}^{2,i} \} ds
\]

(4.4)

where \(\vec{H}^{1,i}\) and \(\vec{H}^{2,i}\) denote the magnetic fields on face 1 and 2, respectively.

By making use of the overlapping modal and geometric symmetries as discussed in [36], we also know that under single mode excitation, where the incoming mode has an
Figure 4.4: A unique slice of the FEM domain for a fan-like structure.

Exponential angular dependence of $e^{jn_\phi}$, the scattered field must be periodic, slice by slice, with the exception of a progressive phase advance $e^{jn_\phi_s}$ in each slice, where $\phi_s$ is the width of the slice. Using signal analysis, it can be then be shown [36] that the scattered field will consist of a linear combination of modes satisfying the condition

$$n_{out} = n_{in} \pm kN_s$$  \hspace{1cm} (4.5)

where $N_s$ is the number of blades and $k$ is any integer.

From the above discussion

$$E_{out}^2 = E_{out}^1 e^{jn_\phi_s},$$  \hspace{1cm} (4.6)

and upon inserting (4.6) into (4.3) we get
\[(K_{11} + K_{12}e^{jn\phi})E_{out}^1 + K_{13}E_{in} = \Psi_{out}^1\]
\[(K_{21} + K_{22}e^{jn\phi})E_{out}^2 + K_{23}E_{in} = \Psi_{out}^2\]
\[(K_{31} + K_{32}e^{jn\phi})E_{out}^3 + K_{33}E_{in} = 0\] (4.7)

We observe that \(\Psi_{out}^1\) and \(\Psi_{out}^2\) are not decoupled from the unknown electric fields, and it is clear that (4.7) involves four unknowns, but only three equations. Thus, an additional constraint is needed to eliminate \(\Psi_{out}^1\) or \(\Psi_{out}^2\).

Decoupling of the boundary integral terms (involving the unknown scattered magnetic field) does occur for any portion of the outer boundary on a perfect conductor. This includes the portion of the outer boundary along the walls of the guide. If we consider a partitioning of the FEM system as

\[
\begin{bmatrix}
K_{11} & K_{12} & K_{13} \\
K_{21} & K_{22} & K_{23} \\
K_{32} & K_{32} & K_{33}
\end{bmatrix}
\begin{bmatrix}
E_{out}^{\text{phaseBC}} \\
E_{out}^{\text{PEC}} \\
E_{in}
\end{bmatrix} =
\begin{bmatrix}
\Psi_{out}^{\text{phaseBC}} \\
\Psi_{out}^{\text{PEC}} \\
0
\end{bmatrix}\] (4.8)

where we have separated the fields on the outer contour into either phase boundary condition terms (unknowns lying on either of the two symmetry faces), or perfect electric conductor (PEC) terms (unknowns lying on metal surfaces). Next, when we enforce the boundary conditions on the PEC terms as \(E_{out}^{PEC} = 0\) we get
\[ K_{11}E_{out}^{phaseBC} + K_{13}E_{in} = \psi_{out}^{phaseBC} \]
\[ K_{21}E_{out}^{phaseBC} + K_{23}E_{in} = \psi_{out}^{PEC} \]
\[ K_{31}E_{out}^{phaseBC} + K_{33}E_{in} = 0 \]  \( (4.9) \)

Inspection of (4.9) reveals that once the boundary integral terms for the phase boundary portion have been specified, we are left with only two unknowns but three equations. However, the second and third equation are redundant. That is, we only need to use the first and third equations in (4.9) to find the unknown electric fields \( E_{out}^{phaseBC} \) and \( E_{in} \). This decoupling would have occurred if, instead of setting the fields to zero along the PEC, we had set them equal to an impressed field distribution (as in a scattered field formulation, which is what must be used in practice). Decoupling of the boundary integral terms involving the unknown magnetic field does not occur in (4.7) for the phase boundary condition. We therefore must make a similar argument [36] to relate the magnetic fields on each side of the slice as was done for the electric fields.

An additional condition giving the needed relation between the two unknown boundary integral terms in (4.7) can be found physically. To make a physically intuitive argument, we must first introduce a little more notation to keep track of the electric fields and the boundary integral terms in each slice (see Figure 4.5). Along with superscripts 1 and 2, which indicate that the field values lie on the first or second symmetry face defining each slice, respectively, we must also introduce an additional subscript to indicate to which slice the fields belong.

Since there is no physical boundary at the interface between two slices not already
taken into account by a traditional type of boundary condition (Dirichlet, Neumann or impedance), the boundary integrals on either side of a slice boundary must exactly cancel. This implies (using the notation shown in Figure 4.5) that

$$
\Psi_2^1 = -\Psi_1^2
$$

(4.10)

However, since we actually want to relate $\Psi_1^2$ to $\Psi_1^1$, we first note that

$$
\bar{E}_2 = \bar{E}_1 e^{j n_1 \phi}
$$

(4.11)

which immediately implies
\[ \nabla \times \vec{E}_2 = \nabla \times \vec{E}_1 e^{jn_\alpha \phi_x} \]  
(4.12)

As a result

\[ \vec{H}_2 = \vec{H}_1 e^{jn_\alpha \phi_x} \]  
(4.13)

and accordingly the magnetic field is also periodic, with a progressive phase shift of \( e^{jn_\alpha \phi_x} \) in each slice. Thus, the boundary integral terms as defined by (4.4) must satisfy the relation

\[ \Psi^1_2 = \Psi^1_1 e^{jn_\alpha \phi_x} \]  
(4.14)

and from (4.10)

\[ \Psi^2_1 = -\Psi^1_1 e^{jn_\alpha \phi_x} \]  
(4.15)

which is the missing constraint.

Making use of the above result in (4.7) gives

\[
(K_{11} + K_{12} e^{jn_\alpha \phi_x}) E^1_{out} + K_{13} E_{in} = \Psi^1_{out} \\
(K_{21} + K_{22} e^{jn_\alpha \phi_x}) E^1_{out} + K_{23} E_{in} = -\Psi^1_{out} e^{jn_\alpha \phi_x} \]  
(4.16)

\[
(K_{31} + K_{32} e^{jn_\alpha \phi_x}) E^1_{out} + K_{33} E_{in} = 0
\]

and by eliminating \( \Psi^i_{out} \) we get
\[(K_{21} + K_{22}e^{jn_r\phi_s} + K_{11}e^{jn_r\phi_s} + K_{12}e^{2jn_r\phi_s})E_{out} + (K_{13}e^{jn_r\phi_s} + K_{23})E_{in} = 0\]
\[(K_{31} + K_{32}e^{jn_r\phi_s})E_{out} + K_{33}E_{in} = 0\]

which can be uniquely solved for \(E_{out}^1\) and \(E_{in}\). Recall that the subscripts on \(K\) in (4.17) refer to the partitioning given in (4.3).

Although the enforcement of the phase boundary conditions as given by (4.17) requires a specialized assembly procedure, the added complexity is nevertheless needed for a robust solution. Formulations based on the enforcement of the phase boundary condition on \(E\) only yield erroneous results [30] [31] for some modes and tend to give inaccurate field values near the axis of the cylindrical guide. The formulation based on the global system (4.17) is free of these inconsistencies.

Note that the resulting FEM system based on (4.17) will be asymmetric. This asymmetry is a natural consequence of truncating an FEM domain and imposing an asymmetric boundary condition. Of course, the final linear system could always be preconditioned to yield a symmetric system, but the condition of the system would be compromised. In practice, we must retain an asymmetric system and use an appropriate iterative linear solver. For this work, we have had success with the transpose-free Quasi-Minimum Residual (QMR) solver which is described in [43] and in Appendix B.

Fundamental mesh preprocessing algorithms for FEM analysis are given in Appendix A. In addition to these, specialized algorithms for handling the sliced FEM problem must also be used. These specialized algorithms find the edges on the two symmetry planes, the edges which lie on a conductor, and establish a map between the
edges on symmetry plane 2 to symmetry plane 1. This map can then be used in a specialized assembly procedure to enforce the phase boundary conditions as given by (4.17). A detailed description of the specialized mesh preprocessing algorithms along with the assembly procedure for enforcing the phase boundary condition is given in [44].

4.3 Validation and Results

To show the validity of the DBOR formulation, we will first apply the method to an electrically large, shorted, cylindrical guide. In this case, there are no additional approximations in the method and thus we are able to assess the robustness of the edge-based DBOR FEM formulation itself. Most importantly, we do not need to use an approximate boundary condition at the open end of the mesh. We can simply use the exact modal solution for a shorted guide to terminate the mesh. The exact solution is simply a single outgoing mode with a reflection coefficient of -1 or +1 (for TE or TM modes respectively) with the phase referenced to the location of the short. The analysis is done using the same hybrid FEM modal technique given in Chapter 2, except that edge-based elements are used along with the new DBOR formulation for scaling down the size of the FEM domain to a single lobe.

The DBOR FEM analysis was applied to an eight degree slice of a shorted guide having an electrical radius of 6 wavelengths (see Figure 4.6). The mesh had a depth of 1/2 free space wavelengths down the guide with the exact boundary condition applied at the open end of the mesh. The modal reflection coefficients were extracted from the mesh on a contour 0.165 free space wavelengths in front of the short by taking a numerical inner
product. The mesh contained 37808 elements, 7903 nodes and the resulting sparse FEM system based on (4.17) had 48640 degrees of freedom, containing 737626 nonzero entries. The iterative QMR solver (Appendix B) required about 20 to 200 iterations and about 1 to 5 minutes per mode to reach a tolerance of $10^{-4}$ (Euclidean norm of the residual error vector) on an SGI Indigo rated at 24 MFlops.

Figure 4.6: The mesh for an 8 degree lobe of a shorted cylindrical guide with an electrical radius of 6 wavelengths.

In Table 4.1 we give the reflection coefficients for a representative sampling of the traveling modes in the shorted guide. Since a guide of this electrical size supports 732 traveling modes, all of the modes could not be shown.

<table>
<thead>
<tr>
<th>Mode</th>
<th>TM$_{01}$</th>
<th>TE$_{11}$</th>
<th>TM$_{45}$</th>
<th>TE$_{57}$</th>
<th>TM$_{63}$</th>
<th>TE$_{13,6}$</th>
<th>TM$_{19,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflection</td>
<td>1.0062</td>
<td>-0.9997</td>
<td>0.9926</td>
<td>-0.9998</td>
<td>1.0021</td>
<td>-0.9952</td>
<td>0.99824</td>
</tr>
<tr>
<td>Coefficient</td>
<td>+ j 0.0021</td>
<td>+ j 0.0398</td>
<td>- j 0.0017</td>
<td>+ j 0.0002</td>
<td>+ j 0.0511</td>
<td>+ j 0.00011</td>
<td>+ j 0.0623</td>
</tr>
</tbody>
</table>

Table 4.1: Some modal reflection coefficients calculated for the large shorted guide shown in Figure 4.6.
The traveling modes, including high order traveling modes, are modeled correctly with the DBOR formulation. The intricate scattered modal field distributions are shown in Figure 4.7 and Figure 4.8 for a few of the modes. Note that the modal fields are modeled correctly, even near the axis of the guide.

![Graphs](image)

**Figure 4.7:** Field distributions for a higher order mode $(\text{TE}_{13,6} \text{LH})$ showing the intricate field distributions being modeled correctly by the phase boundary conditions. The $z$ directed scattered field is zero.

If the phase boundary conditions are applied to the $E$ field only, we find that modal reflection coefficients from the short are incorrect for many modes. This is especially true for the higher order modes. The erroneous reflection coefficients are due to large errors in the fields near the axis of the guide. To show how this error is manifested, we will use the same mesh for the shorted guide (Figure 4.6) but apply the phase boundary conditions to the $E$ field only. The resultant fields are shown in Figure 4.9 and are highly erroneous and give rise to scattering coefficients that do not conserve energy. This same modal field is
Figure 4.8: Field distributions for a higher order mode (TM$_{45}$ RH) showing the intricate field distributions being modeled correctly by the phase boundary conditions.
modeled correctly when the phase boundary condition is applied to both the electric and magnetic fields.

To extend the formulation to a fan-like obstacle within a cylindrical guide, we introduce a new boundary condition at the open end of the mesh. Truncation of an FEM mesh for simulating open problems is a topic well represented in the literature, and there is a large selection of techniques for enforcing the out-going nature of fields on a truncated open boundary. Most of the standard techniques, however, have drawbacks when applied to the DBOR FEM problem. For example, the 3-layer absorber considered in Chapter 2 is a resonant design and a new mesh must be generated for different frequencies. A more broad-band, recently introduced technique is to use an anisotropic material absorber, referred to in the literature as a Perfectly Matched Layer (PML) [46]. We have successfully applied the PML absorber to the DBOR FEM formulation by using a metal backed layer of anisotropic material with parameters

\[
\varepsilon_r = \mu_r = \begin{bmatrix}
(4.2 - j4.2)\hat{x}\hat{x} & 0 & 0 \\
0 & (4.2 - j4.2)\hat{y}\hat{y} & 0 \\
0 & 0 & \frac{1}{(4.2 - j4.2)^{\hat{z}\hat{z}}}
\end{bmatrix}
\]  \hspace{1cm} (4.18)

A three element layer of anisotropic material having the parameters given in (4.18) can successfully absorb outgoing modes in the cylindrical guide with very little error introduced. For example, in Figure 4.10 we show the scattered field due to the dominant mode excitation on a cross section of a shorted guide terminated in a 3 element layer of anisotropic material having the parameters given by (4.18). The guide has an electrical radius of 0.33 wavelengths and an electrical length of 3 wavelengths. With this length, we
Figure 4.9: An example of the erroneous fields generated when applying the phase boundary condition on the E field only. Scattered field due to TE_{16} RH excitation is shown. Note large z-directed field, especially near the axis, which should be zero.
can assess the accuracy of the anisotropic absorber by observing the standing wave pattern generated in the guide. For the case shown in Figure 4.10, we observe a reflection coefficient of about -50 dB. This reflection coefficient is computed by taking the modal inner product at a “worst case” position in the guide. This is one practical way of defining a reflection coefficient for a non-TEM mode where a voltage cannot be uniquely defined.

![Figure 4.10](image)

Figure 4.10: Cross section of a small cylindrical guide, terminated by a 3 element thick anisotropic layer. $|E^s_{pl}|$ for TE$_{11}$ RH excitation is shown.

Fortunately, the phase boundary condition is unchanged by the presence of the PML. As long as the optic axis of the crystal, or in this case the PML, is along the axial direction, the implementation of the phase boundary condition does not need to be
modified. We note that for a non-diagonal anisotropic material or a material whose optic axis is not in the axial direction, the implementation of the phase boundary condition would need to be modified extensively.

To demonstrate the compatibility of the PML with the phase boundary conditions, we will model the electrically large fan termination depicted in Figure 4.11. This canonical termination has a reference mode-matching solution [46] which we will use to demonstrate the accuracy of the overall scheme. The FEM mesh used for this analysis is shown in Figure 4.12. Using the procedure discussed in Chapter 2, the modal scattering matrix was computed at a handoff plane 6.25 cm in front of the blades. Backscatter RCS data was then generated by computing the plane wave to modal coupling for a given angle and polarization, propagating the modes down the guide calculating the scattered modes from the handoff plane, propagating the scattered modes back up the guide and computing the modal to plane wave coupling. We note that the plane wave to modal and modal to plane wave coupling is based on physical optics with fringe-wave currents added to account for the effects of the rim [16] with no higher order diffraction effects.

A plot of the backscatter RCS patterns at a frequency of 4.348 GHz is shown in Figure 4.13 and a comparison is made with the mode-matching solution [47]. We note that for this model there were 64,050 elements, with 87,020 edge-based degrees of freedom. Although the results were in very good agreement, convergence of the QMR solver was very slow for some modes, requiring as many as 10,000 iterations to reach convergence. As a result, the analysis required over a week of running on an SGI Indigo. The slow convergence can be attributed to the PML layer. We note that although the PML is
- Inlet radius: 36.5 cm (14.375")
- Inlet length: 50 cm (19.685")
- Inner hub radius: 23.495 cm (9.25")
- 20 blades. 2 degree blade angle. Blade depth 6.985 cm (2.75")

Figure 4.11: A cylindrical guide with a fan termination.

attractive because of its accuracy and for its ease of implementation, use of the PML could
give poorly conditioned systems. Also, the size of the mesh must be increased to
incorporate the PML layer and to include a free-space buffer zone between the scatterer
and the absorber.

To make the DBOR FEM formulation more practical, we will require a special
modal mesh truncation scheme that fully exploits the symmetry of the problem and does
not destroy the condition of the resulting system.

4.4 Summary

Substantial reductions in computational costs have been realized for the Finite
Element Method (FEM) modeling of Discrete Bodies of Revolution (DBOR). The key
feature of our formulation is the correct implementation of the phase boundary conditions
Figure 4.12: Solid model and mesh used to analyze the fan termination.

and this is one of the first implementations of phase boundary conditions for electromagnetic wave problems. It was found that the phase boundary conditions must be applied to both the electric and the magnetic fields for a robust solution and this was shown mathematically and with three-dimensional examples.

The computational scaling made possible by the DBOR formulation reduces the overall size of the FEM system by a factor of $N_s$, where $N_s$ is equal to the number of blades in the object. Since the required time to solve an FEM system of size $N$ tends to be
of $O(N^2)$, the solution time per mode is scaled by $N_x^2$. Although the solution must be repeated for each mode, each of these runs can be performed in parallel since they do not require communications. Scattering matrix entries computed by each processor can simply be concatenated to form the complete modal scattering matrix. Scaling a problem for parallel implementation with minimum communications is at the heart of parallel programming, and this formulation therefore represents an advancement in the applicability of parallel computing to electromagnetic FEM analysis.

Computational costs for the overall method are shown using three tables. Table 4.2
gives the electrical parameters for this geometry at different frequencies (octaves) and indicates the number of modes and size of the mesh. Table 4.3 indicates the time required per mode, again at different octaves. These times are for an SGI Indigo rated at 24 MFlops. The times are split up into the three phases of analysis: mesh preprocessing, FEM solution and RCS computation. The RCS computation code also fully exploits symmetry by using a sparse modal scattering matrix and by only using those travelling modes that are physically possible when computing the radiated fields. Table 4.4 indicates the storage requirements for each phase of analysis, again for different frequency bands.

At this point then, three out of the four practical issues discussed at the end of Chapter 3 have been addressed. The enormous electrical size of the problem has been scaled down as much as possible. Edge-based elements have been introduced successfully and a new broad-band absorber for mesh truncation was shown to be a promising candidate for mesh truncation. The DBOR analysis, along with the exploitation of the sparse modal matrices brings this enormous problem at least into the realm of possibility. The last and most significant issue, that of modeling rotating blades will be discussed in

<table>
<thead>
<tr>
<th>Octave</th>
<th>freq. (MHz)</th>
<th>electrical radius</th>
<th>Modes</th>
<th>Elements</th>
<th>degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>274-548</td>
<td>.33 - 0.66</td>
<td>2 - 10</td>
<td>5096</td>
<td>7k</td>
</tr>
<tr>
<td>2</td>
<td>548-1096</td>
<td>.66 - 1.33</td>
<td>10 - 36</td>
<td>15902</td>
<td>16k</td>
</tr>
<tr>
<td>3</td>
<td>1096-2192</td>
<td>1.33 - 2.66</td>
<td>36 - 152</td>
<td>35010</td>
<td>45k</td>
</tr>
<tr>
<td>4</td>
<td>2192-4348</td>
<td>2.66 - 5.33</td>
<td>152 - 578</td>
<td>64050</td>
<td>87k</td>
</tr>
<tr>
<td>5</td>
<td>4348-8696</td>
<td>5.33 - 10.66</td>
<td>578 - 2288</td>
<td>125000</td>
<td>200k</td>
</tr>
<tr>
<td>6</td>
<td>8696-17392</td>
<td>10.66 - 21.33</td>
<td>2288 - 9058</td>
<td>250000</td>
<td>300k</td>
</tr>
</tbody>
</table>

Table 4.2: Electrical parameters for the geometry shown in Figure 4.12. Bottom two rows are projected.
Table 4.3: Time requirements for each stage of analysis (per frequency) @ 24 MFlops for the geometry shown in Figure 4.12. Bottom two rows are projected.

<table>
<thead>
<tr>
<th>Octave</th>
<th>preproc.</th>
<th>FEM (per mode)</th>
<th>RCS (200 angles) (per blade angle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 sec</td>
<td>1 min.</td>
<td>20 sec.</td>
</tr>
<tr>
<td>2</td>
<td>30 sec.</td>
<td>5 min.</td>
<td>30 sec.</td>
</tr>
<tr>
<td>3</td>
<td>1.5 min.</td>
<td>10 min.</td>
<td>50 sec.</td>
</tr>
<tr>
<td>4</td>
<td>5 min.</td>
<td>20 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>5</td>
<td>10 min.</td>
<td>45 min.</td>
<td>10 min.</td>
</tr>
<tr>
<td>6</td>
<td>20 min.</td>
<td>180 min.</td>
<td>30 min.</td>
</tr>
</tbody>
</table>

Table 4.4: Memory requirements for each stage of analysis for the geometry shown in Figure 4.12. Bottom 2 rows are projected.

<table>
<thead>
<tr>
<th>Octave</th>
<th>preproc.</th>
<th>FEM</th>
<th>RCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4 MBytes</td>
<td>3 MBytes</td>
<td>1 KByte</td>
</tr>
<tr>
<td>2</td>
<td>9 MBytes</td>
<td>8 MBytes</td>
<td>200 KBytes</td>
</tr>
<tr>
<td>3</td>
<td>22 MBytes</td>
<td>18 MBytes</td>
<td>1 MBytes</td>
</tr>
<tr>
<td>4</td>
<td>45 MBytes</td>
<td>35 MBytes</td>
<td>3 MBytes</td>
</tr>
<tr>
<td>5</td>
<td>120 MBytes</td>
<td>100 MBytes</td>
<td>7 MBytes</td>
</tr>
<tr>
<td>6</td>
<td>250 MBytes</td>
<td>220 MBytes</td>
<td>13 MBytes</td>
</tr>
</tbody>
</table>

the next chapter. Since Jet Engine Modulation (JEM) is an important aspect of aircraft target identification, the technique revealed next is probably the most significant contribution in this thesis.
CHAPTER V

EFFICIENT COMPUTATION OF JET ENGINE MODULATION

By making use of the overlapping symmetries between the modal inlet fields and the engine face, it is found that the radar modulation due to a set of rotating blades can be computed using only one solution for any blade position. Frequency domain solutions for the stationary engine face can immediately produce modulation data with a simple post-processing step. The validity of the modulation scheme is demonstrated with the aid of a simplified engine model possessing a semi-analytical mode-matching solution.

5.1 Jet Engine Modulation

Jet engines are important contributors to the radar scattering cross section (RCS) of aircraft structures, and it is therefore necessary to provide an accurate characterization of their scattering contributions. One of the most important effect the engines have on the signature is that they introduce a modulation into the radar echo. Computation of jet engine modulation is a rather challenging task because of the intricate details associated with the engine blade configuration and the engine’s large electrical size (up to sixty wavelengths in diameter) in the frequency range of interest.

Taking into consideration the engine face complexity and the length of the inlet
(which may span hundreds of wavelengths), a hybrid finite element method modal technique was described in Chapter 2 for the analysis of jet engine inlets. In accordance with this hybrid approach, a ray method such as the SBR [10] or the GRE [11] can be used to propagate the field from the inlet opening to the engine face and from there on the FEM is employed for modeling the intricate compressor and engine blades. The interface of the two computational regions is accomplished using the generalized modal scattering matrix, and this relies on the fact that the inner cross section of the inlet is circular at the engine location. Basically, at some handoff surface (see Figure 5.1), the incoming ray field is decomposed into cylindrical modes and each of these modes is used as the excitation to the FEM computational section. The FEM or some other numerical technique must be used to return all mode scattering coefficients associated with a given incoming mode. By repeating the process for each incoming mode, all entries of the modal scattering matrix are computed.

Figure 5.1: Location of hand-off plane where modal scattering matrix is defined.
The scattering matrix is unique to each engine configuration, and as a result it does not need to be recomputed for each excitation. Instead, for different inlets and excitations, it only needs to be weighted with the mode coefficients of the incoming wave at the handoff surface. In this manner the computational burden is substantially reduced. Also, it was pointed out in Chapter 4 that a major portion of the scattering is null due to mode decoupling (a consequence of the engine's circular periodicity) which can be predicted a priori. As a result storage requirements for the scattering matrix are drastically reduced and additional computational savings can be realized.

However, even with the above domain decompositions and computational improvements, the CPU requirements for a characterization of the jet engine modulation is still daunting. It is quite impractical to recompute the scattering pattern of the jet engine using a rigorous numerical method at each blade position in order to synthesize the modulation pattern. The subject of this chapter is to show that the modal scattering matrix of the engine at different rotation positions can be generated by modifying the available scattering matrix from a previous engine position. That is, the modulation pattern of a rotating engine can be computed from the numerical data available for a single stationary position of the engine.

This chapter reviews the structure and characteristics of the modal scattering matrix. By considering the blade periodicity in conjunction with the structure of the modal scattering matrix, it is shown that the scattering matrices at other engine positions can be obtained as a postprocessing step without the need to repeat the computationally intensive full-wave electromagnetic analysis. Considerations relating to relativistic effects and
engine rotation frequency versus radar frequencies are also discussed to support the validity of the model. Finally, numerical results are presented, and rigorous validation of the technique is made via comparison with results obtained from simulations which do not make use of the proposed simplification.

5.2 Modal Scattering Matrix

Since approximate methods, such as physical optics, geometric optics, or shooting and bouncing rays, are inappropriate for characterizing an aircraft engine face, more rigorous techniques such as the mode-matching method or the finite element method must be used. The solution for the scattering from the engine face must be connected to the solution for the remainder of the aircraft. By defining the modal scattering matrix \( [S] \) at some hand-off plane sufficiently far in front of the engine face where the inlet is still circular, only propagating modes need be considered (see Figure 5.1). Multiple engine sections can be modeled by cascading scattering matrices together for each separate section of the engine. In this way, very complex modulation patterns can be computed for engine faces having multiple sections rotating at different speeds. This complex modulation can still be computed as a simple post-processing step using the techniques outlined here.

Mathematically, the modal scattering matrix \( [S] \) is defined by

\[
S_{ij} = \frac{b_i}{a_j} \tag{5.1}
\]

where
\[
\begin{align*}
    a_i &= \frac{\int \vec{e}^{inc}(x, y, z_0) \cdot \vec{\Psi}_i^*(x, y, z_0) ds}{\int \vec{\Psi}_i(x, y, z_0) \cdot \vec{\Psi}_i^*(x, y, z_0) ds} \\
    b_j &= \frac{\int \vec{e}^s(x, y, z_0) \cdot \vec{\Psi}_j^*(x, y, z_0) ds}{\int \vec{\Psi}_j(x, y, z_0) \cdot \vec{\Psi}_j^*(x, y, z_0) ds}
\end{align*}
\]  

for \( i, j = 1, 2, 3, \ldots N \), in which \( \vec{e}^{inc} \) and \( \vec{e}^s \) are the incident and scattered transverse electric fields, respectively, at the hand off plane.

In this chapter we do not discuss how the elements of the scattering matrix are generated, but rather how once found they can be used to compute the radar modulation based on one solution for the stationary engine. We simply remark that the elements of the scattering matrix \( S_{ij} \) can be found rigorously for canonical terminations by the mode matching method [47] and for more realistic structures using the hybrid finite element modal method (Chapter 2), provided that the discrete angular symmetry of the geometry is exploited to scale the problem down to a workable size (Chapter 4).

It was proven in Chapter 3 that the modal scattering \( [S] \) matrix has a very sparse structure which can be determined in advance. It is fortunate that the modal scattering matrix is very sparse since many thousands of travelling modes can exist in a real jet engine inlet. Consider for example that at X-band, a typical engine on a commercial carrier may have a radius of about \( 30\lambda \) which would allow 17,878 distinct travelling modes. Only by exploiting the sparsity of the modal scattering matrix can we manage the volume of data that results from multiple frequency runs.

The sparse modal scattering matrix that represents each section of the engine is in
fact an 8-dimensional sparse matrix whose indices can be conceptualized using the
diagram shown in Figure 5.2. Each outgoing mode is either TE or TM, indexed by $p$
(radial variation), and $n$ (angular variation), and with either $\sin(n\varphi)$ (odd) or $\cos(n\varphi)$
(even) (with respect to the radial directed electric field) angular dependence. The sparse
structure of the scattering matrix is a result of the fact that the relation (3.7) must hold.

Figure 5.2: Diagram of 8-dimensional sparse matrix indices.
5.3 Efficient Computation of Modulation

Once found, the sparse modal scattering matrix for the stationary blade set can be used for computing the radar modulation due to the rotating blades. If we assume that the blades are turning sufficiently slowly so that: (1) relativistic effects are unimportant, (2) effects due to free charges are unimportant, and (3) the frequency of revolution of the blades is much less than the radar frequency, then we can make use of an instantaneous rest-frame that rotates along with the blades. With an instantaneous rest-frame we assume that the steady-state solution is valid at each incremental rotation of the instantaneous rest-frame, and that the modulation can be gleaned by computing the far fields for each incremental blade rotation until one period has been found.

The three assumptions made above require some justification and can be seen to be valid once we introduce some realistic numbers. First, the assumption that relativistic effects are not present is confirmed in [48] and [49]. It was noted in [48] and [49] that relativistic effects are observed only if the blade tip travels at speeds above $10^{-2} c$ where $c$ is the velocity of light in free space. A conservative estimate of realistic blade tip velocity is $10^{-4} c$ if we assume a 1 meter radius fan turning at 100,000 RPM. In short, no relativistic effects are required to predict the modulation from jet engines. Second, the assumption that no effects due to free charges exist must be explored. Normally, free charge within conductors are only taken into consideration for very fast pulses (nanosecond pulses) through lossy materials where the relaxation time is of the same order as the pulse duration. Conversely, if the engine were to spin fast enough, the blade tips would be subjected to an excitation by an incident field varying so rapidly that the free
charges would not be able to “keep up.” To see if this is in fact the case, assume conservatively that the relaxation time for the material in the engine blades (titanium alloys) has a relaxation time of $10^{-9}$ sec. Therefore, the boundary conditions at a given location on the blade tip would also have to change on the order of $10^{-9}$ sec as the blade rotates through the incident field. Now consider the velocity required for a point on the tip of the blade to see a $180^\circ$ phase change in the boundary conditions for a 30 GHz ($\lambda = 1$ cm) incident plane wave. The blade tip velocity would need to be $0.5 \text{cm}/10^{-9} \text{sec}$ or $0.5 \times 10^{-7} \text{m/sec} = 10^{-2} c$. But our conservative estimate of linear blade tip velocity was only $10^{-4} c$. Thus, no free charge effects are needed to compute the radar modulation.

The third assumption stating that the frequency of revolution is much less than the radar frequency is most important and also more difficult to justify. Using the same conservative estimate for blade tip velocity based on a 1m radius and 100,000 RPM, consider that at 10 GHz the blades rotate only $10^{-5}$ degrees during one cycle of the interrogating radar. Thus, even after 100 cycles, the blade would have only rotated through $10^{-3}$ degrees. Indeed we have observed experimentally [50] that although small angular displacements ($0.1^\circ - 1^\circ$) of blades within a circular cavity can produce drastic changes in the scattering pattern, angular displacements on the order of only $10^{-3}$ degrees do not produce any observable changes. That is, very small rotations of the blades occurring within the 100 cycles of a 10 GHz radar have always produced indistinguishable modal scattering matrices, and therefore identical far field patterns. Finally, the condition that the
frequency of the blade rotations must be much lower than the radar frequency also insures
that there is no mode which is “slow” enough that the blades would have moved
appreciably during the time required for the mode to propagate in and out of them. The
speed of the “slowest” mode in the guide can be determined experimentally by observing
the ringing in a time domain response of an inlet with a bladed termination. It has been
observed [50] that the ringing decays within 10 ns from the initial return at the front of the
blades. Therefore the slowest mode will see less than a $10^{-2}$ degree change in the angular
position of the blades during a round trip through the blade section. Again this angular
displacement is too small to produce observable differences in the scattered field.

Based on the above, we can algebraically update the scattering matrix for a series
of incremental angular displacements (to account for the rotation of the blades) using data
extracted from the instantaneous rest-frame analysis. That is, once the scattering matrix is
found for position 1 (see Figure 5.3), the scattering matrix for position 2, rotated by $\Delta \phi$,

\[
\{b\} = [S]\{a\}
\]

\[
\{b_\Delta\} = [S_\Delta]\{a\}
\]

Figure 5.3: Instantaneous rest-frame rotating along with blades.
can be found without recomputing the complex scattering problem. However, to do this, we must first convert the modal scattering matrix \([S]\) to an equivalent matrix \([S']\) for modes having exponential angular dependence \(e^{\pm jn\varphi}\). To convert the scattering matrix we define two new mode functions with either \(e^{jn\varphi}\) or \(e^{-jn\varphi}\) angular dependence as

\[
\Psi^+ = \Psi^{even} + j\Psi^{odd}
\]
\[
\Psi^- = \Psi^{even} - j\Psi^{odd}
\]

The elements of the new modal scattering matrix \([S']\) can be found in terms of elements of \([S]\) by considering both systems to be made up of 2 x 2 subsystems of the form

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\begin{pmatrix}
a^{even} \\
a^{odd}
\end{pmatrix}
= 
\begin{pmatrix}
b^{even} \\
b^{odd}
\end{pmatrix}
\]

\[
\begin{pmatrix}
e & f \\
g & h
\end{pmatrix}
\begin{pmatrix}
a^+ \\
a^-
\end{pmatrix}
= 
\begin{pmatrix}
b^+ \\
b^-
\end{pmatrix}
\]

In these subsystems, \(a^{even, odd}\) refer to the coefficients of the modes \(\Psi^{even, odd}\), whereas \(a^+\) refer to the corresponding coefficients of the modes \(\Psi^+\). From (5.3), it is easily found that

\[
e = \frac{(a + d)}{2} + \frac{(b - c)}{2j} \\
f = \frac{(a - d)}{2} - \frac{(b + c)}{2j} \\
g = \frac{(a - d)}{2} + \frac{(b + c)}{2j} \\
h = \frac{(a + d)}{2} - \frac{(b - c)}{2j}
\]

To account for the rotation of the blades we simply transform the original problem
into the instantaneous rest frame which rotates along with the blades. The updated system
for blade position 2 can then be found by introducing a simple phase shift \( e^{+jn_{s}(\Delta \phi)} \) into
the incoming modes to simulate the blade rotation, and then an opposite phase shift
\( e^{-jn_{s}(\Delta \phi)} \) of the outgoing modes to rotate the outgoing modes back to the original
reference frame which is stationary. The corresponding scattering matrix of the rotated
blades is obtained by modifying each submatrix of \([S]\) as

\[
\begin{pmatrix}
(e) e^{jn_{s}n_{r}\Delta \phi} & (f) e^{-jn_{s}n_{r}\Delta \phi} \\
(g) e^{jn_{s}n_{r}\Delta \phi} & (h) e^{-jn_{s}n_{r}\Delta \phi}
\end{pmatrix}
= \begin{pmatrix}
e_{\Delta} & f_{\Delta} \\
g_{\Delta} & h_{\Delta}
\end{pmatrix}
\] (5.6)

The submatrices of the odd/even subsystem are now

\[
\begin{pmatrix}
a_{\Delta} & b_{\Delta} \\
c_{\Delta} & d_{\Delta}
\end{pmatrix}
\] (5.7)

where

\[
a_{\Delta} = \frac{(e_{\Delta} + f_{\Delta} + g_{\Delta} - h_{\Delta})}{2}, \quad b_{\Delta} = \frac{(e_{\Delta} - f_{\Delta} + g_{\Delta} - h_{\Delta})}{2},
\]
\[
c_{\Delta} = \frac{(e_{\Delta} + f_{\Delta} - g_{\Delta} - h_{\Delta})}{2j}, \quad d_{\Delta} = \frac{(e_{\Delta} - f_{\Delta} - g_{\Delta} + h_{\Delta})}{2}
\] (5.8)

The updated scattering matrix can now be used to compute the outgoing mode
coefficients for the blades in position 2 using the same set of incoming modal coefficients.
For a set of blades rotating with angular velocity \( \omega \) we have \( \Delta \phi = \omega(t - t_{0}) \), where \( t_{0} \)
corresponds to the time when the blades are at position 1. By computing the far fields
based on the updated outgoing modal coefficients for a sufficiently large number of times \( t \), the modulated radar return is found. This modulation must be periodic with a period of

\[
\tau_{mod} = \frac{2\pi}{N_j \omega}
\]  

(5.9)

The radar return will be both amplitude and phase modulated and can be analyzed in a variety of ways, but not simply with Doppler analysis which only makes use of the phase modulation. For example the product \( N_j \omega \) is inversely related to the fundamental period of the amplitude modulation. We will only consider the efficient determination of the complex modulation pattern itself and leave the signal analysis for a future work.

### 5.4 Validation

To validate the modulation scheme presented above, we first see if the exact solution for two different blade positions can be recovered from the scattering matrix at a single position using the technique presented here. A simplified engine section was constructed (see Figure 5.4) and analyzed via the semi-analytical mode matching method [47] as a reference solution. The implementation of this mode matching solution has been experimentally validated in [50] and has been shown to be accurate for this particular model over a frequency range of 2 – 12GHz. The 6 GHz, monostatic RCS patterns, for two different blade positions are shown in Figure 5.5 with the cone removed. The blades are aligned with the measurement plane for position 1 and rotated 20° counter-clockwise for position 2 (as shown in Figure 5.3 with \( \Delta \varphi = 20^\circ \)). When the scattering matrix for position 1 is modified using (5.4)-(5.8) with \( \Delta \varphi = 20^\circ \) to account for the blade rotation,
we see that the scattered field pattern is essentially identical to the mode matching solution for position 2 (see Figure 5.6). In fact, the scattering matrices obtained using this method are nearly identical term by term with those generated using the direct analytical method but the additional computational cost for updating the scattering matrix using this new technique is insignificant as compared to the cost of redoing the analysis. Although not shown, the other polarization can be recovered in the same manner.

- Overall length of inlet: 30 cm.
- Inlet open at front, closed at back.
- Length of blades: 10 cm.
- Inner Diameter of inlet: 30 cm.
- Diameter of inner hub: 15 cm.
- Number of blades: 8
- Blades are straight and 4° wide
- Cone interior angle: 60°
- Blades are in contact with inlet walls and with back
- All components made using SLA and are painted copper

Figure 5.4: Simplified engine section model.

Starting with the modal scattering matrix for the stationary blades at position 1, we immediately have the modulation pattern by repeated use of (5.4)-(5.8) for incremental values of $\Delta \varphi$ until one full period has been computed. One complete period of the amplitude modulation pattern for two different azimuth angles and for both polarizations is shown in Figure 5.7 and Figure 5.8. The modulation is plotted as a function of the blade angle $\varphi$ rather than as a function of time to stress that the angular velocity of the blades is
Figure 5.5: RCS of simplified engine section model for blade position 1 and position 2.

unimportant for the modulation pattern. With different angular velocities, the modulation pattern would be the same, only the period would change as given by (5.9). Note that both the overall backscatter level and the dynamic range of the modulation are higher for the \( \hat{\theta} \hat{\theta} \) co-polarized case than for the \( \hat{\phi} \hat{\phi} \) co-polarized case.

### 5.5 Summary

Computing the scattering from jet engines is a difficult and expensive task. The scheme presented here allows the radar modulation pattern to be found as an inexpensive post-processing step based on a single solution for stationary blade sets. Doing rigorous
RCS of inlet with straight blades: 6 GHz, ($\hat{\theta}\hat{\theta}$)

![Graph showing RCS comparison](image)

Figure 5.6: Comparison of RCS for blade position 2 by mode matching and the technique described in this chapter.

Analysis for different blade positions is prohibitively expensive in practice and therefore the technique presented here will be essential for carrying out scattering simulations of jet engines including modulation. Only a single, sparse modal scattering matrix is required per frequency and scattering matrices for each engine section can be modified term by term and cascaded to simulate the different rotating or stationary engine sections.
Figure 5.7: Far field amplitude modulation pattern due to rotating blades ($\hat{\theta}\hat{\theta}$ polarization).
RCS amplitude modulation of inlet with straight blades: 6 GHz, ($\hat{\phi}\hat{\phi}$)

Figure 5.8: Far field amplitude modulation pattern due to rotating blades ($\hat{\phi}\hat{\phi}$ polarization).
CHAPTER VI

SUMMARY AND SUGGESTIONS FOR FUTURE WORK

6.1 Summary

In this thesis a hybrid finite element modal solution for the jet engine scattering problem was given in a manner such that its interface with a high frequency or other ray optics solution for the remainder of the aircraft can be accomplished. The connection between the FEM solution and the high frequency method is done using a modal scattering matrix to represent the engine termination within a cylindrical inlet. Therefore, the goal of this work was to create a tool capable of generating the modal scattering matrices to replace the engine face in a high frequency model. Initially, a 3-dimensional hybrid finite element modal solution was implemented using standard node-based elements and the far field scattering patterns were compared to an exact mode-matching solution as a reference. Only small electrical sizes could be considered, corresponding to real jet engines at about 100-300 MHz. Since the goal was to create a tool for simulating engines at radar frequencies, drastic reductions in computing costs were sought.

To this end, a theory of overlapping modal and geometric symmetries was given, uncovering the mechanism by which limited mode coupling occurs. This theory is
essentially a special extension of Floquet theory to angularly periodic structures. Limited
mode coupling gives rise to very sparse modal matrices for each engine section, thus
reducing the computer storage space required for the modal scattering matrices by at least
2 orders of magnitude.

A full three dimensional discrete body of revolution formulation was given which
takes full advantage of the symmetry to reduce the problem down to a single slice of the
termination. A small change in the standard edge-based element definition was made
which allowed edge elements to be used successfully in this context. The discrete body of
revolution formulation allowed much larger electrical sizes to be modeled, and with the
use of edge-based elements, robust, accurate FEM solutions result. Although the
computational costs are still high, the problem has at least been made feasible. The new
formulation and the resulting software are considered to be a significant contribution to
computational electromagnetics which grew out of this research.

The single most important contribution made in this work is the technique
presented in Chapter 5 which allows the modulation to be computed as a post-processing
step. By using only a single solution for the stationary engine blade, the modulated return
due to the rotating engine can be found immediately without the need to recompute the
scattering for every blade angle.

6.2 Suggestions for Future Work

There are two clear engineering tasks that could be done to make the analysis
software a more practical tool for real engine simulation.
6.2.1 Task 1

In practice, the mesh that will be used to model a single lobe (unique slice) of the fan-like scatterer will not generally have coincident nodes and elements on the faces of the slice. Since the phase boundary condition relates the fields on the two slices, an interpolation scheme must be introduced so that the phase boundary condition can be imposed on meshes which do not have coincident nodes and elements on the two symmetry faces defining the slice. This interpolation technique will be of practical importance since symmetric meshes cannot be generated for realistic structures except for the special case where each lobe of the structure is itself symmetric about the mid-line of the slice. In this thesis, we considered only those problems where a symmetric mesh can be generated, yielding coincident nodes and elements on the two faces of the slice. While extension to unsymmetrical meshes involves application of standard interpolation techniques (conventionally used for joining dissimilar mesh areas), due to the complexity of the phase boundary condition this interpolation scheme will be more involved. When simply joining dissimilar mesh areas together, only continuity of the tangential electric field need be enforced, and in fact the magnetic field must not be made continuous or the FEM solution will be overconstrained. The implementation is not as straightforward for the phase boundary conditions as for interpolation between dissimilar mesh areas since both the electric and magnetic fields must be interpolated from face to face. This is a clear engineering task however, and would require modification of the assembly operator only. An additional data structure would be needed to hold the map from edges on symmetry face 2 to element faces on symmetry face 1 and an additional O(N) pre-processing step would be needed to fill this structure.
6.2.2 Task 2

The use of a Perfectly Matched Layer (PML) for truncating the open end of the mesh was discussed and results were shown to demonstrate the compatibility of the PML with the phase boundary conditions. However, the PML yielded poorly conditioned FEM systems. An additional and final use of symmetry must therefore be exploited to create a special, sparse modal integral mesh truncation scheme. It appears that the source of the numerical instability found in the modal, integral mesh truncation scheme described in Chapter 2 (pg. 28) was due to the inclusion of physically impossible modes and that the integral equation was enforced over redundant sections of the open end. If so, this would be a new manifestation of the relative convergence phenomenon. By including only those modes which satisfy the periodicity conditions as described in Chapter 3, and by imposing the integral equation on a single slice of the open end, the domain of the integral equation will be profoundly scaled and the formulation will make the fullest exploitation of symmetry.

Also, in contrast with the PML, a sparse modal boundary integral mesh truncation scheme will not require an additional volume added to the mesh. With the sparse modal mesh truncation scheme, the DBOR FEM formulation presented here will allow practical simulation of jet engines and open up an entirely new class of problems for which rigorous, robust electromagnetic analysis will be available.
APPENDICES
APPENDIX A

O(N) Graph Algorithms for Mesh Preprocessing

Electromagnetic analysis with the finite element method can be thought of as a four step process: mesh generation, preprocessing, analysis, and postprocessing. The preprocessing step is often incorporated into the analysis code or considered to be part of the mesh generation step. For the large, complex objects (especially in three dimensions) that arise naturally in electromagnetic analysis, this task can be very cumbersome and should be considered as a separate process.

Preprocessing involves the extraction of information which is required for imposing boundary conditions on metal surfaces and mesh truncation surfaces where some absorbing boundary condition is enforced, as well as material discontinuities and outward normals to these surfaces. For field calculations outside the region of the mesh, an integration contour or surface must also be found which completely encloses the object while passing through element centers where field derivatives can be evaluated accurately for calculating the scattered field. Without an accurate evaluation of the field derivatives on such a surface, substantial error (3dB) in far field calculations and even more inaccuracy in near field calculations, is likely to result. Although all of the above information could be specified during mesh generation, this would in general involve a
great deal of unnecessary work. The goal of the preprocessor should be to minimize the amount of interaction with the user.

The following algorithms have been developed for preprocessing a finite element mesh for electromagnetic analysis. The mesh is only required to contain a minimum amount of geometric information. The algorithms will extract from the mesh metal boundaries (any number of metal objects), outer boundary, material boundaries, outward pointing normals, element edges lying on conductors (for edge based analysis) and an integration contour passing through element centers. Although the algorithms are appropriate for many different elements in two and three space dimensions, the code fragments shown are for the particular case of tetrahedral elements. The code is written in C since recursion and dynamic memory allocation are needed.

**Data Structures**

The mesh is specified by filling the simple data structures shown in Figure A.1 with the data from the mesh file which contains the node locations and element specifications as generated by the mesh generator.

This is enough information to find metal surfaces, the outer surface of the mesh, material discontinuities, outward pointing surface normals, element edges lying on metal surfaces and an integration contour that encloses the target but passes through element centers. Nodal grouping is required only to identify infinitely thin conductors or edges and corners that are to be treated differently by the finite element code (singular elements). No other information is needed from the user.
int nnodes; Number of nodes in mesh
int nelements; Number of elements in mesh
struct node {
  float x, y, z;
} *nodes; Array of node coordinates
struct element {
  int nodes[4], material;
} *elements; Array of tetrahedral elements
  (4 nodes and a material index number)
struct material{
  float ReE, ImE, ReM, ImM;
} *materials; Array of materials (Complex $\varepsilon$ and $\mu$)

Figure A.1: Mesh storage data structure.

Once the mesh data structures are filled, the mesh tree must be created. The mesh
tree is a two dimensional array that stores the element numbers of elements which share a
common node. The structure is cheap to fill and allows for the efficient extraction of all the
necessary information.

The operation shown in Figure A.2 fills the mesh tree with all of the elements in
the mesh.

**Operations**

- **Find free surface**

  This algorithm operates on the mesh tree filled with all elements.

  Let $n_{face}$ be the number of coplanar nodes defining an element face. ($n_{face} = 3$ for
  a tetrahedral element.)

  The algorithm shown in Figure A.3 efficiently scans the mesh tree for groups of
#define MAXCONNECTIONS 50
int **mesh_tree
int n,m,n1,i;

mesh_tree=(int **) calloc(nnodes+1,
ssizeof(*mesh_tree));
for (n=0;n<=nvertices+1;n++)
    mesh_tree[n]=(int *) calloc( MAXCONNECTIONS,sizeof(**mesh_tree));

for (n=1;n<=nelements;n++)
    for (m=0;m<4;m++)
        n1=elements[n].vertices[m];
        i=0;
        while(mesh_tree[n1][i]!=0)
            i=i+1;
            mesh_tree[n1][i]=n;
            mesh_tree[n1][i+1]=0;

Figure A.2: Operation used to fill the mesh tree with all of the elements.

$n_{face}$ coplanar nodes (faces) shared by more than one element. A face which is not shared by more than one element is a free face.

Upon completion of this operation there is one free surface. This will be divided into pieces (outer surface, metal surfaces) by filling the mesh tree with the free elements only and doing a divide free surface operation.

- **Find material discontinuities and normals**

Inside the find free surface loop, check the material numbers of each element pair
#define MAXCONNECTIONS 50

struct freeElement{
    int element;
    int nodes[3];
    int surface;
} *freeElements;

int nFreeElements;
int e,i,j,k,n,m,foundflag;
int nFreeElements=0;
int ns[4];
int ecount [3*MAXCONNECTIONS][2];

for (n=1;<=nelements;n++)
    for (i=1;i<=4;i++)
        switch (i) {
            case 1:
                ns[0]=elements[n].node[0];
                ns[1]=elements[n].node[1];
                ns[2]=elements[n].node[2];
                break;
            case 2:
                ns[0]=elements[n].node[0];
                ns[1]=elements[n].node[1];
                ns[2]=elements[n].node[3];
                break;
            case 3:
                ns[0]=elements[n].node[1];
                ns[1]=elements[n].node[2];
                ns[2]=elements[n].node[3];
                break;
            case 4:
                ns[0]=elements[n].node[0];
                ns[1]=elements[n].node[2];
                ns[2]=elements[n].node[3];
                break;
        }

for (j=0;j<3*MAXCONNECTIONS;j++) {
    ecount[j][0]=0;
    ecount[j][1]=0;
}

for (j=0;j<=2;j++) {
    m=0;
    while (mesh_tree[ns[j]][m]!=0) {
        e=mesh_tree[ns[j]][m];
        k=0;
        while (ecount[k][0]!=e&&
               ecount[k][0]!=0)
            ++k;
    }
if (ecount[k][0]==0) {
    ecount[k][0]=e;
    ecount[k][1]=1;
} else {
    ++ecount[k][1];
    ++m;
}

k=0;
foundflag=0;
while (foundflag==0) {
    while (ecount[k][1]!=3 && ecount[k][1]!=0)
        ++k;
    if (ecount[k][0]==n) ++k;
    else foundflag=1;
}

if (ecount[k][1]<3) {
    ++nFreeElements;
    freeElements[nFreeElements].element=n;
    freeElements[nFreeElements].nodes[0]=ns[0];
    freeElements[nFreeElements].nodes[1]=ns[1];
}

The following operations can be put here if needed.

Figure A.3: Operation to efficiently find all free surfaces in the mesh.

sharing a face. If they are different, store the shared face as a free surface and calculate the normal in the same manner as above. Consistent normal directions are found by ensuring that the normal points towards the lower material index.

if (elements[n].material < elements[ecount[k][0]].material) {
    
}
• **Find outward normals to free surface**

  To ensure that all free face normals have the correct sign, the following inexpensive test will guarantee that all normals are pointing outward.

  Given an element with a free surface defined by the four nodal points \((x_i, y_i, z_i)i=1,2,3,4\) (as shown in Figure A.4) the normal (to within a sign) is given by

  \[
  \hat{n} = \frac{(\vec{r}_2 - \vec{r}_3) \times (\vec{r}_4 - \vec{r}_3)}{|(\vec{r}_2 - \vec{r}_3) \times (\vec{r}_4 - \vec{r}_3)|} \tag{A.1}
  \]

  where

  \[
  \vec{r}_i = \hat{x} x_i + \hat{y} y_i + \hat{z} z_i \tag{A.2}
  \]

  Figure A.4: The correct direction for the normal on a free face of an element.

  To find the correct sign, compare the distance from the node *not* on the free surface (node 1 for the example shown in Figure A.4) to a point that is a unit length along the normal in either direction. The direction giving the larger distance is the correct one.
• Divide free surface (find metal surfaces and outer surface of mesh)

This algorithm divides the entire free surface found by the find free surface operation into disconnected pieces. To accomplish this, the mesh tree is filled with all of the free elements found by the find free surface operation and is recursively scanned to find groups of connected elements. Each surface element is tagged with a surface number and the volume of each surface is compared. The surface with the largest volume is then tagged as the outer surface and all other surfaces are tagged as metal surfaces. There can be multiple, unconnected metal bodies in the mesh. This operation is shown in Figure A.5 and Figure A.6.

Now that the free surface has been split into pieces, the surface with the largest volume must be the outer surface and all others must be metal surfaces. To calculate the volumes of the surfaces, add up the contributions from each free face as

$$ V = \sum_{e=1}^{N_{surf}} |(\vec{v}_1 \times \vec{v}_2) \cdot \vec{r}_0| $$  \hspace{1cm} \text{(A.3)}

where

$$ \vec{v}_1 = \hat{x}(x_3 - x_2) + \hat{y}(y_3 - y_2) + \hat{z}(z_3 - z_2) $$

$$ \vec{v}_2 = \hat{x}(x_4 - x_2) + \hat{y}(y_4 - y_2) + \hat{z}(z_4 - z_2) $$

$$ \vec{r}_0 = \hat{x}(x_2) + \hat{y}(y_2) + \hat{z}(z_2) $$ \hspace{1cm} \text{(A.4)}

and \((x_i, y_i, z_i)\) are the nodal coordinates of the element having a free face (see Figure A.4) and \(N_{surf}\) is the number of free faces in the surface.
for(n=1; n<=NFreeElements; n++)
    for(m=0; m<3; m++) {
        n1=FreeElements[n].4;
        i=0;
        while( mesh_tree[n1][i] != 0) i=i+1;
        mesh_tree[n1][i]=n;
        mesh_tree[n1][i+1]=0;
    }

surface=1;
while(surface!=0) {
    i=1;
    j=0;
    foundflag=0;
    while(foundflag==0) {
        while(mesh_tree[i][j]== -1) j=j+1;
        if (mesh_tree[i][j]==0)
            if (i <= nvertices) {
                i=i+1;
                j=0;
            }
            else {
                foundflag=1;
                surface=0;
            }
        else {
            foundflag=1;
            e=mesh_tree[i][j];
        }
    }
    if (surface!=0) {  // Recursively update mesh tree.
        error=update(e, mesh_tree, FreeElements, surface);
        nsurfaces=surface;
        surface=surface+1;
    }
}

Figure A.5: Operation to divide free surface into unconnected pieces.

•Find edges lying on a conductor

Now that all of the free surfaces have been found, each free face belonging to a
metal surface (all surfaces except the surface with the largest volume) can be split into
three edges. This information is necessary for edge-based finite element analysis.
int update(e, mesh_tree, FreeElements, surface)
struct FreeElement{
    int element;
    int FreeNodes[1];
    int FreeVertices[3];
    int surface;
};
int e, surface;
struct FreeElement *FreeElements;
int **mesh_tree;
{
    int n[3], j, m, f, i, error;
    n[0]=FreeElements[e].FreeVertices[0];
    n[1]=FreeElements[e].FreeVertices[1];
    for (i=0; i<3; i++) {
        j=0;
        m=n[i];
        while(mesh_tree[m][j]!=0) {
            f=mesh_tree[m][j];
            if (f != -1) {
                FreeElements[f].surface=surface;
                mesh_tree[m][j] = -1;
                error=update(f, mesh_tree, FreeElements, surface);
                Recursive call
            }
            j=j+1;
        }
    }
    return(1);
}

Figure A.6: Recursive function to remove connected free elements from the mesh tree.

•Find enclosing integration contour

This operation finds a surface (three-dimensions) or contour (two-dimensions) that completely encloses the target and passes through element centers. This routine relies on the previous ones since it requires the divided free surfaces and material interfaces.

The mesh tree must be loaded with all elements (not just free surface elements).
The tree is then scanned for elements having the following properties:

1. The element’s material is air (or other surrounding media) and has one, two or three nodes lying on a metal surface or a dielectric interface.
2. The element does not have more than one face on either a metal surface or a dielectric interface.

Requirement 1 ensures that all of the scatterer (metal and dielectric) is enclosed. Requirement 2 ensures that the surface/contour will be closed and relatively smooth.

Any element meeting these requirements is divided into two pieces by extracting all vertices which have one and only one node on a metal surface or dielectric interface. A new node is created at the midpoint of each vertex and a new face is created from these points. Taken collectively, these new faces make up a closed surface/contour which completely encloses the scatterer and passes through element centers where field derivatives can be calculated accurately.

In Figure A.7, part of the integration contour for a two-dimensional coated conductor with a crack is shown.
Figure A.7: Integration contour around a coated conductor with a crack.
APPENDIX B

Quasi-Minimum Residual (QMR) Solver

The solutions of large, sparse linear systems which result in the practice of the finite element method for electromagnetics is obtained most appropriately by an iterative, minimum residual method. Large sparse systems require prohibitive memory demands when using a direct solver, and therefore the use of an iterative solver is a matter of necessity and not convenience.

Iterative solvers based on the Conjugate Gradient (CG) method are not well suited to the linear systems resulting from electromagnetic analysis since these systems are not Hermitian. A pre-processing step is required for CG based methods in order to make the system Hermitian. This pre-processing step simply involves multiplying the linear system

\[ Ax = b \] (B.1)

by its adjoint \( A^* \) (complex conjugate transpose) The CG method is then applied to the resulting system

\[ (A^* \cdot A)x = A^* \cdot b = A^* x = b' \] (B.2)

Unfortunately, this operation squares the condition number of the system, and in practice,
these poorly conditioned systems are prohibitively expensive to solve, and the solutions are numerically unreliable.

An alternative to CG based methods is the Bi-Conjugate Gradient (BCG) method. While BCG algorithms can be used to solve the non-Hermitian systems that naturally occur in electromagnetics without squaring the condition number, BCG methods are prone to breakdowns. These breakdowns are manifested in a division by zero which occurs during the algorithm when the search vector becomes orthogonal to the excitation vector. In practice the breakdowns, or near breakdowns, result in wild oscillations of the norm of the residual are more than a nuisance.

The following Quasi-Minimum Residual (QMR) algorithm (algorithm 5.1 in [43]) is well suited for the complex, non-Hermitian, unsymmetrical systems which result in electromagnetic analysis such as the application of FEM to problems presented in this thesis. Note that this algorithm has approximately the same convergence characteristics as the BCG method but is free from the numerical breakdowns that plague the BCG method.

The following implementation assumes that the sparse system is stored in SLAP (Sparse Linear Algebra Package / Lawrence Livermore National Laboratory) column format. The sparse matrix/vector product routine (DSMV) is not shown but is a standard routine in the SLAP software package. The linear system should be diagonally scaled (diagonal preconditioner) before calling this routine.

The algorithm template is first given followed by an efficient implementation where memory optimizations have been introduced.
QMR Algorithm template:

Solve $Ax = b$

(1) Start:

(a) Choose initial guess $x_0 \in \mathbb{C}^N$;
(b) Set $w_1 = y_1 = r_0 = b - Ax_0, \nu_0 = Ay_1, d_0 = 0$;
\[ \tau_0 = \|r_0\|, \theta_0 = 0, \eta_0 = 0; \]
(c) Choose random $\tilde{r}_0$ such that $\rho_0 = \tilde{r}_0^H r_0 \neq 0$ (orthogonality check).

(2) For $n = 1, 2, \ldots$ do:

(a) Set $\sigma_{n-1} = \tilde{r}_0^H v_{n-1}, \alpha_{n-1} = \frac{\rho_{n-1}}{\sigma_{n-1}}$;
\[ y_{2n} = y_{2n-1} - \alpha_{n-1} v_{n-1}; \]
(b) For $m = 2n - 1, 2n$ do:

Set $w_{m+1} = w_m - \alpha_{n-1} A y_m$;
\[ \theta_m = \|w_{m+1}\|/\tau_{m-1}, c_m = 1/(\sqrt{1 + \theta_m^2}); \]
\[ \tau_m = \tau_{m-1} \theta_m c_m, \eta_m = c_m^2 \alpha_{n-1}; \]
\[ d_m = y_m + (\theta_{m-1} \eta_{m-1} / \alpha_{n-1}) d_{m-1}; \]
\[ x_m = x_{m-1} + \eta_m d_m; \]
If $x_m$ has converged: stop;

(c) Set $\rho_m = \tilde{r}_0^H w_{2n+1}, \beta_n = \rho_n / \rho_{n-1}$;
\[ y_{2n+1} = w_{2n+1} + \beta_n y_{2n}; \]
\[ \nu_n = Ay_{2n+1} + \beta_n \nu_{n-1}. \]
C ******************************************
C * BLOCK: sprslpqmr   Dan Ross
C *
C * DESCRIPTION: This routine solves the linear system Ax=b
C * for x given A and b where A is complex/non-hermitian/
C * unsymmetric sparse stored in SLAP format.
C *
C * Based on: Roland W. Freund,”A Transpose-Free Quasi-Minimal
C * Residual Algorithm for Non-Hermitian Linear Systems”,SIAM
C * vol. 13 1992
C *
C ******************************************
C *
C * GLOSSARY:
C * A,IA,JA: SLAP format sparse system.
C * b: Excitation vector
C * x: Solution vector
C * n: Size of system (nXn)
C * tol: QMR Terminates when residual error<tol
C * maxits: Maximum # of iterations (the number of residual
C *    (error values will be twice this.)
C * nnz: Number of nnz entries in sparse system.
C * reset: (1) Set initial guess to zero (0) use x
C * w,y1,y2,r,v,d,temp,temp2: Temporary vectors
C *
C ******************************************

Subroutine sprslpqmr(A,IA,JA,b,x,n,tol,maxits,nnz,reset,
& w,y1,y2,r,v,d,temp,temp2)
IMPLICIT NONE

Include ‘bf3d.inc’

Integer n,nnz,maxits,reset,IA(nnz),JA(nnz)
Complex*16 A(nnz),b(n),x(n),w(n),y1(n),y2(n),r(n),v(n),
& d(n),temp(n),temp2(n)
Complex*16 tau,theta1,theta2,c,bnorm,rnorm,norm,ubound
Complex*16 eta1,eta2,sigma,rhol,rho2,alpha,diprod
Real*8 tol,error

Integer success,seed,i,j,m
Real randu

Write (6,*) 'BEGIN QMR solver: nnz,n = ',nnz,n
C Initialize QMR

    success = 0
    bnorm = norm(b,n)

    If (reset.EQ.1) Then
    C No initial guess.
    Do 10 i=1,n
        x(i)=(0.0,0,0)
    10    Continue
    End if

    call DSMV(n,x,temp,nnz,IA,JA,a,0)
    call vecsub(temp,b,temp,n)
    Do 20 i=1,n
        y1(i)=temp(i)
        w(i)=temp(i)
        d(i)=0
    20    Continue

    call DSMV(n,y1,v,nnz,IA,JA,a,0)
    tau = norm(temp,n)

C Check if initial guess is exact solution.
If (tau.EQ.0) Then
    error=0
    Write (6,*) '***WARNING:Exact Guess or Trivial solution'
    Return
End If

theta1=0
eta1=0

    seed=7
    Write (6,*) 'QMR random seed = ',seed
    r(1)=Randu(seed)
    Do 30 i=1,n
        r(i) = 2.*Randu(seed)-1.
    30    Continue
    rho1=diprod(temp,r,n)

C Iterate untill Convergence Criteria has been met

    Do 40 i=1,maxits
    C (a)
        sigma=diprod(v,r,n)
    40    Continue
alpha=rho1/sigma
Call vecsac(y2,y1,-1.*alpha,v,n)

(b) 
Do 50 m=2*i-1,2*i
   Call DSMV(n,y1,temp2,nnz,IA,JA,a,0)
   Call vecsac(w,w,-1.*alpha,temp2,n)
   theta2= norm(w,n)/tau
   c = 1./DSqrt( 1. + Dreal(theta2)**2)
   tau=tau*theta2*c
   eta2=c**2 * alpha
   Call vecsac(d,y1,(theta1**2*eta1/alpha),d,n)
   Call vecsac(x,x,eta2,d,n)
   If (m.EQ.2*i) Then
      ubound=DSqrt(DFloat(m)+1.)*tau
      error = Dreal(ubound)/Dreal(bnorm)
      If ( error.LT. 10000*tol ) Then
         call DSMV(n,x,temp,nnz,IA,JA,a,0)
         call vecsub(temp,b,temp,n)
         nnorm = norm(temp,n)
         error = Dreal(rnorm)/Dreal(bnorm)
         Write (6,*) 'Iteration: ',i,' Error = ',error
         If ( error.LT.tol ) Then
            success=1
            Goto 500
         End If
      Else
         Write (6,*) 'Iteration: ',i,
         & 'Error bound = ',error
      End If
   If (QMR_convergence.EQ. .TRUE.) Then
      Write (55,*) i,error
   End If
End If
theta1=theta2
eta1=eta2
Do 60 j=1,n
   y1(j)=y2(j)
60   Continue
50   Continue
C
   (c) 
rho2=diprod(w,r,n)
   beta=rho2/rho1
   Call vecsac(y2,w,beta,y1,n)
   Call DSMV(n,y2,temp,nnz,IA,JA,a,0)
   Call vecsac(temp,temp,beta,temp2,n)
Call vecsac(v,temp,beta*beta,v,n)

rho1=rho2
Do 65 j=1,n
   y1(j)=y2(j)
65 Continue

Continue

500 If (success.EQ.0.AND.tol.NE.0) then
   write (6,*) ************ WARNING ************
   write (6,*) '***** Tolerance level not acheived ****'
   write (6,*) '***********************************************'
End if

Return
End

C *********************************************************************************************************************
C *
C * BLOCK: vecsac
C *
C * DESCRIPTION: This routine scale a vector by a complex constant
C * and adds it to another vector.
C * result=vec1+scale*vec2
C *
C * INPUTS: (complex) vec1
C * (complex) vec2
C * (complex) scale
C * (integer) n
C * OUTPUTS: (complex) result
C *
C *********************************************************************************************************************

Subroutine vecsac(result,vec1,scale,vec2,n)

Complex*16 result,vec1,vec2
Complex*16 scale
Integer n
Dimension result(1),vec1(1),vec2(1)

Do 10 i=1,n
   result(i)=vec1(i)+scale*vec2(i)
10 Continue
C ******************************************************************************
C *
C * BLOCK: norm
C *
C * DESCRIPTION: This function returns the Euclidean norm of a complex vector.
C *
C * INPUTS: (complex) vec
C * (integer) n
C * OUTPUTS: (real) norm
C *
C ******************************************************************************

Complex*16 Function norm(vec,n)

Complex*16 vec
Integer n
Dimension vec(n)
Complex*16 xr,xi,temp,sum1

sum1=0
DO 100 I=1,n
   xr=dreal(vec(I))
   xi=dimag(vec(I))
   temp = xr*xr + xi*xi
   sum1 = sum1 + temp
100 CONTINUE

norm=Dsqrt( DReal(sum1) )

Return
End

C ******************************************************************************
C real function randu(ix)
C
c Declare seed an integer, and init to 7.
c then just call randi(seed) every time that you
c want a real number between 0 and 1.
c It is a uniform distribution, every number
c between 0 and 1 being equally likely.

c purpose:
c*****************
c   This function calculates a uniform random number,
c between 0 and 1. It uses a multiplicative congruential generator.
c ie: x(i+1)=(x(i)*(7**5)) mod(2**31 -1).
c See Kelton and Law for the algorithm used (p.227).
c
c input parameters:
c*******************
c   ix  i*4   the latest random integer generated.
c   or the initial value input by user.

c output parameters:
c*******************
c   The uniform random number is contained in RANDU

c commons used:
c***************  NONE

c files used:
c***************  NONE

c subroutines called:
c*******************  NONE

c

--------------------------------------------------------------------------

c  ALPHABETICAL LISTING OF ALL VARIABLES USED

c--------------------------------------------------------------------------

c  seed  i*4  initial value for uniform random number
c            generator. in /randnum/
c  iy    i*4  temp place to save product
integer a,p,ix,b15,b16,xhi,xalo,leftlo,fhi,k
data a/16807./,b15/32768./,b16/65536./,p/2147483647/
c    write(6,10)
10  format('entering randu')

  xhi=ix/b16
  xalo=(ix-xhi*b16)*a

  leftlo=xalo/b16
  fhi=xhi*a+leftlo

  k=fhi/b15
  ix=(xalo-leftlo*b16)-p+(fhi-k*b15)*b16)+k

  if(ix .lt. 0) ix=ix+p

  randu=float(ix)*4.656612875e-10

c    write(6,30) randu
  c 30  format('randu=',f17.10)

c    write(6,20)
20  format('leaving randu')

    return
end

C ********************************************************************
C                        BLOCK: diprod
C ********************************************************************
C DESCRIPTION: This routine dots two complex vectors.
C
C result=vec1.vec2
C
C INPUTS: (complex) vec1,vec2
C
C OUTPUTS: (complex) diprod
C
Complex*16 Function diprod(vec1,vec2,n)

Complex*16 vec1,vec2
Integer n
Dimension vec1(1),vec2(1)

diprod=0.0
Do 10 i=1,n
    diprod=diprod+vec1(i)*
    DCMPLX(DReal(vec2(i)),-1.*DImag(vec2(i))
10    Continue

Return
End

C    **************************************************************************************************************************************************************
C    *
C    * BLOCK: vecsub
C    *
C    * DESCRIPTION: This routine subtracts two vectors.
C    * result=vec1-vec2
C    *
C    * INPUTS: (complex) vec1,vec2
C    * (integer) n
C    * OUTPUTS: (complex) result
C    *
C    **************************************************************************************************************************************************************

Subroutine vecsub(result,vec1,vec2,n)

Complex*16 result,vec1,vec2
Integer n
Dimension result(1),vec1(1),vec2(1)

Do 10 i=1,n
    result(i)=vec1(i)-vec2(i)
10    Continue

Return
End
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