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CHAPTER I

INTRODUCTION

1.1 Background

One of the primary concerns in climate studies in the past decades has been
soil moisture, because it is an influential parameter in both climatic and hydrologic
models. Considerable effort has been made to discover its effects on atmospheric cir-
culation. For example, it has been found that seasonal anomalies of soil wetness have
a significant effect on the atmospheric seasonal cycles. In vegetation-covered areas,
moisture is available to the atmosphere from both wet foliage (through evaporation)
and dry foliage (through transpiration), and is affected by the incoming solar radia-
tion, air vapor pressure deficit, air temperature, and soil moisture. Among these, soil
moisture determines the maximum rate of the water extraction from the root zone,
and therefore regulates the exchanges of energy and moisture fluxes at the land-air
interface. In order to observe the soil-moisture variation, sensors have been mounted
on airplane and satellite platforms to collect the radiation and backscatter from the
earth surfaces.

Microwave remote sensing has evolved into an important tool for monitoring
the atmosphere and surfaces of the earth, because microwave sensors are capable

of penetrating clouds and are independent of the sun as a source of illumination.
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Microwaves are also able to penetrate more deeply into vegetation than optical waves
can. Therefore, soil-moisture retrieval of bare-soil and vegetated ground surfaces has
become one of the major applications of microwave remote sensing. With the advent
of polarimetric synthetic aperture radar (SAR), which is capable of measuring the
magnitude and phase of the scattered field at different polarizations and frequencies,
the soil-moisture retrieval from radar scatter measurement has attained significant
prominence. While a large amount of data can be collected, there are difficulties in
mapping the scattering data correctly into the desired parameters. To accomplish
this mapping, a necessary step is to determine the relationship between all parameters
to the radar backscatter. Therefore, to retrieve the soil-moisture information from the
radar backscatter, it is essential to understand both the quantitative and qualitative
aspects of electromagnetic scattering from bare-soil and vegetated ground surfaces.

Many scattering models for random rough surfaces have been developed over
the past years [2-5,10,11,29,33,70,72]. Generally, these scattering models consider
the rough surfaces as either perfectly conducting surfaces or homogeneous dielectric
surfaces. Nevertheless, some scattering models have been developed to investigate
the effect of dielectric inhomogeneity. Sarabandi et al. [43] assumes that the rough
surface is a collection of dielectric humps above an impedance surface. After deriving
the scattering from a single hump, the Monte-Carlo simulation is applied to calculate
the scattering from a random rough surface. However, it is time-consuming, and so
far is limited to one-dimensional roughness cases.

Fung et al. [12] developed a model which utilizes the matrix doubling method
to compute the scattered intensity from surfaces with inhomogeneous underlying
dielectric profiles, as shown in Fig. 1.1. The inhomogeneous medium is modeled

as stratified layers with smooth or irregular interfaces. The relationship between
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Figure 1.1: The geometry of a multi-layered inhomogeneous medium with irregular
interfaces. The arrows represent part of the multiple scattering.

incident intensity, scattered intensity, and transmitted intensity at interfaces can
be defined by a phase matrix which can be computed using the bistatic scattering
coefficients of the interfaces. Depending on the roughness of the interface, these
bistatic scattering coefficients can be calculated using the surface scattering mod-
els mentioned earlier. The total scattered intensity can be expressed in terms of
the summation of the scattered intensities resulting from the multiple scattering be-
tween each layer. When two adjacent interfaces are close, the interaction between
both interfaces should be described using near-field expressions. However, the phase
matrix used in this technique can only account for far-field interaction. Therefore,
this model is appropriate only when the spacing between interfaces is large.

For the vegetated ground, many scattering models have been developed for veg-
etation components [18, 19,22, 39,41, 47, 48, 51, 53] and the simplified vegetation
canopies [26,31,68,73,74]. In the early vegetation scattering models, the vegetation
was simplified in terms of a homogeneous random medium and the single scatter-
ing theory was applied to account for the scattering and propagation in the random
medium [18,21,69]. For example, in [69], a forest stand is represented in terms of a

two-layer random medium including a crown layer composed of randomly oriented



cylinders and disks representing branches and leaves and a trunk layer containing
nearly vertical cylinders representing tree trunks below the crown layer. Although
these models are capable of predicting the scattering behavior of vegetation quali-
tatively, they are incapable of predicting the scattering behavior quantitatively due
to their simplifying assumptions. An important feature of a high fidelity scattering
model is to preserve the structure of vegetation as different species of vegetation
have their own unique structures, which are expected to exhibit their own scattering
behaviors. An important effect of the vegetation structure is the coherence effect
caused by the relative position of the vegetation particles which produce certain in-
terference pattern. It is shown that the coherence effects caused by the vegetation
structure become more significant at lower frequencies [65]. In the remote sensing of
vegetation-covered terrain where the underlying soil surface is the target of interest
, low microwave frequencies are recommended and therefore the coherence effects
must be carefully accounted for. The model developed by Yueh et al. [74] may be
among the first to address the coherence effects caused by the vegetation structure.
In their scattering model for soybeans, a two-scale branching vegetation structure
was constructed, and the scattered fields from particles are added coherently. Hsu et
al. [16] develop the scattering model for the pine forest based on radiative transfer
theory [62]. In this model, the scattering function of each cluster is calculated by
incorporating the phase interference of scattered fields from each component, and
therefore, the coherence effect caused by the vegetation structure is accounted for.
Lin et al. [23] also proposes a coherent scattering model for forest canopies in which
rather realistic tree-like structures are constructed using the fractal theory. In both
models, the scattering solutions are formulated using the single scattering theory.

Another important issue in modeling the scattering from vegetation is the effect



of the multiple scattering among vegetation particles. Vegetation particles are usu-
ally arranged in clusters within a single plant, such as leaves around end branches
and branches around main stems and trunks. Therefore, a vegetation medium may
he appropriately considered to be locally dense. In such cases, the near-field multiple
scattering is strong and may significantly affect the overall response. To accurately
evaluate the near-field interaction, the realistic description of the relative positions
and orientations of the vegetation particles and accurate and efficient scattering for-
mulations are required. In the recent years, some advanced scattering solutions that
account for the near-field interaction between scatterers have been presented [48,64].
However, vegetation scattering models which can handle the near-field interaction
with realistic vegetation structures have not been developed yet. The evaluation
of the near-field interaction is usually numerically intensive, considering the huge

number of particles in the medium.

1.2 Dissertation Overview

The goal of this study is to develop electromagnetic scattering models for bare-soil
and short-vegetation-covered ground surfaces with inhomogeneous dielectric profiles.
Natural ground surfaces are rough and their underlying dielectric profiles can be in-
homogeneous. Though many rough-surface scattering models have been developed
in the past decades, most models are developed for rough surfaces with homoge-
neous profiles. The other models which account for the dielectric inhomogeneity of
the profile are either computationally inefficient (numerical model with Monte-Carlo
simulation) or not able to handle the cases in which the inhomogeneous layers are
thin (matrix doubling method). In this thesis, a new analytical scattering model for

rough surfaces will be developed. This model will be able to handle rough surfaces



Figure 1.2: The geometry of a multi-layered inhomogeneous medium. Except for the
top surface which is rough, all interfaces are flat. The thickness of every
layer can be small.

with dielectric profiles shown in Fig. 1.2, which the matrix doubling method can not
handle because the top layer can be very thin (an extreme case is that the second
terface, which is flat, can touch the lowest point of the top surface).

For the short-vegetation-covered ground surfaces, the focus will be on:

1. Coherence effect of the vegetation structure. In order to account for the effect
of the vegetation structure, a computer program has been developed to gener-
ate realistic vegetation structures. The statistics of constituent geometries —

orientation, shape, dimension, and location — is determined from the ground

truth.

2. A rough ground surface. It is practical to model the ground surface as a
rough surface. The rough-surface scattering model developed in this thesis is

incorporated into the vegetation scattering model.

3. Near-field interaction between the vegetation particle and rough surface. Low-



Figure 1.3: Soybeans.

frequency waves are capable of penetrating the vegetation medium. In this
case, this scattering mechanism is significant in relating the radar backscatter

to soil moisture.

4. Near-field interaction among the vegetation particles. This mechanism is often
ignored in existing models due to its time-consuming and complicated compu-
tation. However, it is important in characterizing the scattering behavior of

the vegetation.

In this model, soybeans, as shown in Fig. 1.3, are chosen as the target vegetation.
Soybeans, are erect branching plants composed of components which can be often
found in many vegetation: stems, branches, leaves and fruits (pods) arranged in a

very well-defined manner. Hence it is very appropriate for studying the effect of



the vegetation structure on the radar backscatter. Also because of its moderate
number of particles, the computation of the second-order near-field interaction is
not formidable. From the experimental point of view, the dimensions of soybean
plants are small enough to allow for conducting controlled experiments using truck-
mounted scatterometers. Due to the uniformity of the plants and underlying soil
surface, gathering the ground truth data is rather simple.

In addition to the main goals, a design procedure of a stable passive calibration
target for low frequency SAR is proposed. This research is ancillary to the main
topic of this thesis but is of great importance to SAR images. In what follows, the
structure of this dissertation will be explained.

Chapter 2 presents analytical expressions for the bistatic scattering coeflicients
of soil surfaces with slightly rough interface and stratified permittivity profile. The
scattering formulation is based on a new approach where the perturbation expan-
sion of the volumetric polarization current instead of the tangential fields is used to
obtain the scattered field. Basically, the top rough layer is replaced with an equiv-
alent polarization current and using the volumetric integral equation in conjunction
with the dyadic Green’s function of the remaining stratified half-space medium, the
scattering problem is formulated. Closed form analytical expressions for the induced
polarization currents to any desired order are derived which are then used to evalu-
ate the bistatic scattered fields up to and including the third order. The analytical
solutions for the scattered fields are used to derive the complete second-order expres-
sions for the backscattering coeflicients as well as the statistics of phase difference
between the scattering matrix elements. Also the theoretical results are compared

with the backscatter measurements of rough surfaces with known dielectric profiles

and roughness statistics.



In chapter 3, an electromagnetic scattering solution for the interaction between
a dielectric cylinder and a slightly rough surface is presented. Taking advantage of
a newly-developed technique which utilizes the reciprocity theorem, the difficulty
in formulating the secondary scattered fields from the composite target reduces to
the evaluation of integrals involving the scattered fields from the cylinder and polar-
1zation currents of the rough surface induced by a plane wave. Basically, only the
current distribution of isolated scatterers are needed to evaluate the interaction in
the far-field region. The scattered field from the cylinder is evaluated in the near-field
region using the stationary phase approximation along the direction perpendicular
to the cylinder axis. Also the expressions for the polarization current induced within
the top rough layer of the rough surface derived from the iterative solution of an
integral equation are employed in this chapter. A sensitivity analysis is performed
for determining the dependency of the scattering interaction on the target param-
eters such as surface rms height, dielectric constant, cylinder diameter and length.
The accuracy of the theoretical formulation is verified by conducting polarimetric
backscatter measurements from a lossy dielectric cylinder above a slightly rough
surface.

In chapter 4. the scattering solutions for vegetation particles will be described.
Vegetation particles are usually modeled using simple geometries for which the an-
alytical scattering solutions are available. For leaves, due to their small thickness
compared to the wavelength in microwave range, the Rayleigh-Gans formulation can
be applied. Dielectric cylinders are often used to model vegetation particles such as
tree trucks and branches. An exact scattering solution does not exist for cylinders
of finite length, but an approximated solution, which assumes the internal field in-

duced within the finite cylinder is the same as that of the infinite cylinder with the
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same cross section and dielectric constant, can be used. Generally, in order for this
solution to be valid, the ratio of the length to the diameter should be large so that
the fringing effects at both ends of the cylinder can be ignored. Also a formulation
for the second-order scattering interaction between two Rayleigh-Gans particles is
developed using Rayleigh-Gans approach.

Chapter 5 proposes an electromagnetic scattering model for short branching veg-
etation. With the realistic structures which reasonably describe the relative positions
of particles, this model is able to consider the coherence effect due to the phase differ-
ence between the scattered fields from different particles, and handle the second-order
near-field interaction between particles to which the relative positions and orientation
of the particles are essential. The model validation with measurements is also pre-
sented. The polarimetric radar backscatter measurements for soybean plants using
truck-mounted scatterometers were conducted at L.-band and C-band under different
soil-moisture conditions. An extensive ground truth collection was also performed to
recorded moisture, dielectric constant, and geometry of the soybean plants and rough
surface. Thus, the uncertainty which exists when inputing the values of parameters
to the model is reduced. This model also demonstrate its ability for estimating the
physical parameters and moistures of a soybean field using AIRSAR image data with
limited knowledge of the ground truth.

Chapter 6 is concerned with the corner reflectors which is used for the calibration
of the SAR. In this paper, a general class of corner reflectors with high aperture effi-
ciency referred to as self-illuminating corner reflectors is introduced whose coherent
interaction with their surrounding terrain is minimized and their total surface area
is two-thirds of that of a triangular corner reflector having the same maximum RCS.

Analytical expressions based on geometrical optics and a new numerical solution
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based on near-field physical optics for the RCS of two simple self-illuminating cor-
ner reflectors are presented and compared with backscatter measurements. Also the
panel geometry for an optimum corner reflector which has the shortest edge length

among polygonal self-illuminating corner reflectors is obtained.



CHAPTER II

ELECTROMAGNETIC SCATTERING FROM
SLIGHTLY ROUGH SURFACES WITH
INHOMOGENEOUS DIELECTRIC PROFILES

2.1 Introduction

The temporal and spatial variations of soil moisture are influential parameters
in both climatic and hydrologic models. Soil dielectric constant at microwave fre-
quencies exhibits a strong dependence on the soil’s moisture content. At L-band, for
example, the real part of the dielectric constant ranges from 3 for dry soil to about 25
for saturated soil. This variation can result in a change on the order of 10 dB in the
magnitude of the radar backscatter coefficient [29]. With the advent of polarimetric
synthetic aperture radar (SAR), radar remote sensing of soil moisture has attained
significant prominence in the past decade. SAR systems are capable of producing a
backscatter map of the terrain with high resolution from an airborne or space-borne
platform. From the electromagnetic point of view, remote sensing of soil moisture,
in the absence of vegetation cover, can be modeled as an inverse scattering problem,
where the dielectric constant and surface roughness statistics are to be determined
from a set of backscatter measurements.

The problem of wave scattering from random rough surfaces has been the sub-

12
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ject of ongoing research over the past several decades because of its arises in many
areas of science and engineering. Generally speaking, the available electromagnetic
scattering models can be categorized into three major groups: (1) analytical, (2)
empirical, and (3) numerical. The analytical scattering solutions for rough surfaces
apply when the roughness dimensions of the surface are either much smaller or much
larger than the wavelength. For surfaces with small surface rms height and slope, the
small perturbation model (SPM) is the most commonly used formalism [27,33]. In
this approach, the surface fields are expanded in terms of a power series in the small
roughness parameter and then, using either the Rayleigh hypothesis or the extended
boundary condition [1], the expansion coefficients are obtained recursively. The scat-
tering formulations based on SPM exist for dielectric and perfectly conducting rough
surfaces. For these surfaces, only first-order expressions for the co-polarized backscat-
tering coefficients and second-order expressions for the cross-polarized backscattering
coefficients are reported [62]. On the other hand, if the irregularities of the surface
have relatively small slopes and large radii of curvature, the Kirchhoff approximation
(KA) can be used [5]. In this approach, the surface fields at a given point are approx-
imated by those of the local tangent plane. In the past two decades, many attempts
have been made to extend the validity region of SPM and KA. Among these, three
can be mentioned: the phase perturbation method (PPM) [72] and the unified per-
turbation expansion (UPE) [36] for extending the low-frequency techniques, and the
integral equation method (IEM) [10] for extending the high-frequency techniques.
In the PPM, the perturbation solution is obtained by expanding the phase of the
field instead of the field itself, whereas in the UPE method, the solution is obtained
by expanding the field in terms of a parameter (momentum transfer) that remains

small over a region larger than the perturbation parameter used in SPM. Scattering
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formulation based on PPM and UPM are reported only for one-dimensional rough
surfaces. The scattering solution based on IE method is obtained by inserting the
KA into the surface field integral equation. This method is significant in that it
reduces to the SPM solution, thereby seemingly bridging the gap between the low-
and high-frequency solutions [11].

In this chapter, no attempt is made to extend the validity region of the existing
methods; instead another practical aspect of the scattering problem is investigated.
In most practical situations, the soil moisture content as a function of depth is non-
uniform in depth. The soil moisture profile is usually a complex function of soil type,
temperature profile, surface evaporation and moisture content [28]. For radar remote
sensing of soil moisture, the effect of the inhomogeneity in the complex permittivity
of the soil surface on its backscatter must be understood. For this purpose, ana-
lytical expressions for the bistatic scattering coefficients of a slightly rough surface
with inhomogeneous dielectric profile are derived. Using the classical perturbation
expansion of the electric field, a new volumetric integral equation approach is used
to obtain the iterative scattering solutions. In what follows, the theoretical formula-
tion for the scattering problem is given and the closed-form complete second order
solution for backscattering coefficients and phase-difference statistics are derived. In
Section 2.3, the theoretical solution will be compared with experimental backscatter

measurements collected using the University of Michigan’s bistatic indoor facilities.

2.2 Theoretical Analysis

Consider an inhomogeneous half-space medium with a rough interface as shown

in Fig. 1. In the following derivation, it is assumed that the medium is stratified,
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Figure 2.1: An inhomogeneous half-space medium with a rough interface. Left side
of this figure shows the dielectric profile.

that is, the relative permittivity is only a function of z, and is given by
&(z,y,2) = €(2) .

Suppose a plane wave is illuminating the rough interface from the upper medium
and, with a very high probability, the surface height variation is small compared with
the wavelength of the incident wave. To make the solution tractable, the permittivity
of the top layer down to a depth of d is considered to be uniform, where -d <
min{surface profile}. Denote the surface height profile by the function » = Af(z, ),
where f(z,y) is a zero-mean stationary random process with a known autocorrelation
function, and A << A is a small constant known as the perturbation parameter. The

incident wave can be written as
i/ ikokt-r
E (T) = Pi e s

where P; denotes the polarization of the incident wave, kg = 27” is the free space

propagation constant, and &' is the unit vector along the direction of propagation,
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given by

A

k' = sinf; cos ¢;Z + sin 0; sin ¢;j — cos ;% .

In the absence of the top homogeneous rough layer (with thickness d), the incident
wave would be reflected at the smooth interface between the free space and the

inhomogeneous half space soil medium. The reflected wave can be expressed by
E'(7) = P, ek

9

where k" is the direction of propagation of the reflected wave, given by
o=k —2(5 k)2,
and P, is the polarization vector of the reflected wave, which can be obtained from

P, =r,(P;-0;)0, + ri(P; - hi)h, .

Here r, and 7, are the Fresnel reflection coefficients, and the horizontal and vertical

unit vectors are given by

>

Q>

h, = s X , by =hy x k, | (2.1)
ks x

™

where the subscript s can be 7 or r for the incident and reflected waves. In presence of
the homogeneous rough layer, the incident and reflected waves induce a polarization
current within the top dielectric layer which is the source of the scattered field. The

polarization current in terms of the total field and the permittivity of the layer is
J(r) = —ikeYo(e — 1)E" | (2.2)
where Yy = ZLO is the characteristic admittance of the free space, and

E'=E'+E +E° .
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The scattered field E® can in turn be expressed in terms of the polarization current

and is given by

E* =ikoZ, / G(r,r') - J(r)dv' | (2.3)

‘slab
where é( r,r') is the dyadic Green’s function of the half-space inhomogeneous
medium (in the absence of the top rough layer). Substituting (2.3) into (2.2), the

following integral equation for the polarization current can be obtained:

o d+Af(a'y)
( ) = —ikoYo(E' + E7) + k? // / () dv' . (2.4)

An approximate solution for the integral equation can be obtained using a perturba-

tion technique. By breaking the 2’ integral into two integrals, one with limits from
0 to d and the other with limits from d to d + A f(z,3'), and noting Af(z',y) is a

small quantity, up to the Nth order in A\, (2.4) can be written as

c© d

J()_—zko%E’+Er+k2///érr ') da'dy'dz’

—o0 0

77,

+k22// y ™ T {é(r r) - J(r;)} de'dy’ | (2.5)

where r); = 2'% 4 y'y + dz. Taking the two-dimensional Fourier transform of both

sides of (2.5) and noting that the integrals in 2’ and y' are of convolution type, it

can be shown that

1 ~
(e z) = = idrthoYos(k, — L) {P -iks yp ikt }

€ —

n-l—l

n=0 m=0

d X N-1 n An_H
+k§/G(kl;z, Ik, ) d +k2zz
b

am ~ 8n_m n+1
T ——G(ky;z,d)- [azmm (ki,d) * X)F( kLJ . (2.6)
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where  is the convolution operator, F'(k,) is the Fourier transform of f(z',y"),

n —N—— .
@ represents n-fold self-convolution (QF = F * Fx-- % F), ki = kqcosf;, and

G (ky;2,2") is the Fourier transform of the Green’s function, given by

x / M(S(Z_Z/)
G(ky;z,2)=— T
0

Hrh/;(kz)eikzz 4 ﬁ(_kz>e—ikzz} -iz(—kz)eikﬂ’
+ [Tvq}(k-z)eikzz + {)(__kz)e—ikzz] ,ﬁ(_kz)eikzz’}

/
z <z,

{il(kz) {T‘hil(‘kz)eikzz’ + iz,(kfz)e_ik”,] pikzz

+ 0(k.) [ryd(—k,)e*=* + bk, )emthee'] eiber)

2> 7.

In (22), k. = JRT—KZ—FZ, ki = k& + kg, and h(+k,) and 6(+k,) can be
obtained from (2.1) with l%s = (k.2 + kg + k.2)/ko.

Since the surface height variations are much smaller than the wavelength (A <<
Ao), the induced polarization current on the top rough layer closely resembles that
of a smooth layer with the same dielectric constant and thickness d. Under this
assumption, the polarization current may be expanded in terms of a convergent

perturbation series in A, and is given by

J(r)=> T, (r)A"

where Jo(r) is the induced polarization current in the unperturbed layer. Then by
substituting this expansion into (2.6) and collecting terms of equal powers in A,

a recursive set of equations for the components of the polarization current can be
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obtained, and is given by

1 1:]/0(1{_1_72) = — i47r2k0Y06(kL — kl ) —Zkl + P e'kl
6.—
d
+k2/é ki;z ,Z Jo(kl,/,)d , (2.7)

6—

- R X
1JN(kL,z) :kO/G(kl;z,z)JN(kl,z)dz -I—kgG(kl;z,d)'VN . (2.8)

0
Here Vy is the source function for the Nth-order integral equation with a closed
form representation

—-n— an ——m— N-n
>(zk) | GN-n-m-1 _ k Fk
Z Z l:a(Z)Nnml n\tL, j| ® J.

: 771,:

The integral equations so obtained are Fredholm integral equations of the second
kind, for which analytical solutions can be obtained. Note that the solution of
the zeroth-order equation is the source function for the first-order equation and the
Nth-order equation has an excitation function which consists of N-1 lower order
polarization currents. To solve (2.7), let us first split the integral into two integrals
: one over the interval [0,z] and the other over the interval [z,d]. Extending the
integration limits of the second integral over the entire interval [0, d] by adding and

subtracting an integral over the interval [0, 2] and noting h(k,) = h(—k.), (2.7) can
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be written as

: 130(1&, 2) = — ik Yob(k, — k') [Pie‘ikiz + PTe“C'zZ} — 22 Jo(ky, 2)
c_
'ikg 7 i —iks(z'=2) iks(2'=2)
o {h(kz)h(kz) {e e }
0
+ [0k, ) Dk, )emH==2) _ 1}(—kz)6(—kz)eikz(”"z)] } Jolky, ) d2'
Zkg thyz —ik,2] 1 7 thyz A —tk,z A ’
+ o [rhe et ] h(k,)h(k,) + [rve “o(k,) + e “‘v(—kz)_l
d
ﬁ(—kz)}-/jo(kL,z')eikzzl dz' . (2.9)
0

Noting that the second integral in (2.9) is a constant function of z and that
the first integral is of convolution type in z, (2.9) is recognized as a vector Volta
integral equation that can be solved analytically using the Laplace transformation
or Picard’s Process of successive approximation [61]. Since the involved integral in

(2.9) is explicit in terms of variable k| it can be shown that j[j(k_j_, z) is of the form
Jo(ky,z) = (2m)%6(ky — k') Jo(2).

The polarization current can be decomposed into its principal components, given by

~

Jo(2) = Jon(2) h(ED) + Jor(2) E(k) + Jos(2) 5

where (k%) = 2 x h(k'). Evaluating the inner product of (2.9) with h(k;), i(k)
and 2, three uncoupled scalar Volta integral equations are obtained. Solutions to the
resulted integral equations for the three components of current are of the following

forms:



Jon(z) = AY e 4 BY e
Jor(z) = A%ethi=7 4 Bl emthier
Jos(z) = =2 {Ag et _ o e-“ciﬁ} . (2.10)

After a long algebraic manipulation, closed form expressions for the zeroth-order

polarization current are obtained

o 2kokiki
Joi(2) = —1———-—F—2—
o) ki (cki+ ki)
Qk k‘l s n —ikt
T - i Yole =D OT(K2) [Py 2 e Bl

Yole — 1) CU(K', 2) [P; - 8] e

.]()Z(Z) = —

where

Chie,z) = CW (Ba =) 07 4 (Byry — D emh
e Ry (Ry, — rp) ekr=d + (Ryry — 1) e~ikazd

(ol z) = ZD o= R eher 4 (Rury — et
n7 Ry (R, — 1) €k124 4 (R,r, — 1) e-iki=d

9

The source function of (2.8) can be written as

kG(ky; 2, d) - Vi & —ikoYo (quie™ + que™?) |

where

avi = St { (k) Vi) bk + (6(-k) V) o=k}

ave = et {(htk) V) hik) + (k) Vi) ifk) |

Noted that the vector integral equation (2.8) and the source function for the Nth-
order polarization current are identical to those of the zeroth-order polarization cur-

rent, and therefore a similar solution can be easily obtained. By decomposing the
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Nth-order polarization current in terms of its three principle components, it can be

shown that

~ k2 (e—1 A

Ttk ) = S ik 2) [V k)

~ 1koky, (e — 1 -
Jni(ky,z) = —zklfr—kl) CLk, ) [VN : v(—kz)} :
~ thok, (e — 1 N .
Tnaties.) = 2 eiic ) [V (k)

2.2.1 Scattering Coefficients

Once the polarization current is obtained, the scattered field in region z > d
can be obtained from (2.3). Assuming that the surface perturbation is localized and
the observation point r = r(sinf, cos ¢,& + sin b, sin ¢, + cos f52) is far from the
scatterer, the far field approximation can be used to find the scattered fields. Using
the stationary phase approximation in the far fields region, the Green’s function is

reduced to

é(ra r') = {{B(kj)ﬁ,(ki)rz + z}(lgj){;(_kj)rz} oK

dr

+ [ﬁ(k;)f}(k;) + @(kﬁ)@(k;)} e-ik“r’} . (2.12)
Substituting (2.12) and the polarization currents into (2.3) and expanding the inte-
gral similar to those used in (2.5), the Nth-order scattered field is given by a power

series in A f(z,y) (similar to (2.3)). In this process, the Nth-order scattered field

components are found to be

. ior N-1N-n-1 —n— st)
N(r) - h(kD) =iho Zo AN —— 74 E T?V (R + (=1)"]
n=0 m=0
L aN—n—m—l . ‘
O (K%, d) [Wm n } @ F (k) - h(ks) | (2.13)
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etkor

N-1N-n-1 N n—1
By (x) - 6(k) = ik ZosN S ¥ W” {[RZ—(—U’”]

n=0
L C2 (K, d) cos B, i(kS) + [RS + (=1)"] €1 (K, d) sin 952}

aN—n-—m—l

—_J.(k.d F(k3) 2.14
a(g,)]\—ﬂ—m 1 L :l ® ( )

The polarimetric response of a target can be obtained from its complex scattering

matrix, defined by

The elements of the bistatic scattering matrix can simply be computed by setting
P, = h(k') and P; = 6(k') in (2.13) and (2.14). For distributed targets, such as
rough surfaces, the quantities of interest are the elements of the differential covariance

matrix, defined by

4
0% = lim — (8,5 | i, 7. p, q € {h, v} (2.15)

UPe T 4le0 A VWP

Here (-) denotes ensemble averaging. These elements are in general complex quanti-
ties, except when 7 = p and 7 = ¢, in which case the elements are the usual scattering
coefficients. In the perturbation analysis, each element of the scattering matrix can
be evaluated up to the Nth-order, that is

N
=) sAr, i,j € {h, v}. (2.16)

n=1
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It turns out that simple expressions for the first-order elements can be obtained and
are given by

) _RBELES (€ — 1) -

st — AN
M (k4 k) (RS + k)

Cok®,d) CHK, d) cos(¢s — ;) F(k5, — k'),

(2.17)
(1) :kokikjkiz (e - 1) et (ky+ks)d
~ hy W(Ek;+kiz)(k§+ki€‘z)

Co(k*,d) G5 (K',d) sin(, — ¢;) F (k3 — k),

(2.18)

¢(1) _kokikﬁkri"z (e—1) e—i(kL+kS)d

h(1,1 v (1,8 : e s 1.1
“uh T TT(de +klsz)(ké +kiz) Co(k >d) Co(k 7d) Sln(st sz)F(kJ_ kL) )

(2.19)
k‘iki (6— 1) e_i(klﬂ'ki)d ) €kskski
q(1) — ez . Bk Ok OV (K d = &; 2p™p
Tk ) (e gy |GG G eoston =8+ e
AT 0] 1) (2.20)

In these expressions F(k3 — k' ) is the only indeterministic factor and therefore the

elements of the differential covariance matrix can easily be obtained by noting that

lim ~ <\AF(kj _K)

2 7 (1S v ¢
Jim < )= Wiki — kL), (2.21)
where W (k_ ) is the power spectral density of the surface.
To examine the validity of the first-order results, a special case is considered. In

the case of backscattering (k% = —k' ) and for a homogeneous profile where R, = r,

and Rj, = ry, the first-order backscattering coefficients are given by

Ry W(=2K\),

4
0 4 4
thhh - ;k(] COS 02

2
4 ki — k) (K2, + k?sin 0; .
o0 = —cos'b &y 0)(1Z+.1291n ) W(-2k'),
m (k1. + €kt)

0 _ 0 _
Ohvhe = Ovhoh = 0’

which are in agreement with the results reported in the literature [62]. Before we

proceed with the higher order scattering solutions, the following observations are in
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order. The analysis is simplified if we assume that the surface height profile f(z,y) is
a Gaussian random field. There is some evidence that this assumption is reasonable
for some surfaces of practical importance [29]. Since Fourier transformation is a linear

operation, F'(k_) is also Gaussian. It is well known that the following identities hold

for a zero-mean jointly Gaussian random vector { Xy, ..., X, }:
(XiX;Xy) =0, (2.22)
(i XX X)) = (XiX5) (X Xh) 4 (X Xe) (X5 X)) + (X X0) (X X)) (2.23)

On the other hand, it can be shown that

S5 o Pk = K) (2.24)
S o / dic F(ki = ko) F(ky — k) 1P (ky) (2.25)

S / / dk dk' F(k, —ky)F(k, - K)F(K, — k) 1Pk, K,),  (2.26)

where [i(f) and [2-(]3) are functions of polarization currents (see (2.17)~(2.20) and
Appendix A). For the evaluation of the covariance matrix, we confine our interest
in perturbation terms up to A*. Substituting (2.24)~(2.26) in (2.16) and then using

(2.22), the elements of covariance matrix simplify to

v L ) v

(SSp) ~ (S5807) A [<S.(.2k @) 4 (S50 + <S-(3)S,ﬁ}1)*>] AL (2.27)

Noting that property (2.22) is valid for any odd number of random variables, the
elements of covariance matrix are only functions of even power of /. Therefore the
next higher order of approximation in calculation of <Sij5';q> can be obtained by
inclusion of products of the first and the fifth, the second and the fourth, and the

third-order scattering terms. However, evaluation of high-order scattered fields such
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as fourth and fifth order are rather complex and tedious. Noting that A is a small
quantity compared to the wavelength, the benefit of inclusion of A® term is not
significant. This argument cannot be used for the second order solution (A* term),
since this term is the dominant factor for some important scattering parameters such
as cross-polarized backscattering coefficient and co-polarized degree of correlatior.
The scattering matrix elements up to third order are derived. These expressions
are very lengthy and are included in the Appendix A. Using these expressions in
(2.27), the elements of the covariance matrix can be obtained. The ensemble aver-

aging process can be carried out easily using (2.23), and
AHF(k)F(K,)) = AF(ky) F(=KL) = (2r) 6(ki — KW (k) . (2.25)

Using the above mentioned properties, and noting that in backscatter direction (¢, =

o +m, 05 =46;) S,(Zi) = s = 0, the cross-polarized backscattering coefficients can

v

be obtained and are given by

|k (c - 1)2|2
O-l(zvhv - Ughvh = _1671'_3

(1= Ry) (14 RBy) CHK d)Cy (K, )|

(o]

- / W (ks — KW (K, + K )sin(é - 6,) cos2(— &)

ko 2
kio + ck. Colk,d)] dkp ,  (2.29)

z

C(i)l(k7 d) -

kg
k'z + klz

which satisfies the reciprocity condition. To examine the validity of (2.29), a homo-

geneous profile is considered having R, = r, and R, = r,. In this case

ko(k))?ks, (K2 — k3)’

(koki, + k3kL) (ki + ki)

(kik, — kik,) (kik, + kik,)
(k)2 (kgkr. + k3E.)

0o _2

0 _
Ohvhe = Ovhoh =

3

which is in agreement with result reported in [62].

2

Wik, -k )W(k, + k') dk, ,

(2.30)
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2.2.2 Phase Statistics

Traditionally. scattering models for rough surfaces provide formulations for co-
and cross-polarized scattering coefficients. With the advances in the development of
polarimetric radar, the statistics of the phase difference of scattering matrix elements
can be measured and used in inversion algorithms to retrieve the target parameters.
In a polarimetric backscatter measurement, apart from the backscattering coeffi-
cients, the co- and cross-polarized phase differences, defined by ¢. = ¢pp — ¢y and
Or = Ony — Quy» are two additional independent parameters which can be used in
an inversion process. In a recent paper [45], it was shown that the statistics of the
phase difference can be derived from the elements of the target covariance matrix
((5:557,)) and that the pdf of each phase-difference can be fully determined in terms
of two parameters : (1) coherent phase difference () and (2) degree of correlation
(). The coherent phase difference is the phase difference at which the pdf assumes
its maximum. The degree of correlation is a real number that can vary from 0 to
1 and is proportional to the spread of the pdf around (, where @ = 0 corresponds
to a uniform distribution and @ = 1 corresponds to a delta function. In terms of

covariance matrix elements, ¢ and « are given by

¢ =tan™!

Iml(SySi) _ \/ (S50 2.31)

Re[(S:;S5,)] (15 (15w )
where subscript 17 = hh for co-polarized and ¢ = vh or hv for cross-polarized phase
difference respectively. Referring to (2.17)—(2.20) it can easily be shown that a. = 1
and a, = 0 for the first-order scattering solution. Hence a. and «, do not contain
any information about the surface power spectral density or the surface dielectric
constant. Noting that to the first-order solutions, elements of the covariance matrix

are linearly proportional to the power spectral density, (. is only a function of the
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surface dielectric profile.

To characterize the dependency of a. and o, on the surface power spectral density,
we have to resort to the second-order scattering solution. Combining the first-order
solution given by (2.17)—(2.20) and the second-order and third-order solutions, closed
form expressions for the parameters of phase-difference statistics can be obtained.
It is found that a, vanishes when the surface power spectral density is azimuthally
symmetric, that is, if W(k,. k,) = M(\/m) This is usually the case for most
practical situations, which implies the co- and cross-polarized backscattered fields

are mutually uncorrelated.

2.3 Data Simulation and Experimental Results

In the previous section, an analytical model for predicting polarimetric scatter-
ing behavior of inhomogeneous rough surfaces based on a perturbation expression
of induced polarization current was obtained. Here, data simulation based on the
complete second-order analytical model is carried out to investigate the sensitivity
of the radar backscatter measurements to physical parameters of the surface, such as
the surface dielectric profile and surface power spectral density. Also, polarimetric
backscatter measurements were conducted to examine the significance of the second-
order solution on the overall backscatter response as a function of surface parameters
and radar attributes.

Figures 2.2a and 2.2b demonstrate the significance of the second-order solution,
where the ratio of the first-order to the complete co-polarized second-order solutions
(0%1)) /%)) are plotted versus incidence angle. An exponential correlation function

given by

N
ple.y) = ste T (2.32)
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where s is the rms height and [ is the surface correlation length, is used in these
simulations. In Figs. 2.2a and 2.2b, ks and k[ are varied as free parameters, and
the soil surface is assumed to be a homogeneous medium with € = 8.0 4+ ¢2.51.
This dielectric constant corresponds to a moist soil surface with volumetric moisture
content m, = 0.2 and is computed using the empirical formula given in [14] at 1.25
GHz with S = 0.1 and C' = 0.3. It is shown that the second-order scattering term
is more sensitive to variations in rms height(s) than it is to the surface correlation
length (). The sensitivity to s is higher at lower angles of incidence for ¢ unlike
o n Figures 2.3a and 2.3b show the ratio of the first-order to the complete co-
polarized second-order solutions of the homogeneous rough surface as a function of
soil moisture at # = 45°. Here it is shown that as the soil moisture increases from
0.01 (e =2.21 +¢0.002) to 0.4 (e = 14.68 + ¢ 7.5), the contribution from the second-
order scattering term to the overall backscattering increases slightly. This effect is

more pronounced for a9,,,. Figures 2.2 and 2.3 demonstrate that the inclusion of

0

vty ”

the second-order solution is more important for calculation of ¢},,, than for o
Figures 2.4 and 2.5 show the co-polarized coherent phase difference (. calculated from
the first-order and complete second-order solutions for the homogeneous surface as
a function of incidence angle and soil moisture. To the first order, , is independent
of surface roughness parameters, however, the second-order solution shows a weak
dependency on ks and kl. It is interesting to note that the sensitivity to roughness
parameters disappears for incidence angles larger than 50°. As shown in Fig. 2.5, (,
is relatively insensitive to moisture content for a homogeneous surface.

As mentioned before, the second-order solution is the dominant component for
the cross-polarized backscattering coefficient. o , is directly proportional to the

square of the rms height, thus the dependency to s is not examined. Figure 2.6
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shows of , of the homogeneous surface as a function of incidence angle for different
values of kl and m, while ks = 0.2 is kept constant. Note that o}, increases
with increasing dielectric constant and decreases with increasing surface correlation
length. The co-polarized degree of correlation is another potential parameter that
can be used in retrieval of surface physical parameters. The first-order scattering
solution predict o, = 1 independent of the surface physical parameters. Figures 2.7
and 2.8 show «. for the homogeneous rough surface as a function of incidence angle
and dielectric constant for different values of ks and kl. Note that a., in general, has
a decreasing trend with increasing incidence angle, rms height, and soil moisture. It
is also noted that . increases when kl is decreased. The total dynamic range of «.
as a function of the surface parameters is rather limited.

Next we examine the sensitivity of the polarimetric backscatter data to the sur-
face dielectric inhomogeneity. Three dielectric profiles are considered here: (1) ex-
ponentially increasing moisture with depth, (2) exponentially decreasing moisture
with depth, and (3) a two-layer step profile, as shown in Fig. 2.9. The exponential

profiles are chosen according to [28] and are given by:

ePz_1
Mys + Amy S5 —d

IN
™

IN
o

my(z) =
my(z) = my(—d) z< —d

where m,, is the surface moisture content and Am, is the increment of moisture
at a depth d below the surface. The moisture content below depth d is considered
to be uniform. In all cases the backscatter parameters are compared with a ho-
mogeneous profile having a dielectric constant equal to that of the inhomogeneous
profile at the interface. Figures 2.10 and 2.11 show the backscattering coefficients
for a surface with the increasing and decreasing exponential dielectric profiles and

having ks = 0.2, kl = 2. Note that the backscattering coeflicients are insensitive to
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Figure 2.2: Ratio of the first-order to the complete second-order solution of a homo-
geneous rough surface with m, = 0.2 (¢ = 8.0 +12.51 at 1.25 GHz) as a
function of incidence angle for different values of ks and kl.
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with m, = 0.2 (¢ = 8.0 +:2.51 at 1.25 GHz) as a function of incidence
angle for different values of ks and kl.
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Figure 2.6: Variations of cross-polarized backscattering coefficient as a function of
incidence angle, moisture content (¢ = 4.89 +¢0.92 for m, = 0.1 and
€ = 14.68 + ¢ 7.5 for m, = 0.4 at 1.25 GHz) and correlation length for a

surface with ks = 0.2.
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Figure 2.10: Comparison of backscattering coefficients calculated for the homoge-
neous and increasing exponential moisture profiles for a rough surface

with ks = 0.2 and k[ = 2.
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Figure 2.11: Comparison of backscattering coefficients calculated for the homoge-
neous and decreasing exponential moisture profiles for a rough surface

with ks = 0.2 and kl = 2.
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moisture profiles, and the backscattering coefficients are basically indistinguishable
from those of the homogeneous profile having the same dielectric constant as that
of the inhomogeneous profile at the interface. This is due to the tapered impedance
matching nature of the profile. However, this is not the case for the step profile as
shown in Fig. 2.12. The difference in ¢°, depending on the incidence angle, can be
as high as 10 dB. The only sensitive parameter to moisture variations in depth for
continuous profiles is the co-polarized coherent phase difference as is shown in Fig.
2.13, where (. for the homogeneous, increasing, and step moisture profiles are shown.
(. does not shown any sensitivity for decreasing profiles. It should be pointed out
that the calculation of the complete second-order solution involves numerical evalu-
ation of two-fold integrals. To provide a feeling for the required computation time,
the calculation of backscattering coefficients and phase difference statistics for one
incidence angle would take about one minute on a Sun workstation Ultra 2.

The validity of the analytical results are also examined by conducting backscat-
ter measurements. The backscatter measurements were performed polarimetrically
using the indoor bistatic facilities of the Radiation Laboratory at the University of
Michigan [9]. The backscatter data were collected from a rough layer of sand above
a perfectly conducting ground plane at center frequency 9.25 GHz with a bandwidth
of 1.5 GHz. A 6’ x 6’ sand-box on top of a computer controlled turntable was used %o
contain the sand layer. The antenna footprint covered an area of about 0.27 sec § m?
on the sand-box and collection of independent backscatter data was facilitated by
rotating the sand-box at steps of 5°. The wide bandwidth of the radar system was
used to range-gate the possible unwanted radar backscatter from the sand-box walls

and edges. A simplified block diagram of the measurement system is shown in Fig.

2.14.
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Figure 2.14: Simplified block diagram of the experimental setup.

An uniform sand with maximum particle dimension of 0.15 mm was chosen to
minimize the effect of volume scattering from the sand layer. The effective dielectric
constant of the sand medium was measured to be ¢, = 2.7 +70.05. The radar was
calibrated polarimetrically using STCT [38]. To generate a desired roughness over
the sand surface repeatedly, a template was made. The imprint of the template on
the surface generated a rough surface with almost an exponential auto-correlation
function with ks = 0.122 and k[l = 2.69. The surface roughness statistics were
measured using a laser ranging system with a range resolution of 0.1 mm. The
backscatter measurements conducted for two layers having thicknesses d = 2.52 cm
and d = 3.53 cm over the angular range 20° ~ 50°.

Figures 2.15a and 2.15b show the measured and simulated o° versus incidence
angle. All the measured results are shown to be in a very good agreement with the
complete second order solution except for the cross-polarized responses at § = 50°.
For these cases we were limited by the system noise floor. Figures 2.16a and 2.16b
show the response of the co-polarized coherent phase difference as a function of
incidence angle. Both the first-order and second-order solutions are shown and it is

obvious that the second-order contribution is insignificant at angles below 40°.
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Figures 2.17a and 2.17b compare the measured and theoretical ratio of
O nn] Ooens versus incidence angle. Here it is shown that at high incidence angles
first-order results are incapable of accurate prediction of backscattering coeflicients
whereas the second-order solution provide satisfactory results. Figures 2.18a and
2.18b show the the measured and calculated co-polarized degree of correlation versus
incidence angle, where a relatively good agreement has been obtained considering the

difficulties in the accurate measurement of o [46].

2.4 Conclusions

In this chapter, a bistatic polarimetric scattering model for random dielectric sur-
faces with inhomogeneous permittivity profiles and small surface roughness is devel-
oped using a perturbation expansion of volumetric polarization current. A complete
second-order solution for the backscattering coefficients and the statistics of the phase
difference between the elements of scattering matrix is obtained. The validity of the
model is verified in a limiting case, where it is shown that the formulation for surface
with inhomogeneous permittivity profile reduces to the known formulation for ho-
mogeneous rough surfaces. Also, polarimetric backscatter measurements from rough
surfaces with known dielectric profiles and roughness statistics were collected and
compared with the theoretical calculations. Comparisons with the measured data
show excellent agreement. The sensitivity analysis in terms of the surface physical
parameters is also performed. It is shown that, in general, the backscatter param-
eters, such as backscattering coefficients and phase-difference statistics, are more
sensitive to ks than kl. The contribution of the second-order solution for calculation
of o, 18 more significant than that for the calculation of ¢?,,,. The contribution

vy’

of the second-order solution to overall 67, ,, can be as high as 2 dB for ks < 0.3. It is
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shown that for continuous inhomogeneous profiles, the backscattering coefficients are
insensitive to the variations of moisture content as a function of depth. In the other
words, the backscattering coefficients of a surface with a continuous soil moisture
profile are equal to those of a homogeneous surface having a moisture content equiv-
alent to that of the inhomogeneous profile at the interface. The only backscatter
parameter sensitive to moisture profile is the co-polarized coherent phase difference
(¢.). However, both the backscattering coefficients and phase-difference statistics are

very sensitive to step discontinuities in moisture profile.
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Figure 2.15: Comparison of the measured and the complete second-order simulated
backscatter for a sand layer of thickness 2,52 ¢m (a) and 3.53 c¢m (b)
above a perfectly conducting ground plane at 9.25 GHz. Symbols rep-
resent the measured quantities and the lines are the theoretical calcu-

lations.
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Figure 2.16: Comparison of the measured and the calculated co-polarized coherent
phase difference for a sand layer of thickness 2,52 cm (a) and 3.53 cm
(b) above a perfectly conducting ground plane at 9.25 GHz.



44

10.} ~ ]
)
o
A
>
° >
©
~
=
= o] Measurement
Ob -10.1 7
——— Complete 2nd-order
--------- Ist-order
_20. 1 1 1 1
10. 20. 30. 40. 50. 60.
Incidence Angle (degree)
(a)
10. 1
/M
o
N’ B
>
° >
©
g
=
= o] Measurement
Ob -1 0 B \ T
Complete 2nd-order
--------- Ist-order
_20 1 1 1 1

10. 20. 30. 40. 50. 60.

Incidence Angle (degree)

(b)

Figure 2.17: Comparison of the measured and the calculated 05 hn] 0, for a sand
layer of thickness 2,52 cm (a) and 3.53 cm (b) above a perfectly con-
ducting ground plane at 9.25 GHz.



45

] 2 T T T T
L e e ]
o)

081 y

50 06 I~ 7
o) Measurement
04r 1
——— Complete 2nd-order
02 - Ist-order ]
O 0 1 1 1 1

10. 20. 30. 40. 50. 60.

Incidence Angle (degree)

(a)

1 .2 T T T T
1.0 e e S ]
o]

0.8} T
tso 06F .

0.4t o] Measurement o 1

0.2 = Complete 2nd-order ]

-------- Ist-order
00 1 1 1 1

10.  20. 30. 40. 50. 60.

Incidence Angle (degree)
(b)
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above a perfectly conducting ground plane at 9.25 GHz.



CHAPTER III

ELECTROMAGNETIC SCATTERING
INTERACTION BETWEEN A DIELECTRIC
CYLINDER AND A SLIGHTLY ROUGH
SURFACE

3.1 Introduction

Characterization of scattering behavior of targets above rough surfaces has a
number of important practical applications. Assessing the performance of a radar
system in detecting a point target in a clutter background like a low-flying aircraft or
a military ground-vehicle can be mentioned as one such application. In radar remote
sensing of vegetation, accurate scattering models that can describe the interaction
of electromagnetic waves and vegetation-covered terrain is of great importance. The
common approach is to regard the vegetation-covered surfaces as a random collec-
tion of dielectric particles with canonical geometries, such as cylinders representing
stems and branches and thin dielectric disks representing leaves, above a half-space
dielectric medium with rough interface representing the ground. Most scattering
models developed for this problem are based on single scattering properties of the
scatterers [69]. In these models, the scattering interaction among the vegetation

particles, and the vegetation particles and the rough surface are ignored. In more

46
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advanced models, such as radiative transfer [62] (numerical or second-order iterative
solutions), the scattering interaction among scatterers are accounted for assuming
that the particles are in the far-field of each other. This is not an accurate model
because most vegetation structures contain large particles, such as tree trunk, long
branches, and the main stems for grasses. The length of these particles are compara-
ble to the vegetation layer thickness and are usually much larger than the wavelength.
In these cases the near-field interaction, as opposed to the far-field interaction, must
be taken into account [16,47,48]. Experimental results indicate that although the
first-order scattering models are capable of predicting the co-polarized backscatter
adequately, they are not able to predict the cross-polarized backscatter within a
desirable accuracy [24].

The underlying ground plane, its dielectric constant and surface roughness play
an important role in determining the scattering behavior of a vegetation-covered
terrain. Existing scattering models for vegetation account for the interaction between
the ground and the other vegetation scatterers by modeling the ground plane as
a flat half-space dielectric and using the image theory. The effect of the surface
roughness is accounted for by simply modifying the Fresnel reflection coefficient
[8]. Therefore the backscatter from an individual scatterer above the ground plane
simplifies to four major scattering mechanisms including: 1) the direct backscatter
from the target, 2) bistatic scattering from the target reflected from the ground plane,
3) bistatic scattering from the target illuminated by the reflected incident wave, and
4) backscatter from the target illuminated by the reflected wave. Obviously, this
solution ignores the near-field interaction between the target and surface roughness
which is the subject of the investigation in this chaper.

The purpose of this study is to develop an analytical and computationally
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tractable solution in order to investigate the significance of the interaction between
a cylinder and a rough surface. Our approach is based on a recently developed
technique which provides the dominant scattering interaction between two arbitrary
objects [48]. This approach is very efficient since only the current distribution and
scattered fields of isolated scatterers are needed to evaluate the interaction in the
far-field region. This method is briefly discussed in section 3.2.1. In section 3.2.2,
expressions for the scattered fields in the near field region of a tilted dielectric cylinder
is provided. In section 3.2.3, expressions for the polarization currents induced in the
top layer of a slightly rough surface with an inhomogeneous dielectric profile are
presented. To simplify the calculation a theorem is developed which indicates that
in the backscattering direction the near-field interaction of the cylinder with the
rough surface is equal to the interaction of the rough surface with the cylinder.
This theorem is discussed in the Appendix B. A sensitivity study is carried out
and the pertinent results and discussion are provided. Also polarimetric backscatter
measurements are performed at the bistatic scattering facility of the University of

Michigan in support of the theoretical model.

3.2 Theoretical Analysis

Analytical scattering solution that accounts for the near-field interaction between
a cylinder and a rough surface is developed in this section. The solution is composed
of three basic formulations: 1) the fundamental formulation based on the reciprocity
theorem which provides the scattered field, up to the first-order interaction, 2) an-
alytical expansions for the induced current and the scattered field from a dielectric
cylinder, and 3) the induced polarization current and the scattered field from a half-

space with rough interface. In what follows, the aforementioned formulations are
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described briefly and then, in section 3.2.4, are combined to arrive at the desired

polarimetric backscattered expressions for the cylinder-rough surface target.

3.2.1 Electromagnetic Scattering from Two Adjacent Objects

A general method was developed for characterizing scattering interaction between
two adjacent target using the scattering properties of the isolated scatterers [48]. In
this section we briefly summarize the method and focus on its application to the
problem at hand.

Consider two adjacent dielectric objects illuminated by a plane wave. The in-
cident wave would induce a polarization current J; in object f1 in the absence of
object §2. Considering the volumetric current Jy as the primary source, this current
would induce a volumetric current Ji5 in the dielectric object §2. The total fields
produced in this case, denoted as E; and H;, are the primary scattered fields from
object §1 and the secondary scattered field from object §2. In order to compute these
fields in the far-field region, consider an an elementary current source J. placed at
the observation point illuminating object §2, while the current source J; is removed.
The elementary current J. = pé(r — r,) in the presence of object §2 produces an
electromagnetic field which will be denoted by E.; and H,,. The induced current in
object §2 with relative permittivity e, can be expressed in terms of the total electric
field and €;. The induced polarization in each of the aforementioned cases are given
by:

Jia(r) = — ko Yo(e2 — 1)Eq(r) | re Vs, (3.1)

Je;g(r) = - l'k‘on(Ez - 1)E62(I') , r e ‘/2, (32)

where ky and Yj are the wave number and characteristic admittance of free space

respectively, and V; is the region occupied by object #2. Applying the reaction



Figure 3.1: Configuration of the scattering problem.

theorem [15] over the entire space results in

/ (EIXHEQ_EeQXHl)'ﬁdSZ—/
Seo

Vi

J1 . Eezdv — / J12 . Eeg dv
Va

+/ Jge'Eld’U-{—ﬁ‘El . (33)
Va

Using the radiation condition, it can easily be shown that the integral on the left-
hand side vanishes. Also by substituting (3.1) and (3.2) into the second and the
third integrals on the right-hand side, it can be shown that the last two integrals
cancel each other. Therefore, the sum of the primary scattered field from object #1

and the secondary scattered field from object §2 is given by

ﬁElz/ Jl'EegdU. (34)
1%

Applying this technique, the scattering formulation for a dielectric cylinder above
a slightly rough surface which includes the near-field interaction between the cylinder
and the rough surface can be obtained. The geometry of the scattering problem is

shown in Fig. 3.1. By inspection, the backscatter from this composite target can
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(a) (b)

Figure 3.2: The target is decomposed into two isolated targets above a half-space
dielectric: (a) a rough layer of dielectric and (b) a dielectric cylinder.

be decomposed into four scattering terms: 1) direct backscatter from the cylinder
(8°), 2) direct backscatter from the rough surface (S"), 3) cylinder-surface scattering
(S7), and 4) surface-cylinder scattering (S™). S¢ can be calculated using a semi-
exact solution which is based on the eigen-function expansion and physical optics
approximation [48]. To calculate S, a complete second-order perturbation is applied.
Using this method, the scattered fields and induced polarization current of a rough
surface with inhomogeneous profile can be calculated as shown in [52]. The challenge
here is the calculation of 8 and S. In what follows, analytical expressions for S
will be formulated using (3.4). However, in this approach there are some subtleties
involved as one of the two objects is a distributed scatterer. Figures 3.2(a) and
3.2(b), respectively, show the geometry of the two isolated scatterers, namely, a
rough dielectric slab and a cylinder over a dielectric ground layer. Using the plane
wave expansion of the scattered fields and applying reciprocity theorem, it is shown
that 5 = S Thus employing (3.4) for calculation of S, an expression for the
scattered field from the cylinder illuminated by an elementary current (Ee2) and the

induced polarization current in the top rough laver of the surface illuminated by a



52

Figure 3.3: The parameters indicating the dimensions and orientation angles for a
cylinder.

plane wave (.J;) are needed.

3.2.2 Scattered Field from a Tilted Dielectric Cylinder Above a Flat
Surface

In this section an expression for the scattered field from a tilted dielectric cylinder
above a half-space dielectric layer illuminated by an elementary current (Ee2) is
obtained. Since the elementary current is in the far-field region of the cylinder, it
is assumed that the cylinder is illuminated by a plane wave. The orientation of the

cylinder is specified by a unit vector parallel to the cylinder axis given by
C=2sinfcosa+ gsinfBsina+ 2cos 3 (3.5)

where 3 and « are the elevation and azimuth angles of the cylinder respectively, as
shown in Fig. 3.3. Also the center of the cylinder is specified by a position vector
Te = (Ica Ye, Zc)-

The radiated field of the elementary current with polarization p (J, = po(r—r,))
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in the vicinity of the cylinder, as shown in Fig. 3.2(b), is approximately given by
Bei(r) = Eyy(r) + Efy(r) - (3.6)

Here E!,(r) is given by [48]

. ) A \
El (r) = ——Z2etoroemiboberf s i xp (3.7)

47y,

A

where —k; is the unit vector representing the direction of propagation of E! ,(r) and
is given by lAcs = sinf, cos s + ysinb,sin ¢; + 2 cos ;. EL () is the field reflected

by the surface given by

koZo ik ikir A .7 \
() = Stttk r{m(@s)(p < 0s)05 = (0)(p hs)hi} (38

47y,

where k7 = —k, 4+ 2(k, - £)2, b7 = (k7 x 3)/|k7 x 2|, 6" = h* x k7, and r, and r, are
the Fresnel reflection coefficients of the ground plane.

Both fields are approximated locally by plane waves. To express the near-zone
scattered fields from the cylinder, it is convenient to express the illuminating field in

a local coordinate system (z’,y’, z) in which z’-axis coincides with the cylinder axis.

The coordinate transformation between these two systems is simply given by

- -
T cosffcosa —sina sinffcosa | |2
y| = | cosf@sina  cosa sinfsina | |y'] - (3.9)
z —sin 3 0 cos 3 2

If we confine our interest in the backscatter direction, that is k* = —k', the propa-

gation direction of incident wave in the new system are given by

ki ='sin 0. cos ¢ + §'sin 0. sin ¢ — 2’ cos 8! (3.10)
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where
s = ;k’ cc = —sinf;sin Fcos(p; — a) + cosb; cos 3 | (3.11)
sin 0! = m : (3.12)
cos ¢; = [sin 0; cos 3 cos(¢; — a) + sin 3 cos ;] /sin 8 (3.13)
sin ¢; =sin §; sin(¢; — )/ sin 0! . (3.14)

Expanding the tangential electric and magnetic fields in terms of eigen-functions of
the cylindrical coordinate system and applying the stationary phase approximation
only along the direction perpendicular to the cylinder axis [47], the scattered field
from the cylinder when illuminated by the Ei,(r) in the absence of the top rough

layer of the ground plane is given by

. 1kor N
—Zk’OZoe e oeikok

drr,

E. = PR (¢ — ¢, 2V HY (e, sin 6p) (3.15)

Here p. = &(z. — z.tan fcosa) + §(y. — z.tan Bsina), Hé”(-) is the zeroth-order

Hankel function of the first kind, and

. 1 & N ; o
UV A A im(¢'—¢!) / ! ! ! Al 1kl ,z
F'(¢' —¢,2) = oy m:z_:ooe {{Am(k x k. x 2')+ Bkl x z)J e
. X . . X ];,// ];// A
+ {ru(ﬁ") ([ At % B 27) 4 BB, )] - (K k. x i) e
|k X k! x n|?
1 A VA ARy A iﬂé’ X 7 k!, 2
(0" ({Am(kc ) kL% 2 4+ B x 2 )} - (k x n>) e X0 ikt L
LAk

(3.16)
For (3.15) to be valid, two requirements have to be met. First, since the internal
polarization currents are assumed to be the same as those of a infinite long cylinder
with the same cross-section, the length of the finite cylinder should be electrically

long and its dielectric should be somewhat lossy. Second, because of the application

of the stationary phase approximation along the cylinder axis, the observation point
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must satisfy the far-field criterion in regard with the cylinder diameter, that is

2d* ‘

where p is the distance between the observation point and the cylinder axis, and
d is the cylinder diameter. Accuracy of (3.15) has been verified by performing po-
larimetric radar measurements [47] and examining it against the method of moment
solution [31,48].

Equation (3.16) includes the two components shown in Fig. 3.4(a). The first
component is the bistatic scattered field from the cylinder, which propagates along

the direction given by
k' =3#sin# cos ¢ + i sin 0 sin ¢’ — 2 cos 0! (3.18)

And the second term is the reflected scattered field generated by the ground plane,

and its direction of propagation is denoted by
B =l —2h- k)R (3.19)
The unit vector n is the surface normal and is given by
n=%=—&sinf+2%cosf3 , (3.20)

and (3.16) r,(0") and r,(0") are the Fresnel reflection coefficients of the ground plane

at 0" = cos™!(—h - ké) The coefficients A,, and B,, are given by

44m ZCE:M(GZ) ];ls X (ifs X 16) ’ ’%I+ Zcm(gi) ('I;S X ]3) ’ 2?/ )

By = CLP(0}) (ks x p) - 2' = iCin(8)) ks x (ks x ) - 2, (3.21)

in which CTM CTE and C,, are expressed in terms of the cylinder radius, orientation

angles, relative permittivity, the frequency, and the incidence angle (see [68] or 4.26).
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Figure 3.4: The conical regions of the significant scattered field from a cylinder for
the direct incident fields Et; (a) and the reflected incident field E7, (b).

It should be noted that F*(¢ — ¢!, 2') is non-vanishing at observation points for
which the stationary point is located on the surface of the finite cylinder, that is,
the region of the significant scattered field is confined to the forward scattering cone
as shown in Fig. 3.4(a). The illuminated region (S;) may be a finite or infinite
area, depending on the incidence angle and the orientation angle of the cylinder. If
0; + B > 90°, then S; has infinite area. when 0/ + 3 < 90°, S; is an elliptical region
(for tilted cylinders) or a circular region (for vertical cylinders).

Similarly, the scattered field from the cylinder when illuminated by the E7 (r) in
the absence of the top rough layer of the ground plane is shown in Fig. 3.4(b). The
region of the significant scattered field is confined to the forward scattering cone as
well. Noting that the observation points of interest are within the top rough layer,
significant scattering exist only when 8, + 3 > 90°. Also the illuminated region

Sy, if exist, is always infinite. In this chapter, we confine our interest to vertical or
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Figure 3.5: An inhomogeneous half-space medium with a rough interface. Left side
of this figure shows the dielectric profile.

nearly vertical cylinders for which S, = 0. Therefore, this mechanism will not be

considered.

3.2.3 Induced Polarization Current in a Slightly Rough Surface

The expression for the polarization current induced by a plane wave in the top
rough layer of a stratified half-space medium is obtained in a recently developed
scattering model for slightly rough surface with inhomogeneous dielectric profile in-
troduced in Chapter II. Unlike the traditional small perturbation model (SPM) [33],
this new model was developed based on a volume integral in conjunction with the
half-space dyadic Green’s function which take into account the effect of dielectric in-
homogeneity under the rough surface. This section will only present the formulation
required in this chapter.

Consider an inhomogeneous half-space medium with a rough interface as shown
in Fig. 3.5. It is assumed that the medium is stratified, that is, the relative permit-
tivity is only a function of z, and the permittivity of the top layer down to a depth
of d is uniform where —d < min{surface profile}. The surface profile is denoted
as Af(z,y) where f(z,y) is a zero-mean stationary random process with a known

autocorrelation function, and A is a small constant known as the perturbation pa-
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rameter. The top rough layer is replaced with an equivalent polarization current, and
using a volumetric integral equation in conjunction with the dyadic Green’s function
of the remaining stratified half-space medium, the scattering problem is formulated.
Analytical expressions for the induced polarization currents up to any desired order
can be derived, nevertheless, in this treatment, only the induced polarization cur-
rent up to the second-order are needed. That is, the total polarization current is

approximated by:
J(I’) :Jo(r) + AJl(I‘) + A2J2(I') . (322)

These currents are expressed in term of their two-dimensional Fourier transforms

defined by

Ja(r) =

L / Tolky,2)e*s7 dky (3.23)

in a recursive manner. The expression for jo(kJ_, z) is given by
Jo(k1, z) =(2m)6(k . — K )Jo(2)

=(2n)8 (ks K0) TR + Jal2)ik) + Tul2)E] , (3:20)

_ QkOk; Rl . 110 —ikid
Jon(2) = =i Yo e~ 1) R 2 {Eo-h(kz)} emikid
_ . Qkok;kiz Vs V(1.1 A1 —ikid
JOt(Z)— zm}o(e—l)%(k,z) [EO~Z] € s
, 2kok : i
Joo(2) = 2 Yo(e— 1) CY(K,2) [E, - 2] e |

T
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The parameters in these expressions for the zeroth-order current are given by

i a2, i : k= i _ ekl
Bio=kovVe—sin'di, K =kosinfi, Ry =g R= g
(i) = CD (Br =) € 4 (Ryry = 1) et
T Ry (Ry =) et 4 (Ryry, — 1) emhied
_17‘L U_R’U thizz R ,v_l —iky,z
Ok, z) = (=" (r Jem* 4 (Rury — 1) e

R, (R, —r,) e®:0 + (Ryr, — 1) e=ihzd

As before r, and r, denotes the Fresnel reflection coefficients of the half-space
medium. The expressions for higher order currents are similar to that of the ze-

roth order, and are given by

~ k2 (e —1 ~ s

Inn(ky, 2) :Z—%kl—)Cf}(k,z) [VN'h(kz)} ,

- kokr (e — 1) X

Ttz = == i) [V i)
~ 1kok, (e — 1 ~
,J‘Nz(kbz):%];—)cv(k )[VN v(—kz)} :

where

N-1N-n-1 /N=n-1
N k N-n-m-1
Vi = () (k)" 'ba v ] QkaL

(Z)Nnmln

n

Here X) denotes the n-fold self-convolution operator (R F = F « F x--- % F).
3.2.4 Evaluation of the Secondary Scattered Field
Substituting (3.15) and (3.22) into (3.4), the secondary scattered field from the

cylinder is given by

d+Af(zy)

E”—/ dzdy / () E(p2)ds | (3.25)

It is noted that E', and E7, are not included in (3.25), since these fields would

produce the direct backscatter from the rough surface. For surface with small rms
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height Af(z,y) is a small quantity, and therefore (3.25) can be approximately by

p-E°= // d”cdy/ p,z)dz

A n+l an o
+z// fnx+y1 5o 19(ra) - E(p,d)} dudy (3.26)

where rq = &z + gy + Zd. Substituting (3.23) into (3.26), the first-order secondary

scattered field can be expressed as:

—00

.|..

A o
SJo(d) | F(ko—K.) [[ EL(pd)e*7dsdk, . (3.27)
(27) _4 [/

Similarly, the second-order secondary scattered field is given by:

d

"I‘(é) / FkJ_ *J] k_]_,d // sz_pdek
2T
1\* A2 . o .
+ (2_7r> 7.]0((0 / Flky)~ F(k, - kl)// gE;C(p’d)el 2 ds dk
—00 S;
1\*A2d : : ks
+{—] ——Jo(d) / F(kl)*F(k_L—ki)//Eéc(p,d)e’ L7 dsdk,
2T 2 dz
—00 S;

(3.28)

Note that for evaluating the zeroth-order secondary scattered field, one can simply
use the formulation derived for a cylinder above a smooth ground plane.

The polarimetric response of a target can be expressed in terms of its complex

scattering matrix defined as
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For random targets, the expected radar cross section for a particular transmit and

receive polarization configuration can be calculated from
Tpapq =47(|Sp*) P, q € {h, v}, (3.29)

where (-) denotes ensemble averaging. Depending on the order of the scattered field,
S7¢ can also be expanded in terms of a perturbation series, i.e., 8¢ &z §7¢(0) £ A§7<(1)

A28 As mentioned earlier, ™) can easily be obtained from
STl =p, (6,) S (b, )etholbr k) Te (3.30)

Here r,(6;) is the reflection coefficient of the ground plane and the top rough layer

>

with a flat interface (A = 0), k, = k;—2(k;-7)#, and S denotes a bistatic scattering
matrix element of the cylinder located at the origin in free space which can be
evaluated by using the infinite-cylinder approximation [54], which will be introduced
in Section 4.3. Expressions for 871 and S$™(?) can be obtained from (3.27) and
(3.28), respectively. The calculation of S directly is even more complicated than

S™. It can be shown that S can be evaluated from S" using S" = [grc]("t), that is

cr cr re re
va vh va _Shv
- . (3.31)
er cr re re
Shv Shh =S Shh

Here the superscript (—t) denotes the matrix transposing and multiplying the off-
diagonal elements by -1. The proof of this identity is presented in Appendix B.
Finally an analytical expression for the average RCS of the cylinder-rough surface

composite target illuminated by a collimated beam, illuminating an area A of the
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rough surface, is given by

Tpgpq _ Qe ~rc(0 cr(0))2 re( er(
4m _§5Pq+bpq‘)+‘9pq( | +<lq + 55 |>A

+2 Re {(SI(S5:0 4 S0 4 (5, + S5 4 570)(S0) 4 )} A2

pg
+O_TO _/i

Prqrq 4 ’

p,q € {h,v}. (3.32)

The first term in (3.32) represents the zero-order solution, and the second term
accounts for the first-order secondary scattered field. The third term in (3.32) rep-
resents the coherent interaction of the cylinder and rough surface scattered fields.
The complete second-order backscattering coefficient from the rough surface along is

represented by the fourth term of (3.32) and is given by

Ohapg = Jim. q{(l UE) &%+ [US’;EZ’IQ)+21%e<5;;1>5;;3>*>] A“,} (3.33)

where S;él), 5;52), and S;((;S) are the first-, second-. and third-order backscatter of the

the rough surface. The expressions for S°" are 1ven b
g p Pq g y

o) K2k (€ — 1) emilRAR)
hh = (ki + kL) (ks + k3

Co(k*,d) Cy (k' d) cos(p, — ;) F(kY, — k) |

(3.34)
() kokikski, (€ — 1) emilkethid

oho m(eki + kY,) (k3 + k5,)

Co(k®,d) C3(k',d) sin(és — ¢;) F(K, — kY) |

(3.35)
_ kokikiky, (¢ —1) eTilkiio)d

sty ; ,
m(eks + k3,) (kL + ki)

Co(k',d) G5k, d) sin(e, — i) F(k}, ~ ki),

(3.36)
kiki, (€ — 1) emi(k4hi)d . ek k2 ki
(1) — 2z . —kSkS OV (K® v[1,1 e z%Vp™p
T (ke R (e k) |G DG d)cosldn = o)+ =
CHDCHI D] P k) (3.3

where F'(-) is the Fourier transform of the surface roughness (f(+)), and the rather

lengthy expressions for S;((,Z) and 5';((,3) can be found in Appendix A. For a distributed



63

target composed of uniformly distributed cylinders with a number density N above

a rough surface, the scattering coefficients can be computed from:

O'O
_ c re(0 cr(0))2 re(1 er(1)(2\ A 2
ZZ:q —N{|Spq+qu( )+Spq )| +<|Spq( )+5pq l >A
+ 2 Re{ (SIS0 4 S570))
r0
~ \\ % o
+ (S5, 4 Sp@ 4 S O)((S7) 4 S }N} =t pge{h v},

(3.38)

where the mutual interaction between cylinders is ignored.
To evaluate the ensemble average in (3.32) some properties of Gaussian processes
can be applied. For example if F'(k ) appears as a multiplicative factor, such as

those in (3.34), (3.35), (3.36), and (3.37), then the following definition can be used:

lim — <‘AF(kj - ki)j2> =Wk k), (3.39)

A—=co A
where W (k) is the power spectral density of the surface. For some expressions
F(ky) appears inside an integration and therefore the evaluation of (F(k,)F*(k'))

is required. In such cases the following identity can be used [62]:
PP (k) F(K,)) = (20)7 (s — KW (k) (3.40)

which simplifies the evaluation of a two-fold integration. Other useful properties
needed for the evaluation of the ensemble averages can be found in Section 2.2.1.

A particular case of interest is when the cylinder axis is vertical to the mean
surface. In this case the cross-polarized backscatter is mainly generated from the
interaction between the cylinder and the rough surface and the rough surface itself.

(1) Src([))

. T wer(0 < . .
In this case S, ", S, s SU,L( ) ,and 5S¢, are zero. and the expression for the cross-

polarized RCS is simplified to

Gunon =4n (IS + SGVPRAT 0%, A (3.41)
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where the expressions for S:,;(l) and Si,:(l) are given in Appendix C, and the expression

for the cross-polarized backscattering coefficient is given by

or k e—1 i 7 1 1 V(1.1 2
O hohv = 0 vhoh |—_0—_1_6—TT)— ‘(1 - RU) (] + Rh) Cél(k ,d)C’O (k d)‘
. / Wik, -k )W(k, + k| )sin®(¢ — &) cos* (¢ — &)
K o (k,d) - ek Ce(k,d) de (3.42)
k’ ‘I‘kl 0 }‘«lz +€k’z 0 ) L .

At low frequencies or for electrically thin cylinders, the Rayleigh solution or only the
zeroth-order component in (3.16) corresponding to m = 0 is sufficient to calculate

E... In this case, S7; and S}¢ are respectively given by

—ikid _ | o ps(eikid _ |
g = N7k, pikol ki —ks)- chTMJOh(d) oS 95/ (6 + (e ))
RNCZE ks

kzk‘26~1 —1k3¢ s ikZ : 1
'—kij—g_—ég'z—) + (6 ked _ r,€ kzi)‘| F(k_L - k_L) sm ¢kB1(kJ-) dkl—

s, [ (£ )
° k

S
z

k k(e —1 S
#ﬁkz)lfaq — K )sin ¢y By(k ) dk, | } (3.43)
re AZokok’j iko(l}i—ﬁs)'ﬁc TE / (e‘ikid —1-= T'Z(eikid _ 1)) kg(ﬁ _ 1)
Sh = (27)? ‘ Co ™ Jorld) ks ki, + ek,
+ (e7hed g gt d)} F(ky — k' )singpBy(k.)dk, , (3.44)
where
a+(lc+h) tand,
Bilk,) = / HE (k,sin 0°0') 3 (K. | )p'dp'
a+h tané;
a+(lc+h) tané;
By(ky) = / H(gl)(ko sin 0°p") Jo([kL|p")p'dp .

a+h tand;
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3.3 Simulation and Experimental Data Analysis

In this section a sensitivity analysis is presented to demonstrate the significance
of the scattering interaction between cylinders and rough surfaces to the overall
backscatter. Also polarimetric backscatter measurement that demonstrates the va-
lidity of the scattering formulation are presented.

We begin the sensitivity analysis with a realistic scenario. Consider a soybean
plant above a ground plane with a slightly rough interface. The scattering interac-
tion between the main stem of the plant and the rough surface is of interest. Typical
values of 0.71m and 0.385¢m are chosen for the length and radius of the main stem
respectively, and the simulation is performed at 1.25 GHz. The length of the main
stem is 2.96, and the ratio of the length to the radius is 184.4. For these dimensions
the far-field criterion given by (3.17) requires that p > 0.048 ¢cm. Hence for most
practical situation (3.15) is valid. The dielectric constant of a stem with moisture
constant m,, = 0.58 is found to be 43.4+i13.2 at 1.25 GHz [7]. The cylinder, which is
used to model the main stem of the soybean, is placed right above the rough surface
with ks = 0.1 and kl = 2.0 having an exponential correlation function. The volu-
metric soil moisture content is set to be 0.1, and the dielectric constant is calculated
by applying an empirical model [14] choosing a soil texture with 10% sand and 30%
clay. Figures 3.6 shows the RCS ratio of the zeroth-order (the first term in (3.32))
to the complete first-order backscattering solution excluding the direct backscatter
from the rough surface (the first three terms in (3.32)) is plotted versus incidence
angle. The RCSs are calculated and averaged over many azimuthal angles («) for six
different cylinder tilt angles (3): 2°, 4°, 6°, 8%, 10°, and 12°. In this simulation az-

imuthal symmetry (uniform distribution over ) is assumed. Figure 3.6(a) and Fig.
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3.6(b) show that, for the co-polarized backscatter, the average of the zeroth-order
solution is sufficient except when the incidence angle is close to normal incidence.
On the other hand, Fig. 3.6(c) shows that the cylinder-rough surface interaction
is significant for the cross-polarized scattering, especially for nearly vertical cylin-
ders. The simulation for the vertical cylinder corresponding to 3 = 0° is not plotted
here, because the zeroth-order solution predicts no cross-polarized backscatter. As
the tilt angle increases, the cross-polarized backscatter predicted by the zeroth-order
solution increases, and therefore the cylinder-rough surface interaction becomes less
important.

It should be noted here that the numerical evaluations of the integrals which
account for the interaction between the cylinder and rough surface is much more
time-consuming for a tilted cylinder than for a vertical cylinder. The reason for
this is that the lit area, shown in Fig. 3.4(a), has a circular contour when the
cylinder is vertical and the integration along ¢ can be carried out analytically. For
tilted cylinder the contour is elliptical and four-fold numerical integrations must be
carried out. Besides, for tilted cylinders an averaging over the azimuthal angle « is
required. On a Sun workstation Ultra 2, while it takes only less that 10 second to
evaluate the scattering interaction for a vertical cylinder, it takes about 15 to 130
minutes for a tilted cylinder, depending on the incidence angle. As mentioned earlier
the interaction between cylinders and rough surfaces become less important as the
cylinders’ tilt angle increases. Therefore, the focus in the rest of simulations will be
on the cross-polarized backscatter for nearly vertical cylinders, which is often a case
of interest in problems such as scattering from vegetation canopies. The complete
first-order cross-polarized RCS (the first three terms in (3.32)) of the example shown

in Fig. 3.6 is presented in Fig. 3.7. It is shown that the scattering interaction
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increases with the increase in the incidence angle and the cylinder’s tilt angle. It is
also shown that for 8 < 6° the cross-polarized RCS can be approximated well by
that of the vertical cylinder.

The effect of surface roughness parameters (ks and kl) on the cross-polarized RCS
of the vertical cylinder and rough surface is also examined. The direct backscatter
from rough surface is still excluded in this investigation to focus on the interaction
between these two targets, so the RCS will only include the first term in (3.41). In
Fig. 3.8 the correlation length is kept constant (kl = 3.0) while the surface rms
height is varied. It is found that the cross-polarized RCS is rather sensitive to the
variation of ks. In Fig. 3.9, the rms height is kept constant (ks = 0.1) and the
correlation length is varied. It is shown that the sensitivity to kl diminishes when
when kl > 1.5.

Figure 3.10 shows the cross-polarized RCS (only the first term in (3.41)) of the
vertical cylinder and rough surface as a function of the cylinder radius. In this
simulation the cylinder length and dielectric constant are, respectively, 0.71m and
¢ = 43.4 +113.2, and the surface parameters are ks = 0.1 and k[l = 3.0. When the
cylinder is electrically thin (ka\/m << 1) the cross-polarized RCS can be calculated
using (3.43) and (3.44), which indicates that the cross-polarized RCS varies as (ka)*.
As ka increase further, the cross-polarized RCS begins to oscillate, and exhibits a
much gentler rate of increase with increasing ka. Figure 3.11 shows the dependency of
the cross-polarized RCS (only the first term in (3.41)) on the vertical cylinder length.
In this simulation the cylinder radius is fixed at a = 0.385¢m. It is shown that for
relatively short cylinders (kl. < 20) the cross-polarized RCS increases rapidly as its
length increases, and the increasing rate becomes gentler for cylinders with £{, > 30.

In the previous simulations, the lower end of the cylinders were placed right above
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the surface. In the following simulation the effect of the cylinder height location
on the scattering interaction between the cylinder and rough surface is considered.
Figure 3.12 shows the cross-polarized RCS (without the direct backscatter from the
rough surface) as a function of the height of the vertical cylinder’s lower end. It is
shown that as the height increases, the RCS increases first, and then become almost
a constant function. Note that the rough surface is a distributed target. As the
height increases, the area of the illuminated region also increases, thus the RCS does
not decrease as the distance between these two target increases.

The sensitivity to the dielectric constants of the cylinder is also examined and the
results are shown in Fig. 3.13. Instead of varying the complex dielectric constant,
its corresponding volumetric moisture content is varied. The empirical model [67] is
used to calculate the dielectric constants for the chosen moisture content. In Fig.
3.13, the cross-polarized RCS (only the first term in (3.41)) is plotted versus the
cylinder’s volumetric moisture content, while the volumetric moisture content of the
surface is kept at 10%. The temperature is assumed to be 23°C' in the calculation
of the cylinder’s dielectric constant. It is found that the interaction increases as the
moisture content (or dielectric constant) increases.

For vertical cylinders, ignoring the cylinder-rough-surface interaction, the main
source of the cross-polarized backscatter is the rough surface alone (second-order and
higher-order perturbation terms). Fig. 3.14 compares the cross-polarized backscatter
of the rough surface and the rough-surface-cylinder for different values of cylinder
number density. These cylinders are uniformly randomly distributed on the rough
surface, and the mutual coupling between them is ignored. While the cross-polarized
backscatter from the rough surface (ks = 0.1 and kl = 3.0) alone decreases rapidly

as the incidence angle increases, the backscatter of the composite target increases.
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Figure 3.15: The experimental setup for the backscatter measurement of a vertical
cylinder above a rough ground plane.

To examine the validity of the scattering formulations, backscatter measurements
were performed polarimetrically using the indoor bistatic facilities of the Radiation
Laboratory at the University of Michigan. The radar was calibrated polarimetrically
using STCT [38]. In these experiments, an X-band stepped frequency radar with the
center frequency 9.25 GHz and the bandwidth 1.5 GHz was used. The experimental
setup is shown in Fig. 3.15. A lossy circular cylinder was made by filling a cylindrical
cavity in a Styrofoam block with water. The radius and length of the water cylinder
were .83 cm and 11 cm, respectively. A computer-generated Gaussian random rough
surface with ks = 0.2 and £l = 0.9 was made by milling the surfaces of floral foam
blocks, and then they were soaked in water. Because of the gravity, the water content
at the top of the layer was found to be around 30%. The water content is assumed to
increase linearly to nearly 100% at 0.5 cm below the top rough layer. The dielectric
constant of water calculated from the Debye formula was found to be 53.4 + 1 39.3.

Figure 3.16 shows the measured and the theoretical backscattering coefficients
of the rough surface without the cylinder. The excellent agreement indicates that

the physical parameters and the complete second-order perturbation solution the
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rough surface are very accurate. Figure 3.17 shows the measured and theoretical
cross-polarized RCS of the rough surface with and without the water cylinder. The
inclusion of the cylinder does increase the cross-polarized backscattered field signif-
icantly. Note that the interaction of a vertical cylinder with flat surface does not

produce any cross-polarized backscatter.

3.4 Conclusions

In this chapter, an electromagnetic scattering solution for the evaluation of the
scattering interaction between a dielectric cylinder and a slightly rough surface is
presented. Taking the advantage of a newly-developed technique which utilize the
reciprocity theorem, the difficulty in formulating the secondary scattered fields from
the composite target reduces to the evaluation of integrals involving the scattered
fields from the cylinder and polarization currents of the rough surface induced by a
plane wave. The scattered field from the cylinder is evaluated in the near-field region
using a stationary phase approximation along the cylinder axis. Also the expressions
of the polarization current induced within the top rough layer of the rough surface
are employed which are derived from the iterative solution of an integral equation.
The expression for the scattering matrix of the composite target, which is of interest
for modeling of vegetation, are formulated. A sensitivity analysis is performed which
shows that the cross-polarized backscatter from the vertical or nearly vertical cylin-
ders is dominated by the scattering interaction between the cylinder and the rough
surface. Although the evaluation of the scattering interaction for tilted cylinder is
computationally inefficient, it was found that the scattering interaction for cylinders
with tilt angle 5 < 6° is approximately the same as that for the cylinder with 8 = 0°.

The results of the sensitivity analysis indicate that the cross-polarized backscatter
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generated by the scattering interaction between the cylinder and the rough surface
increases with increases in the incidence angle, rms height and correlation length of
the rough surface, cylinder radius and length, and dielectric constants of the cylinder
and the rough surface. The accuracy of the theoretical formulation is also verified by
conducting polarimetric backscatter measurements from a lossy dielectric cylinder
above a slightly rough surface. Excellent agreement between the theoretical predic-

tion and experimental results is obtained.



CHAPTER IV

ELECTROMAGNETIC SCATTERING FROM
VEGETATION PARTICLES

Simple geometries, for which analytical scattering solutions are available, are
often chosen to model vegetation particles. For example, leaves are modeled using
circular disks, while stems, branches, and pods are modeled using circular cylinders.
In this chapter, analytical scattering solutions for these geometries will be introduced.

First, the coordinate system and direction vectors which will be used in this
chapter are defined. Consider a global coordinate system with the x-y plane parallel
to a horizontal ground plane and z-axis along the vertical direction, as shown in Fig.

4.1. Suppose a plane wave given by
Ei(r) = E} eifohi | (4.1)

is illuminating the ground plane from the upper half-space, where k; is the unit vector

along the propagation direction given by
lAcz- =2 sinb; cos ¢; + ysinb; sin ¢; — 2 cos b; . (4.2)

The vector E} in (4.1) is expressed in terms of a local coordinate system (ﬁi,izi,fci)
where lAzi = (lAc2 X é)/]l@ X z| and 0; = /Azi X kl denote the horizontal and vertical unit

vectors, respectively. Representing the direction of the observation point by k,, the

79
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Figure 4.1: Vectors of the incident and scattering directions.

polarization of the scattered field can also be expressed in terms of a local coordinate

system (0s,hs,k,) where

A

ky = & sinf, cos ¢, + ¢ sin B, sin ¢, + 2 cos b, | (4.3)

and 0s and hg can be obtained using similar expressions as those given for v; and h;,

respectively.
4.1 Electromagnetic Scattering from an Elliptical Disk

The scattering solution for an elliptical disk will be given in this section. First,
the notation of the dimension and orientation parameters of the elliptical disk is

given in Fig. 4.2. After applying a coordinate transformation with the matrix

cos Bgcos g —sinay sin 35 cos ay

Uy = |cos Bysinag  cosay sinfgsinag| (4.4)

— sin fy 0 cos 3 |

the disk will be parallel to the new x-y plane. However, the long axis and the short

axis will not necessarily to be parallel to either the x-axis or the y-axis. To make



Figure 4.2: Denotation of the dimensional and orientational parameters for a ellip-

tical disk.

later formulation simpler, one more coordinate transformation is performed with the

matrix given by
cosal —sinel 0

=/l
o )
d= |sinay cosay 0

0 0 1

L N

The total transformation matrix

n=r

[=Jd - I=JdUd

(COS Bycos(ag + af)) —sin(ag+ ) sinfBycos(aq + af))

cos Bysin(ag + af))  cos(ag + o)) sinfysin(ay + af)

—sin 3y 0 cos 3y

(4.5)

(4.6)

transforms the normal, the long axis, and the short axis of the disk to the z-axis, the

x-axis, and the y-axis of the coordinate system, respectively.

The thickness of the soybean leaves is usually small compared to the wavelength

in microwave range. Also the ratio of the thickness to the larger diameter of the leaf

1s much less than one. Therefore, the Rayleigh-Gans approach [53] will be applied

to derive the scattering solution for the leaves. Assume that an arbitrarily oriented
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elliptical disk is illuminated by the incident wave

Ei(r) = Ei¢ifokr (4.7)

The induced polarization current inside the disk is given by
Jea(r') = — ik,Y,Pq - Ei(r') . (4.8)

Here Pd is the polarizability tensor of the disk and is defined as Pd = Ulegl—Jd

where f_’d is given by

tle, — 1) 0 0

aw]ll
a o
fl

0 e —1) 0 : (4.9)

0 0 t(ﬁr’_ 1)/@

The scattered field can be evaluated using

k' Z 1k07‘ A ) l;
E=— 020k w ks x/ Jea(r))e okt g ! (4.10)
4 Sy

Note that, since Py - E! is constant over the disk, (4.10) can be written as

k? ithor .. ,
ES = — ky x kg x (Pqg - E‘)/ glo(ki=he)r' o
ir 1 Sy
ekor 2. 244 A)? 2
= - Sk, x (By - B)) /iy (ad) + BB (4.11)
r (aA)? + (bB)?

where A, is the area of the disk, J; is the first-order Bessel function of the first kind,

and A and b are given by

A=k [fj;l-(/%i—ics)] 3
= -1

B =k |0, -(/Aci—ics)} 'y (4.12)

In (4.11), it is seen that

ky by x (Pg - EY) = [ks - (Pyg - 3}))} ko — (Pq Eb). (4.13)
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Noting that f)s-l::s = izs '/Acs = 0, the elements of the scattering matrix can be expressed

as:

k'gA . 1=3 A QAdjl(v(aA )2+(bB)2)

va = Us i — s
T N (YN FTTE
2 WY 3
Shy = @hs - (Pq - ) 2441 (v/(aA)* 4 (bB)?) ’
ir (A} + (0B)?
k. = . 243J1(\/(¢A)? 4 (bB)?)
Suh = —Us- (Pd ' hz) ————— )
im V(@A) + (bB)?
N /(aA)? + (bB)?
Shh:%hs'(Pd‘hi) AdJI(\/ ((l ) +( B) ) (414)

JTaAT T B

4.2 Electromagnetic Scattering from a Slim Circular Cylin-
der

If the radius of the cylinder is very small compared to the wavelength, and the
ratio of the cylinder length to radius is large, the Rayleigh-Gans approach can again
be applied to obtain the scattering solution. The notation of the dimension and

orientation parameters is given in Fig. 4.3. The polarization current induced by the

incident field is given by
Joo(r)) = — ik,Y,P. - E(r') . (4.15)

Here P, is the polarizability tensor of the cylinder and is defined as P. = Izjc_lfz’glzjc,

=0
where P is given by

9,2 er—1
2a°m I 0 0

= 0 2a?recl 0 , (4.16)

o o

=i
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Figure 4.3: Dimensional and orientational parameters for a cylinder.

and I=Jc, which transforms the z-axis to the axis of the cylinder, is given by

cos . cosa. —sina,. sin[(ycosa.

Uc= |cosfesine, cosa, sinfgsinag| - (4.17)

—sin 3, 0 cos f3,

The scattered field is given by

y iko?‘ R N N ,
E = — thoZo € kg % kg % / Joc(r))e™FoFr 1!
I I
tkor 1.2 R - . P
== B (B [ b
ro4m I,
eikgT k% R R - ; )
== 4_7rks X ke X (P - Ep) [ sinc(U) . (4.18)

Here U is given by ko(l%i -~ ks) -n. where n. is the unit vector in the direction of the

cylinder axis. Using an equality similar to (4.13), the scattering matrix elements can

be obtained:

2 =3
Spp = ijgﬁs +(Pe - 9;) [ sine(U) ,
m
kX. =
Shy = 4—0—/25 +(Pe - 0;) Lsine(U)
T
k2 = .
Syp = ﬁ«as (Pe - hy) L sine(U)
k2. = .
Spn = ﬁhs “(Pe - hy) {sine(U) . (4.19)
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4.3 Electromagnetic Scattering from a Circular Cylinder —
a Semi-exact Solution

In the previous section, the Rayleigh-Gans solution was presented for slim cylin-
ders. If the radius of the cylinder is large, such as for the main stem of the soybean,
that solution is no longer valid. In vegetation scattering modeling, a semi-exact so-
lution has been used for cylinders with larger radius. As we know, the exact solution
exists only when the length is infinite. For a cylinder of finite length, the semi-exact
solution assumes that the fields induced inside the cylinder are the same as those
inside an infinite cylinder having the same dielectric constant. These internal fields
are then used to calculate the fields scattered from the cylinder. The formulation
summarized below was presented by Sarabandi [51].

Suppose that a non-magnetic infinite circular cylinder of radius is illuminated by
the incident field given in (4.7). The axis of the cylinder is in the n. direction which

is given by
ne = & sin B, cos o + §sin B.sina,. + 2 cos 5. . (4.20)

Assume that the axis of the cylinder is coincident with the z’-axis of a local Cartesian
T

coordinate system (z',y'.z"). Further assume that the incident vector k; lies in the

x'-z' plane with

ki -3 = cos B, (4.21)
and

s A .
El . Z/ — ezezko( z'sin 842" cos 3) ,

Hi . ,,;,’/ — Y'theiko(—x’ sin 5+2' cosﬁ) , (4’22)
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where e, = E} - 2 and h., = io -2
By invoking the field equivalence principle, the scattered field outside the cylinder

region can be attributed to fictitious electric (Jo) and magnetic (Jy, ) surface currents

given by

Jo=0"xH,
Jn=—-7""xE, (4.23)
where 7' is the outward unit vector normal to the surface, and E and H are the total

electric and magnetic fields on the surface. The tangential components of E and H

are given by

Bo= Y (=i)™ {eadnlmo) + Ay HY o) } €40 st

Ho=Yy ) (—z‘)m{hzjm(xo)+BmHg”(xo)}eim¢’+ikoz'cosﬁ,
1 - \m : 1y /
E¢/ = mmzz—oo(—l) {ko Sln/B [hzjm(x|)) + BmHél) (xo)]
1m cos 3

[esz(.rg) + ALY ()

} ime’+1ko 2’ cos §
€ )
a

Yo = m .
Hy = Tosn’d mzz_m(—z) {—ko sin 3

1m cos 3

€T (w0) + A HY (o)

[thm(aro) + BmHél)(xo)} }eimd”“kozl cosB(4.24)

a

where J,,, is the mth order Bessel function of the first kind, Hél) 1s the zeroth or-
der Hankel function of the first kind, and 2y = koasin3. Applying the boundary

conditions at p’ = a, A,, and B,, can be evaluated using [37]

A, = CTYY;MGZ + chhz ,

B =CTEh, —iCpe. | (4.25)



where
vt _ VP = oo i (20) (1)
_ U
PN, — [qmm})(xo)Jm(xl)
15— Mo = (o) Hy (20) (1)
m 2 ’
PNy — {quill)(xO)Jm(xl)]
_ 2% )2
c,=— IS (1) . (4.26)
TS BN (g HE (20} (1)
with

11 =koar/€ — cos? 3,
1 1
Gm = mkoa cos 3 (—2 — 7) ,
rh

3 ! ]‘ !
V,, = koa {:—lJm(zo)Jm(xl) - ng(zo)Jm(xl)} ,
P = { L H ) (o) - - >Jm<x1>} ,

T Lo

N = o { SHD ) 1) = B o)}

T Lo
1 1

Mm :koa {——Jm(ZO)J:n(.El) — ——an(zo)Jm(:z:l)} y (427)
1 o

From (4.23), the surface currents are given by

Jo =Yy(#'sin g’ — 7' cos ¢')eiho* cosP Z )" { b (20) + B HW o) } e’

m=-—00

Al }7 zkoz cos 3
zkosm ﬁ Z {koslnﬁ[ez (o) + A H (@ ﬂ

m=—=00

' 6} o
+ 1 eos [hz‘];n(aO) + Ber(rz)/(xO)] }elm(b )

a

I = — (2'sing’ — ' cos ¢ )eihor' o3P Z (=)™ {esTm(z0) + AmH,(,})(xo)} e’

m=—oo

1 2k02 cos 3 m 1)
Zkgsm ﬂ Z {kgsmﬁ[h J! (z0) + B H\ (2 )}

m=—0o0

i T e ) 4 A )] e (4)
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In order to find the scattered field of a cylinder with finite length [, it is assumed
that the currents on the curved side are the same as those on the infinite cylinder.
Thus ignoring the effect of the end caps, the Hertz vectors describing the scattered

field are given by

l

eiko?‘ ZZQ 7 T 2m . .-
He(r) — dzlezk0k5~~ z Jee—zkochos((é —¢)ad¢/ ’
- 0

r 4rkg L
tkor 'YV 3 N m . 1_ 7
Hm(r) _ € 4_7,_% 2 dz/ez/coksvzz / Jme—zkochos(d> “¢)ad¢', (429)
r TRo _% 0
where
W
B = (k&4 (9]
k2
cos ¢ =
B b))
sin ¢/ = By. (4.30)

In (4.29), the integrations can be carried out analytically. The 2’ integration results

in Isinc(V) with V = Tkol(ki — k,) - 2, and
27r . ! i . ! .
/ e—zkochos(qb —¢)ezm¢ dd)l — 27r(__i)me(y0)€zmd)’ :
0

2m S N N .y
/ cos e RorB NI dg! = g (i)™ [iCOS ¢Jln(yo)+ﬁsin¢Jm(yo)] e
0

Yo

2m -, N ~ )
/ sin ¢ e~ HhoaB eos(#=0) imd’ g — 9 (g™ [z sin ¢J! (yo) — T cos (me(yg)] eme
0

Yo
(4.31)

where yo = koaB. Therefore, the scattered field is given by

ekor koal
r 2sin

S

{(Deez + iDehz) k., x (ks x 2"

+ (D"h, —iD"ez) ks X 2'}sinc(V) , (4.32)
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where

sm g
B

Im(0) 7, (Yo)

sm ¢

Hﬂ)(xom(yo)}

4 meosf (1— 502 xosmﬁ) yo)}ei’“";, (4.33)

cos B yoB

Dh = Z (—1)m{‘]7/n<$0)t]m(y0) - Sigﬁjm(xO)J&(yO)

m=—co
sin 3

I 8 o) non) — S ) (o

+ TP (1 o b ﬁ) CmHﬁzl)(a:o)Jm(yo)}ezm(b SNTEY

T cos3  yoB

S (—1)“1{@[&9( (o)~ L 0} ()

m=—0o0

m cos 3 ]Ags % 20sin 3 \ . -
- Jm C H(l) m ime
i Lo ( cosﬂ yoB [ (:1:0) + Oy (550)] J (yo) e ,

(4.35)

D' = Z (—1)m{ém I:Hn}) (20)Jm(yo) — %;‘BHI (xO)J;(yo)]

m=-—0oo

m cos 3 ky - 2 2gsin 3 T™ 77(1) im$
4= (1 wid B )[Jm(wo)JrCm HY (0)] (o) pe™

Ty

(4.36)

and the elements of the scattering matrix are
Sow = — { [De('&i 2N+ 1D°(h; - é')] (05 2")

R _ n mV
+ [Dh(h,- L) — D (o, g')] (hs : )} oacle sin } (4.37)

2sinfg 'V
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Sun = = { [De(in (&) —iD(0; - 5’)} (b5 - 2)

A . koa.l, sin V
_ h}..A’ - Ak ".A, .?3/ 0lcle R
[D (0;-2"Y+1D"(h; z)] <h5 )}QSinﬂ T (4.38)

Shy = — { [De(ﬁi Y+ iDe(hs )} (ils : )

\ _ koacl. sinV .
. h AN hAl‘A, 3_2, Qlcte :
[D (hi - 2"y —D™(0; - 2 )} (s )}QSin,B v (4.39)
Spp = — { [pe(i“ CH) — DR (%, - 5’)] (/;S : 5')
o koacl, sinV
. hA‘.A/ - Ah "5/ ‘gl Qlcte
[D (0; - 2') +1D"(h; )} (0 -2 )}QSinﬁ TR (4.40)

Generally, in order for this solution to be valid, the ratio of the length to the
diameter should be large, so that the fringing effects at both ends of the cylinder
can be ignored. The accuracy of the scattering matrix elements deteriorates with

Al

increasing ki 2 or ks ', but for aspect angles that are not too oblique the transverse

resonances of the cylinder should be accurately simulated.

4.4 Electromagnetic Scattering Interaction between Leaves
and Thin Branches

Recently the effect of multiple scattering between vegetation particles has been
found to be important for accurately predicting the scattering behavior. Although
the volume fraction of vegetation particles is very low, smaller vegetation parti-
cles generally tend to accumulate around bigger ones. Therefore a single vegetation
structure could often be considered a locally dense medium where multiple scattering

could be significant. Characterization of the exact solution including all higher-order
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multiple scattering for a vegetation medium is nearly impossible. Approximate ana-
lytical solutions capable of accounting for near-field interactions are computationally
efficient and are extremely useful for developing accurate scattering models of vege-
tation.

In this section, simple formulations which include scattering interaction up to
the second order are developed for thin dielectric disks and thin dielectric cylin-
ders representing leaves and stems. In this iterative approach, the Rayleigh-Gans
approximation is used to calculate the internal electric field, or equivalently the in-
duced polarization current, of the particles. The Rayleigh-Gans approximation has
been shown to be valid for scatterers having at least one dimension which is much
smaller than a wavelength and having a lossy permittivity.

First the polarization current induced by the incident wave at each point within
a particle is expressed in terms of the incident wave and the polarizability tensor of a
thin dielectric disk or cylinder having the same thickness or diameter as the particle.
To calculate the second-order scattered field, the exact near-fields scattered from all
nearby particles are evaluated numerically and used as the excitation. As before,
the second-order polarization current at any given point within the scatterer is de-
termined using the appropriate polarizability tensor. Since the polarizability tensors
are assumed uniform for both particles, the numerical integration involved in the
calculation of the near field is rather simple. To calculate the second-order scattered
field, two-fold and four-fold numerical integrations must be carried out for cylinders
and disks, respectively. The second-order scattered field can also be obtained using
a recently developed technique based on the reciprocity theorem; the results are the
same. Numerical simulations have also been performed to demonstrate the effect of

the near-field interaction at different frequencies and particle orientations.
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4.4.1 Scattering from an Object in Free Space

Assume a dielectric object is illuminated by the incident wave in free space. The
incident field induces a polarization current J within the object which is the source of
the scattered field. The electric Hertz vector potential Il due to this current density

is given by

Me(r) = - ﬁ Iy dv' (4.41)

where the primed coordinate represents the source, the unprimed coordinate repre-
sents the observation point, and R = |r — r/|. The corresponding electric field can

be written as

E(r) =V x ¥ x Ilg(r) = 12 /J(r’) - G(ko, R)e*R dv' . (4.42)
47Tk'0 \%
Here
- —1 4+ ikgR+EER*\ = [3 —3ikoR—KkiR*\ . .
G ko, R) = ( (;%3 0 >1+< 0}%3 0 >RR, (4.43)

where RR is a dyadic, and R is a unit vector given by (r—r')/|r =1

Applying the volume equivalence principle [15], the polarization current can be
expressed in terms of the dielectric constant and the total internal field. For objects
that are small compared to the wavelength in at least one direction, such as needles
or flat plates, the internal field can be calculated using the Rayleigh approximation,
i.e. that the field is static along the direction with small dimension. Using this
approach, the polarization currents can be expressed in terms of the incident field

and the polarizability tensor [41]:

I(r') = — ik, Y,P - Eiefoh’ (4.44)
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where P is the polarizability tensor of the target. Substituting (4.44) into (4.42) and
noting that P El is constant inside the target, the near-field scattered field can be

written as

1 /= .
E(r):4—7;<P-E},) /V G ko, R)etotx+R) gy (4.45)

Note that the integration in (4.45) is one-fold and two-fold integrals for a cylinder
and a disk, respectively.
If the observation point is in the far-field region, i.e. R >> A, the following

approximations can be applied to (4.45):

2

Glko, B) ~ 2 (1 kk) gifoR y gikor g=ikober’ (4.46)

Equation (4.45) could then be written as

E(r) ~ ky e ks x by x (P E} giko(ki=ka) e’ gyt (4.47)
(koo (PoE))} |

47rr

And the scattering matrix can be obtained as

2

= s A k A A = . TR
Slhy i) = — 20 {k < k% (B E0>} / IO (4.48)
4 Vv
4.4.2 Secondary Scattered Fields — A Direct Approach

Consider two objects: object #1 and object #2. The second-order scattered field
Ez1 (from #1 to #2) can be formulated in a direct manner which will be described
in this section. In the absence of object #2, the scattered field from object #1

illuminated by the incident field is given by

Ei(r) = Zlﬂf {/ G (ko, R)ei*o! (k' +R) gy, } . <f>1 EB) ‘ (4.49)

In (4.49), the polarization-current term has been moved to the end because G is a

symmetric dyadic. For object #2, the polarization current induced only by E; can
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be written as

' D 'ko °H = Lo (foiop! = :
Jz(r”) = —1k, Y, Pz - E; = L X P, {/ G(koaR)elko(k"r R dvl} ) <P1 EB)
1%

47
(4.50)
The second-order scattered field can be written as
k ikor N R s "
Ej, = - thoZo € ko x kg X / Jz(r")e"lkoks’r dv” . (4.51)
47 v, ‘

Since p-k, =0 if p € {0s, Bs}, and P, is symmetric, it is found that

X . k 2 eikoT = N
8= () (i)
. {/ / é(ko’R)eikg(lé,,w_l}s-r/&}{) dv'dv"} . (131 EB) , (4.52)
i JV,

The elements of the scattering matrix can be written as

Syl = <—4k—;)2(1=)2'ﬁ>'{ /‘ | /V 2G(k, R)eito (' ker"+R) dv’dv”}-(f’l-c}) :

(4.53)

where § € {0, hi}, p € {bs,hs}, and p,q € {v,h}. Note that the integration in
(4.53) will be carried out numerically. Since the currents have been moved outside

the integral, the computation becomes rather simple.

4.4.3 Secondary Scattered Field — A Reciprocal Approach

The second-order scattered field Eg; can be also be formulated by applying the

equation given by [48]

ﬁ'E21 :/ EeQ'Jl dU 5 (454)
Vi

where E., is the scattered field from object #2 illuminated by Eeq in the absence
of object #1, and J; is the induced polarization current of object #1 illuminated

by the incident field in the absence of object #2. It should be noted that Eqq is
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radiated by the elementary current Jo = pé(r — ro) located in the far-field region of

the particles and given by

1koTo
ZkOZ € ¢ lkok r A

Eea(r) = D, (4.55)

4r 1o
where p is either d, or h,. Substituting (4.55) into (4.45), the scattered field can be

written as

iko ZO EZkO o

me T

(f’z -ﬁ) ' / Gko, R)e™CRx"sR) gy - (4.56)
Vs '

where P, is the polarizability tensor of object #2. From (4.44), J; is given by
J.(r') = — ik, Y, Py - Ei ekt (4.57)

where Py is the polarizability tensor of object #1. Substituting (4.56) and (4.57)

into (4.54), the secondary scattered field Eo; can be written as

. k, 1k0T0 - .
P Balr) = (42) o (Pz 'p)
)

. {/ / é(ko’ R)eiko(}}i.rr_}}s.ru-kR) dv'dv”} . (1=31 Elo) , (458)
v, Jv,

which is the same as (4.52).

4.4.4 Secondary Scattered Fields — Far-field Interaction

If the distance between the two objects is large, the integrand in (4.52) reduces

to
" k‘ . 7. ® ' » I. "
G Lk ,R iko ( kiv'—ksr -I-R) ([ R R ) ]‘zko(ki—Ro)r tko(Ro—ks)r . 4.59
(o R)e s (I o e (4.59
In (4.59) Ry = |rez — rea| where re; and rep are the centers of object #1 and

#2, respectively, and Ry = —‘9;5“4 Substituting (4.59) into (4.52), the secondary
scattered field can be written as

1 ezkor

RQT

prES, = b {S(ks,Ro) (Ro,k)E‘}. (4.60)
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So, when the distance between two objects is large, the scattering matrix of the

secondary scatter can be written as

A 1
521(1€s, ki) = F

0

Sa(ks, Ro)S1(Ro, k) (4.61)
4.4.5 Reciprocal Property of the Secondary Scattering Matrix

Similar to (4.53), S75 can is written as

2
Sf; = (%) (131 ]3) . {/‘ v/L G’(ko’R/)eiko(kz’.rll_kg,1.I+R/) dl)/dv”} . (pz . (j> ’
1Y Vs

(4.62)
where R is (r — ')/[t" = v/|. Let k! = —k, and &/ = —k;. The local coordinate
systems become (9;,—hs,—k,) for the incident field and (8;,—h;,—k;) for the scat-
tered field. Also note that él(k,R') is symmetric, and R'R' = RR. (4.62) can be

rearranged as

kO : = ~ = ko(=Fker" +k: ' = A
g __ . . X tho(—ks-r"+k; -r'+R) 1 .
ST = <—_47r> (Pz q) {/Vl [/2 G(k,R)e dv'dv } <P1 p) ,

(4.63)
where § € {y,~hs}, p € {0, —hi}, and p,q € {v.h}. Comparing (4.63) to (4.53), it

is seen that

L S22 (kg ki) S12(ky, k) S (—ki,~ky)  —SP(—ki,—k,)
S1a(ks, ki) = o o = o o
S}lzg(ksvki) Silzz(ksvki) —SZ}L(—ki7_ks) S}%}l(_ki7_ks)

(4.64)

4.4.6 Data Simulations

In this section, the formulation presented in the previous section will be used to
investigate the effect of the near-field interaction between Rayleigh-Gans particles.
Demonstration of the the effect of the near-field interaction in vegetation will require

realistic description of the vegetation structure. This is beyond the scope of this
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() (b)

Figure 4.4: Positions of (a) two dielectric cylinders and (b) two disks. The angle
between the two cylinder axes is denoted as . The angle between the
two disk planes is denoted as 3.

section. Therefore, simulation will be performed on a pair of particles varying orien-
tation and frequency. Circular cylinders and disks are of interest here. The length,
radius, and relative dielectric constant of the cylinder are 20cm, 2mm, and 30+i10.
The radius, thickness, and relative dielectric constant for the disk are H5em, 0.2mm,
and 304110. The incident and scattering directions are +z and —z, respectively.
These values will be used for the rest of this section. The polarizability tensors for
both geometries can be found in [41,53].

The first simulation is to demonstrate the near-field interaction at different fre-
quencies. The positions of both cylinders are shown in Fig. 4.4(a) with o = 0°.
One cylinder is placed at (0,5mm,0), and the other is placed at (0,-5mm,0). The
cylinders are parallel to the z-axis. Since both cylinders are aligned in the ¢ di-
rection, the interaction is not significant for hh-polarizations. Figure 4.5 shows the

radar cross section (RCS) and co-polarized phase difference (¢ps — éy,) of the two
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cylinders versus frequency. The first-order and complete second-order solutions are
plotted together for the purpose of comparison. For vv-polarization, the interaction
becomes stronger as frequency increases. The interaction was expected to become
weaker as the frequency and electrical length of the separation increase. However, as
frequency increases, the size of the cylinders relative to the wavelength also increase,
so overall, the interaction becomes stronger. Figure 4.6 shows the radar cross section
(RCS) and co-polarized phase difference of two disks versus frequency. Two disks
are placed at (0,5.5¢cm,0) and (0,-5.5¢cm,0) with 3 = 90°, as shown in Fig. 4.4(b).
The near-field interaction does become significant at higher frequencies. However,
The interaction is negligible at frequencies lower than 2 GHz. In both of the sim-
ulations, the orientations of the particles are chosen to favor of the second-order
scattering. While the two cylinders are parallel to each other, the two disks are ex-
pected to function as a dihedral. Nevertheless, the second-order interaction seems to
be insignificant. This implies that in vegetation scattering problems, the near-field
interaction between leaves (or pine needles) could be ignored at L-band.

The second simulation investigates the near-field interaction at different particle
orientation. Figure 4.7 shows the RCS and co-polarized phase difference of the two
cylinders versus « at 5.0 GHz. As shown in Fig. 4.4(a), one cylinder is placed
at (0,5mm,0), parallel to the z-axis, and the other is placed at (-5mm,-5mm,0) and
rotated in the y-z plane starting at & = 0°. It is interesting to find that the interaction
can be ignored when a > 60° even at so short a distance. Since one of the cylinders is
always parallel to the ¢ direction, the near-field interaction does not have significant
effect on hh-polarized and cross-polarized RCSs. Figure 4.8 shows the RCS and co-
polarized phase difference of two disks versus 3 at 5.0 GHZ. Two disks are placed at

(0,5.5¢cm,0) and (0,-5.5cm,0) as shown in Fig. 4.4(b). While the interaction is very
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dominant when 3 is around 90°, it can be ignored when 3 > 135°.

Both simulations show that the significant the near-field interaction at high fre-
quencies also depends on the orientation of particles. For example, for some plants,
leaves on the same branch tend to lie in the same plane. In this case the near-field

interaction between leaves on the same branch could be ignored.

4.4.7 Conclusions

A scattering solution for the second-order interaction between two particles is
developed based on the Rayleigh-Gans approach. This formulation can be easily
implemented into computer codes, and the numerical integration involved in the
calculation of the near-field is not intensive. Therefore, in a field where models often
involve heavy computation, this solution provides a convenient tool to handle the
near-field interaction between leaves and thin branches. The effect of the near-field
interaction is also demonstrated by many examples. When the frequency is low, for
example at L-band, the second-order interaction for leaves and slim branches can
be ignored. The effect is also investigated for different particle orientations. When
developing vegetation scattering models, such simulations can help decide whether

the near-field interaction should be included.
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The first-order and complete second-order (a) RSC and (b) co-polarized
phase difference of two cylinders versus frequency. The positions of both
cylinders are shown in Fig. 4.4(a) with a = 0°.
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and (d) co-polarized phase difference of two cylinders versus « at 5 GHz.
The positions of both cylinders are shown in Fig. 4.4(a).
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CHAPTER V

ELECTROMAGNETIC SCATTERING FROM
SHORT BRANCHING VEGETATION

5.1 Introduction

In the early vegetation scattering models, the vegetation medium was simplified in
terms of a homogeneous random medium and the single scattering theory was applied
to account for the scattering and propagation in the random medium [18,21,69]. For
example, in [69] a forest stand is represented in terms of a two-layer random medium
including a crown layer composed of randomly oriented cylinders and disks repre-
senting branches and leaves and a trunk layer containing nearly vertical cylinders
representing tree trunks below the crown layer. Although these models are capable
of predicting the scattering behavior of vegetation qualitatively, they are incapable
of predicting the scattering behavior quantitatively due to their simplifying assump-
tions. An important feature of a high fidelity scattering model is to preserve the
structure of vegetation as different species of vegetation have their own unique struc-
tures, which are expected to exhibit their own scattering behaviors. An important
effect of the vegetation structure is the coherence effect caused by the relative po-
sition of the vegetation particles which produce certain interference pattern. It is

shown that the coherence effects caused by the vegetation structure become more
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significant at lower frequencies [65]. In the remote sensing of vegetation-covered
terrain where the underlying soil surface is the target of interest , low microwave
frequencies are recommended and therefore the coherence effects must be carefully
accounted for. The model developed by Yueh et al. [74] may be among the first to
address the coherence effects caused by the vegetation structure. In their scatter-
ing model for soybeans, a two-scale branching vegetation structure was constructed,
and the scattered fields from particles were added coherently. Lin et al. [23] also
proposed a coherent scattering model for forest canopies in which rather realistic
tree-like structures are constructed using the fractal theory. In both models, the
scattering solutions are formulated using the single scattering theory.

Another important issue in modeling the scattering from vegetation is the effect of
the multiple scattering among vegetation particles. Vegetation particles are usually
arranged in clusters within a single plant, such as leaves around end branches and
branches around main stems and trunks. Therefore, a vegetation medium may be
appropriately considered as locally dense. In such cases, the near-field multiple
scattering is strong and may significantly affect the overall response. To accurately
evaluate the near-field interaction, the realistic description of the relative positions
and orientations of the vegetation particles and accurate and efficient scattering
formulations are required. In recent years, some advanced scattering solutions that
account for the near-field interaction between scatterers have been presented [48,64].
However, vegetation scattering models which can handle the near-field interaction
with realistic vegetation structures have not been developed yet. The evaluation
of the near-field interaction is usually numerically intensive, considering the huge
number of particles in the medium.

In this chapter, a scattering model for soybeans is presented which incorporates
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realistic computer-generated vegetation structures and accounts for the second-order
near-field scattering interaction. Soybeans are erect branching plants composed of
components which can be often found in many vegetation: stems, branches, leaves
and fruits (pods) arranged in a very well-defined manner. Hence it is very appropriate
for studying the effect of the vegetation structure on the radar backscatter. Also
because of its moderate number of particles, the computation of the second-order
near-field interaction is not formidable. Also from the experimental point of view,
the dimensions of soybean plants are small enough to allow for conducting controlled
experiments using truck-mounted scatterometers. Due to the uniformity of the plants
and underlying soil surface, gathering the ground truth data is rather simple. The
chapter is organized as follows: Section 5.2 gives the theoretical description of the
model, including the vegetation structure modeling and the scattering solution. In
Section 5.3 the experimental procedures using the University of Michigan truck-
mounted scatterometer and AIRSAR are discussed. Finally in Section 5.4 model

validation using the measured data and a sensitivity analysis are presented.

5.2 Theoretical Analysis

Consider a global coordinate system with x-y plane parallel to a horizontal ground
plane and z-axis along the vertical direction, as shown in Fig. 5.1. Suppose a plane

wave given by
Ei(r) = El ethoker | (5.1)

is illuminating the ground plane from the upper half-space, where k; is the unit vector

along the propagation direction given by

fsi =2 sinb; cos ¢; + ysinb;sinp; — Z cos b; . (5.2)
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Figure 5.1: Definition of the incident and scattering angles.

A

The vector E} in (5.1) is expressed in terms of a local coordinate system (13¢,hi,l::i)

where h; = k; x 2/

lAci x Z| and 9; = hl X 1%1' denote the horizontal and vertical unit

vectors, respectively. Representing the direction of the observation point by /Acs, the
polarization of the scattered field can also be expressed in terms of a local coordinated

system ({75,/}5,1;5) where
iy = & sin 0, cos ¢, +  sin 0, sin ¢, + % cos b, , (5.3)

and 0, and h, can be obtained using similar expressions as those given for v; and £;,

respectively.

5.2.1 Vegetation Structure Modeling

To make the proposed scattering solution tractable, simple geometries are chosen
to represent vegetation particles. Leaves are represented by elliptical thin dielectric
disks. The other particles, which include stems, branches, and pods, are modeled
using circular cylinders. Analytical scattering solutions are available for both geome-

tries and will be introduced in the next section.
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Figure 5.2: Denotation of the dimensional and orientational parameters for (a) a

cylinder and (b) a disk.

The orientation and dimension of each particle are described by four parameters,
as shown in Fig. 5.2. The values of these parameters are determined by random
number generators during the simulation with predescribed probability distribution
functions (pdf). The orientation parameters of the particles are described by two
angles: [(elevation angle) and v(azimuth angle). Azimuthal symmetry is assumed

for v, and 1ts pdf is given by

p(v) =5- v €(0,27) . (5.4)

However, for 3, a bell-shaped pdf is chosen:

e~ ((B=m) /5.
7 e F=Bm)B:7 43

p(B) = pelon]. (5.5)

For leaves, the axis ratio (b/a) assumed constant and the thickness and major axis
(a) are given Gaussian pdfs. Three types of cylinders are considered for main stems,
branches, and pods. For these cylinders, Gaussian pdfs are chosen to describe the

statistics of their radii and lengths.
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The branching structure of soybeans is rather simple and can be developed using

the following algorithm:

1. All parameters of main stem are determined using random number generators.

The main stem is then divided into subsections, whose lengths are again decided

by Gaussian random number generator.

2. At each node (connecting point of two subsections of the stem), a branch is
placed whose orientation is obtained from (5.4) and (5.5). Depending on the

growth stage, pods may be added at each node.

3. To each branch end a leaf is attached. In this model, the number of leaflets
at each branch end is three (this may be different for other soybean species).
Azimuthal orientation angle of leaves is determined from the orientation angle

of the branches they are connected to.

Figure 5.9 shows a typical computer-generated soybean structures according to the

aforementioned algorithm.

5.2.2 Scattering Mechanism and Scattering Formulations for the Vege-
tation Particles and Rough Surfaces

Several scattering mechanisms are considered for the scattering model. Figure 5.3
depicts 6 different mechanisms including: (1) direct backscatter from the underlying
rough surface, (2) direct backscatter from vegetation particles, (3) single ground
hounce, (4) double ground bounce, (5) second-order scattering interaction among
vegetation particles, and (6) scattering interaction between main stem and the rough
surface. The first four mechanisms are included in almost all existing vegetation

scattering models. Mechanism #5 is a second-order solution which accounts for the
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(1) direct-backscatter
(2) 1-ground bounce
(3) 2-ground bounce

)]

® /
3)

(a) (b) () (d)

Figure 5.3: Scattering mechanisms. (a) direct backscatter from rough surface, (b)
direct backscatter from vegetation, single ground-bounce, and double
ground-bounce, (c) second-order near-field interaction, and (d) incoher-
ent main stem-rough surface interaction.

near-field interaction within a single plant. Mechanism #6 is only considered for
predicting the cross-polarized scattering at L-band according to a study reported in
the previous chapter. where it is shown that the co-polarized scattering of mechanism
#6 at L-band is weak compared to that of Mechanism #2.

Mechanism #6 is also ignored at C-band, because of attenuation experienced by
the wave propagating through the vegetation layer. In what follows, the scattering

solutions for each mechanism is briefly described.

1. Mechanism #1:

There exist many rough-surface scattering models available in the literature. In
this model, a second-order small perturbation model(SPM) [52], which has been
presented in Chapter I1, and a physical optic (PO) model [66] are incorporated

to handle the backscatter from the rough surface.

(8]

. Mechanisms #2~#4:

These mechanisms are often referred to as the single scattering solutions in
which only the scattering solutions for the isolated vegetation particles are

considered. The effect of the ground surface in mechanisms #3 and #4 are
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considered by introducing the ground reflection coefficients. If the SPM is
used in mechanism #1, the Fresnel reflection coefficients are used directly. If
the PO is needed according to the surface roughness condition, the reflection

2kscos8i)® 5 account for the reduction in the

coeflicients are modified by e~
surface reflectivity [17]. The single scattering solutions for dielectric disks and

cylinders are obtained from the following formulations:

(a) Elliptical disk:
The thickness of the soybean leaves (~ 0.2 — 0.3mm) is usually small
compared to the wavelength in microwave region and the ratio of the
thickness to the diameter of the leaves 1s much less than unity. Also by
noting that the dielectric constant of vegetation is lossy, the Rayleigh-
Gans formulation [53] can be applied to derive the scattering solution for
the elliptical disks representing the vegetation leaves. For an elliptical

disk, the scattering matrix elements are found to be

s AR LA EBBP)
S =p Pl S T B

, (5.6)

where Ay, a and b are the area, major axis, and minor axis of the disk
respectively. In (5.6), Pq = ﬁ;lf’gﬁ'd, where f’ﬂ is the disk’s polar-
izability tensor which can be found in [41,53], and Uy is the matrix of
coordinate transformation which transfers the global coordinate system

to a local coordinate system defined by the major axis, minor axis, and

the normal of the disk respectively. The explicit expression for I=Jd can be
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obtained from [62]. Also A and B are given by

A=k [ﬁ;l (kl—fss)} 5
B =k [fjd‘l (ki — fcs)] . (5.7)

The detailed derivation of (5.6) has been given in Section 4.1.

(b) Circular cylinder:

Exact scattering solution does not exist for cylinders of finite length, but
an approximated solution, which assumes the internal field induced within
the finite cylinder is the same as that of the infinite cylinder with the
same cross section and dielectric constant, can be used [54]. The detailed
expressions of this solution have been given in Section 4.3. Generally, this

solution is valid when the ratio of the length to the diameter is large.

3. Mechanism #5:

The second-order scattered field between two particles is formulated using an
efficient algorithm based on the reciprocity theorem [48] which has been briefly

introduced in Section 3.2.1. For two adjacent particles we have

ﬁ‘Egl :/ Eeg‘JldU. (58)
Vi

where E. is the scattered field from particle #2 illuminated by an infinitesimal
current source at the observation point in the absence of particle #1, and J,
is the induced polarization current of particle #1 illuminated by the incidence
field in the absence of particle #2. Ej, can be obtained using the reciprocity
theorem. Hence the second-order scattered field are conveniently obtained from
the plane wave solution of the induced polarization current and near field of

individual particles. These quantities for disks and cylinders are given by:
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Disk: The induced polarization current is obtained from Rayleigh-Gans

approximation and is given by
Ji(r) = — ik, Y, Py - Ei eifohir (5.9)

where Pg is the polarizability tensor. The exact near-field scattered field

must be numerically evaluated from

ik'o ZO eiko To

L £ » PR ~ iko(=kst'+R) 7.1
Eez(t“)—(47l_)2 ” (Pd p> /SQG(k,R)e ds',  (5.10)

el

B <—1+z’koR+k§R2>

— 3ikoR — K2R?\ .
R3 +<3 ZQR OR)RR,

RB
(5.11)

and R is a unit vector defined by & = (r — r')/|r — r'|.
If both particles are disks, the formulation for the interaction between

them has been given in Section 4.4.

Cylinder: The formulation for finite finite cylinders is used again to
calculate the induced polarization current and the near-field scattered
field. The formulation of the scattered field in the vicinity of the cylinder
is given by [48]

iky 7, ekoro

47,

Eep(r) = F(¢ — o) HV (K, sin O,p)ekocsf - (5.12)

Equation (5.12) is derived using the stationary phase approximation along
the axial direction of the cylinder axis. This solution has been verified by

the method of moments [31,48], and the region of validity is given by

p>2d* /), (5.13)
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where d. is the diameter of the cylinder, and p is the radial distance
between the observation point and the cylinder axis. For the main stem of
soybeans, the radius is usually less than 5mm. Applying (5.13) it is found
that p > 3.5mm at C-band (5.3 GHz). Therefore, (5.12) is appropriate

for calculating the near-field interaction.

4. Mechanism #6:

The incoherent interaction between the main stems and rough surface is for-
mulated using the reciprocity technique introduced in [48]. The details and
lengthy formulation for the cylinder-rough surface scattering interaction can
be found in Chapter III. This model is only applied to calculate the scattering
interaction between the main stem and underlying rough surface. The rea-
son for this is that for a titled cylinder with large elevation angle (3) such as
branches, the cross-polarized scattering from mechanisms #2 and #3 is dom-
inant. However, main stems often grow nearly vertically and its interaction
with the ground becomes a important source of the cross-polarized scatter-
ing, noting that the mechanisms #2 and #3 of nearly vertical cylinders do
not produce significant cross-polarized scattering field. As will be shown later,

the cross-polarized scattering at L-band is mainly dominated by two scattering

mechanisms #2 and #6.

5.2.3 Propagation in a Lossy Layered Media
5.2.3.1 Foldy’s Approximation

The scattering solutions provided in the previous section are for targets in free
space. However, for vegetation canopies the targets are within a lossy random

medium. Thus, a particle is illuminated by not only the incident plane wave, but also
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leaf, branch

branch, pod, main stem

(a) (b)

Figure 5.4: Vegetation particles embedded in the lossy medium. (a) Stratified struc-
ture for the calculation of the equivalent propagation constant. (b) Free
space 1s assumed in the calculation of the second-order near-field inter-
action.

by the scattered fields from other particles. To calculate the total scattered field from
a particle, it is usually assumed that the particle is embedded in homogeneous lossy
medium, as shown in Fig. 5.4(a). The vegetation layer can be divided into many
sub-layers which contain different types and number density of vegetation particles,
and thus each layer exhibits different equivalent propagation constants.

Foldy’s approximation [62] has been widely used in many vegetation scattering
models to account for the attenuation experienced by the wave traveling through
the vegetation medium. According to the Foldy’s approximation the vertical and

horizontal components of the mean electric field in a sparse random medium satisfy

dE,
ds

dE,
ds

=1 (ko + Mu) Ep, + iMy, E,

= iMyEy +i (ko + Myy) E, (5.14)
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where s is the length along the propagation path within the medium and

—<SPQ(]A€7];>> ’ P:q € {h,v} . (515)

Here ng is the number density of the scatterers within the medium, and (S, (k, k)) is
the averaged forward scattering matrix element of the scatterers. Since the vegetation
structure exhibits statistical azimuthal symmetry, there is no coupling between hor-
izontal and vertical components of the coherent field and therefore My, = M,; = 0.

From (5.14), the effective propagation constants for both polarizations are given by

w =ko + My,

K = ko + My, . (5.16)

As mentioned previously, the second-order near-field interaction is incorporated
in this model, and it will only be calculated for the scatterers within a single plant.
It is reasonable to assume that no extinction should be considered for the calculation
of the near-field interaction. However, since both particle are still embedded in the
vegetation layer, extinction is considered for the incident wave and secondary scat-
tered fields. As shown in Fig. 5.4(b), the space between two scatterers is considered

as free space, and Foldy’s approximation is still used on paths #1 and #2.

5.2.3.2 Propagation Paths

In this section, the phase difference and extinction caused by the wave propagat-
ing in the vegetation layer will be formulated using the method presented in [58].
To build a coherent scattering model, the phase of each scattering mechanism has
to be calculated with respect to a phase reference point. Figure 5.5(a) shows the
propagation geometry for the direct path. The reference phase point is taken to

be the origin of the coordinate system. Using ray optics, the propagation from the
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" equi-phase - equi-phase
plane plane

(a) (b)

Figure 5.5: Propagation paths in the vegetation layer. (a) direct and (b) ground
bounce.

equi-phase plane (shown in Fig. 5.5(a)) directly to the scatterer is given by
) (ko,t',p) = kory - ko + KS(x' —v1) - k. | (5.17)

where ry denotes the location where the ray intersects the interface between the
vegetation layer and free-space. Here the effect of refraction is ignored assuming a
diffuse boundary between the vegetation layer and free-space (ke = 1;0) and p denotes

the polarization of the wave. Substituting (5.16) into (5.17), it is found that

A

O (ko, v, p) = kot' - ko + Myy(r' —11) - ko . (5.18)

The first term on the right-hand side of (5.18) is the free-space propagation term and
will be included in the scattering matrix elements of the scatterer. The second-term
on the right-hand side is the extra phase difference and extinction caused by the
propagation in the lossy vegetation media, and will be denoted as @d(fco, r',p). The

free space-vegetation interface is set to be the x-y plane, so it is found that

(5.19)
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Therefore, ®,4(r’, p) can be written as

Oy4(ko, v, p) = Myp—o . (5.20)

ko2
The ground-bounce path, as shown in Fig. 5.5(b), includes a reflection from the

ground plane. In Fig. 5.5(b), the image position is given by
image =28 + ') — (2 + 2d)3 | (5.21)
where d is the thickness of the layer. Using (5.20), it is found that q)g(fco, r',p), which

only accounts for the extra phase difference and extinction caused by the propagation

in the lossy vegetation media, can be written as

- z +2d
Oy (ko,1',p) = A4ppib N (5.22)

Vo ' %

5.2.4 Scattering from Soybean Fields and Monte-Carlo Simulation

Consider an area of soybean field with N, soybean plants per unit area. For a
given computer-generated soybean plant (the k-th plant with N, particles), the total
scattering amplitude can be written as

Ns

o 1 2 O 2nd ik, k —ks
Spak = Z ?ki+bg5k2 Spaki T ggw +LZ pa.kij (€ bk me (5.23)
=1 1=1 1
;#
where 1y is the location of the plant. In (5.23) each term includes the attenuation

and phase shift due to the propagation:

direct: Qﬁq b = Spq,ki(k ki ) i®g( ks,rknp)ez@d(ki,rkz,q)
1 U 7 7 ; _I . ; L. X
ground-plant: Sﬁq ki = Spgilks, k,’-)Rpe’%( ko ki) gi®a(kirei)

plant-ground: SO = Sy ik ]%i)Rqe@d('ks’r’”’p)ei%(é"’rk“q)

pg,kt T

Spq,kz(k k )R R 6 ks’rk“p)eiq)g(];l’rkhq)

ground-ground: S99 s K

pg,kt

near-field 2nd-order: T S (lAcs,l;:i)eicpd(_ics’r"“”)eiq)d(k"’rkf’q) , o (5.24)

pq,kiy = “pq,kij
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where k! = k; — 2(12:2' - 2)Z and k; = ky — 2(k, - )2, Note that all scattering mecha-
nisms are added coherently to capture the coherence effect caused by the vegetation
structure.

The scattering coefficient of the soybean field is then computed by incoherent
addition of the scattered powers from vegetation, rough surface, and main stem-

rough surface interaction. Hence

0 0 : 0 , 0
Ty = Opgpg(Vegetation) + o, (rough surace) + o, (stem-rough surface) ,
(5.25)
where

2

> (5.26)

/

papq

o’ (vegetation) = 4n <

Np
Z Spq,k
k=1

R . 2
iq)d(_ks-,_dé»p)ei@d(ki7-déyq)

rough surface) = o)

0
g pqprq,r

pqpq( €

(5.27)

Srce-@d(—-ks,—dz‘,p)eitbd(fc,',(—d+0,51C)z‘,q)
pq

2> L (5.28)

In calculation of the contribution from the direct rough surface and the stem-rough

prqpq

0% (stem-rough surface) = 47er<

n S;Zeicbd(fci,—dé,p)eicbd(—ks,(—d+0-szc)£,q>

surface, the propagation attenuation through vegetation layer is also included. S7¢
and S are, respectively, the rough surface-cylinder and cylinder-rough surface scat-
tering amplitudes. The ensemble averaging in (5.28) is carried out analytically using
the SPM formulation, and the details are reported in the previous chapter. As men-
tioned earlier, the contribution from this term is only significant at L-band for the
cross-polarized term.

The ensemble averaging in (5.26) is carried out using a Monte-Carlo simulation.
For each realization in the Monte-Carlo simulation, a group of computer-generated

soybean plants are generated and distributed on a square area of 1 m?, and then the
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scattered fields are computed. This procedure will be repeated until a convergence
is reached. To examine the coherence effect, the scattered power from the vegetation

is also calculated incoherently from

N

qupq(vegetatlon <Z{Z { Spa. kz

k=1 =1

+ Z |52

i=1 j=1
J#1

+\S

pq,ki

+\S

]
2}> (5.29)

pq ki Pg,t

5.3 Experimental Results

In this section, the experimental procedure and the multi-frequency

multi-polarization backscatter measurements using polarimetric scatterometer sys-

tems and JPL AIRSAR are presented.

5.3.1 Measurement Using the University of Michigan’s POLARSCAT

In August of 1995, a series of polarimetric measurements were conducted on
a soybean field near Ann Arbor, MI. These measurement were conducted using the
University of Michigan polarimetric scatterometer systems (POLARSCAT) [60]. The
polarimetric backscatter data were collected at two different frequencies (L-band and
(C-band) over a wide range of incidence angles (from 20° to 70° at 10° increment). The
overall goal of these experiments was to investigate the feasibility of soil-moisture re-
trieval of vegetation-covered terrain from radar backscatter data. Experiments were
designed to observe the radar-backscatter variations due to the change in soil mois-
ture while the vegetation parameters were almost the same. Two sets of data were
collected. In one measurement the angular polarimetric data were collected on Au-
gust 14 when the underlying soil surface was dry, and in another a similar data was

collected right after a heavy rain on August 18. At the time of experiments the soy-
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Aug. 14 | Aug. 18
soil (my) 0.06 0.17
rms height(s) 0.0115m
correlation length(() 0.0879m
vegetation (m,) 0.769 | 0.767
number density of plant | 34 £ 13 plants/m?
biomass 1.97 kg/m?

Table 5.1: Measured ground truth for the POLARSCAT data set.

bean plants were fully grown with significant number of pods. In fact the vegetation
biomass was at its maximum. Since the separation between the time of experiments
were only about 4 days, no significant change in the vegetation parameters were
observed.

The vegetation structural parameters and moisture in addition to the soil surface
roughness and moisture were carefully characterized. The dielectric constant of the
soil surface was measured by using a C-band field-portable dielectric probe [6]. The
measured relative dielectric constant (¢,) was used to estimate the moisture contents
(m,) by inverting a semi-empirical model [14] which give ¢, in terms of m,. The
mean m,., which is shown in Table 5.1, is then used to estimate ¢, at L-band.

Two dielectric measurement techniques [40,49] were used to measure the dielectric
constant of leaves and stems. These measurement were performed at C-band using
WR-187 waveguide sample holder, and the results are shown in Fig. 5.6. The
corresponding dielectric constants at L-band was then calculated using the empirical
model provided in [67]. The gravimetric moisture content (m,) of the vegetation
was also measured on the day of radar measurement to monitor the variation of the
biomass. As shown in Table 5.1, the vegetation moisture remained almost the same
on both dates of the experiments.

The dimensions and orientations of vegetation particles were also recorded. Table
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Figure 5.6: Measured dielectric constants for (a) branches and main stems, and (b)
leaves at C-band using the procedure outlined in [40,49)].

Figure 5.7: Picture of the soybean plant distribution for POLARSCAT data set. It
was taken from the top of the field when plants were dry. Unlike the row
structure which is often seen in many cultivated field, the distribution
pattern is rather random.
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B, Bs (degree) radius (cm) length or thickness (cm)
stem 5,5 0.3 £0.09 73.0 £ 3.4
node 5, 5 0.3 +0.09 5.4+1.4
branch 45.8, 25.6 0.12 4 0.031 20.7£6.5
pod 135.5, 30.8 0.35 4+ 0.03 3.7+ 0.48
leaf 45.6, 30.1 3.8 +£0.07(0.576) 0.022+0.002

Table 5.2: Measured vegetation parameters of soybeans for the POLARSCAT data
set.

5.2 shows the means and standard deviations of vegetation parameters. Unlike most
cultivated fields where the plants are planted in row structures, the soybean plants
of this field were distributed in a rather random pattern, as shown in Fig. 5.7. This
picture shows the top-view at the end of the season where all the leaves were fallen.

The surface roughness parameters were also measured and reported in Table 5.1.

5.3.2 Measurement Using AIRSAR

JPL Airborne Synthetic Aperture Radar (AIRSAR) [75] was deployed to conduct
backscatter measurements on a number of cultivated fields. Although AIRSAR is
capable of measuring polarimetric backscatter at three microwave frequencies (P-,L-,
and C-band), only L-band and C-band data were collected. The backscatter data
were collected by AIRSAR during its flight over the Kellogg Biological Station near
Kalamazoo, Michigan, on July 12, 1995. Also these data sets were collected at three
different incidence angles: 30, 40, 45 degree. Unfortunately the soybean fields were
not within the research site of the station and the ground truth data was rather
limited. The only available informations are that the soybean were about a month
old and the volumetric soil moisture content was less than 0.1. Figure 5.8 shows the

composite L-band and C-band SAR image at 45° incidence angle.
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Figure 5.8: AIRSAR image of the Kellogg Biological Station in July of 1995. This
image combined the L-band and C-band backscatter data at 45 degree of
incidence angle. Two soybean field is on the left side of the image with
dark color.

5.4 Data Simulation and Analysis

The vegetation scattering model is first validated using the data collected by PO-
LARSCAT. Guided by the ground truth data, many soybean plant structures were
generated in order to carry on the data simulation (see Fig. 5.9(a)). The computer-
generated plants were uniformly distributed using a random number generator. The
Monte-Carlo simulations are performed at incidence angles ranging from 20° to 70°
at 5% increment. Figures 5.10(a) and 5.11(a) show the simulated and measured
backscattering coefficients versus incidence angle at L-band and C-band, respec-
tively. Good agreement is achieved by allowing the dielectric constants of vegetation
particles vary within the confidence region shown in Fig. 5.6. In figures 5.10(b),
(c), and (d), the contributions from individual scattering mechanisms are plotted as
functions of incidence angle at L-band. The cross products of among different mech-

anisms, which account for the coherence effect, are not presented in these figures.

It is quite obvious that the contribution from the second-order near-field interac-
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Figure 5.9: Computer-generated soybean plants for (a) POLARSCAT data set and
(b) AIRSAR data set.

tion at L-band is negligible for both co- and cross-polarized terms. It is also shown
that for co-polarized backscattering coeflicient the direct backscatter from soybean,
direct backscatter from rough surface, and single ground-bounce are sufficient to
characterize the scattering behavior. For cross-polarization, however, the two most
significant mechanisms are the direct backscatter from vegetation and the incoherent
rough surface-stem interaction. The later mechanism contains information regard-
ing the underlying soil surface including the soil moisture. Figures 5.11(b), (c), and
(d) show scattering contributions from different mechanisms versus incidence angle
at C-band. The direct backscatter form vegetation and the second-order near-field
interaction are the dominant scattering mechanisms at C-band. Because of larger
near-field region, the near-field interaction is stronger at C-band than at L-band.
Also the second-order near-field interaction has more profound effect on the vv- and

cross-polarization, because the orientation of the main stems is nearly vertical. The
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other mechanisms, which include the soil moisture information, are not significant
for two reasons: (1) high extinction through the vegetation layer, and (2) surface
roughness which decreases the reflectivity of the ground surface.

From these analysis it is found that the backscatter at C-band or higher frequen-
cies are mainly sensitive to vegetation parameters for sufficiently high vegetation
biomass (in this case, biomass = 1.97 kg/m?). At L-band or lower frequencies, it
is possible to sense the soil moisture for surfaces covered with short vegetation and
relatively high biomass. Figures 5.12(a), (b), and (c¢) demonstrate the sensitivity
of the backscatter to soil moisture as a function of incidence angle for the soybean
field. The simulations are performed under four different soil-moisture conditions:
m, = 0.1,0.2,0.3 and 0.4 at L-band. The backscatter data collected on August 14
and August 18 are also plotted in these figures for comparison. These results suggest
that the appropriate range of incidence angle for the the purpose of soil-moisture
retrieval is 6; < 50° where there is about 6-dB of dynamic range. At incidence angles
larger than 50°, the sensitivity to soil moisture decreases due to the high extinction
caused by the vegetation. To retrieve the soil moisture accurately, vegetation pa-
rameters must be estimated as accurately as possible. It seems a combination of
high and low frequency backscatter data is needed to estimate the vegetation and
soil moistures accurately.

Due to the limited ground-truth data, the ATIRSAR data set is used for estimating
the vegetation and surface roughness parameters. Although the retrieval algorithm
presented here is based on trial and error, it indicates the feasibility of estimat-
ing vegetation parameters and soil moisture from image radars. The procedure for

estimating these parameters is described below:

1. Based on a series of trial simulations, it is found that the second-order near-field
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interaction can be ignored at L- and C-band for the one-month old soybeans.
In this case the soybean plants are still young with shorter branches and stems
and much fewer number of vegetation particles. Also there are no pods on
the plants whose interaction with the main stem is the major source of the

near-field interaction.

2. Judging from the measured values of the co-polarized scattering coefficients

reported in Fig. 5.13(a), it is inferred that the vegetation biomass is rather
low. In this case, depending on the surface roughness, the surface scattering
mechanism can be dominant at low incidence angles. If the surface scattering
is dominant entirely, it is expected that ¢° be larger than op,. However,
this is not observed from the measured data at 30°. Hence, there is at least
a comparable backscattering contribution from the vegetation. Under this
condition, a significant contribution to the backscatter at C-band comes from

the vegetation.

. At relatively low biomass, it is found that cross-polarized scattering coefficient
1s dominated by the direct backscatter from the soybean at both frequency
bands. The size of the main stems for one-month-old soybean is small, so the
rough surface-stem interaction is not significant. Also at C-band the direct
backscatter from the rough surface is weak due to the small rms height and
extinction through the vegetation layer. Therefore, the dimension, the number
density, and the dielectric constant of the soybean can be estimated by match-
ing the cross-polarized backscatter at C-band. This is done by confining the
range of the vegetation dielectric constants to those reported in Fig. 5.6. The

elevation angles of all vegetation particles can be estimated by matching the
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soil (m,) 0.05
rms height(s) 0.0038 m
correlation length(/) 0.038 m
number density of plant | 19 plants/m?
biomass 0.22 kg/m?

Table 5.3: Estimated ground truth for the AIRSAR data set.

B, Bs (degree) | radius (cm) | length or thickness (cm)
stem 7.5,5 0.18 £ 0.05 30.2+£3.4
node 7.5,5 0.18 £0.05 5.0+ 1.0
branch 60.8, 25.6 0.12 £ 0.031 147445
leaf 47.0, 30.0 3.740.08(0.6) 0.02£0.001

Table 5.4: Estimated vegetation parameters of soybeans for the AIRSAR data set.

co-polarized scattering coefficient ratio 03,/0}, and cross-polarized scattering
coefficient. The vegetation parameters as a first iteration is decided by match-
ing the data at C-band. Then, by matching the data at L-band with the same
vegetation structure, the parameters of the rough surface is estimated. The
simulation is then iterated between L-band and C-band until the simulated

and measured data match at both frequency bands.

After matching the backscatter data at both L- and C-band, the final esti-
mated target parameters are shown in Tables 5.3 and 5.4. A typical correspond-
ing computer-generated soybean plant is shown in Fig. 5.9(b). Figures 5.13(a) and
5.14(a) show the simulated and measured scattering coefficients versus incidence an-
gle at L- and C-band, respectively. Monte-Carlo simulation are performed at 5 degree
increments. Figures 5.13(b), (c), and (d) show scattering contributions from different
mechanisms versus incidence angle at L-band. As predicted, the scattering between
stems and rough surface is not significant due to the shorter and slimmer main stems

and smaller surface roughness. Figures 5.13(b), (c), and (d) show scattering contri-



128

butions from different mechanisms versus incidence angle at C-band. As predicted,
the second-order scattering can be neglected.

Finally, Figs. 5.15 and 5.16 show the coherence effect of the vegetation structure.
The scattering coefficients do not include the contribution from the main stems-
rough surface scattering and the direct backscatter from the rough surface. In these
figures the coefficients denoted as ”coherent” are calculated using (5.26), while those
which are denoted as "incoherent” are calculated using (5.29). It is shown that for
a fully grown soybean, the coherence effect is significant at L-band for co-polarized
components, while the effect is not observable at C-band. However, for low biomass
condition (ATRSAR data), it is found that the coherent effect is also significant at
C-band. This can be explained noting that a fully-grown soybean plant has more
complex structure with more particles than a one-month-old plant. Nevertheless, it
should be noted that the second-order near-field interaction is

significant for POLARSCAT data at C-band, and can be evaluated only when the
relative distance and orientation of particles are given. Therefore, to some extent,
the coherence effect of structure embedded in this mechanism is also important at
C-band. For the cross-polarized scattering, the coherence effect is less significant in

both low and high biomass conditions at both frequencies.

5.5 Conclusions

In this chapter, an electromagnetic scattering model for short branching vegeta-
tion is presented. The vegetation particles are modeled as simple geometries such as
cylinders and disks for which analytical scattering solutions are available. With the
realistic structures which reasonably describe the relative positions of the particles,

this model is is constructed so that the coherence effect due to the phase difference
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between the scattered fields from different particles and the second-order near-field
interaction among particles are accounted for. Also the interaction between the main
stems and underlying rough surface is incorporated into this model which is shown to
be important only at low frequencies (L-band) and for cross-polarized backscattering
coeflicient.

The model accuracy is verified using polarimetric radar backscatter measure-
ments of a soybean field obtained from truck-mounted scatterometers. Through an
extensive ground-truth data collection, target parameters such as the soil and veg-
etation moisture contents, geometry of the soybean plants, and surface roughness
were characterized. Monte-Carlo simulations were carried out simulating the sta-
tistical properties of the backscatter at different incidence angles. Good agreement
is obtained between the model prediction and measured backscattering coefficients.
From a sensitivity analysis, it is found that: (1) the second-order near-field interac-
tion is more significant at C-band than at L-band, (2) the interaction between the
main stems and rough surfaces could be significant for cross-polarized scattering at
L-band, (3) the double ground-bounce mechanism is generally not important, and
(4) high-frequency data (C-band or higher) can be used to probe the vegetation, and
low-frequency data (L-band or lower) is needed to probe the soil moisture through
vegetation.

The model was also used to estimate the parameters of a soybean field using the
ATRSAR data, and reasonable results which agree with the limited ground-truth data

was obtained. The coherence effect was also examined using the model simulation.
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Figure 5.10: Scattering coefficients versus incidence angle at L-band for August 14

POLARSCAT data set: (a) model validation, and (b)(c)(d) scattering

mechanism analysis for vv-, hh-, and cross-polarizations, respectively.
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Figure 5.14: Scattering coefficients versus incidence angle at C-band for AIRSAR
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Figure 5.15: Demonstration of the coherence effect caused by the soybean plant
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CHAPTER VI

OPTIMUM CORNER REFLECTORS FOR
CALIBRATION OF IMAGING RADARS

6.1 Introduction

Quantitative interpretation of images acquired by synthetic aperture radars re-
quires an external calibration procedure. Generally, in calibration procedures the
radar return from individual pixels in the image is compared with that of a pixel
including the calibration target with known scattering matrix [44,71]. The success of
an external calibration procedure is directly influenced by five counteracting charac-
teristics of the calibration target. These include: (1) large radar cross section (RCS),
(2) wide RCS pattern, (3) small physical size, (4) stable RCS, and (5) insensitive
RCS to the surrounding environment. Noting that the calibration targets are de-
ployed over a surface with a non-zero radar backscatter, it is required that the RCS
of the target be much larger than the direct backscatter of the terrain and also that
the coherent interaction of the target and the terrain be as small as possible. The
wide RCS pattern or insensitivity of target alignment to the radar coordinate and the
small physical size requirements are needed to assure the ease of target deployment
under the field conditions.

From the observation of the measurement results, it has been found that, es-
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pecially at low frequencies, the radar backscatter is sensitive to the soil-moisture
variation of the ground covered with short vegetation. While this indicates a di-
rection to achieve the soil-moisture retrieval of such ground surfaces, a potential
problem arises in the radar calibration. Trihedral corner reflectors have long been
used as radar reflectors and calibration targets [57]. With the advances in the imag-
ing radar technology and the need for quantitative data, trihedral corner reflectors,
having most of the above mentioned characteristics, are being widely used as a cali-
bration target for imaging radars [56,71]. However, at low frequencies such as P- and
L-band the physical size of the panels for the required RCS becomes prohibitively
large. In these cases the trihedral structure is susceptible to geometrical deformation
which would cause a departure from the theoretical RCS of the target. In a recent
cross-calibration study using the JPL ATRSAR and the University of Michigan po-
larimetric scatterometers it was shown that the coherent and incoherent interaction
of the ground surface with a trihedral corner reflector can distort the expected scat-
tering matrix of the target significantly [50]. The uncertainties in the RCS and the
scattering matrix of the trihedrals exceed the maximum tolerable errors required for
most remote sensing science applications.

Traditionally, the choice of panel geometry for corner reflectors has been a tri-
angular shape due, perhaps, to the simplicity in the structural design and manufac-
turing. In this chapter, an optimum panel geometry for a corner reflector is sought
so that the RCS of the reflector is least affected by the coherent ground interaction
and its RCS is maximized for a given panel area while minimizing the edge length.
As will be shown later, the first two conditions are met if the panels of the corner
reflector are completely illuminated after two reflections of the incoming wave from

the other panels. A general procedure for characterizing the panel geometry of a
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self-illuminating corner reflector is outlined and it is shown that the surface area of
such corner reflector is 2/3 of the surface area of a trihedral corner reflector having
identical RCS at boresight illumination. Then the geometry of an optimum reflector
which has the shortest edge length among the self-illuminating polygonal corner re-
flectors is obtained. Two simple self-illuminating reflectors, namely, the square and
pentagonal corner reflectors are considered in this chapter. Analytical solutions for
backscatter cross section of these corner reflectors are derived and compared with
the backscatter measurements.

The chapter is organized as follows: first, the theoretical analyses for the radar
cross section based on the geometrical optics (GO) and a near-field physical optics
(PO) approximation are given; then, experimental results for a pentagonal corner
reflector and a square corner reflector at X-band are presented and compared with
those obtained from their triangular corner reflector counterpart. Also, the measured
backscatter from the pentagonal and triangular corner reflectors in the presence of
a smooth perfectly conducting and lossy dielectric ground planes are presented. It
is also shown that the scattering matrix and the RCS of self-illuminating corner

reflectors are less affected by the ground plane.

6.2 Theoretical Analysis

6.2.1 RCS Calculation

In this section a brief discussion of the evaluation of RCS for a corner reflector
with arbitrary panel geometry based on the GO and a near-field PO approximations
is given. Here the region of interest for calculation of the RCS is confined to the first
quadrant containing the corner reflector’s boresight. The literature concerning calcu-

lation of RCS pattern of corner reflectors is limited to the GO solution for triangular
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and square corner reflectors over a limited region around their boresight [57]- [34]. In
addition, the GO solution for the RCS pattern of square corner reflectors is reported
incorrectly [37]. Analytical expressions for the RCS pattern of triangular, square,
and pentagonal corner reflectors based on the GO approximation are derived in this
section. These results are valid over a wide range of incidence angles. More accurate
approximate solutions such as geometrical theory of diffraction (GTD), uniform the-
ory of diffraction (UTD), or physical theory of diffraction (PTD) have been applied
to dihedral corner reflectors [13,20]. Although the application of UTD or PTD to
simple geometries is rather simple, for concave scatterers such as trihedral corner
reflectors the analysis becomes very complex. The difficulty is in the computation of
the diffracted wave contributions that enter the corner reflector cavity. In addition,
for the problem at hand where the RCS is required only around the boresight and the
dimensions of the panels are much larger than the wavelength, the contribution from
the edge diffraction can be ignored. It should also be noted that exact numerical
solutions, such as the finite element method and the method of moments, for most
practical corner reflectors (typical dimension > 10)) are not tractable.

Considering a right-angle corner reflector it can easily be shown that for any
incident ray entering the corner reflector cavity, after triple reflection, there exists a
specular point in the backscatter direction and therefore the GO solution can be used
for the RCS calculations. To outline a procedure for the RCS calculation using the
GO method, consider a corner reflector with arbitrary panel geometry whose internal
edges form the axes of a Cartesian coordinate system (z,y, z) as shown in Fig. 6.1(a).
Let us denote the panels in the v —y, y — z, and z — & planes, respectively, by panels
#1, #2, and #3. In order to compute the backscatter contribution from each panel,

the illuminated area on each panel must be calculated. Panel #1 is illuminated
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Figure 6.1: A corner reflector with arbitrary panel geometry illuminated by a plane
wave (a). The lit area on panel #1 after two reflections of the incident
wave from panel #2 and then panel #1 (b).

by two plane waves resulting from double reflections of the incident wave from (1)
panel #2 then panel #3, and (2) panel #3 then panel #2. The propagation unit
vector of the image of the incident wave in panel #2 and its image in panel #3 are,

respectively, given by

where
ki = —sinf cos ¢z — sin @ sin ¢ — cos 62 .

If panels #2 and #3 were infinite in extent, panel #1 would be entirely illuminated.
However, both panel #2 and panel #3 are finite and therefore only a portion of panel
#1 is illuminated. In this case, panel #2 can be viewed as a window for the image

wave kip which illuminates panel #3 partially as shown in Fig. 6.1(b) (indicated by
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Sa3). Similarly, the area Sy3 on panel #3 can be regarded as a window for the image
wave ko3 that partially illuminates panel #1. The area of this region is denoted by
AP, In a similar manner, the area on panel #1 illuminated by the second image
wave (;Z;'i,gg) can be obtained and is denoted by A7%. It should be noted that these
illuminated areas on the z — y plane may exceed the geometrical extent of panel
#1. In such cases A}® and A2 are the areas of the intersection of the illuminated
regions and panel #1. The two image waves that illuminate panel #1 are parallel
(l%m = /Aci32), in-phase, and co-polarized. The expression representing the image wave

1s found to be

Eim = [_EO + 2(2? . Eo)é]eikokizs“l'

9

which can be used to find the backscatter from panel #1. The following expression

for the scattered field from panel #1 can be obtained [55] as follows:

A
Esl = Z——lCOS Q.EI()7 (61)
Ao

where Ay = AP 4+ AP This process must be repeated to find the backscatter

contribution of panel #2 (E,;) and panel #3 (E3) from which the overall RCS can

be computed from

3
o =dr|Y E, (6.2)
7=1

The GO solution for estimation of the RCS is simple and widely used, but its
accuracy degrades when a typical dimension of the scatterer becomes comparable
with the wavelength. A more accurate estimation of RCS can be obtained using the
PO solution. However, the PO solution for flat plates cannot be used directly for
corner reflectors. The difficulty is in the calculation of the PO currents generated

by the reflected fields. The panels are in the near-field region of each other and the
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reflected fields can no longer be assumed to be plane waves. In this case, the PO
current on panel #2 induced by the primary PO current on panel #1 ( J;) must be

computed from

Y s
J12:2(EXH12,

where
H;, = / Ji(r)V x E(r,r’)dr’. (6.3)
From [59] we note that
v E . " 1 eik()“‘—’l’;I / 7
x G(r,r") = (tho — E ~r’|)47r|r _T,P(r —ryx1I.
Therefore, (6.3) can be reduced to
, , . 1 eikol’!'—rll /
H]_2 = /(7’ -7 ) X Jl(T' )(lko — |r — 'r’i)47r|r — r/|2d7' . (64)

Finally in order to find the induced current on panel #3 (J123), J12 must be used in
an integral similar to (6.4). Unfortunately a closed form expression for (6.4) cannot
be obtained and costly numerical integrations must be performed. In order to find the
scattered field a six-folded integration is required which makes the RCS evaluation
numerically very inefficient. To make the RCS evaluation more efficient, without
compromising the accuracy too much, a hybrid GO-PO solution is considered [13]. In
this approach, for the first reflection the GO solution is used and for the two following
reflections the PO solution is used. This method will be referred to as the GO-PO-
PO solution. The GO-PO-PO solution requires a four-fold numerical integration,
and its validity can be justified by noting that the majority of the reflection points
on the third panel are far enough from the reflection points on the first panel for the

GO solution to be used for the first reflection. It should be mentioned here that the
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RCS calculation for corner reflectors based on a GO-GO-PO method is not, in any
significant way, different from the GO solution and therefore it is not pursued in this

chapter.

6.2.2 Triangular Corner Reflector

The radar cross section of triangular corner reflectors has been characterized and
studied thoroughly [30,35,37]. Backscatter RCS measurements indicate that the GO
solution can accurately predict the RCS of triangular corner reflectors near boresight.

An approximate expression for the backscatter RCS of triangular corner reflectors

based on the GO solution is given by [37]

o(0,9) = i—g 1%+ [cos 0 + sin f(sin ¢ + cos @)
—2 - [cos § + sin O(sin ¢ + cos ¢)] '], (6.5)

where [ is the trihedral height as shown in Fig. 6.2. This approximation is valid
when [ >> X and 6 and ¢ are near boresight. A more accurate GO solution which
is valid over a wide range of # and ¢ is given in Appendix D.1. To examine whether
the GO-PO-PO method produces a more accurate RCS estimation or not, the RCS
pattern of a triangular corner reflector with [ = 10X at 9.5 GHz was measured and
compared with the GO and GO-PO-PO solutions. Figures 6.2(a) and 6.2(b) show the
horizontal and elevation RCS patterns of the trihedral as measured by a polarimetric
radar and predicted by the GO and GO-PO-PO methods. It should be noted that
the elevation pattern is defined as the ¢ = 45° plane and the elevation angle is
54.73 — 0. In practice the elevation pattern can be measured easily. However, this is
not the case for the azimuth pattern where § = 54.73 must be kept constant (conical
surface). Instead the pattern in the horizontal plane is measured. The horizontal

plane is defined as the plane which contains the trihedral boresight and is parallel to
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(a)

ti
- upper tip

B: tilt angle

(b)

Figure 6.2: The geometry of lit region on a triangular corner reflector (a), and the
interaction of a triangular corner reflector with the ground plane (b).

the lower panel edge. If the incident direction in the horizontal plane as measured

from the boresight direction is denoted by «, then

1 \/icosaqt\/?:sina]
n )
V2 cosa —/3sina

COSs a]

V3

Figures 6.3(a) and 6.3(b) show that the GO and GO-PO-PO solutions agree very

¢ = ta

0 = cos™!|

well with the measured data and hence the GO solution is accurate enough in this
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case. The small ripple in the measured data is caused by the direct backscatter

contribution of single and double bounce reflections which are not included in our

GO and GO-PO-PO solutions.

6.2.3 Pentagonal and Square Corner Reflectors

For a triangular corner reflector, at boresight incidence, only a portion of each
panel is illuminated, as shown in Fig. 6.2(a). Appendix D.1 gives the expressions
for the area of the lit regions as a function of incidence angle for a triangular corner
reflector. In characterization of the lit regions for a triangular corner reflector it
is noticed that at boresight incidence (¢ = 45°, 6 = 54.7°) where the RCS is
maximized, only two-thirds of the area on each panel is lit and gives rise to the
maximum RCS (¢ = 47l*/3)\?). The geometry of the lit area on each panel is a
pentagon, as shown in Fig. 6.2. This fact has been known for a long time [20, 35],
but no formal analysis or discussion of the performance of a corner reflector with
pentagonal panel geometry can be found. One obvious advantage of a corner reflector
with pentagonal panels, which will be referred to as a pentagonal corner reflector,
is the reduction in the surface area (weight) by 1/3 without reducing the maximum
RCS. An important feature of a corner reflector, when considered as a calibration
target for imaging radars, is its interaction with the ground plane. Since the reflected
rays from the tips of the trihedral corner reflectors are not captured by the other
panels, they may interact with the scatterers on the ground plane and give rise
to some unknown backscatter contribution (see Fig. 6.2(b)). For high angles of
incidence where the lower panel is almost parallel with the ground plane, the specular
reflection from the ground plane illuminates the upper tip of the corner reflector

which again can increase its RCS. For the pentagonal corner reflector, on the other
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hand, all the rays that enter the reflector’s cavity experience the triple reflection and
return to the radar. Therefore, its interaction with the ground plane is expected to
be minimal. It can be shown that a corner reflector with square panel geometry has
the same property (self-illuminating).

The RCS pattern for these reflectors can be obtained using the GO method in
a straightforward manner. Analytical expressions for the RCS of the square and
pentagonal corner reflectors are given in Appendices D.2 and D.3 respectively. Al-
though square corner reflectors have long been used, their maximum RCS and their
RCS patterns have been reported incorrectly. For example, the expression for the
RCS pattern reported by Ruck et. al. [37] is incorrect. In this section the GO-PO-PO
method is also used in the RCS calculation. It will be shown that the GO method
cannot accurately predict the RCS of a self-illuminating corner reflector at boresight
unless the dimensions of the corner reflector are extremely large compared to the
wavelength. Figures 6.4 and 6.5 show, respectively, the RCS patterns of square and
pentagonal corner reflectors, each having a panel area of 100A*/3 at 9.5 GHz. In
these figures, both the GO and GO-PO-PO predictions are shown. It is also shown
that the GO solution is overestimating the RCS at boresight and the derivative of the
RCS pattern is discontinuous there. The discontinuity of the slope of the RCS pat-
tern (non-physical) stems from the fact that the illuminated area abruptly changes
away from the boresight illumination. The numerical GO-PO-PO solution which in-
cludes the near-field effects predicts the accurate results as will be shown in section
3. To make the simple GO solution for self-illuminating corner reflectors useful, the
difference between the RCS calculations as predicted by the GO and GO-PO-PO
methods is plotted in Fig. 6.6 as a function of normalized dimension v/A/). Figure

6.6 shows that the discrepancy between the GO and GO-PO-PO prediction decreases
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Figure 6.4: RCS patterns of a square corner reflector as a function of horizontal (a)
and elevation angles (b). Panel area is 100A?/3 at 9.5 GHz.
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Figure 6.5: RCS patterns of a pentagonal corner reflector as a function of horizontal
(a) and elevation angles (b). Panel area is 100A?/3 at 9.5 GHz.
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Figure 6.6: The ratio of RCS predictions using the GO-PO-PO and GO methods for
self-illuminating corner reflectors (square and pentagonal) at boresight
illumination.

as ﬂ/A increases.

6.2.4 The Self-illuminating Corner Reflectors

In the previous section, it was shown that every point on the surface of a pen-
tagonal corner reflector contributes to the RCS at boresight. Using the area of the
lit region (A, = (*/3) in (5), the maximum RCS of a pentagonal corner reflector can

be obtained from

A\

However, the maximum RCS for a triangular corner reflector in terms of its panel

area, Ay, 1s

. 160 [ A\’
UMAX:T' By

which is smaller than that of a pentagonal corner reflector having the same panel area
by a factor of 4/9 (-3.5 dB). It was also shown that the lit region (at boresight) after

two reflections has exactly the same geometry as that of the panel (self-illuminated)
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and therefore reflected rays from the ground plane are not captured by the corner
reflector cavity. In this section we seek a class of geometries for the panels of corner
reflectors that are self-illuminating at boresight incidence. For these reflectors, ev-
ery point on the panels will contribute to the backscatter and a maximum RCS of
omax = 121 (4,/ )\)2 is achievable independent of panel geometry.

It is required that each panel be illuminated completely at boresight. The self-
illuminating requirement imposes a symmetry condition on the acceptable geometries
for the panels. That is, the three panels of the corner reflector have to be identical so
that the corner reflector becomes self-illuminating at boresight. Suppose the internal
edges of a self-illuminating corner reflector coincide with the axes of a Cartesian
coordinate system (z,y,z). Let us also denote the tip of each edge along the z—, z—
and y—axis by A, B and C' respectively as shown in Fig. 6.7. The incident wave at

boresight propagates along

> I, 1 1

;= ﬁx—%y—%z

After two reflections, it can be shown that points A, B and C are imaged on the
-y, y—zand v — z planes which are denoted by A’, B’ and C' respectively.
Representing the internal edge length of the corner reflector by , the coordinates of
A", B" and C" are given by (1,1,0), (0,{,]) and ([,0,1) respectively. It can also be
shown that the region z > y in the y — z plane is imaged (after the first reflection)
on the first quadrant of the # — z plane which in turn is imaged (after the second
reflection) on the region z > y in the & — y plane. Suppose that the boundary of
the self-illuminating corner reflector between points A and B’ is specified by a curve
denoted by C. Considering the symmetry properties of the panel geometry, a similar

curve specifies the boundary between points C' and B’ (mirror image with respect
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Figure 6.7: Mapping of a general curve C from y — z plane to = — y plane after
two reflections (a), and the panel geometry of a general self-illuminating
hexagonal corner reflector (b).
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to z = y plane). Therefore, characterization of curve C would completely specify the
geometry of the self-illuminating corner reflector. Assume curve C is represented by

a parametric equation

C(r)=(0,f(r),g(r)), 7e€l0,d],

where the following constraints f(0) = 0, f(¢t) =/, g(0) = [ and ¢(¢) = [ are imposed
to ensure that C would pass through A and B’
After two reflections, a point p on C is mapped to p’ on the z — y plane whose

coordinates in terms of p are given by
Tpr = Zp,
Yoo = Zp— Y (6.6)

The mapping is a linear transformation which is one-to-one and onto. This transfor-

mation maps C(7) to a plane curve C'(7) on = — y plane given by

C'(7) = (g(r),9(r) = f(7),0), 7 €[0,1].

As 7 goes from 0 to t, C and C’ trace from A to B" and A’ to B respectively. Noting
that the mapped curve in the 2 —y plane must be identical to the curve in the y — 2

plane, there is a parameter ¢ = ¢, corresponding to points q and ¢', so that
Ty =z,
Yg' = Yq- (6.7)
Using (6.7) in (6.6), it can be shown that
2q =2y, Ty =2y, .

That is, the similar points ¢ and ¢’ on lines z = 2y (in y — z plane) and z = 2y (in

v —y plane) are reached at the same time. This fact suggests the following procedure



154

for the construction of C(7). Consider an arbitrary point q on the line z = 2y and
an arbitrary curve Cy(7) = (0, f1(7),¢:1(7)) between points A and q. This curve is

mapped in the z — y plane to

C{(T) :(gl(T)’gl(T)_fl(T)’O)? TE [Oat]a

which spans A’ to ¢. Since the curve between B” and ¢ (C;) must be identical to the

curve between A" and ¢’ (Cy), then

CQ(T) = (0391(7)791(7) - fl(T))7 TE [Ovt]'

The combination of C; and C; uniquely specifies the continuous curve C. It can easily

be shown that C; is mapped to

Cy(7) = (91(7), fi(7),0), 7 €[0,1].

which is identical to C; as expected.
Referring to equations (6.1) and (6.2), it can easily be shown that the RCS of all

self-illuminating corner reflectors at boresight can be obtained from

A 2

where A is the surface area of a panel. An expression for the surface area in terms

of the parametric equation of C; can be obtained easily and is given by

A=2. / (figs - dif1) dr. (6.9)

The geometrical optics expression for RCS given by (6.8) is valid when all dimensions
of the panel are very large compared to the wavelength. As the wavelength increases,
contributions from higher order scattering mechanisms, such as edge diffraction, be-
come comparable to the GO contribution and therefore the accuracy of (6.8) de-

creases. The contribution from edge diffraction is proportional to the edge length
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and therefore it is desirable to minimize the length of the corner reflector edges.
Moreover, the edge length minimization would minimize the largest dimension of the

reflector. The edge length of a self-illuminating corner reflector can be obtained from

L:Q-/O {\/f’2+g +\/ f} dr. (6.10)

The optimum corner reflector is a self-illuminating corner reflector whose edge length

is minimized. That is, for a given RCS, the optimum corner reflector has the smallest
surface area and the shortest edge length. Mathematically speaking, fi(7) and ¢;(7)
must be chosen so that they would minimize functional (6.10) subject to constraint
(6.9). This problem resembles the isoperimetric problem in the variational calculus
except for a boundary condition which is not imposed on fi(7) and g;(7). Therefore,
the conditions for the fundamental lemma of the calculus of variations [25] are not
met and the solution to the isoperimetric problem cannot be used here. Since no
analytical procedure can be formulated for the problem at hand, an iterative solution
is considered. First we confine our search to linear functions and obtain an optimum
polygonal geometry and use that as an initial guess for the next higher order functions
and so on.

The simplest curve that can be chosen for C; is a straight line. Under linear
transformation, a line segment is mapped into another line segment and therefore
the geometry of the panel becomes a general hexagon. This hexagon can easily be
generated by choosing an arbitrary point ¢ on z = 2y line, finding its mirror image
point with respect to z = y plane (s), and finally connecting points A, ¢, B, s and C
as shown in Fig. 6.5(b). The square and pentagonal corner reflectors are two special
cases of the hexagonal self-illuminating corner reflectors. Points ¢, = (0,1/2,1) and

g = (0,21/3,41/3) generate a square and a pentagonal corner reflector respectively.
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Figure 6.8: The geometry of a square, pentagonal, and optimum hexagonal corner
reflector having the same panel area.

Using (6.9) and (6.10) for a linear function and after a tedious algebraic manipulation,

the equation of the optimum line describing C; is found to be
2 = 0.2066y + 0.9468V/A, (6.11)

where as before A is the surface area of the panel. The edge length of the optimum
hexagonal corner reflector is found to be 1.944v/A whereas the edge length of the
square and pentagonal corner reflectors are 2v/A and 2.1v/A respectively. Figure
6.8 shows the panel geometry of a square, pentagonal, and the optimum hexagonal
corner reflectors having the same surface areas. Higher order curves can be obtained
by perturbing (6.11) which would result in a very complex minimization problem and
is not pursued here. The RCS patterns of the square and pentagonal corner reflectors,

as shown in Figures 6.4 and 6.5, are very similar and therefore it is expected that

the RCS pattern of the optimum corner reflector will be similar to those as well.
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6.2.5 Sensitivity to Corner Angle

One last 1ssue of practical importance is the sensitivity of the corner reflector RCS
to deviations of corner angles from 90°. It is quite obvious that any manufacturing
error in the corner angle will reduce the nominal RCS value of a corner reflector.
In fact, from the GO point of view, the scattered rays after the third reflection are
not parallel to the incident ray and therefore the RCS predicted by GO for non-
perpendicular panels is zero. In reality, the scattered wave from each panel has a
finite beamwidth and the PO can be used to predict the RCS. It is reported that the
RCS of square corner reflectors are twice as sensitive to errors in the corner angles
than that of triangular corner reflectors [57]. In this section, using our GO-PO-PO
model, the sensitivity of RCS of triangular and optimal corner reflectors to errors in
corner angles is examined.

There is more than one way of distorting the corner angles. In this study we
modify the corner angles in a symmetrical fashion, that is, increase or decrease all
three corner angles simultaneously by the same amount. We also keep the interior
edge length of the corner reflector constant (the same as those of the undistorted
ones). Using the GO-PO-PO method, the RCS of a triangular, a pentagonal, and a
square corner reflector at boresight are computed as a function of the corner angle.
Figure 6.9 shows the RCS of distorted corner reflectors normalized to that of undis-
torted ones (A; = 50A% or A, = A, = 100A*/3 at 9.5 GHz) as a function of the corner
angle. It is shown that the sensitivity in corner angle errors for all these corner re-
flectors is almost on the same order. RCS calculation of metallic plates based on PO
approximation is accurate in the mainlobe around the specular direction. Therefore,
the accuracy of the GO-PO-PO solution in predicting the RCS of corner reflectors

as a function of corner angle deviations is limited to small angles (a few degrees from
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Figure 6.9: RCS of distorted corner reflectors normalized to that of the undistorted
ones as a function of corner angle. The backscatters are calculated at 9.5

GHz for reflectors with A; = A, = 100A?/3 and A; = 502,

909).
6.3 Experimental Results

In this section the measured RCS patterns of a triangular, a pentagonal, and a
square corner reflector over a wide range of incidence angles at 9.5 GHz are presented
and compared with the GO and GO-PO-PO predications. The corner reflectors are
designed to have the same geometrical optics RCS of 15.9 dBsm (A = 332.4cm?).
The GO-PO-PO method predicts an RCS of 15.9, 14.8, and 14.7 dBsm for the tri-
angular, square and pentagonal corner reflectors , respectively. Also the effect of

a perfectly conducting ground plane on the RCS is demonstrated experimentally.
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The backscatter measurements were performed polarimetrically using an HP-8753
network-analyzer-based scatterometer operating in a linear chirped mode. A chirp
frequency of 9-10 GHz was used which allowed for a range-gating with a spatial
resolution of about 15 cm. The measurements were conducted in a 15-m-long ane-
choic chamber where the targets were mounted on a Styrofoam pedestal attached
to a stepper motor positioner. The effect of the distortion parameters of the radar
system, such as the channel imbalances and the antenna cross-talk factors, on the
measured scattering matrices were removed using the single target calibration tech-
nique (STCT) [42].

Figure 6.2 shows the RCS patterns of the triangular corner reflector in the az-
imuth and elevation planes. Comparison of the measured co-polarized backscatters
(0ww, onn) show an excellent agreement with the GO and GO-PO-PO prediction.
The measured results indicate a co- to cross-polarized ratio (¢,,/o4) of better than
35 dB over the range of incidence angle —10° < o < +10°. Similar agreement
was obtained for the elevation pattern (¢ = 45°). In the elevation plane the cross-
polarized RCS remains very low (o,,/om, > 35 dB) over a much wider angular
range (—30° < 6 < 430°). The 1-dB RCS beamwidths in the horizontal and ele-
vation planes for a triangular corner reflector were found to be 24°. Figures 6.10
and 6.11 show the measured and estimated polarimetric RCS patterns of the square
and the pentagonal corner reflectors, in the horizontal and elevation planes. Simi-
lar agreement with the GO-PO-PO method was obtained in these two cases. The
measured 1-dB RCS beamwidths in the azimuth and elevation planes for the two
self-illuminating corner reflector were found to be around 16°.

Next, the effect of the ground plane on the RCS of corner reflectors is examined.

First, backscatter cross sections of these three corner reflectors sitting on a large, flat,
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perfectly conducting ground plane, as shown in Fig. 6.4(b), were measured. This
configuration corresponds to positioning a corner reflector for a SAR at incidence
angle (54.74° — f3). Figure 6.12 shows the measured RCS of the triangular and pen-
tagonal corner reflectors on the ground plane corresponding to 3 = 0°. The measured
RCS’s are compared with the theoretical RCS predictions of isolated corner reflectors
(GO-PO-PO). As mentioned previously the triangular corner reflector can illuminate
the ground plane (or receive the reflected ray from the ground plane), hence its RCS
is increased whereas the RCS of the self-illuminating reflector is unchanged. For low
SAR incidence angles, the lower panel of the reflectors are tilted upward. Figure
6.13 shows, respectively, the measured and theoretical RCS of the the triangular and
pentagonal corner reflectors above the ground plane with 3 = 10°. At boresight, the
triangular corner reflector shows more serious reduction in RCS while the RCS of the
self-illuminating corner reflector is less affected. The reason for such a drastic change
in the RCS is the backscatter contribution of the wave which is trapped between the
lower panel and the ground plane. This fact was verified experimentally. By placing
an absorber under the lower panel, the scattering contribution from the ground plane
and the lower panel was suppressed. The RCS of the triangular corner reflector is
affected more because of its larger panel size.

The perfectly conducting ground plane enhances the effect of the ground plane
on the RCS. In practice corner reflectors are placed above a soil surface. Figure 6.14
shows the RCS of the triangular corner reflector and the pentagonal corner reflector
above a smooth soil surface with 3 = 10°. Again it can be seen that the RCS of the
triangular corner is influenced more drastically than that of the pentagonal corner

reflector in the presence of the ground plane.
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Figure 6.10: The measured RCS patterns of a square corner reflector as a function
of horizontal (a) and elevation angles (b). Panel area is 100A?/3 at 9.5

GHz.
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Figure 6.12: The measured RCS patterns of a triangular corner reflector with A, =
50A? (a) and a pentagonal corner reflector with A, = 100A%/3 (b) at
9.5 GHz above a perfectly conducting ground plane (3 = 0°).
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Figure 6.14: The measured RCS patterns of a triangular corner reflector with A; =
50A* (a) and a pentagonal corner reflector with A, = 100A?/3 (b) at
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6.4 Conclusions

In this chapter the theoretical and experimental aspects of scattering from cor-
ner reflectors are considered. A new class of self-illuminating corner reflectors is
introduced which require the minimum panel area for a given RCS value. The self-
illuminating corner reflectors are proposed as calibration targets for imaging radar
systems. Also the geometry of the optimum corner reflector which has the shortest
edge length among polygonal self-illuminating corner reflectors is obtained. Proto-
type triangular, pentagonal and square corner reflectors were constructed and mea-
sured at X-band. It was shown that the self-illuminating corner reflectors offer two
major improvements over the widely used triangular corner reflectors : (1) the un-
certainty in the RCS of self-illuminating corner reflectors, caused by the interaction
of the ground plane with the corner reflector, is significantly smaller than that of the
triangular corner reflectors, and (2) for a specified RCS, the panel area is two-thirds
of that of the triangular one. The 1-dB RCS beamwidths of the pentagonal and

square corner reflector in azimuth and elevation planes were found to be around 16°.



CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

7.1 Summary

Electromagnetic scattering models for bare-soil and short-vegetation-covered
ground surfaces are proposed for the purpose of information retrieval from radar
backscatter. For bare-soil surfaces, a novel scattering model for random rough sur-
faces has been developed. In this model the scattering solutions are obtained by
applying the perturbation expansion to the integral equation of the volumetric po-
larization current. The major contribution of this model is that it accounts for the
effect of the underlying dielectric inhomogeneity. For the short-vegetation-covered
ground surfaces, a coherent scattering model is proposed. In this model, soybeans are
chosen as the target vegetation. A computer-generated vegetation structure is used
to investigate the effect of the vegetation structure. Rough-surface scattering models
are also incorporated to calculate the scattering from the ground. The significance
of this model is that it accounts for the near-field interaction between vegetation
particles and the ground. Both scattering models have been verified by experiment.
In what follows, the summary of each chapter will be reiterated.

In Chapter 2, an analytical model for soil surfaces with a slightly rough interface

and stratified permittivity profile is presented. The scattering formulation is based on
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a new approach where, instead of the tangential fields, the perturbation expansion of
the volumetric polarization current is used to obtain the scattered field. In this model,
the top rough layer is replaced by an equivalent polarization current. The scattering
problem is formulated using the volumetric integral equation in conjunction with the
dyadic Green’s function for the remaining stratified half-space medium. Closed form
analytical expressions for the induced polarization currents to any desired order are
derived and then used to evaluate the bistatic scattered fields up to and including
the third order. The analytical solutions for the scattered fields are used to derive
the complete second-order expressions for the backscattering coefficients as well as
the statistics of the phase difference between the scattering matrix elements. The
theoretical results are shown to agree well with the backscatter measurements of
rough surfaces with known dielectric profiles and roughness statistics. With this
model, a sensitivity analysis has been performed and it is found that the parameter
most sensitive to the underlying dielectric inhomogeneity is the co-polarized phase
difference.

Chapter 3 presents an electromagnetic scattering solution for the interaction be-
tween a dielectric cylinder and a slightly rough surface. Using a newly-developed
technique based on the reciprocity theorem, the difficulty in formulating the sec-
ondary scattered fields from the composite target reduces to the evaluation of inte-
grals involving the scattered fields from the cylinder and the polarization currents of
the rough surface induced by a plane wave. Only the current distribution of isolated
scatterers is needed to determine the interaction. The scattered field from the cylin-
der is evaluated in the near-field region using the stationary phase approximation
along the cylinder axis. The expressions for the polarization current induced within

the top rough layer of the rough surface derived from the iterative solution of an in-
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tegral equation are also employed in this chapter. A sensitivity analysis is performed
to investigate the dependence of the scattering interaction on target parameters such
as surface rms height, dielectric constant, and the cylinder diameter and length. It is
shown that for a nearly vertical cylinder, which is of interest for modeling vegetation,
the cross-polarized backscatter is mainly dominated by the scattering interaction be-
tween the cylinder and the rough surface. The accuracy of the theoretical formulation
is verified by conducting polarimetric backscatter measurements of a lossy dielectric
cylinder above a slightly rough surface. Excellent agreement between the theoretical
prediction and experimental results is obtained.

In Chapter 4, the scattering solutions for vegetation particles are described. Veg-
etation particles are usually modeled using simple geometries for which the analyt-
ical scattering solutions are available. Because leaves often have a thickness small
compared to wavelength in the microwave range, the Rayleigh-Gans formulation is
applied. Dielectric cylinders are often used to model vegetation particles such as
tree trunks and branches. An exact scattering solution does not exist for cylinders
of finite length, but an approximate solution, which assumes that the internal field
induced within the finite cylinder is the same as that of the infinite cylinder with the
same cross section and dielectric constant, can be used. Generally, in order for this
solution to be valid the ratio of the length to the diameter should be large so that
the fringing effects at both ends of the cylinder can be ignored. A formulation for
the second-order scattering between two Rayleigh-Gans particles is also developed
using the Rayleigh-Gans approach. From a sensitivity analysis, it is found that the
near-field interaction becomes more significant at higher frequencies.

In Chapter 5, an electromagnetic scattering model is developed for short branch-

ing vegetation. Using structures which realistically describe the relative positions of
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the particles, this model considers the coherence effect due to the phase difference
between the scattered fields from different particles and handles the second-order
near-field interaction between particles for which the relative positions and orienta-
tion of the particles are essential. The validation of the model by measurements is
also presented; satisfactory agreement is shown. The polarimetric radar backscatter
measurements of soybean plants, using a truck-mounted scatterometer, were con-
ducted at L-band and C-band under different soil-moisture conditions. An extensive
ground truth collection was also performed to record the moisture, dielectric con-
stant, and geometry of the soybean plants and the rough surface. Thereby the un-
certainty associated with inputing the values of parameters is reduced. This model
also demonstrates its ability to estimate the physical parameters and moisture of
a soybean field using AIRSAR image data with limited knowledge of the ground
truth. Generally, it is found that the second-order near-field scattering is significant
at C-band for fully-grown soybeans due to the high local density of the vegetation
particles. However, it is not significant at L-band. The coherence effect is important
at L-band, and could be so at C-band depending on the complexity of the vegetation
structure.

Chapter 6 is concerned with the corner reflectors used for the calibration of the
SAR. Trihedral corner reflectors are widely used as calibration targets for imaging
radars because of their large RCS and extremely wide RCS pattern. An important
source of uncertainty in the RCS of a trihedral on a ground plane is the coherent
interaction of ground plane and trihedral. At UHF and low microwave frequencies
the large physical size of corner reflectors becomes a limiting factor with regard to
difficulties in field deployment and deviation of their RCS from the expected values.

[n this chapter, a general class of corner reflectors with high aperture efficiency
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referred to as self-illuminating corner reflectors, is introduced. Coherent interaction
with surrounding terrain is minimized and their total surface area is two-thirds of
that of a triangular corner reflector having the same maximum RCS. Analytical
expressions based on geometrical optics and a new numerical solution based on near-
field physical optics for the RCS of two simple self-illuminating corner reflectors are
presented and compared with backscatter measurements. Also the panel geometry
for an optimum corner reflector which has the shortest edge length among polygonal
self-illuminating corner reflectors is obtained. High aperture efficiency is achieved at
the expense of azimuth and elevation beamwidth. It is shown that the 1-dB RCS
beamwidths of these optimal corner reflectors are about 16° in both azimuth and
elevation, which is sufficient for most practical applications. RCS measurements
of corner reflectors in the presence of a ground plane show that the RCS of self-

illuminating corner reflectors is less affected by the coherent ground interaction.

7.2 Future Work and Recommendations

Many scattering models are presented in this thesis. From the title of this disser-
tation, it is evident that the author intended to cover the issues of land scattering
as comprehensively as possible. However, considering the complexity of the subject,
the author could only take a short step towards what should take many outstanding
researchers lifetimes to achieve.

For scattering from rough surfaces, the model presented in this dissertation can
handle the underlying dielectric inhomogeneity, but is limited to surfaces with small
roughness and short correlation length. This is not a big problem in this dissertation
because low frequency radars are recommended in this thesis due to their ability to

penetrate the vegetation and soil. At low frequencies, high surface roughness and
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long correlation length do not often occur. This is also the case in the model for
the interaction between the nearly vertical cylinder and the slightly rough surface.
Nevertheless, This issue will not be complete unless the models which can handle
rougher surfaces are developed. To develop a model for much rougher surface with the
underlying dielectric inhomogeneity will be very challenging. However, to develop he
model of the interaction between the nearly vertical cylinder and the much rougher
surface should be possible if the PO technique were used.

For the vegetation scattering model, the key to improvement lies in having access
to highly advanced computing facilities. The application of the Monte-Carlo simula-
tion destines this model to be time-consuming. However, considerable improvement
is still feasible. Not every scattering mechanism need to be simulated. For example,
the double ground bounce can always be neglected, and the direct backscatter from
rough surfaces is not significant at C-band if biomass is large. It is thus possible
to develop an ‘intelligent’ model which can select the necessary mechanisms before
simulation and avoid unnecessary calculation. Extensive characterization of the veg-
etation structure would have to be conducted in advance. Eventually, the model
must be extended to simulate the scattering behavior of large vegetation structures
like forest canopies. Considering the large number of particles, even one scatter-
ing mechanism would require a considerable time to calculate. The author believes
that this problem could be solved by parallel computation. Different CPUs could
take charge of different scattering mechanisms, and more CPUs could be assigned to
time-consuming mechanisms, such as the second-order near-field interaction among
vegetation particles. Once these expectations are achieved, and the author believes

they will be, their applications and contributions will be unlimited.
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APPENDIX A

HIGHER ORDER SCATTERING MATRIX OF
THE SLIGHTLY ROUGH SURFACES WITH
INHOMOGENEOUS DIELECTRIC PROFILES

In this appendix closed form expressions for the second and third order elements

of bistatic scattering matrix of the inhomogeneous rough surface are provided.
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APPENDIX B

RECIPROCAL PROPERTY OF THE
SECONDARY SCATTERING MATRIX

The near-field scattering interaction between two adjacent targets can be eval-
uated approximately using an iterative approach. It is assumed that the current
distribution of an isolated scatterer is the illumination source of the other scatterer
and so on. In this appendix it will be shown that the secondary scattered field
emanated from target 2 (E3;) can be obtained from the secondary scattered field
emanated from target {1 (E$,). Basically, the proof of the relationship between S
and S as given in (3.31) is presented. Without loss of generality, consider two
adjacent targets in free space illuminated by a plane wave. Suppose the induced

current on (or within) target 41 in the absence of target §2 is given by Jy(r;), then

the scattered field generated by this current can be computed from

E; :z'koZo/ G(r,r})Jq(r}) v}

Vi
_ _kOZO 1 T 1 ! ikolzt-(r—r’) !
S //k_ (f_kk) /V Ji(r)e dv'dk, (B.1)

where the second equality is resulted from the application of the Fourier Transform

of the dyadic Green’s function G. If the observation point r is significantly apart

from V7, most contribution of the spectral integrand for calculation of E; come from
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values of k| for which k. and these i are real quantities. In this case, it is recognized

that

A A ) 'ikoT = A A . sy
Bk k) = Folo?™ (7 k) / Jy(x))emikob T gy (B.2)
Vi

4y

is the bistatic scattering far-field of target §1 with the incident and scattering direc-
tions along fi; and fc, respectively. Also noting that this scattered field can be written

as
B (k,k;) = —e*ok-Rrag, (k. f)EF (B.3)

where §1(kkz) is the bistatic scattering matrix of target #1 and ry is a vector
representing the location of target #1.

Therefore the scattered field given by (B.1) can be written as

{ / ___:1'1; AC 1ko k k )re zkokrdk } (Bi)

In this representation the near-field scattered from target 41 is expanded in terms of a
spectrum of plane waves. Using E3 as the illuminating field the secondary scattered

field in the far-field region can be computed from
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where §2(IACS,IA€) is the bistatic scattering matrix of target §2 and r., is the vector

position of target §2. in a similar manner Ef, can be obtained and is given by

tkor N 1= . - A P PN
B = {52; / / =81 (ks —)Sal —k, el E ok ma e”“°(k'+’“)'“2dkL} E

- Sya(ks, ki) EF . (B.6)
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A

Now it can easily be shown that §12(/;5,1A€i) = §§I”(—ki, —IACS), since according to

reciprocity theorem (using the forward scattering alignment [68])

)

In the backscattering direction,l;:s = —fs,,;, and therefore gm(—-jﬁ, kl) = égt (—fq, l;:i)

as stated in (3.31).
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APPENDIX C

SCATTERING MATRIX ELEMENTS FOR THE
CYLINDER-ROUGH SURFACE
INTERACTION

In this appendix explicit expressions for the first-order cross-polarized interaction

between a tilted cylinder and slightly rough surface are provided.
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¢tkpdtan 3 cos(¢x—a) // Iy [COSﬁCOS((bi - OZ)FJ; + Sin(¢1‘ — a)Fé
S;

+ sin B cos(¢; — &) F,] ds

z
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Ak‘OZO ik‘od(sm chosqg./sin 2B+cos Bic052,6> eiko(fgl_}:;s)ﬁc

e cos 3

—J,.(d
1673 sin? 6, cos 3 (d)

oC 2
/ kpdk-p / d¢kF(k_]_ _ ki)eikpdtanﬁcos(d)k—-a)
0 0

*lem +

// Ly[cos Bcos(¢i — @) FY + sin(¢ — @) F)) + sin B cos(¢; — a) F!'] ds
(C.2)

The definitions of the symbols used in (C.1) and (C.2) are as follows:

o0
NV ’ . I_ 4t . . .
Fl=—e¢ thop' cos 6 cos ¢’ tan Z eim(@'=91) {A,, sin 0! cos 0. cos ¢' — B, sin ' sin ¢'}

m=-—00

(C.3)

[e¢]
—ik o cosf! ’ . Y . . .
F) = — 7hor cosbicosditans E : e™?=%) [ A, sin 0! cos 0 sin ¢’ + By, sin 8! cos ¢'}

m=-—00
(C.4)
0
FZI - _ e—ikop/cosé?: cos @' tan 3 Z eim(d)/_@:)Am Sillz 9: (05)
m=-—00
co
ko (9' "sin 2 9' 2 !
Fl/‘l: _ ¢ p’(sin 8! cos ¢’ sin 23+cos 6 cos 23) cos ¢’ tan 3 Z m(¢'—¢!) {Cmsv Crhsh,n,x}
m=—00
(C.6)
co
" iko 6! 2 0! cos2 "t
Fy - _ ¢ p'(sin@! cos ¢’ sin 23+cos 8! cos 23) cos ¢’ tan 3 L m(¢’ ¢ {Crvsv +Crhsh” }
m=-—co
(C.7)
co
iko 0; ’sin 2 6! cos 2 !
Fz//: — ¢ p'(sin ! cos ¢’ sin 23+cos 6! cos 23) cos ¢’ tan 3 L m(¢'—¢) {Cmsv +Crhshxz}
m=-0o

(C.8)
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A [cos Bsin® 0 — sinf3 sin 0’ cos 0! cos ¢’] + By, sin 3 sin ! sin ¢’

Cros = |sin2 9 cos? 3 + cos? 0! sin? 3 + sin® 0. sin? Bsin® ¢’ — 0.5sin 23 sin 20! cos qS"
(C.9)
o — By, [cos Bsin’ 0, — sinf3 sin 0 cos ; cos ¢'] + Ay, sin Bsin 6! sin ¢/
e |sin2 0! cos? 3 + cos? §! sin® 8 + sin® 0 sin? Bsin® ¢’ — 0.5sin 23 sin 26" cos qﬁ"
(C.10)
R = cosBsinf;sin ¢’ (C.11)
hy,, = sin (3 cos 0 — sin §; cos 3 cos ¢' (C.12)
hy,, = sin 3sin f; sin ¢’ (C.13)
v = sin B(sin® 0 sin® ¢’ + cos® f) — cos B sin #! cos 0’ cos ¢/
+ 2sin #. cos ¢'(sin 3 sin §! cos ¢ + cos 0 cos 3)
— 2sin B(sin B sin 0! cos ¢’ 4 cos 0! cos 3)* (C.14)
Vi, = — cos 3sin 0 cos 0 sin ¢’ — sin 3sin” 0 cos ¢’ sin ¢
+ 2sin #. sin ¢'(sin Fsin 0 cos ¢’ + cos 8! cos 3) (C.15)
v = — cos Bsin® 0 + sin B sin 0’ cos 0 cos ¢’
— 2 cos 0(sin Bsin 0 cos ¢’ + cos B cos 3)
+ 2 cos 3(sin Bsin 6 cos ¢’ + cos ' cos 3)? (C.16)
Iy = _Hé”(ko sin ﬁgp')eik”p’ (26547 con¢'4sin(—c)sind | (C.17)
Cho = / d Ch(k, z)eihetamoos(on=)—ko 3z g (C.18)
0
CLO _ /d ok, Z>ei[kptanﬂCos(¢k—a)—ko%'/*]zdz (C.19)
Jo
o /d Ck, Z)ez’[kptanﬁcos(m—a)—ko%',“]zdz (C.20)
0
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d sin 0/ sin 28 cos ¢’ +cos 6! cos 28
k' t _ k sin tbln Cos 3 lC 3
Cho = / Oc}f(k,z)el[ ptan fcos( ¢ —a)+ko <o B 2 (C.21)
0
" d i[k tanﬁcos(cb a)+k sin 91’- sin 28 cos ¢I+cos 9;cos2ﬁ]z
Y _ v o k= o " ¢
o= | Colk,z)et™ cos B dz (C.22)
0

sin 9: sin 23 cos ¢/+cos 91' cos2pB

d .
Gt = [ Coticatrmientoapm SRS ()
0

Using (3.21), and setting p = 0, for (C.1) and p = izs for (C.2), A,, and B,
can be evaluated. Also note that the integrals in (C.18)~(C.23) can be carried out
analytically. The integration over the illuminated area S; can be carried out using

the polar coordinate (p’, ¢/):

2m D2
// ds = / d¢' p'dp’ (C.24)
/s 0 D1

where

_ hsecfBtan 0} + a,

1 +tanftan 0 cos ¢’

(h +1.)sec ftan 8 + a.
1 + tan Ftan @’ cos ¢’

D1

D2 =
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APPENDIX D

GO-GO-GO FORMULATION FOR CORNER
REFLECTORS

D.1 Triangular Corner Reflector

In this appendix analytical expressions for the area of the lit region on panel #1
of a triangular corner reflector as a function of azimuth and elevation angles (6, ¢)
are given. Same expressions can be used to find the area of the lit regions on panels

#2 and #3 using the following change of variable for 6 and ¢ respectively,

0" = cos™(sinf cos @) 0" = cos™!(sin 6 sin ¢)
bl
) -1 cos 0 " o —1 /sinfcos¢
qb = tan <sinf)cos¢>> ¢ = tan ( cos @ )
Depending on the incidence angles, the lit area for a triangular corner reflector can

obtain from equations shown below in which Ty = tanfsin ¢, T. = tanf cos ¢, S =

sinf, and C' = cos 6.

o T. 4+ T, <1,

_ 17 24T+ T
Av =5 5 TT (1+T:) (1+7Te)

o T, +T,>1and —1<T.—-T, <1,

Ay=Lp LTt | T T, T4 4 LetTe-1
1=3 Te+Te+1l 14T 7 14Tc  TATsH1 7 ToATs+1
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o I.+Ts>1and T, — T, > 1,

A, = 1 l2 . T . 343T.-T,
1 2 14+T.+Ts 147,

o I.+T;,>1and T, — T, < —1,

A, =12, T 343T.-T.
1=3 14T+T, 14T

D.2 Square Corner Reflector

In this appendix, similar to Appendix A, the area of the lit region on panel #1

of a square corner reflector is given.
¢ $>45°1<T, < 2,and T, > 1,
A =01F-(2-05-C/S-0.5-5/C)
o ¢ >45°,1<T,<2,and T. <1,
Ai=03-{2-T.-05-C/S-05-T.T,}
o 45° < ¢ < tan"'(2),T, > 2,and T, > 1,
A =1F-{2-05-C/S-05-5/C}
e ¢ > tan"1(2),T, > 2,and T, > 1,
Ay =15-12.C/S
e ¢ >45°, T, > 2,and T, < 1,
Ar=15-1*.C/S
o T, <1l,and T, < 1,

Al = 12 : TsTc
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e < 45°,1<T. < 2,and T, < 1,
Ay =0P-{2-T,—05-S/C—-05-T,T.}
o ¢ <45°,T. > 2,and Ts < 1,
A =15-1*-5/C
o p <45°,1< T, <2,and T; > 1,
A =0-{2-05-C/S-0.5-5/C}
o tan™1(0.5) < ¢ < 45°tan~1(2),T, > 2,and T, > 1,
A =1-{2-05-C/S-0.5-5/C}
e ¢ < tan~1(0.5),T. > 2,and T, > 1,
Ay =15-1*-5/C

D.3 Pentagonal Corner Reflector

In this appendix, similar to Appendix A, the area of the lit region on panel #1
of a pentagonal corner reflector is given. Separate expressions for A% and A3 are

derived. The expressions for A3* are given by:

¢ T, <0.5,Tg >2,T.—Ts, >1,T, — T, > 2,0r 5T, — 2T, < 1,

a- AP =0.
This is an approximation which corresponds to the incidence angles far

away from the boresight.

e ¢ < tan"1(0.5),

a- 2T, —Ts < 1,

23 _ 2, . _5T.~1
Al =0T 12(14T5)
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b‘ 1§2TC_T3<27

23 2 [ 2T4Te—2  2-2T+T.
AP =1 {4(2TC—T5-|—2) + T 4(2TC—TS+2)}

c- 2T, — T, > 2,

23 __ ]2 T
AP =1 " 2(T-+1)(2=S]C

e tan='(0.5) < ¢ < tan~1(2),

a To4 T, <2,2T. — T, < 1,
/ 2 5T<—1
AR =T, $hel

b Ty + T, <2,2T.— T, > 1,

23 __ g2 | 2T4T-2 22T 4T
AP =1 {4(2TC—TS+2) + T 4(2TC—TS+2)}

o To+T.>2,2T. - T, <1,

23 __ g2, CTe=Te+1 | 1 T+T.—1
AP =1 {Tc T4l 20ATdD) T3S0 (Tt Tod)

& T,+T.>2,2T.—T, <1>1,

23 __j2 . _55-C
Al =1 12(C+S)

e ¢ > tan"1(2),

a- 2T, — T, < 2,

2 __ g2 . _5T-1
Ap =1°-T. R205T)

2 2Te—1 AT.—dTots | 1-2/(25-C)
AP = 2T, {12(1%) T il 2(4%_2”}

- 2<2T, —T. < 2.5,T, +T. > 2,

23 _ 12
AP =1

{ T, 4 ATAT)-1 | s-ac }
AT ) (To4Tot1) T 6(TAT41) T 6(25-0)

d- 2T, — T. > 2.5, T, — 2T, > 0.5,

23 __ 12, . Te+Tc+1 [2Ts—T.+2-1|
Al =1 {TC 2(Ts+1)(2Ts—Tc+2) + (25/C-1)(2Ts—Tc+2
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e 2T, — T, > 2.5,T, — 2T. < 0.5,

23 _ 72 T. 2(Ts4Te)-1 5-2C
AP =10 { T ATAD T 6T T 6(25—10)}
The expressions for Aj? are given by

e T.<05,T.>2,T, —T. >1,T. — T, > 2,0r 5T, — 2T, < 1,

a- AP =0,
This is an approximation which corresponds to the incidence angles far

away from the boresight.

e ¢ < tan™!(0.5),

a- 2T, — T, < 2,

32 _ g2 . _5T—1
Ay =121, T

b- 2<2T. - T, < 2.5, T, + T. < 2,

32 2 2Tc-1 2743 (Ts+2)/(2C/S-1)
A =1 {TS " 6(1+T.) t 6(44T:~2Tc) T 2(44T-2Tc) }

- 2<2T. — T, < 2.5, T, + T, > 2,

A= { C-25 4 ISTe-Tem1l | To(Te-Tet1) }

6(2C-5S) 6(Ts+Tc+1) 2(Te+1)(2T—Ts+1)

d- 2T. — T, > 2.5,T, + T. < 0.5,

A&._p,{ﬂﬂBOSFUHMI+ To(To+Te+1) }
1= 2C0(2C=8)(2Tc=Ts+2) " 2(Tc+1)(2T.~Ts+2)

e- 2Ty — T. > 2.5, T, + T, > 2.

A?Q:l‘z_{ =258 . ]5T “Temll | (T(T=Tet) }

(2C=S) T 6(TetT:41) ' 2(TeA1)(TotT:+1)

e tan™1(0.5) < ¢ < tan™1(2),

a T.4+ T, <2,2T, — T, < 1,

23 _ g2 . _5T.—1
AP =1°-T; 05T
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b- Ty 4+ T, < 2,2T, — T, > 1,

23 __ 2. ) _2T+T.—2 . _2-2T+T.
‘41 =1 {4(2TS—TC+2) + T 4(2TS—TC+2)}

o To+T.>2,2T, — T. < 1,

23 __ J2 . CTe=Te+1 | 1 Te+T:—1
Al =1 {Ts Tc+1 2(Te+Ts+1) + 2(C/S+1)(TC+T3+1)}

& T+ T.>2,2T, - T. < 1> 1,

23 __ 2, _5C-S
Al =1 12(C+S)

e ¢ < tan1(2),

a- 2T, — T, < 1,

23 _ 2., _5T.—1
Al =1, 12(1+7Tc)

b- 1< 2T, — T. < 2,

A32 __j2 . ) _2-2T4T, 2T+ T —2
Al =T {2(2TS—TC+2) + 2(Tc+1)(2Ts—TC+2)}

c- 2T, —T. > 2,

32 _ 12 c
Ay = 2 4(25-C)
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