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ABSTRACT

Optimal Phased Array Pattern Synthesis for Non-Invasive Cancer Ablation of Liver Tumors Using High Intensity Focused Ultrasound

by

Youssry Y. Botros

Co-Chairs: Emad S. Ebbini and John L. Volakis

In recent years, phased arrays have been employed with reasonable success to apply high intensity focused ultrasound (HIFU) beams to tumors surrounded by homogeneous media to achieve a desired thermal treatment. In the case of tumors surrounded by inhomogeneities, such as liver tumors shadowed by the rib cage, the focusing scheme is highly complicated and has not been addressed in the literature. The problem stems from the need to find an efficient focusing scheme capable of generating well behaved interference patterns in the interior region of the rib cage concurrently with minimizing power deposition over the rib surfaces. In this work, high frequency techniques are employed to predict the ultrasonic fields within the computational domain. Two synthesis techniques are developed and implemented for single and multiple focus pattern synthesis. After experimental validation of the
proposed computational and synthesis approaches, realistic modeling of the problem
geometrical features and parameters is considered, analyzed, and tested for single and
multiple focusing schemes. This realistic modeling employs exact scattered field repre-
sentations to predict the ultrasonic fields within the computational domain. Utilizing
the proposed computational and synthesis approaches, design curves for selecting the
optimal treatment frequency have been constructed, allowing practitioners to design
treatment plans according to the tumor location and the tissue attenuation. This
thesis demonstrated the feasibility of achieving deeply localized HIFU treatment in
the presence of the rib cage while minimizing direct power incidence over the rib
surfaces, and achieving optimal phased array pattern features. A major conclusion
of the thesis is that high frequency ray approaches can be efficiently employed for
predicting the ultrasonic fields within the domain of interest.
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CHAPTER 1

Introduction

The high incidence of liver cancers prompts us to develop more efficient cancer treatment modalities. In this chapter, cancer treatment modalities are summarized with their advantages and drawbacks. Hyperthermia as a non-invasive cancer treatment modality is then discussed. An efficient way of performing hyperthermia is to employ High Intensity Focused Ultrasound (HIFU) to ablate cancer tumors. HIFU is briefly explained with its significant advantages over other cancer treatment modalities. Difficulties associated with its clinical application are summarized. The problem statement, thesis objective, and computational modeling are summarized in this chapter.

1.1 Motivation

Liver malignancy is the main motivation for this work due to its significant incidence worldwide. In the United States, an estimated 6000 to 10000 patients per year with colorectal liver metastases are candidates for liver resection or other ablative
methods. These methods have a 5 year survival rate of 30 %. In the selected group of patients undergoing surgical resection for colorectal metastases, surgical mortality is about 5 % in major cancer treatment centers, and there is 15-30 % morbidity associated with the operation. Ten to fourteen days of hospitalization are common, and recurrence in the liver occurs in up to 25 % of the patients.

In the United States, hepatocellular cancer does not have a high incidence, with approximately 5000 annual cases (one million worldwide), of which only 15 % are candidates for tumor resection. Resected hepatocellular cancer has a five year survival rate of 30 %. In patients with hepatocellular cancer, operative mortality is greater, up to 15 %, despite selection of better risk patients, because many patients with hepatocellular cancer have underlying liver cirrhosis. Liver re-resection for recurrent hepatocellular cancer is frequently, but not usually successful.

Due to the importance and significance of liver cancer problems and because of the adverse effects associated with surgical treatments, there is a great need to seek and develop alternative treatment methodologies. In general, cancer treatment methods involve both invasive and non-invasive treatments. Several cancer treatment techniques with different features and mechanisms are briefly presented and discussed in the next section.

1.2 Overview of Cancer Treatment Modalities

The major modality for tissue ablation in current clinical practice is surgery. Other clinical applications such as radiotherapy, cryotherapy, laser and phototherapy and
chemical tissue infiltration, and hyperthermia are more limited.

Surgical ablation is always invasive and requires inpatient hospital stays. As mentioned in the previous section, surgical treatment suffers from several drawbacks. First, its associated risk inside the operating room is around 5%. Second, post-surgery complications and adverse effects have high occurrence among patients undergoing surgery. Third, due to the way of resecting liver tumors, the percentage of cancer reoccurrence is quite high. Finally, surgical operations are not localized to the tumor volume or region and thus lead to significant damage within surrounding normal tissues and other organs.

Another cancer treatment modality is radiotherapy treatment which offers two main advantages. Being non-invasive, it dramatically reduces risks associated with the treatment and post-surgery complications. Another advantage of radiotherapy treatment is that it can be accurately focused to the tumor volume, thus avoiding the damage to normal tissues or surrounding organs. However, due to the utilization of ionizing materials and compounds for this treatment, prolonged usage and/or relatively high doses increase its risks significantly.

Cryosurgery, where a very cold needle is utilized to treat a certain area, is invasive and relatively cumbersome resulting in tedious treatments. The major advantage of cryosurgery is the ability to selectively ablate the tumor while preserving adjacent tissue.

Laser and photodynamic therapy are not applicable for deep lesions for the most part. When laser therapy is applied to deep lesions, the therapy is accomplished through heating of tissues and thus laser treatment is invasive.
Chemical injection for tissue ablation is also invasive, and is not readily controlled. It involves the injection of chemical materials which offer cytotoxic effects for cancer tumors. It may be an efficient treatment methodology if used for small doses or short periods. For deep lesions, ethanol has been the most frequently utilized chemical but its usage is limited with few successful treatment cases.

Hyperthermia is a cancer treatment modality which aims at the preferential destruction of cancer or malignant cells. This goal is achieved by increasing the tumor(s) temperatures to therapeutic levels for specified periods of time [54]. Hyperthermia, as an efficient treatment modality for cancer tumors, has been supported by recent biological and clinical research showing that mildly elevated temperatures have cytotoxic effects for solid tumors [53]. These findings have enhanced the validity of using hyperthermia as a cancer treatment modality.

Hyperthermia can be combined with other cancer treatment modalities such as radiation therapy and chemotherapy. It is suggested that combined heat and radiation therapy has a synergistic effect on the response of several tumors [51]. This is due to the fact that cancer tumors respond differently to the applied treatment modality. For example, if a tumor has a good response to heat treatment, it will respond poorly to the applied radiation treatment. Therefore, combined treatment is recommended for different types of cancer tumors.

Hyperthermia can be applied to the whole body (systemic or whole body hyperthermia) or to a specified region of the whole body (regional hyperthermia). Regional hyperthermia can include a region which contains both malignant and normal tissue or can be confined to the tumor region (localized hyperthermia). Also, depending on
the depth of the tumor, hyperthermia can be classified either as superficial or deep.

Hyperthermia can be applied by various techniques including fluid immersion (systemic hyperthermia), electric currents (interstitial, localized hyperthermia), and electromagnetic and acoustic waves (non-invasive, localized hyperthermia). Among these methodologies, electromagnetic and acoustic external beam heating treatments appear to be more attractive.

Absorption of electromagnetic waves in the tissue is due to conduction and displacement currents induced in the tissue region. The best localization when electromagnetic waves are utilized is achieved via microwaves. However, they suffer from severe attenuation (absorption) in biological tissues. Therefore, their application is limited to superficial tumors such as the subcutaneous ones. The penetration depth of microwave applicators is around 4 cm to 6 cm [57].

On the other hand, acoustic or ultrasonic external heating is based on the absorption of high energy waves by the tissue [48]. For deep focusing and to increase the power deposition at the tumor, there is a need for multiple transducer systems to carry out an efficient treatment. Each transducer is designed and fed in a such a way that the acoustic or ultrasonic beams converge at the treatment region which is usually the tumor location(s). Multiple transducer applicators are typically found in the form of phased arrays [23, 46, 47, 84] to allow electronic beam scanning and thus remove a need for mechanical translocation of the applicator head.

High intensity ultrasonic beams can be focused to the prespecified tumor regions in order to deposit energy (in the form of heat) sufficient to reach certain therapeutic levels required for cancer ablation. This cancer treatment modality is referred
to as High Intensity Focused Ultrasound (HIFU) treatment and is briefly defined, introduced and discussed in the subsequent section.

1.3 An Introduction to HIFU

High intensity focused ultrasound in the frequency range of 500 kHz to 10 MHz has been used in a wide range of therapeutic applications [20, 21, 35, 51, 52, 53, 54, 66]. For example, HIFU has considerable potential for deep localized hyperthermia, primarily in conjunction with other cancer treatment modalities, e.g. radiation therapy. This is because ultrasound can be easily focused (with mm-size heating spots at the focus) at considerable depths (1 cm - 15 cm with focusing) depending on the frequency of operation [26]. The (typically) small heating spot at the focus can be scanned mechanically or electronically to produce the desired heating pattern tailored to the tumor geometry.

Clinical hyperthermia systems utilizing HIFU have been used by a number of groups and their investigations continue to demonstrate the promise of this technology. HIFU has become even more attractive with recent advances in phased array applicators [23, 24, 25, 36, 45, 46, 47]. Phased arrays offer the promise of versatile applicator systems providing several advanced field control features [79, 83] such as:

- High-speed electronic scanning.
- Tissue aberration correction.
- Applicator/patient motion compensation.
Optimal pattern synthesis and control features can be developed to allow adequate therapeutic heating of tumors while avoiding overheating of normal intervening tissue [27, 28, 30].

Despite the obvious advantages of HIFU for non-invasive therapeutic applications and the availability of advanced phased array applicator systems capable of precision deep lesion formation, HIFU is not yet a widely accepted cancer treatment modality in the clinic either for normal hyperthermia or surgery. The reasons for this lack of progress are:

- Incomplete understanding of the effectiveness of HIFU to adequately heat specified volumes (e.g. tumors) at deep regions in the presence of inhomogeneities and/or shadowing bone structures. An example of this problem appears when treating liver tumors by focusing high intensity ultrasonic beams inside the rib cage.

- Lack of clinical real-time non-invasive high resolution temperature estimation feedback.

- Lack of quantitative non-invasive measurement techniques for tissue response to HIFU fields (especially important for tissue ablation). In other words, a non-invasive measurement to evaluate the therapeutic levels of exposure is not yet available. Also, non-invasive means to measure thresholds for irreversible thermal tissue damage \textit{in-vivo} is not available.

- Lack of realistic treatment planning software based on patient-specific geomet-
rical data sets to help with the optimization of the applicator and the treatment strategy. Furthermore, it would be extremely valuable to develop guidance and visualization mechanisms for therapeutic beams based on a well established imaging modality.

1.4 Significance of HIFU

As noted earlier, few applications have utilized HIFU in clinical tissue ablation. Nevertheless, HIFU offers significant promise as an alternative treatment planning modality for tissue ablation. There are potential advantages for HIFU over all current clinical tissue ablation methods.

Compared to surgical ablation which is always invasive and often requires inpatient hospital stays, HIFU can be developed to be a non-invasive modality and on an ambulatory basis. In addition, HIFU treatment can be integrated with a tissue-penetrating imaging technique. The advantages of HIFU over radiotherapy are its potential to be actively and interactively linked to an imaging feedback system; thus achieving high degree of focusing accuracy. As presently conceived, however, HIFU is not able to treat large tissue volumes with the intension of principally ablating malignant tissue with lesser damage to the surrounding normal tissues. HIFU shares the major selectivity advantage with Cryosurgery where the treatment is only confined to the tumor region or volume without affecting the adjacent normal tissues.

Focused ultrasound is unique in its ability to non-invasively target small and deep volumes for thermal coagulative necrosis [5, 7, 15, 20, 36]. It is possible to target
tumors 10-15 cm into the body and safely ablate them while preserving the normal intervening tissue. The registration of prior Magnetic Resonance Imaging (MRI) with ultrasound imaging will help in both the treatment planning and image guidance [45].

As a conclusion, HIFU offers the following advantages for cancer treatment:

- It is non-invasive.
- It utilizes non-ionizing radiation for treating cancer malignancy.
- Can be focused to reach deeply seated tumors.
- Can be localized to the tumor volume while preserving the surrounding normal tissues.
- Can be applied via phased array applicator systems and thus optimal pattern features can be achieved.
- Can be integrated with efficient imaging techniques such as the MRI to provide an integrated cancer treatment [45].

1.5 Problem Statement and Objectives

In previous studies [26, 27], HIFU treatment was performed by utilizing phased array applicators for cancer ablation. Several studies, for example [23, 26, 36, 45, 46, 47, 57, 60, 84], were performed to test phased array usage for deep localized hyperthermia in homogeneous media (free of any strongly scattering obstacles). In these studies, phased arrays with different geometrical features, feed mechanisms and
focusing characteristics were tested and implemented to demonstrate the feasibility to deeply focus ultrasonic beams inside a homogeneous medium.

Because of the aforementioned significance of liver cancers and due to the advantages of applying HIFU to treat deeply seated organs, HIFU treatment of liver cancer using phased arrays is the emphasis of this thesis. In the case of liver malignancy, cancer tumors are deeply residing inside the human rib cage. Therefore, for a non-invasive hyperthermia treatment using HIFU, it is required to deeply focus ultrasonic beams through the human ribs to reach the liver. This can be achieved by guiding the beams through the intercostal spacings between the human ribs. This task is quite complicated and the presence of the human ribs presents a challenging problem which is addressed in this thesis.

The objectives of this thesis are:

- Test the feasibility of performing deep localized treatment for liver tumors using HIFU. In this thesis, phased array applicators are utilized to apply HIFU to the human liver inside the rib cage.

- Develop, formulate, and validate field computational approaches pertinent to the propagation mechanisms that allow sufficient accuracy for the subject treatment requirements.

- Develop and implement optimal phased array pattern synthesis techniques capable of producing the desired therapeutic levels at the tumor location(s) without excessive heating at undesired locations.

- Develop and generate design curves that aid in choosing the operating frequency
required for an efficient and feasible treatment.

1.6 Suggested Computational and Synthesis Approaches

The appropriate choice of the employed computational technique depends on the size of the computational domain and the desired accuracy levels. Two major categories of computational techniques may be employed to predict ultrasonic fields within the domain of interest. The first uses exact numerical methods [37] while the second uses approximate high frequency ray methods [22, 64]. According to the frequency ranges utilized for HIFU treatments and based on tissue layer characteristics [53, 54], the operating acoustic wavelength \( \lambda \) within the computational domain is within the \( mm \) order. Therefore, with the geometrical features and dimensions of the human body, the computational domain is expected to span tens of wavelengths.

Despite significant progress made in numerical methods such as Finite Element Method (FEM) [73, 82], Method of Moments (MoM) [4, 43], Finite Difference Time Domain (FDTD) [59] computational methods, the size of the problem at hand is significantly larger than problems routinely handled by these methods, even on high-performance parallel computers. A 2-D \( 200\lambda \times 200\lambda \) region of interest (typical for ultrasound) results in millions of grid points with any of these methods resulting in large Central Processing Unit (CPU) and memory requirements. Moreover, these numerical techniques make the synthesis process an intractable task. As a conclusion,
numerical methods based on fine tessellation of the computational domain are not appropriate for modeling the propagation mechanism.

Alternatively, high frequency ray approaches look more attractive in modeling such a geometry. Therefore, the computational formulation in this thesis is carried out using high frequency ray approaches [2, 17, 22, 58, 64, 71, 81]. These techniques have been shown to be sufficiently accurate when the diffraction points (ribs) are sufficiently apart and the observation points (foci) are also at large distances (with respect to the wavelength) from the scatterer or source. Computationally, high frequency ray techniques offer affordable memory and CPU requirements which are dramatically less than those required by numerical techniques.

For the synthesis approaches employed to synthesize the desired field patterns with specific heating foci, pseudo-inverse (PI) techniques introduced in [26, 27, 29] are utilized to compute the feed structure that is capable of generating the desired heat map inside the rib cage. This technique will also be modified to achieve optimal pattern characteristics when deep HIFU treatment inside the rib cage is considered.

1.7 Dissertation Overview

The thesis consists of 8 chapters and is organized in the following way:

Chapter 1 gave introductory information about the significance of liver cancer and its treatment methodologies. Hyperthermia techniques were summarized and the importance of HIFU as an efficient non-invasive modality was briefly explained. Also, in the first chapter, the problem statement and thesis objectives and goals were
clearly defined. The major methods employed for problem formulation were reviewed
and high frequency ray methods were recommended for problem modeling.

Chapter 2 reviews the basic acoustic relations and quantities and introduces a
geometrical description of the problem at hand with its associated parameters. Also,
focusing parameters as well as theoretical and empirical relations for the necessary
thermal doses are summarized. Actual dimensions and real biological tissue param-
ters are utilized to propose a model for the propagation mechanism.

As an initial and crucial step before addressing the problem in this thesis, Chap-
ter 3 analyzes the problem of focusing ultrasonic beams within homogeneous media
with no obstacles. This case represents an ideal focusing reference, which will be
compared to the focusing obtained in the presence of the ribs. Also, in Chapter 3,
the basic synthesis formulation is introduced and discussed in the context of previous
investigations [24, 25, 26, 27]. After presenting the basic computational approach and
synthesis algorithms for focusing in homogeneous media, several examples for single
and multiple focus pattern synthesis are implemented and discussed.

In Chapter 4, a high frequency Hybrid Ray Physical Optics (HRPO) computa-
tional approach is developed to predict the ultrasonic fields within the computational
domain. The ribs are considered as an array of planar non-penetrable strips. The
field values are specified over a set of control (field) points and the pseudo-inverse
synthesis approach is applied to compute the feed array. To check that the synthesis
process yields the desired field specifications, field maps are constructed everywhere
inside the rib cage as well as over the rib surfaces. The setup and results of an exper-
iment performed to validate the HRPO approach are discussed. Single and multiple
focus pattern synthesis examples are implemented and tested.

Because the HRPO technique lacks explicit control of the rib fields and due to its intensive computational demands, another high frequency technique is developed in Chapter 5 for the analysis and synthesis of the field patterns, which is named the Virtual Array Ray (VAR) technique. This technique which involves two main synthesis steps is implemented and validated using the HRPO method before applying it to single and multiple focus pattern synthesis. It offers several advantages such as ease of implementation and convenience for field pattern synthesis and scanning in addition to explicit control of the ultrasonic fields over the rib surfaces. Computationally, its CPU cost is significantly less than that of the HRPO. It should be noted that in both chapters 4 and 5, the model proposed in chapter 2 is utilized to demonstrate the feasibility of achieving well behaved interference patterns in the presence of strongly scattering obstacles. The main reason for analyzing such a simplified model with approximate high frequency techniques [17, 22, 81] is to determine if focusing deeply inside the rib cage is a feasible task or not. Failing to achieve such a goal makes the pattern synthesis process meaningless.

After demonstrating the feasibility of generating well behaved patterns inside the rib cage in Chapters 4 and 5, a more realistic geometrical model is proposed in Chapter 6. For this model, the computational formulation is carried out using the exact eigen solution (Neumann expansion for the fields within the computational domain). The eigen expansion of the domain fields [22, 39, 64, 71, 81] coupled with the boundary conditions are employed to predict ultrasonic fields in the interior of the rib cage and over the rib surfaces. This chapter also provides support for the feasibility of
achieving deep localized focusing with well behaved patterns within the domain of interest even with realistic modeling of the rib obstacles. Fields maps constructed using the model proposed in Chapter 6 are similar to those predicted by high frequency approaches introduced in Chapters 4 and 5. This shows the robustness of the employed synthesis and field prediction methods. Chapter 6 also demonstrates that tissue attenuation plays a key role in resulting interference patterns. Simply, higher attenuation values deteriorate the focusing scheme in addition to causing excessive heating at undesired locations. This restricts treatment frequency choices and/or the maximum penetration depth.

Therefore, in Chapter 7, an efficient treatment plan is proposed taking into account the attenuation factor and the depth of the tumor as well as the required power deposition level at the tumor location(s). Design curves relating the operating frequency and penetration depth to the heat deposition are generated for use in treatment planning. In addition, Chapter 7 discusses the effect of rib power minimization with the realistic modeling of the problem to conclude that rib power minimization which leads to a constrained optimization problem significantly reduces the power deposition over the rib surfaces. Finally, thesis contributions, conclusions and recommended future work are summarized in Chapter 8.
CHAPTER 2

Problem Geometry and Definitions

This chapter introduces the basic quantities and relations utilized to predict the behavior of acoustic fields when propagating through homogeneous media. It summarizes the boundary conditions associated with field propagation through inhomogeneous regions. After reviewing these principles, a geometrical model for field prediction is proposed. This model is simplified to a two dimensional one employed to test the feasibility of achieving highly focused beams in the presence of the rib cage. The simplified model is extensively utilized in Chapters 4 and 5 to compute the ultrasonic fields within the computational domain. Focusing definitions and parameters are introduced in this chapter as well. Finally, based on previous investigations [21, 34, 54], thermal dose computational analysis is presented to characterize the intensity, time and temperature effects when performing thermal coagulation of tissues.
2.1 Basic Relations

The acoustic or ultrasonic field behavior is governed by the following relations [41, 49, 61, 75],

\[
\nabla p(\vec{r}, t) = -\rho(\vec{r}) \frac{\partial \vec{u}(\vec{r}, t)}{\partial t} \tag{2.1}
\]

\[
\nabla \cdot \vec{u}(\vec{r}, t) = -\frac{1}{\rho(\vec{r})c^2(\vec{r})} \frac{\partial p(\vec{r}, t)}{\partial t}, \tag{2.2}
\]

where \(p(\vec{r}, t)\) is the sound pressure (scalar) at time \(t\) and location \(\vec{r}\) in \(\text{Newtons/m}^2\), \(\vec{u}(\vec{r}, t)\) is the particle velocity (vector) at the same time and space coordinates in \(\text{m/sec}\), \(\rho(\vec{r})\) is the medium density in \(\text{kg/m}^3\) and \(c(\vec{r})\) is the speed of acoustic waves (sound) at the location \(\vec{r}\) in \(\text{m/sec}\). It is more convenient to express both \(p\) and \(\vec{u}\) in terms of a scalar potential \(\phi\) which is the velocity potential in \(\text{m}^2/\text{sec}\). This potential is related to the basic acoustic quantities \(p\) and \(\vec{u}\) by the following equations [49, 75, 86],

\[
\vec{u}(\vec{r}, t) = \nabla \phi(\vec{r}, t) \tag{2.3}
\]

\[
p(\vec{r}, t) = -\rho(\vec{r}) \frac{\partial \phi(\vec{r}, t)}{\partial t}. \tag{2.4}
\]

For steady state harmonic time variation with \(e^{j\omega t}\) time dependence assumed and suppressed, the wave equation for \(\phi\) can be written in the following standard form [41, 86],

\[
\nabla \cdot (\nabla \phi(\vec{r})) + \gamma^2(\vec{r}) \phi(\vec{r}) = x_s(\vec{r}), \tag{2.5}
\]

where \(\phi(\vec{r})\) is the velocity potential at point \(\vec{r}\) and \(\gamma\) is the complex propagation constant. The source term \(x_s(\vec{r})\) denotes the source amplitude distribution in \(\text{sec}^{-1}\).
In conjunction with (2.1) to (2.5), the appropriate boundary conditions required for a unique solution of \( \phi \) are also introduced. These boundary relations describe the behavior of acoustic waves at interfaces between different media [41, 61, 75] and at the boundaries of the domain. The boundary conditions imply the following:

- Continuity of pressure across the boundary separating the two media. Therefore, for an interface separating two media, for example 1 and 2, the boundary condition for the acoustic pressure is

\[
p_1 - p_2 = 0, \tag{2.6}
\]

where \( p_1 \) and \( p_2 \) are the interface pressures in medium 1 and 2, respectively.

- Continuity of the normal component of the particle velocity across the boundary between two media. Therefore, the boundary conditions for the acoustic particle velocity is given by

\[
\hat{n} \cdot (\vec{u}_1 - \vec{u}_2) = 0, \tag{2.7}
\]

where \( \hat{n} \) is the unit normal vector outwardly directed from medium 1 and \( \vec{u}_1 \) and \( \vec{u}_2 \) are the interface particle velocities in medium 1 and 2, respectively.

The general solution of (2.5) is given by the following integral form [17, 86],

\[
\phi(\vec{r}) = \int_{V'} x_s(\vec{r}'')g_f(\vec{r}|\vec{r}'')dV' - \oint_{S'} \left[ g_f(\vec{r}|\vec{r}'')(\hat{n}' \cdot \nabla' \phi(\vec{r}'')) - \phi(\vec{r}'')(\hat{n}' \cdot \nabla' g_f(\vec{r}|\vec{r}'')) \right] dS', \tag{2.8}
\]

where \( g_f(\vec{r}|\vec{r}'') \) is the appropriate space Green’s function. By definition, \( g_f(\vec{r}|\vec{r}'') \) represents the field at a distance \(|\vec{r} - \vec{r}'|\) from a unit source located at \( \vec{r}' \). Under the
surface integral, $\phi(\vec{r}')$ is the total ultrasound field on the surface $S'$ which encloses the volume $V'$ and $\hat{n}'$ is the unit normal vector outwardly directed from $S'$. For sources in homogeneous media, $S'$ can be allowed to go to infinity and be eliminated from (2.8). Alternatively, the surface integral is used when the sources are not known explicitly and instead the field is given over the surface $S'$ as will be seen later.

The time average intensity vector (in Watts/m²) of an acoustic wave is defined by [75, 86],

$$\vec{I}_{av}(\vec{r}) = \frac{1}{2} \text{Real}\{ p(\vec{r}) \ u^*(\vec{r}) \}, \quad (2.9)$$

where the asterisk denotes complex conjugation and \text{Real} implies the real part. When the time average intensity vector is integrated over the surface $S$, the time average acoustic power in Watts is determined from

$$P_{av} = \int_S \vec{I}_{av}(\vec{r}) \cdot d\vec{S}, \quad (2.10)$$

where $d\vec{S}$ is an infinitesimal element of the surface $S$ and $P_{av}$ is the time average acoustic power in Watts.

**2.2 Problem Description and modeling**

Figure 2.1 shows the suggested geometrical model for the problem at hand and it also displays a general structure of the feed array utilized in focusing. As shown, a large portion of the liver is located inside the rib cage below the ribs which are considered to be strongly scattering inhomogeneities for the ultrasound waves. A water layer (bolus) is typically placed between the human body and the array for
<table>
<thead>
<tr>
<th>Tissue</th>
<th>Attenuation (N_p/(cm \ MHz))</th>
<th>Speed of Sound (m/sec)</th>
<th>Specific Impedence (gm/(cm^2\ sec) \times 10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood</td>
<td>0.017</td>
<td>1570</td>
<td>1.62</td>
</tr>
<tr>
<td>Bone</td>
<td>1.64</td>
<td>3183</td>
<td>4.8</td>
</tr>
<tr>
<td>Fat (subcutaneous)</td>
<td>0.07</td>
<td>1478</td>
<td>NA</td>
</tr>
<tr>
<td>Fat (peritoneal)</td>
<td>0.24</td>
<td>1490</td>
<td>NA</td>
</tr>
<tr>
<td>Heart</td>
<td>0.23</td>
<td>1571</td>
<td>1.64</td>
</tr>
<tr>
<td>Liver</td>
<td>0.135</td>
<td>1604</td>
<td>1.63</td>
</tr>
<tr>
<td>Skin</td>
<td>0.197</td>
<td>1720</td>
<td>1.59</td>
</tr>
</tbody>
</table>

Table 2.1: Acoustic properties of different tissues.

coupling purposes. Directly below the ribs, a fat layer exists above the viscera layer and the liver.

For non-invasive treatments, the goal is to compute the excitation of the feed array so that highly localized foci are generated at the target (tumor) location without excessive heating at undesired locations. A second goal as part of the design process is to keep acceptable (minimum) intensity levels over the ribs to minimize the possibility of excessive heating in bones. The thermal conductivity of the bones is significantly higher than that of the soft tissues (four to seven times higher) [52, 53]. Therefore, for the same intensity level, temperature increase in the bones is considerably higher than that in soft tissues (such as skin, fat, viscera and liver).

For the HIFU frequency ranges, the properties of the biological layers of the human
body are presented in Table 2.1. These properties depend on several parameters such as the person age and the laboratory measurements. A careful examination of Table 2.1 indicates that the specific acoustic impedance for the skin, fat, viscera and liver are so close that the propagation medium can be approximated by a homogeneous one (except for the ribs). Layer attenuation varies from water which is almost lossless to fat and liver tissues which are characterized by relatively high losses. Based on previous investigations and tests [26, 53, 54], the effective or average attenuation for soft biological tissues could be assumed to be 1 dB/(cm MHz) which corresponds 0.115 Np/(cm MHz).

For the frequency ranges utilized for HIFU treatments, the operating wavelength in water and soft tissue layers is at most 3 mm (since the lower range for the desired treatment is around 500 kHz). The ribs tend to be cylindrical in shape with elliptical cross section. For an average person, the major and minor diameter of each rib are around 1.8 cm and 1.5 cm, respectively while the intercostal spacing between two adjacent ribs is about 2 cm. The ribs average depth in the axial direction is around 15 cm which is much larger than operating wavelength. This simplifies the three dimensional model shown in Figure 2.1 to a two dimensional one as shown in Figure 2.2. As displayed in Figure 2.2, the feed array is assumed linear with elements radiating in a water layer (bolus) which is placed over the rib cage. The ribs are assumed to be thin, solid and non-vibrating plates placed in the y = 0 plane.
Figure 2.1: Schematic description for the geometrical features of the problem at hand.
Figure 2.2: Simplified two dimensional model of the problem at hand.
Figure 2.3: Focusing mechanism.

\[ f \text{ number} = \frac{F}{D} \]
2.3 Focusing Definitions

Phased arrays are multiple transducer mechanisms that consist of similar elements with certain spatial adjustment [3, 32, 76]. Each element is assumed to be fed or driven by a separate source or signal. This feed generates a certain amplitude and a specific phase at each element. Phased arrays are utilized to improve the power handling capability of a certain system or to achieve a specific type of beam forming or directivity [3, 32]. By changing the feed excitation mechanism of each element, the radiation characteristics change. In general, for each array element, the amplitude and phase of the driving signal can be changed in order to achieve desired field pattern specifications.

For a phased array, focusing is achieved by driving the array elements with signals shifted with respect to each other in such a way that the individual beams from the array elements add constructively at the desired focal point. Figure 2.3 shows a generic focusing structure with aperture size $D$ and focal spot distant $F$ from the surface. The dimensions of the focal point in the longitudinal and transverse directions are denoted by $\Delta l$ and $\Delta w$, respectively and given by [26],

$$\Delta l = K_1 \lambda \left( \frac{F}{D} \right)^2,$$

(2.11)

and

$$\Delta w = K_2 \lambda \frac{F}{D},$$

(2.12)

where $\lambda$ is the wavelength and $K_1$ and $K_2$ are constants determined by the geometry of the focusing structure. The ratio $\frac{F}{D}$ is called the $f$ number of the array and it is
less than unity for typical hyperthermia transducers.

The basic terms and definitions that are frequently used when dealing with focusing ultrasonic waves using phased arrays are as follows:

• The spatial-peak temporal-average intensity at the focus of a radiating source (time harmonic variation) is given by

\[
I_{SPTA} = \frac{p^*(\hat{r}_f) p(\hat{r}_f) \tau}{2 \rho c T},
\]

where \( \hat{r}_f \) defines the focal point location relative to the source, \( \tau \) and \( T \) are the duty cycle and the period of the gating function, respectively and \( p \) is the complex acoustic pressure.

• The spatial-peak pulse-average intensity at the focus when the source is driven by a periodically gated sinusoid is

\[
I_{SPPA} = \frac{p^*(\hat{r}_f) p(\hat{r}_f)}{2 \rho c},
\]

where the average is taken over the pulse duration. Therefore, the time average intensity is related to the pulse average intensity by the following relation

\[
I_{SPTA} = \frac{\tau I_{SPPA}}{T},
\]

• The spatial-average time-average intensity, \( I_{SATA} \), of a beam is the time average acoustical signal averaged over the effective cross section of the beam (defined by the 6-dB lateral dimensions).

• The spatial-peak temporal-peak intensity, \( I_{SPTP} \) is the highest peak value of the
instantaneous intensity at a spatial peak. It is given by

\[ I_{SPTP} = \frac{p_m^2}{\rho c}, \tag{2.16} \]

where \( p_m \) is the maximum instantaneous pressure.

- The \textit{intensity gain} at the focal point of a transducer is given by

\[ G = \frac{I_{SPTA}}{I_{SATAT}}, \tag{2.17} \]

where \( I_{SATAT} \) is the spatial-average time-average intensity over the transducer surface. A general formula for the intensity gain of a focused transducer is given by

\[ G = K_3 \frac{D^2}{\lambda F}, \tag{2.18} \]

where \( K_3 \) is a constant determined by the geometrical features of the focusing system.

- The \textit{array excitation efficiency} for a phased array consisting of \( K \) elements driven independently by time harmonic signals is given by

\[ \eta_A = \frac{\langle \bar{u}, \bar{u} \rangle}{K|u_{max}|^2} \times 100, \tag{2.19} \]

where \( \bar{u} \) is the array excitation vector consisting of \( K \) complex numbers \( \bar{u} = [\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_K]^T \), \( |u_{max}| \) is the maximum amplitude particle velocity at the surface of the array and \( \langle \ldots \rangle \) defines the inner product of two complex column vectors. Therefore, the array excitation efficiency is a measure of the amplitude (velocity) distribution uniformity over the feed array. The array efficiency is
higher when the amplitude distribution is more uniform and becomes unity for a uniformly fed array. The array excitation efficiency is of increasing importance when dealing with limited power handling capability.

2.4 Thermal Dose Computations

The concept of thermal dose, while not completely developed, has been accepted by most hyperthermia practitioners. It has been verified experimentally that the lesion size and shape is determined by the thermal dose parameter of equivalent minutes at 43°C, defined as

\[ T_{43}(\vec{r}, t) = \int_0^t R^{T(\vec{r}, r)-43} d\tau, \quad (2.20) \]

where \( T \) is the temperature in °C, \( t \) is the time in minutes, \( \vec{r} \) is a vector representing the coordinate system of the region of interest and \( R \) is an empirically determined constant. It should be noted that (2.20) is derived from cell survival rates at different temperatures [67]. An important implication of (2.20) is that the same desired therapeutic end-point (e.g., coagulation necrosis) can be reached by maintaining tissue temperature at 43°C for 120 minutes or, alternatively, maintaining tissue temperature at 55°C for 2 seconds. These two alternatives are equivalent for non-localized heating of non-perfused tissue, however, they differ greatly when localized heating of perfused tissue is considered. In case of long duration heating, heterogeneous blood perfusion and the thermal conductivity of the tissue complicate the requirements of temperature control algorithms, even with the most advanced applicators. On the other hand, short duration heating causes thermal coagulation before blood perfusion and con-
duction begin to affect the heating pattern. In the latter case, the temperature control problem is reduced to a pattern synthesis problem. This significantly simplifies the therapeutic procedure to achieve the desired end-point. This conclusion is based on the theoretical analysis of the transient bioheat transfer equation (BHTE) which has the following form

\[
\rho C \frac{\partial T}{\partial t} = \nabla \cdot (K \nabla T) - w_b C_b (T - T_a) + Q, \tag{2.21}
\]

where \( T \) is the tissue temperature and it is mainly a function of the position \( \vec{r} \) and the time \( t \). The parameter \( T_a \) represents the blood temperature, \( \rho \) is the tissue density, \( C \) is the tissue heat capacity. In this equation, \( K, w_b \) and \( C_b \) are tissue conductivity, blood perfusion rate and, blood heat capacity, respectively. The excitation term \( Q \) in this equation accounts for the external heating by the incoming ultrasonic waves.

In spite of its limitations, especially in accounting for blood perfusion, (2.21) has been generally accepted as a model for tissue temperature response to heating fields [26, 74, 79]. In [26], extensive simulations with the BHTE were performed and compared to both in-vitro and in-vivo experimental data. The results encouraged the use of the BHTE for both prediction and control of the temperature response to localized heating patterns in tissue media.

Significant amount of work has been done to determine the thermal and cavitation thresholds required for thermal coagulation of biological tissues. The tests were performed in exposed organs of small animals and the results indicate that thermal coagulation of tissue occurs according to a well-defined intensity exposure relationship
where $I$ is the intensity in $Watts/cm^2$, $T_e$ is the exposure time in seconds and $C_o$ is a constant that depends on the tissue type [21, 34, 54]. In [34], Frizzell published \textit{in-vivo} data supporting this model for values of $T_e$ is in the range from 0.1 to 10 seconds. In his experiment, intensity thresholds for thermal coagulation were compared for cat liver, rabbit liver and cat brain \textit{in-vivo} for exposure times or pulse durations ranging from .001 second to 35 seconds. The following observations can be made from his work:

1. Thresholds for liver damage were the same for both cats and rabbits.

2. For $T_e < 0.1 \text{ sec}$, intensity thresholds were higher than those predicted by (2.22).

   This may be due to the change in the coagulation mechanism from transient to mechanical (transient cavitation).

3. For $T_e > 10 \text{ sec}$, intensity thresholds were lower than those predicted by (2.22) and this may be due to the blood perfusion effects.

4. For $0.3 < T_e < 10 \text{ sec}$, the constant $C_o$ was 460 $Watts \text{ sec}^5/cm^2$ for the liver and 200 $Watts \text{ sec}^5/cm^2$ for the brain. Therefore, different types of tissue will have different threshold values.

Figure 2.4 illustrates the agreement between the simulation results of the lesion formation threshold based on the solution of (2.21) and the experimental results using
Figure 2.4: Simulation results of the threshold for lesion formation based on (2.20) clearly demonstrating its agreement with the experimental intensity-duration formula given in 2.22.
This agreement exists for exposure durations between 1 and 10 seconds. In addition, this agreement is almost independent of the specific value of the blood perfusion.

Therefore, if ultrasonic power deposition is controlled for a specified time duration (1 - 10 seconds) at a given (deep) location inside the tissue, then thermal necrosis will occur at all points within the volume reaching the intensity threshold given by (2.22).

2.5 Discussion and Conclusions

This chapter is an introduction to the basic acoustic relations, model parameters and focusing definitions. The geometrical model of the problem at hand was presented in this chapter along with its ultrasonic tissue properties. The chapter also introduced a less complicated model that will be extensively utilized to evaluate if focusing through strongly scattering obstacles is feasible. The ultrasonic properties of the soft tissues enhanced the approximation of homogeneous propagation medium (except for the ribs).

Also, in this chapter, the good agreement between empirical and theoretical thermal dose computations indicate that focusing high intensity beams to certain tissues will increase the localized intensity and thus achieve thermal necrosis required for lesion formation. Therefore, keeping the temperature within a specific volume at therapeutic levels for short amounts of times (few seconds) is the basic idea for performing HIFU treatment for this type of tissue. To achieve this task, the beam has to
be focused precisely, making the cancer treatment problem equivalent to a focusing or beam forming problem. Thus, the problem of synthesizing temperature heating patterns is converted to a field pattern synthesis problem which is considered and addressed in all subsequent chapters. Before addressing the field pattern synthesis problem in the presence of the rib cage, it is more convenient to carefully study a simpler problem involving focusing ultrasonic beams in homogeneous media (free of any strongly scattering inhomogeneities). This will be addressed and implemented in the following chapter.
CHAPTER 3

Focusing in Homogeneous Media

In this chapter, ultrasonic focusing in uniform homogeneous media using phased arrays is discussed. Focusing in such media is considered since it represents an ideal application for HIFU. Thus, the resulting focusing scheme may be utilized as a basis for comparing results in the subsequent chapters when the ribs are considered. As concluded in Chapter 1, high frequency ray techniques [15, 17, 22, 39, 64, 71, 81] are employed to analyze the computational model. The basic synthesis techniques and algorithms are introduced, implemented and discussed in this chapter. Specifically, the pseudo-inverse (PI) pattern synthesis technique presented in [26, 27, 29, 30, 38] is proposed as an efficient synthesis modality. This synthesis approach is briefly discussed since it will be employed in subsequent chapters. Several computational examples representing single and multiple focusing schemes are simulated and discussed at the end of the chapter.
3.1 Formulation

Figure 3.1 demonstrates a schematic description of the focusing mechanism in homogeneous medium. As shown in this figure, a focusing array/aperture is employed to focus the ultrasonic beams inside a homogeneous medium. If the homogeneous medium is assumed to have ultrasonic characteristics similar to that of the water and according to the operating wavelength (less than 3 mm) for HIFU treatments, the model presented in Figure 3.1 can be simply reduced to the two dimensional one shown in Figure 3.2. This simplification is valid if the feed structure has cylindrical shape. That is, the array depth is much larger than the operating wavelength. With the elements in the form of cylindrical line sources, the problem will be equivalent to an array of line sources radiating in a homogeneous medium as shown in Figure 3.2.

For the geometry shown in Figure 3.1, the radiated velocity potential from the feed aperture in the homogeneous region (under the aperture) is obtained by considering the first term of (2.8), that is

$$\phi(\vec{r}) = \int_{S'} u_s(\vec{r}') g_f(\vec{r}|\vec{r}') dS', \quad (3.1)$$

where $\vec{r}'$ and $\vec{r}$ are the location of the source and field points, respectively and $u_s(\vec{r}')$ is the normal velocity source distribution at $\vec{r}'$. As previously mentioned, $g_f(\vec{r}|\vec{r}')$ defines the Green’s function which gives the field at $\vec{r}$ when a unity source is placed at $\vec{r}'$. Discretizing $u_s$ in (3.1) into $K$ segments converts the integration in (3.1) into a summation over the aperture segments. Thus, the velocity potential can be written
Figure 3.1: Schematic modeling of the focusing mechanism in homogeneous medium.
Figure 3.2: Two dimensional modeling of the focusing mechanism in homogeneous medium.
as

$$\phi(\mathbf{r}_m) = \sum_{k=1}^{K} \bar{u}_k \int_{S_k} g_f(\mathbf{r}_m | \mathbf{r}_k) dS_k,$$

(3.2)

where $\bar{u}_k$ is the complex excitation or feed value of the $k^{th}$ segment located at $\mathbf{r}_k$ while $\mathbf{r}_m$ is the $m^{th}$ field point location. Also, $g_f(\mathbf{r}_m | \mathbf{r}_k)$ is the appropriate Green's function which gives the field at $\mathbf{r}_m$ when a unity source is placed at $\mathbf{r}_k$. Alternatively, (3.2) can be written in the following form

$$\Phi = H \mathbf{u},$$

(3.3)

where $\mathbf{u}$ is the the complex excitation vector of the feed array of length $K$. The $k^{th}$ element of this vector is equal to $u_k e^{j\theta_k}$, where $u_k$ and $\theta_k$ are the relative feed magnitude and phase of this element, respectively. In this formulation, the matrix $H$ represents the transfer or propagation operator from the aperture surface to the field point and its entries are given by

$$H(m, k) = \int_{S_k} g_f(\mathbf{r}_m | \mathbf{r}_k) dS_k.$$

(3.4)

Therefore, if the excitation vector as well as the field (control) points are specified, the corresponding complex velocity potential can be directly obtained from (3.3) and (3.4). However, in the synthesis process, the complex pressure vector or the velocity potential vector is specified over a set of field or control points and the array/aperture that achieves the desired levels at the prespecified locations is computed. Also, this array should minimize the power deposition elsewhere in the system. For example, for a given set of $M$ control points, the complex control field (pressure) vector $\Phi_c$ is specified and the array with an excitation vector $\mathbf{u}$ that minimizes $||\Phi_c - H \mathbf{u}||^2$ is
computed by finding the complex excitation vector $\mathbf{u}$. If $M$ is less than $K$, (3.3) will be representing an underdetermined system of equations. To deal with such systems, a singular value decomposition technique [38] is utilized as in [15, 26] to solve this system based on a minimum-norm least-square solution for (3.3). This solution is given by [29, 31],

$$
\mathbf{u} = \mathbf{H}^{\text{pi}} \Phi_c,
$$

(3.5)

where $\mathbf{H}^{\text{pi}}$ is the pseudo-inverse (PI) of $\mathbf{H}$ and it is given by [26, 56],

$$
\mathbf{H}^{\text{pi}} = \mathbf{H}^* (\mathbf{H} \mathbf{H}^*)^{-1},
$$

(3.6)

where the superscripts $*$ and $t$ denote matrix conjugation and transpose, respectively. More details about the Pseudo-inverse (PI) minimum-norm least-squares solution are given in Appendix A. The minimum-norm least-squares synthesis is utilized here and in all subsequent chapters of the thesis because of its following advantages [26, 27]:

1. The minimum-norm least-square solution guarantees the exact power deposition at the prespecified control points. This allows for a precise and explicit control of the heating patterns especially at the control locations which are the tumor location(s) and any other points where the power deposition is controlled [5, 7, 13, 15].

2. The field intensity or pressure distribution produced by the PI solution tends to concentrate (deposit) the energy around the control points and thus minimum energy deposition is observed at other locations. The applicability of the
pseudo-inverse synthesis technique to generate efficient focusing schemes has been demonstrated in [6, 14, 26].

3. The PI solution allows for optimization of several quantities such as the intensity gain at the control points and the array excitation efficiency [26, 27, 29].

3.2 Computational Example

Having presented the theoretical formulation for the synthesis technique, the two dimensional model shown in Figure 3.2 is considered. As shown, an array of \( K \) line sources or infinite cylinders is placed on the top of a homogeneous medium occupying the region \((y > 0)\). Assuming that the \( k^{th} \) array line source is located at \((x_k, y_k)\), the velocity potential due to this element at a distance \( r \) with coordinates \((x, y)\) will be given by the following equation [86],

\[
\phi_{ls} = \frac{U_o \cdot H_o^{(2)}(-j\gamma r)}{j\gamma H_1^{(2)}(-j\gamma a)} F(\psi), \quad r > a,
\]

where \( a \) is the radius of the vibrating line source or array element, \( U_o \) is the maximum amplitude velocity at the surface of the transducers. In this equation, \( H_o^{(2)}(-j\gamma a) \) and \( H_1^{(2)}(-j\gamma a) \) are the zero and first order Hankel functions of the second kind, respectively. It should be noted that contour integration was used to determine the reference velocity potential at the surface of the vibrating cylinder. The function \( F(\psi) \) represents a general form of the element directivity function and it can be assumed as the conventional \( \text{sinc} \) function for the case of line source excitation. Finally, the
propagation factor $\gamma$ is given by [42],

$$\gamma = \alpha + j\beta,$$  \hspace{1cm} (3.8)

where $\alpha$ represents the attenuation factor of the ultrasonic waves in the medium in $Np/m$ and $\beta$ is the corresponding phase factor in $rad/m$. For our application, the primary line sources are placed several wavelengths away from the field (control) points and thus the large argument approximation of the Hankel function may be used to rewrite (3.7) as

$$\phi_{ls} = -\phi_o \frac{e^{-\gamma r}}{\sqrt{\gamma r}} F(\psi),$$  \hspace{1cm} (3.9)

with

$$\phi_o = \frac{-U_o \sqrt{2}}{\gamma H^{(2)}_1(-j\gamma a) \sqrt{\pi}},$$  \hspace{1cm} (3.10)

where $r$ is the distance between the source and field points. The total field at the $m^{th}$ arbitrary point $(x_m, y_m)$ in the far zone is computed by adding the contributions of all the array elements at the specified location. This gives

$$\phi(r) = \sum_{k=1}^{K} \phi_{ls}(r_{km}),$$  \hspace{1cm} (3.11)

where $r_{km}$ is the distance between the $m^{th}$ field point and the $k^{th}$ array element, given by

$$r_{km} = \sqrt{(x_k - x_m)^2 + (y_k - y_m)^2}.$$  \hspace{1cm} (3.12)

Substituting (3.7), (3.9) and (3.10) into (3.11), the field at the $m^{th}$ test point when the $k^{th}$ element of the linear array is driven by the complex excitation $u_k e^{j\theta_k}$ is
obtained. This field is expressed as

\[ \phi(r_m) = -\phi_0 \sum_{k=1}^{K} u_k e^{i\theta_k} e^{-\gamma r_{km}} \frac{F}{\sqrt{\gamma r_{km}}} \left( \tan^{-1} \frac{x_m - x_k}{y_m - y_k} \right) \]. \hspace{1cm} (3.13)

In matrix form, (3.13) can be expressed as

\[ \Phi = H u, \] \hspace{1cm} (3.14)

where \( u \) is the array excitation vector with length \( K \) and its \( k^{th} \) complex element equals \( u_k e^{i\theta_k} \) where \( u_k \) and \( \theta_k \) are the relative velocity amplitude and phase of the \( k^{th} \) array element, respectively. The general entry of the matrix \( H \) is given by

\[ H(m, k) = -\phi_0 \frac{e^{-\gamma r_{km}}}{\sqrt{\gamma r_{km}}} \frac{F}{\sqrt{\gamma r_{km}}} \left( \tan^{-1} \frac{x_m - x_k}{y_m - y_k} \right). \] \hspace{1cm} (3.15)

Next, the synthesis problem is carried out by defining a set of \( M \) control points and the corresponding complex potential or intensity value at each one. In this process, the matrix operator at each point is computed according to (3.15) and thus the complex excitation vector \( u \) of the feed array is obtained using the PI approach. After computing the feed array, the field map in the homogeneous medium is reconstructed using (3.10) to (3.13) to check the performance of the synthesis algorithm.

### 3.3 Numerical Simulations

In this section, the developed approach is validated by considering several computational examples. In the simulation examples presented in this chapter and the following ones, the problem geometry, dimensions, array shape, elements, operating conditions, and layer parameters are kept the same for comparison purposes. In Chapters 3, 4 and 5, the following assumptions are employed:
- The simplest linear array is utilized for testing and validating the suggested computational and synthesis approaches. This array can be considered as a reference array or aperture. Several studies [26, 68, 70, 80, 85] discussed the effects of the array shape, elements and dimensions on the focusing scheme. Also, most of these studies optimally selected these parameters for different focusing schemes and applications.

- Optimization of driving signal distribution (excitation of the feed array) or maximization for the intensity gain at the focal spots when focusing in homogeneous media were previously studied [26, 27] and are not addressed here.

In the computational examples, a 240 element linear array with $\lambda/2$ uniform interelement separation was utilized. The operating frequency is 500 kHz which corresponds to a 3 mm operating wavelength in the homogeneous medium (based on a speed of sound of 1500 m/sec). In the following subsections, two types of focusing schemes are simulated, implemented and discussed. The first deals with single focus scheme while the second considers multiple focus schemes. For the single focus case, it is required to create a single spot with a prespecified complex pressure value or intensity level at a desired location inside the tissue or the medium. In multiple focus schemes, more than one location are selected and the feed array has to deposit prespecified levels at their locations. In all numerical simulations considered in this chapter, the following steps are carried out to validate the suggested synthesis approach [26, 27]:

- The control locations and the corresponding velocity potential vector $\Phi_c$ are
specified. It should be noted that the complex pressure is related to the corresponding velocity potential by (2.4).

• Based on linear array excitation with array elements in the form of line sources, the matrix operator $H$ is calculated according to (3.15).

• Using (3.5) and (3.6), the complex excitation vector of the feed array is obtained based on the PI synthesis technique [27, 26]. Thus, amplitude and phase distributions over the feed array elements may be computed.

### 3.3.1 Single Focus Pattern Synthesis

In this section, single focus pattern synthesis is implemented and tested for the problem described in Figure 3.2. The focus intensity and its location are chosen arbitrarily. Let us consider focusing at a desired location with the coordinates (120 mm, 150 mm) which is equivalent to (40 $\lambda$, 50 $\lambda$) at 500 kHz, where $\lambda$ is the operating acoustic wavelength. The focal intensity is selected to be unity (normalized). The simulation results are demonstrated in Figures 3.3 to 3.6. From these figures, the following can be deduced:

• The complex excitation vector of the feed array is obtained and plotted in Figure 3.3. This figure shows that PI synthesis yields a nearly uniform fed array (phase synthesis only). This was expected because all array elements have direct access to the focal point. Because of the nearly uniform amplitude distribution over the feed array elements, the array excitation efficiency for this case is around 89.95 %.
• Figures 3.4 and 3.5 show a two dimensional intensity pattern and a focal plane intensity cut, respectively. Both figures indicate that, at the control point location, the specified intensity level is exactly fulfilled. This is an important feature of the PI synthesis and was discussed briefly in [7, 13, 15, 26, 70]. They also indicate that the synthesis pattern algorithm tends to concentrate (deposit) the power at the control location keeping minimal power deposition elsewhere.

• Figure 3.6 shows a 25 % contour plot in the intensity pattern. It clearly shows that the desired focus is precisely fulfilled in both magnitude and location. It also shows that the synthesis process yielded significantly low interference patterns outside the focus location. This also justifies the fact that the PI pattern synthesis deposits the energy at the prespecified control locations

3.3.2 Multiple Focus Pattern Synthesis

Having demonstrated the idea of single focus pattern synthesis, multiple focus pattern synthesis is now considered to demonstrate the capability of the PI technique to generate efficient multiple focus schemes. In this case, a set of control locations is specified along with the corresponding complex velocity potentials. The following multiple focus examples are considered and simulated:

1. **Two foci synthesis:**

Both foci have unity intensity and are located at (60 \( mm \), 165 \( mm \)) and (180 \( mm \), 135 \( mm \)) or (20 \( \lambda \), 55 \( \lambda \)) and (60 \( \lambda \), 45 \( \lambda \)), respectively. The simulation results are displayed in Figures 3.7 to 3.10. From these figures, the following
Figure 3.3: Complex excitation vector of the feed array (single focus).
Figure 3.4: Two dimensional intensity pattern (single focus).
Figure 3.5: Focal plane cut in the intensity pattern (single focus).
Figure 3.6: Contour plot based on 25% contours in the intensity pattern (single focus).
can be deduced:

- The complex excitation vector of the feed array shown in Figure 3.7 indicates that the uniform nature of the feed amplitude over array elements no longer exists since the feed array has to deposit specific power levels simultaneously at two different locations. This non uniformity in the feed amplitude distribution can be deduced by observing the degradation in the array efficiency from 89.95 % for the single focus case to 45.72 % for the two foci one.

- Figures 3.8 and 3.9 show a two dimensional intensity pattern and focal plane cut in this pattern. Both figures clearly demonstrate that the two foci are recovered with a great accuracy in both level and location. This is also apparent from the 25 % contour plot shown in Figures 3.10.

- Figures 3.8, 3.9 and 3.10 still prove that well behaved interference patterns are generated within the computational domain. However, compared with the single focus example, a degradation in the interference patterns is observed in the two foci scheme.

2. Four foci synthesis:

The four foci have also equal unity intensity and are located at (60 mm, 120 mm), (60 mm, 150 mm), (180 mm, 120 mm) and (180 mm, 150 mm) or (20 λ, 40 λ), (20 λ, 50 λ), (60 λ, 40 λ) and (60 λ, 50 λ), respectively. The results of the four foci numerical simulation are presented in Figures 3.11 to
3.14. The following can be concluded after analyzing the results presented in these figures:

- The complex excitation vector of the feed array shown in Figure 3.11 indicate that the dynamic range of the excitation vector increases compared to the previous example concurrently with significant degradation in the array efficiency which is approximately 27.26 % for this example. The increase of the dynamic range is related to the increased number of foci and the need to deposit more energy at more locations. Regarding the degradation in the array excitation efficiency, it was concluded before that increasing the number of foci leads to more deterioration in the array amplitude distribution.

- Figure 3.12 and 3.13 show a two dimensional intensity pattern and focal plane intensity cut. Both Figures indicate that still four clear foci can be observed in the homogeneous medium. However, there is a significant deterioration in the interference patterns inside the homogeneous region or at the focal plane.

- Figure 3.14 which shows a 25 % contour plot also illustrates the deterioration in the interference patterns compared with the single and double focus examples.

3. Six foci synthesis:

The six foci have unity intensity and are located at (60 mm, 120 mm), (60 mm, 150 mm), (120 mm, 120 mm), (120 mm, 150 mm), (180 mm, 120 mm) and
(180 mm, 150 mm) or (20 λ, 40 λ), (20 λ, 50 λ), (40 λ, 40 λ), (40 λ, 50 λ),
(60 λ, 40 λ) and (60 λ, 50 λ), respectively. The simulation results are displayed
in Figures 3.15 to 3.18 and the following can be deduced:

- The complex excitation vector of the feed array shown in Figure 3.15,
  indicating that higher amplitude and phase variations are observed over
  the aperture plane. The array efficiency becomes 20.98 % for the six foci
  case.

- The two dimensional intensity pattern shown in Figure 3.16 and the focal
  plane intensity cut shown in Figure 3.17 indicate that higher interference
  patterns are observed compared with the previous simulations. The degra-
  dation in the interference patterns is expected due to the increase in num-
  ber of foci. However, from these two figures, still the foci are recovered
  with excellent precision in both level and location.

- The 25 % contour plot shown in Figure 3.18 indicates a significant degra-
  dation in the interference patterns compared with the previous cases.

3.4 Discussion and Conclusions

This chapter presented the computational and synthesis formulation for the prob-
lem of focusing in homogeneous media. The simplest feed array was considered and
the pattern was synthesized using the PI approach presented in [5, 15, 26, 27]. After
constructing the field maps in the lower half space of the feed array and according to
Figure 3.7: Complex excitation vector of the feed array (two foci).
Figure 3.8: Two dimensional intensity pattern (two foci).
Figure 3.9: Focal plane cuts in the intensity pattern (two foci).
Figure 3.10: Contour plot based on 25% contours in the intensity pattern (two foci).
Figure 3.11: Complex excitation vector of the feed array (four foci).
Figure 3.12: Two dimensional intensity pattern (four foci).
Figure 3.13: Focal plane cuts in the intensity pattern (four foci).
Figure 3.14: Contour plot based on 25% contours in the intensity pattern (four foci).
Figure 3.15: Complex excitation vector of the feed array (six foci).
Figure 3.16: Two dimensional intensity pattern (six foci).
Figure 3.17: Focal plane cuts in the intensity pattern (six foci).
Figure 3.18: Contour plot based on 25% contours in the intensity pattern (six foci).
the data presented in Figures 3.3 to 3.18, the following may be concluded:

1. In all of the presented examples, well behaved interference patterns were observed in the region of interest. This is due to the fact that the PI technique deposits the power at the prespecified foci locations with minimal power deposition elsewhere.

2. For both single and multiple focusing pattern synthesis, the complex pressures or the intensity levels were achieved with an excellent accuracy in both value and location. This is also an essential feature of the PI algorithm.

3. As the number of foci increases, array excitation efficiency defined by (2.19) tends to decrease due to the high amplitude fluctuations over the feed array elements. Also, higher interference patterns are observed since the feed array deposits certain intensity levels at different locations. The corresponding values of these parameters as a function of the number of foci are tabulated in Table 3.1.

4. With the increase in the number of foci, the total power at the surface of the phased array increases. This can be deduced by calculating the power level at the array surface in each case.
<table>
<thead>
<tr>
<th>Number of Foci $M$</th>
<th>Array Excitation Efficiency $\eta_A %$</th>
<th>Control Point Gain $G(m)/G(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89.95</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>46.33</td>
<td>0.897</td>
</tr>
<tr>
<td>4</td>
<td>27.26</td>
<td>1.131</td>
</tr>
<tr>
<td>6</td>
<td>20.98</td>
<td>1.143</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison between different focusing schemes.
CHAPTER 4

Hybrid Ray Physical Optics (HRPO) Modeling

After presenting the application of phased array pattern synthesis techniques and their utilization in generating highly localized fields in homogeneous media, there is a need to include the ribs which are considered strongly scattering inhomogeneities. This complicates the computational as well as the synthesis processes. To address this problem, the computational formulation is first carried out. Then, phased array pattern synthesis techniques can be invoked to compute the feed array. As stated in Chapter 1, high frequency ray techniques [17, 22, 39, 64] are employed for modeling the propagation mechanism.

For computing ultrasonic fields at any location within the computational domain, a ray method is employed to propagate the ultrasonic fields from the feed array to the frontal plane of the rib cage. Then, the induced sources due to these fields are calculated along the intercostal spacings between the ribs. These sources are considered as the secondary sources for the region interior to the rib cage. Subsequently, the Physical Optics (PO) integration method [17, 64, 71] is employed to predict the
ultrasonic fields everywhere in the interior region of the rib cage. The feed array is computed using PI technique [15, 26, 27]. To validate the suggested approach, a real experiment was constructed to test a specific focusing scheme. Comparisons between computed and measured data were performed in order to validate the suggested computational approach. Several computational examples for single and multiple focus pattern synthesis are analyzed and discussed at the end of the chapter.

4.1 Computational Description and Formulation

Figure 4.1 represents a schematic diagram that describes the idea of the computational formulation employed for predicting ultrasonic fields in the presence of the rib cage. A hybrid methodology is considered for the simulation of this problem. The key steps of the suggested approach can be deduced from Figure 4.1 and summarized in the following points:

1. A ray method is used to calculate the fields over the sub-apertures (intercostal spacings between the ribs) with the feed elements of the array being uniform line sources. The ribs are assumed solid (hard) and are considered non-penetrable by the incoming ultrasonic beams.

2. The sub-aperture fields represent the excitation to the medium below the ribs. They are integrated over the sub-apertures using the PO technique which is sufficiently accurate for large apertures. The contributions of the sub-apertures are added to give the total field at any point in the medium below the ribs. Therefore, the above computational procedure will be referred to as the Hybrid
Figure 4.1: Computational description of the propagation mechanism.
Figure 4.2: Geometrical description of the propagation model.
Ray-Physical Optics (HRPO) technique.

3. The relation between the velocity potential and the array excitation vector is formulated in matrix form to employ the PI technique for pattern synthesis as indicated in Chapter 3 and in [15, 26, 27].

In formulating the problem at hand, continuous quantities in the upper region (above the rib plane) will be referred to with the subscript \( u \) and the corresponding discrete quantities with the subscript \( k \). Over the rib plane which includes both the solid rib and the intercostal spacings, continuous and discrete quantities are referred to as \( a \) and \( p \), respectively. Finally, for the lower region (below the ribs), continuous and discrete quantities will be referred to as \( d \) and \( m \), respectively.

Figure 4.2 demonstrates the geometrical distances and locations for the different field points that will be used in the computational formulation. Starting from (2.8), the velocity potential for a source radiating in homogeneous media is given by

\[
\phi(\vec{r}_u) = \int_{S'} u_s(\vec{r}_u')g_{fu}(\vec{r}_u|\vec{r}_u')dS',
\]

where \( \phi(\vec{r}_u) \) is the radiated velocity potential in \( \text{m}^2/\text{sec} \) at location \( \vec{r}_u \) from a unity source with normal velocity distribution \( u_s(\vec{r}_u') \) located at \( \vec{r}_u' \), \( g_{fu}(\vec{r}_u|\vec{r}_u') \) is the appropriate Green’s function and \( S' \) is the feed aperture surface area. Typically, the feed array is placed approximately at 5 \( \text{cm} \) above the rib plane. This distance is equivalent to 17 \( \lambda \) at 500 \( \text{kHz} \). Since the feed array is far away from the rib cage, the Green’s function can be approximated by the half space one.

As shown in Figure 4.2, the radiated fields will illuminate the tissue spacings between the solid ribs and hence induce secondary sources within the intercostal
The normal velocity distribution over the aperture rib plane is given by

$$u_a(\vec{r}_a') = \hat{n}' \cdot \nabla ' \phi(\vec{r}_a'), \quad (4.2)$$

where $\phi(\vec{r}_a')$ is the velocity potential at $\vec{r}_a'$ located within the sub-apertures or intercostal spacings between the ribs and $\hat{n}'$ is the unit normal to the sub-aperture surface.

Substituting from (4.1) into (4.2), the normal velocity distribution can be written as

$$u_a(\vec{r}_a') = \hat{n}' \cdot \left[ \nabla ' \left( \int_{S'} u_a(\vec{r}_u') g_{fu}(\vec{r}_a' | \vec{r}_u') dS' \right) \right]. \quad (4.3)$$

The sources, given in (4.3), excite the ultrasonic field in the lower region. The total velocity potential in the region interior to the rib cage due to these sources is calculated by using the aperture velocity distribution as the secondary source in the first term of (2.8) to give

$$\phi_d(\vec{r}_d) = \int_{S'_u} u_a(\vec{r}_a') g_{fd}(\vec{r}_d | \vec{r}_a') dS'_u, \quad (4.4)$$

where $\vec{r}_d$ is the field point location. It should be noted that (4.4) is in the context of the PO approximation. Replacing $u_a(\vec{r}_a')$ in (4.4) with its value from (4.3) results in

$$\phi_d(\vec{r}_d) = \int_{S'_u} \int_{S'} \left[ \hat{n}' \cdot \nabla ' \left( u_a(\vec{r}_u') g_{fu}(\vec{r}_a' | \vec{r}_u') \right) \right] g_{fd}(\vec{r}_d | \vec{r}_a') dS' dS'_u. \quad (4.5)$$

Discretizing the feed aperture to $K$ elements, each with uniform field (feed) distribution, the integration in (4.5) will be transformed to a summation over all the source segments. Thus, the discretized version of (4.5) can be written as

$$\phi_m = \sum_{k=1}^{K} u_k e^{j \theta_k} H(m, k), \quad (4.6)$$

where $u_k e^{j \theta_k}$ is the complex excitation velocity of the $k^{th}$ element of the discretized source which is the linear array in this case. As described in Chapter 3, $H(m, k)$ is
the effect of the $k^{th}$ element at the $m^{th}$ field point under the solid ribs and its general element $H(m,k)$ is given by

$$H(m,k) = \int_{S_a'} \hat{n}' \cdot \nabla' \left[ g_u(r_a') | r_a' \right] g_d(r_d | r_a') dS_a'. \quad (4.7)$$

In matrix form, (4.6) can be rewritten in the following compact form

$$\Phi_d = H u_u, \quad (4.8)$$

where $u_u$ is the complex excitation vector of the feed array with length $K$. As described in Chapter 3, the first step towards the patterns synthesis is performed by finding the excitation vector $u_u$ that generates the desired field pattern. The synthesis procedure will be described in the following section.

### 4.2 Computational Example

The problem of ultrasound field propagation through the intercostal spacings between the solid ribs and the surrounding tissue was approximated by the two dimensional model shown in Figure 4.3. As indicated in this figure, the rib cage was modeled as a planar strip array located at the interface of the bolus and tissue (simulated as a stratified medium). The feed array is located on top of the bolus (water) and although shown planar in Figure 4.3, this is not required in the formulation. The parameters of interest are:

- $K$ : total number of the elements in the linear array (feed array).
- $d$ : inter-element separation between array elements.
Figure 4.3: Two dimensional geometrical modeling of the problem.
• $u_k$: amplitude (driving amplitude) of the $k^{th}$ element of the array.

• $\theta_k$: phase shift (driving phase) of the $k^{th}$ element of the array.

• $y_k$: height of the $k^{th}$ element of the feed array over the rib plane.

• $N$: number of solid (hard) ribs, each of width $l_1$.

• $l$: separation (intercostal spacing) between ribs. It is often referred to as the sub-aperture width.

Additional parameters are required to define the stratified medium below the ribs (fat, viscera and liver tissues). However, as seen from Table 2.1, the specific acoustic impedance of these layers are so close that the medium is nearly homogeneous (except for the solid ribs). Nevertheless, this assumption is made for simplicity and does not represent a restriction on the employed analysis.

The HRPO approach for the problem shown in Figure 4.3 will be demonstrated in accordance to the formulation presented in Section 4.1. The velocity potential at the general point $x'$ on the $n^{th}$ sub-aperture (intercostal spacing) due to the feeding of the $k^{th}$ element of the array can be formulated by including the effect of the complex excitation factor $u_k e^{j\theta_k}$ in (3.7) and rewrite it as [86],

$$\phi_{ls}(r_{kn}) = -\phi_s u_k e^{j\theta_k} \frac{e^{-\gamma r_{kn}}}{\sqrt{\gamma r_{kn}}} F(\psi),$$  

(4.9)

where $\phi_{ls}(r_{kn})$ is the radiated velocity potential from a certain line source and $r_{kn}$ is the distance between the $k^{th}$ source and the general point $(x', 0)$ on the $n^{th}$ sub-aperture. To calculate the total field at the general point $(x', 0)$ due to all $K$ elements
of the array, array element contributions are superimposed to give

$$\phi_a(x') = \sum_{k=1}^{K} \phi_{Ix}(r_{kn}),$$  \hspace{1cm} (4.10)

where $\phi_a(x')$ is the overall or total velocity potential at a general point $(x',0)$ on the $n^{th}$ sub-aperture. The potential due to the $n^{th}$ sub-aperture at any point $r_n$ inside the rib cage can be obtained by using the induced aperture normal velocity distribution as the excitation in (4.4). Namely,

$$\phi(r_n) = \int_{S_a} u_a(x') g_{fd}(r_n|r_n')dS_a',$$  \hspace{1cm} (4.11)

where $u_a(x')$ is the normal velocity at a general point $(x',0)$ on the $n^{th}$ sub-aperture and $g_{fd}(r_n|r_n')$ is the appropriate Green’s function for the lower half space.

As indicated by (4.2), $u_a(x')$ can be obtained from the following relation

$$u_a(x') = \hat{n}' \cdot \nabla' \phi_a(x').$$  \hspace{1cm} (4.12)

For the half space below the rib surfaces, Green’s function $g_{fd}(r_n|r_n')$ can be expressed in the form [17, 39, 86],

$$g_{fd}(r_n|r_n') = \frac{-j}{2} H_0^{(2)}(-j\gamma r_n').$$  \hspace{1cm} (4.13)

To get the expression of the velocity potential at the general point $r_n$, (4.12) and (4.13) are utilized to replace the secondary sources and the Green’s function in (4.11), respectively. Thus, $\phi(r_n)$ can be rewritten as

$$\phi(r_n) = \frac{-j}{2} \int_{x'} [\hat{n}' \cdot \nabla' \phi_a(x')] H_0^{(2)}(-j\gamma r_n') dx'.$$  \hspace{1cm} (4.14)

It can be seen that (4.14) represents the radiated fields based on the PO approximate method [17, 64, 71]. Substituting from (4.9) in (4.14), the velocity potential at
a certain location inside the rib cage can be expressed as

$$
\phi(r_n) = \frac{-j}{2} \int_{x'} \left[ \sum_{k=1}^{K} \phi_o u_k e^{j\theta_k} (-\gamma) \frac{e^{-\gamma r_{kn}}}{\sqrt{\gamma r_{kn}}} \right] H^{(2)}_0(-j\gamma r_n') dx'.
$$

(4.15)

Rearranging (4.15) and noting the independence between the linear integration over the sub-aperture and the summation over the feed array elements, the radiated velocity potential from the \( n^{th} \) sub-aperture at the field point can be expressed as

$$
\phi(r_n) = \frac{-j\phi_o \gamma}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} \int_{x'} \frac{e^{-\gamma r_{kn}}}{\sqrt{\gamma r_{kn}}} H^{(2)}_0(-j\gamma r_n') dx'.
$$

(4.16)

By imposing the superposition principle, the total velocity potential at the specified field point due to all sub-apertures will be

$$
\phi_{total}(r) = \sum_{n=1}^{N} \phi(r_n),
$$

(4.17)

where \( \phi_{total}(r) \) is the total velocity potential at the field point \( r \). Substituting from (4.16) into (4.17), \( \phi_{total}(r) \) will be

$$
\phi_{total}(r) = \frac{-j\phi_o \gamma}{2} \sum_{n=1}^{N} \sum_{k=1}^{K} u_k e^{j\theta_k} \int_{x'} \frac{e^{-\gamma r_{kn}}}{\sqrt{\gamma r_{kn}}} H^{(2)}_0(-j\gamma r_n') dx'.
$$

(4.18)

Because of the independence between the two summations presented in (4.18), the total velocity potential can be expressed as

$$
\phi_{total}(r) = \frac{-j\phi_o \gamma}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} \sum_{n=1}^{N} \int_{x'} \frac{e^{-\gamma r_{kn}}}{\sqrt{\gamma r_{kn}}} H^{(2)}_0(-j\gamma r_n') dx'.
$$

(4.19)

To simplify the analysis, (4.19) can be reduced to the following convenient form

$$
\phi_{total}(r) = \frac{-j\phi_o \gamma}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} \sum_{n=1}^{N} h_T(k, n, r),
$$

(4.20)

where

$$
h_T(k, n, r) = \int_{x'} \frac{e^{-\gamma \sqrt{Q + S(x')}}}{\sqrt{\gamma \sqrt{Q + S(x')}}} H^{(2)}_0(-j\gamma r_n') dx',
$$

(4.21)
\begin{align*}
S(x') &= (x')^2 + 2x'(l + l_1)(n - 1) + 2x'd(k - 1) + x'l, \\
Q &= y_k^2 + x_k^2 + (n - 1)^2(l + l_1)^2 - 2x_k(n - 1)(l + l_1),
\end{align*}
\tag{4.22}

\begin{equation}
r_n' = \sqrt{y^2 + (x - x' - (n - 1)(l + l_1))^2},
\tag{4.24}
\end{equation}

in which \(x\) and \(y\) are the coordinates of the field point.

In order to apply the pattern synthesis technique, (4.19) is expressed in matrix form. To accomplish this, (4.20) is tested at a general field point with \(x_m\) and \(y_m\) coordinates. The total field at this point \(\phi_{\text{total}}(r_m)\) is achieved by replacing \(r\) by \(r_m\) in (4.20), viz

\begin{equation}
\phi_{\text{total}}(r_m) = -\frac{j\phi_0 \gamma}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} H(m, k),
\tag{4.25}
\end{equation}

where

\begin{equation}
H(m, k) = \sum_{n=1}^{N} h_T(k, n, m).
\tag{4.26}
\end{equation}

In this form, \(H(m, k)\) can be identified as the contribution of all sub-apertures at the \(m^{th}\) field point due to the \(k^{th}\) line source. Testing (4.25) \(M\) points gives the following matrix system

\begin{equation}
\Phi_{\text{total}} = H u_u,
\tag{4.27}
\end{equation}

where \(u_u\) is the complex excitation vector of the feed array with length \(K\) with its \(k^{th}\) entry equal to \(u_k e^{j\theta_k}\) and \(H\) is the total matrix response (of size \(M \times K\)) where its
entries are given by (4.26). Also, $\Phi_{total}$ is a vector of length $M$, each of its elements represents the velocity potential at the control (field) point $r_m$, $m = 1, 2, ..., M$.

For HIFU treatment, it is required to control the field or intensity levels at a certain number of control points in the interior region of the rib cage. Typically, the number of array elements $K$ is significantly higher than that of the control points $M$, that is $K >> M$. Therefore, (4.27) represents an underdetermined system to be solved for the desired response $u_u$. Following the procedure in [15, 26], (4.27) can be solved to obtain

$$u_u = H^{pi}\Phi_{total},$$

(4.28)

where $H^{pi}$ is the pseudo-inverse of $H$ given by (3.6). The PI pattern synthesis technique is briefly discussed in Appendix A.

### 4.3 Rib Fields

After formulating the computational and synthesis methods, field levels over the rib surfaces are computed. The computational model for the rib field assumes the following:

1. The ribs are of infinite depth (two dimensional) and this is shown by the model presented in Figure 4.3.

2. The incident waves at the rib locations are locally planar.

3. As displayed in Table 2.1, the specific acoustic impedance of the hard ribs is significantly higher than that of water, thus unity reflection coefficient may be
assumed as the worst case scenario.

Based on these assumptions, the total velocity potential at the general point $x'_s$ over a certain rib along the rib-tissue plane can be expressed as [17, 44, 86],

\[
\phi_r(x'_s) = \sum_{k=1}^{K} \int_{S'_k} u_k e^{i\theta_k} g_{fu}(\vec{r}_{ks} | \vec{r}_k) dS'_k,
\]  

(4.29)

where $S'_k$ is the surface area of the solid rib and $\vec{r}_{ks}$ is the vector connecting the $k^{th}$ element of the feed array and the $s^{th}$ point over the rib surface. In matrix form, (4.29) can be written in the following way

\[
\Phi_r = H_r u_u,
\]

(4.30)

in which the general element $H_r(s, k)$ of the matrix $H_r$ can be expressed according to the following relation

\[
H_r(s, k) = \int_{S'_k} g_{fu}(\vec{r}_{ks} | \vec{r}_k) dS'_k.
\]

(4.31)

After the feed array is computed using the suggested approach, the ratio between the power incident upon the rib surfaces and that reaching the frontal plane of the rib cage is calculated. This ratio gives a measure for the power intercepted and blocked by the solid ribs to that coming from the feed array. The lower this ratio is, the more power reaches the interior locations of the rib cage. This ratio can be defined in the following way

\[
\epsilon_r = \frac{P_r}{P_r + P_s} \times 100,
\]

(4.32)

where $\epsilon_r$ is referred to as the relative rib power ratio, $P_r$ and $P_s$ are the total power reaching the ribs and intercostal spacings, respectively. $P_r$ and $P_s$ can be calculated
using the basic relations described in Chapter 2, namely

\[ P_r = \sum_{i_r=1}^{N_r} \int_{i_r^{th} \text{ rib}} I_{i_r}(r_{r'}) dS_{r'}, \quad (4.33) \]

and

\[ P_s = \sum_{i_s=1}^{N_s} \int_{i_s^{th} \text{ spacing}} I_{i_s}(r_{s'}) dS_{s'}, \quad (4.34) \]

where \( N_r \) and \( N_s \) are the number of ribs and intercostal spacings, respectively, \( r_{r'} \) and \( r_{s'} \) represent two general points on the rib and intercostal spacing, respectively. The quantities \( I_{i_r} \) and \( I_{i_s} \) represent the intensities over the ribs and intercostal spacings, respectively. Also, \( dS_{r'} \) and \( dS_{s'} \) represent the elemental areas for the ribs and intercostal spacings, respectively.

The model shown in Figure 4.3 is utilized to examine the performance of the suggested HRPO approach by computing the fields over the rib surfaces. Based on (4.30) and (4.31), the total surface velocity potential at the general point \( x' \) along the rib-tissue plane is given by

\[ \phi_r(x') = -\phi_0 \sum_{k=1}^{K} u_k e^{i\theta_k} \frac{e^{-\gamma r'_k}}{\sqrt{\gamma r'_k}}, \quad (4.35) \]

where \( r'_k \) is the distance between the general point \( (x', 0) \) on the rib-tissue plane and the \( k^{th} \) element of the array. It is given by

\[ r'_k = \sqrt{y_k^2 + x_1^2}, \quad (4.36) \]

with

\[ x_1 = (n - 1)(l + l_1) + (l/2) - (k - 1)d + x'. \quad (4.37) \]
The corresponding expression in matrix form can be deduced in the same way as (4.30), where $H_r$ is a vector of length $K$, each of its entries is given by

$$H_r(s, k) = -\phi_r \frac{e^{-\gamma_{rs}}}{\sqrt{\gamma_{rk}}}$$

(4.38)

where $H_r(s, k)$ represents the effect of the $k^{th}$ line source of the feed array at the $s^{th}$ general rib point. Using (4.38), the corresponding intensity pattern over the rib surfaces can be evaluated to examine whether rib levels exceed the threshold required for safe treatments. After achieving the intensity levels using (4.33) and (4.34), the rib power ratio $\epsilon_r$ can be evaluated from (4.32).

4.4 Experimental Validation

After formulating both field computations and pattern synthesis approaches required for HIFU treatment in the presence of the rib cage, it is required next to validate the HRPO suggested approach. An efficient way to achieve this validation is by constructing a real experiment. After measuring the fields experimentally, the HRPO technique is applied to the same set up in order to compare the measured data with the computed one. The experimental setup is shown in Figure 4.4 and this set up was used to focus through a strip array represented by 6 wooden bars each 18 mm wide and separated by 19 mm. The homogeneous medium is simulated by water and the goal is to deeply focus the HIFU beams through the wooden bars to a specific location inside the water tank. As displayed in Figure 4.5, four flat subpanels, each having 16 elements are used to construct the feed array. The element width was 3 mm and the elements were separated by 3.5 mm within each panel. Also, the panel
Figure 4.4: Experimental setup.
Figure 4.5: Two dimensional geometry of the array utilized in the experiment. The wooden bars simulating the ribs are positioned in the $y=0$ plane along the $x$-axis with their lengths (depths) running parallel to the $z$-axis.
width was 61.5 mm and the inter-angles between the adjacent subpanels were 162.5° and 145° for the middle and end subpanels, respectively. The panel depth was 60 mm which is large enough for the 2-D approximation considered here. The excitation frequency was 485 kHz and the feed array was adjusted to focus at a location which is 10 cm far from the wooden bars.

The experimental results are obtained by measuring the intensity levels at the focal plane. The HRPO approach was applied to the same geometry and focal plane fields are compared to the experimental data. The experimental and computational results are given in Figure 4.6. Clearly, a good agreement exists between the calculated and measured heating patterns especially in the region of interest which includes the focus location. This focal plane cut is used to validate the proposed approach. As observed in this figure, the measured and computed levels of the main lobe are almost identical and the desired focus is accurately fulfilled in both magnitude and location. On the other hand, away from the main lobe, the measured data deviate from the calculated due to three reasons. The first is the uncertainty in the bar locations and dimensions (the associated resolution was around 1 mm which equals one third of a wavelength). Second, multiple reflections from the boundaries of the water tank caused a standing wave which affected the region outside the main lobe of the focal plane. Third, the lack of accurate alignment between the feed array and the wooden bars and this inaccuracy resulted in phasing errors which slightly deteriorate the focusing scheme away from the focus.

Despite the experimental limitations given above, the results presented in this section support the use of the hybrid model in predicting the quality of phased array
field patterns in the presence of strong obstacles. That is, the hybrid model offers a computationally efficient tool for analysis and synthesis of phased array heating patterns for localized treatment of deep targets in the presence of strongly scattering obstacles.

4.5 The HRPO Algorithm

According to the aforementioned field computational approach and based on the PI patterns synthesis techniques developed and implemented in [26, 27], feed array design algorithm using the HRPO method may be summarized as follows:

1. First, define the field control points (\(M\) points) and the corresponding complex pressure or intensity values at these points (heating levels). The respective field points are usually the tumor location and points at which minimum power deposition must be kept as low as possible.

2. For each point, evaluate the response vector using (4.19) to (4.26) to construct the system response matrix with size \(M \times K\).

3. Using the pseudo-inverse technique and following the procedure discussed in Chapter 3 and this chapter, the complex excitation vector of the feed array \(u_u\) is computed.

After computing the feed array, the region below the ribs is scanned to obtain field intensity map to ensure the fulfillment of the desired intensity levels at the specified control locations. Finally, the evaluation of the heating levels over the solid ribs is
carried out to ensure that the employed pattern synthesis approach has maintained relatively low levels over the rib surfaces. Otherwise, step one must be revisited to redefine the $M$ control points by including the overheated rib locations and repeat steps 1, 2 and 3 of this algorithm.

### 4.6 Numerical Examples

To examine the performance of the suggested HRPO technique, both single and multiple focus pattern synthesis are carried out. The simulations employed a typical biological medium associated with a sound speed of 1500 $m/sec$ and a density of 1000 $kg/m^3$. The operating frequency was set to 500 $kHz$ (3 $mm$ wavelength) unless otherwise noted. The geometrical features of the feed array and tissue parameters are given by

- 240 planar, uniformly spaced excitation elements with interelement separation equal to half a wavelength.

- The array elements heights from the rib plane is 50 $mm$ which is approximately to 17$\lambda$.

- Number of solid ribs is 6.

- Rib width is approximately 18 $mm$ or 6 $\lambda$.

- Sub-aperture (tissue between ribs) width is 21 $mm$ or 7$\lambda$. 
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4.6.1 Single Focus Scheme

To test the suggested HRPO approach, a single focus pattern with a unity intensity focus located at \((120 \text{ mm}, 150 \text{ mm})\) or \((40 \lambda, 50 \lambda)\) is synthesized. Typically, for therapeutic phased array focusing, the ratio between the focal spot distance from the array surface and the maximum aperture width (f-number) should be kept around unity. This restriction controls the choice of the phased array distance from the rib plane. More details about the spot size and the 6-db beamwidth are given in [50].

The design goal is to compute the complex excitation vector of the feed array \(u_u\) by supplying the focal specifications to the HRPO synthesis algorithm. Then, field maps inside the rib cage and over the rib-tissue plane are obtained using (4.27) and (4.38), respectively. As demonstrated in [26], if the field control points are distant enough from each other, then, the matrix \(H\) becomes well conditioned and thus PI can be directly applied to compute the complex excitation vector of the feed array. Also, in calculating the integral in (4.21), fourth order Gaussian integration scheme was employed [1, 19], (see Appendix B). Because of the highly oscillating integrand, the main integral was subdivided until convergence was achieved.

The numerical results are illustrated in Figures 4.7 to 4.11. Specifically, Figure 4.7 shows the complex excitation vector of the feed array with its relative amplitudes and phases as computed by the PI method [5, 7, 15, 26, 27]. The amplitude distribution demonstrates the performance of the employed PI technique since array elements which have insignificant effect on the control points are minimally fed. These array elements are those facing the rib obstacles. Thus, excessive amount of heating in the
undesired tissues is avoided.

Different field maps for the synthesized single focus pattern are shown in Figures 4.8 to 4.10. These maps were constructed using one wavelength scanning step in both the $x$ and $y$ directions. As shown in Figure 4.8, ultrasound energy is almost concentrated at the focus location with minimal interference patterns outside the focal plane. Figure 4.9 displays a contour map based on 25% contours for the field intensity pattern inside the rib cage. Figures 4.8 and 4.9 show that ultrasound energy passes through the intercostal spacings or sub-apertures between the solid ribs and converges towards the focus location. As observed in the focal plane cut shown in Figure 4.10, the intensity level at the focus location is precisely fulfilled. This is because the PI algorithm achieves the exact power deposition at the control point locations(s) and minimizes power deposition elsewhere.

Finally, Figure 4.11 shows the normalized fields (with respect to the maximum level at the focus location) over the rib plane. It is indeed pleasing to observe that the intensity levels over the ribs and the intercostal spacings are vanishingly small compared with that at the focus. As shown in the figure, the maximum value for the normalized intensity over the rib-tissue plane is less than 0.06. This directly proves that the pattern synthesis algorithm used in the analysis of this model passes most of the ultrasound energy through the intercostal spacings between the solid ribs. Moreover, the rib power ratio defined in (4.32) is negligible (less than 3% in this case). As a result, the suggested HRPO algorithm eliminates concerns relating to the pain level on the rib/bone surfaces.
4.6.2 Multiple Focusing Scheme

The proposed HRPO is also tested for synthesizing multiple focus patterns. In this example, focusing was simultaneously performed at two different locations inside the rib cage. These locations are given by the coordinates (60 mm, 165 mm) which is equivalent to (20 \( \lambda \), 55 \( \lambda \)) and (180 mm, 135 mm) which is (60 \( \lambda \), 45 \( \lambda \)). The results are displayed in Figures 4.12 to 4.16.

As observed in Figure 4.12, the amplitude distribution of the complex excitation vector of the feed array has the oscillatory nature observed when single focus was tested. The array elements with low power contribution at the foci locations are minimally fed while those with direct access to the foci locations are excited with high power or amplitude.

The two dimensional intensity pattern shown in Figure 4.13 indicates that ultrasonic beams propagate through the intercostal spacings between the ribs to add constructively at the prespecified locations. The contour plot shown in Figure 4.15 shows high field localization at the foci locations coupled with minimal interference patterns in the interior region of the rib cage. Figure 4.14 shows that the intensity levels at the foci locations are obtained precisely while Figure 4.16 shows the HRPO synthesis technique yields minimal intensity levels over the solid ribs. From Figures 4.13 and 4.15 there is a higher interference pattern observed in the near bone region compared to the single focus case. This is because the PO technique fails to predict the near zone field of a source or radiator.
Figure 4.6: Comparison between measured and computed data.
Figure 4.7: Complex excitation vector of the feed array shown in Figure 4.3 (single focus).
Figure 4.8: Two dimensional Intensity pattern for the Single Focus Case. The simulated ribs are centered at \( y=0 \) and \( x=30 \, mm, 69 \, mm, 108 \, mm, 147 \, mm, 186 \, mm \) and 225 \( mm \).
Figure 4.9: Focal plane intensity cut at $y=150$ mm.
Figure 4.10: Intensity pattern contour plot (25 % contours) (single focus).
Figure 4.11: Intensity pattern over the rib tissue plane (single focus).
Figure 4.12: Complex excitation vector of the feed array shown in Figure 4.3 (two foci).
Figure 4.13: Two dimensional intensity pattern (two foci). The simulated ribs are centered at $y=0$ and $x=30\ mm$, 69\ mm, 108\ mm, 147\ mm, 186\ mm and 225\ mm.
Figure 4.14: Focal plane intensity cuts at $y=135$ mm and at $y=165$ mm.
Figure 4.15: Intensity pattern contour plot (25 % contours) (two foci).
4.7 Comparison with the Focusing in Homogeneous Media

Having demonstrated the single and multiple focusing schemes through the rib cage, it is required to compare these schemes with the ideal case when focusing was considered within a medium free from strongly scattering obstacles. For both single and two foci schemes, the complex excitation vectors of the feed array, contour maps and focal plane cuts are compared.

4.7.1 Single Focus Scheme

In order to understand the focusing scheme limits, it is essential to compare the homogeneous and inhomogeneous schemes when applied to synthesize a certain pattern with a desired focal intensity at a specific location. For the single focus scheme, a unity intensity is intended at (120 mm, 150 mm) or (40 \( \lambda \), 50 \( \lambda \)). The results for both cases are compared and displayed in Figures 4.17 to 4.22 and from these figures, the following can be concluded:

- The complex excitation vector of the feed array for the homogeneous scheme tends to be more uniform than that of the inhomogeneous case. This is apparent when comparing Figures 4.17 and 4.18. This is due to the fact that the elements of the feed array in the homogeneous case contribute equally to the focal point because of their direct access to the focal location. On the other hand, for the inhomogeneous scheme, the focal spot is located in the shadow region of the
elements that are facing the solid ribs and thus according to the reciprocity principle, these elements have weak contribution or effect at the focal location. Therefore, they are minimally fed or excited and this directly results in lower array efficiency for the inhomogeneous scheme.

- The interference patterns in the inhomogeneous case tend to deteriorate when compared to the homogeneous case. Figures 4.19 and 4.20 display the contour plots for both cases. Clearly, the introduction of the solid ribs in the computational model reduces the focusing mechanism capability of producing highly localized fields inside the rib cage. This reduction is due to the decrease in the effective aperture used for focusing when the ribs are considered. The effective aperture is represented by the intercostal spacings between the ribs and the smaller this aperture becomes, the lower the aperture gain will be and thus interference pattern deterioration is expected.

- The focal plane intensity distribution is better when homogeneous focusing is considered. This fact is clearly demonstrated by comparing Figures 4.21 and 4.22. In both graphs, the focal spot is achieved in both location and level with high degree of accuracy. However, interference patterns over the focal plane are significantly higher in the inhomogeneous focusing case and this is also related to the reduction of the effective aperture when the ribs are considered.
Figure 4.16: Intensity pattern over the rib-tissue plane (two foci).
Figure 4.17: Complex excitation of the feed array for the homogeneous scheme (single focus).

Figure 4.18: Complex excitation of the feed array for the inhomogeneous scheme using the HRPO technique (single focus).
Figure 4.19: Contour plot based on (25 % contours) for the homogeneous scheme (single focus).

Figure 4.20: Contour plot based on (25 % contours) for the inhomogeneous scheme using the HRPO technique (single focus).
Figure 4.21: Focal plane cut for the homogeneous scheme (single focus).

Figure 4.22: Focal plane cut for the inhomogeneous scheme using the HRPO technique (single focus).
4.7.2 Two Focus Scheme

After comparing the homogeneous and inhomogeneous schemes for the single focus pattern synthesis, the two focus mechanism is now tested for both cases. As shown in the single focus comparison, complex excitation vector of the feed array, contour maps and focal plane cuts are compared when a two focus pattern is synthesized and tested for the homogeneous and inhomogeneous cases. The foci locations are fixed at (60 mm, 165 mm) which is equivalent to (20 \( \lambda \), 55 \( \lambda \)) and (180 mm, 135 mm) which is equivalent to (60 \( \lambda \), 45 \( \lambda \)). Both foci are desired to have unity intensity. The comparison results are demonstrated in Figures 4.23 to 4.28. From these figures, the following conclusions are reached:

- The amplitude of the complex array excitation for the homogeneous scheme is still more uniform than that for the inhomogeneous one. Figures 4.23 and 4.24 demonstrate this conclusion. The difference between the two cases is significantly reduced compared to the single focus case. This is due to the fact that in the two foci pattern synthesis for the homogeneous focusing, the feed array deposits certain amounts of power at different locations and directions. Therefore, each array elements is driven with restricted access to each focal point. On the other hand, for the inhomogeneous focusing, the rib existence still dominates the array feed and thus array elements facing the solid ribs are fed with small power.

- The interference patterns for the homogeneous scheme is dramatically better than those for the inhomogeneous one. Figures 4.25 and 4.26 show that for
the same test case, interference schemes are deteriorated when the ribs are considered. The main reason for this deterioration is due to the reduction of the available aperture or acoustical window when the ribs are considered. According to the inhomogeneous interference pattern shown in Figure 4.26, it is not feasible to achieve more than two foci with acceptable interference patterns when considering the ribs.

- Focal plane fields are deteriorated with inhomogeneous focusing. This can be directly deduced from Figures 4.27 and 4.28. The degradation is mainly because of the loss of effective aperture area when the ribs are included in the geometry.
Figure 4.23: Complex excitation of the feed array for the homogeneous scheme (two foci).

Figure 4.24: Complex excitation of the feed array for inhomogeneous scheme using the HRPO technique (two foci).
Figure 4.25: Contour plot based on (25% contours) for the homogeneous scheme (two foci).

Figure 4.26: Contour plot based on (25% contours) for the inhomogeneous scheme using the HRPO technique (two foci).
Figure 4.27: Focal plane cuts for the homogeneous scheme (two focus).

Figure 4.28: Focal plane cuts for the inhomogeneous scheme using the HRPO (two foci).
4.8 Discussion and Conclusions

In this chapter, a hybrid ray physical optics computational approach for analysis and synthesis of phased array multiple focus patterns in the presence of strong scatterers was developed, implemented and experimentally validated. This hybrid approach ignores certain diffraction terms from the rib edges and is therefore expected to be less accurate than a solution based on a full wave numerical implementation. However, this loss of accuracy is not expected to have significant effects on the validity of the results obtained in the examples shown since the neglected contributions provide correction terms that primarily improve the solution in the shadow region near an obstacle or an edge. At distances several wavelengths away from the obstacle, ray theory gives an acceptable solution and therefore the hybrid method is sufficiently accurate at foci located far away from the ribs. Furthermore, the use of the Rayleigh-Sommerfeld diffraction integral \[17, 75\] eliminates any difficulties relating to the prediction of fields near caustics. Therefore, theoretical foundation of the hybrid approach presented in this chapter is quite sound.

It is interesting to note that Figure 4.7 and 4.12 indicate that the synthesis procedure utilizes the full aperture of the array, including elements that do not have a direct path to the focus. In contrast, previously proposed methods relying strictly on ray tracing (see [50] for an example) utilize only a fraction of the array aperture. This could severely limit the array gain and, consequently, limit the ability to generate useful heating patterns.

A fully developed diffraction analysis model with uniform theories [58] or a full
wave numerical model will provide a better simulation of the intensity patterns in the presence of highly scattering obstacles. However, even with a more accurate model, uncertainties in the rib locations with respect to the feed array are likely to give phase errors which may offset any gains in accuracy.

Both simulation and experimental data shown in the chapter clearly demonstrate that focused phased array field patterns can be generated in the presence of strongly scattering obstacles. Thus, phased array systems are capable of utilizing all acoustical windows (intercostal spacings between the ribs) to focus on targets partially shadowed by these obstacles. This is a unique feature to phased array applicator systems which cannot be achieved by other focusing systems. That is, phased arrays continue to offer the promise of non-invasive treatment of tumors and other target tissues considered inaccessible to other focusing systems, e.g., lens-focused and shell transducers. The results shown here and experimentally obtained in other investigations, for example [50], demonstrate the potential for large-aperture ultrasound arrays for tissue targets in the liver and the heart.

Another point worth discussing in the simulation results is the low intensity levels observed over the solid ribs which are much less than those reaching the rib plane (less than 6 % or 7 %) despite that no rib field minimization criteria were imposed in the synthesis process. An interpretation to this phenomena can be concluded from Figure 4.29 where by invoking reciprocity, the following can be deduced:

- Invoking reciprocity, the problem may be looked as a line source placed at the tumor location.
• With the ribs considered as solid impenetrable objects, there will be no partial transmission through them.

• Thus, array elements facing the rib obstacles are minimally excited because of their location in the shadow zone of the radiating line source (see Figure 4.29).

• Because of their direct access to the solid ribs, these elements provide minimal power deposition over the ribs.

• In the same time, by recalling reciprocity, the feed array will produce the desired level at the tumor location.

With regard to the overall performance of the HRPO modeling scheme, three major drawbacks are associated with the utilization of the HRPO for pattern synthesis and field computations. They can be summarized in the following points:

1. The presence of strongly scattering obstacles calls for a modification of the basic synthesis algorithm. This modification involves a rib power minimization criteria in order to ensure minimal power deposition over the solid obstacles.

2. The use of the physical optics PO integration scheme for computing ultrasonic beams in the interior of the rib cage introduced some limitations due to the inaccuracy of the PO in predicting the fields in the near zone of apertures or at grazing angles.

3. For field maps reconstruction after computing the feed array, the HRPO approach is time consuming because of the fine discretization of the PO integration for each field point inside the rib cage.
To overcome these drawbacks, a two-step synthesis procedure is presented and tested for this purpose in the next chapter.
Figure 4.29: Illustration of the reciprocity concept utilized in interpreting the HRPO results.
CHAPTER 5

Hybrid Two-Step Virtual Array Ray (VAR) Modeling

Although the HRPO technique developed in Chapter 4 deposits acceptable power levels over the solid ribs, it lacks the explicit control of intensity levels over these obstacles. Also, because of the employed PO approximation, HRPO did not accurately predict the fields in the near bone vicinity. Moreover, from a computational point of view, field maps reconstruction after computing the feed array was an extremely time consuming task. To overcome these drawbacks, a two step hybrid computational method is developed, implemented and validated in this chapter.

In the first step, a virtual array is introduced over the intercostal spacings between the solid ribs to generate the prespecified intensity levels at a set of control points within the target region. The second step is the design of the actual feed array that induces the required virtual sources along the intercostal spacings. The rib power minimization and design optimization are carried out via the PI technique and by a constrained preconditioned PI method. The VAR method computes the required
primary sources while maintaining minimal power deposition over the solid obstacles. Several examples representing single and multiple focusing schemes are presented in this chapter to provide a brief comparison with the HRPO approach developed and implemented in Chapter 4.

5.1 Computational Description and Formulation

The first step of the suggested technique involves a pattern synthesis procedure performed in the half-space beneath the ribs. A set of fictitious line sources separated by \( \frac{\lambda}{2} \) spacings is introduced along the intercostal spacings between the ribs. These sources constitute a virtual array (VA) covering the available acoustical windows into the target region. If the first step does not yield a useful pattern, then no array configuration can be designed to achieve the treatment objective. In other words, the first step determines if the available acoustical window puts a fundamental limit on the ability to focus in the presence of a given obstacle.

The second step is another synthesis problem with the fictitious sources within the intercostal spaces defined as control points and the real array elements defined as sources. Standard ray frequency techniques are employed to propagate the fields from the feed array to the intercostal spacings between the solid ribs. Therefore, the suggested two step approach may be referred to as the Virtual Array Ray (VAR) technique.

The computational formulation of the problem is first introduced and discussed so that field patterns can be synthesized in the subsequent sections. Fields inside the
rib cage are computed using the second term of (2.8) where the fields over the rib aperture are employed to compute the radiated velocity potential according to the following equation

\[
\phi(\vec{r}) = \oint_{S'} [\vec{u}(\vec{r}') g_f(\vec{r}|\vec{r}') - \phi(\vec{r}') (\hat{n} \cdot \nabla') g_f(\vec{r}|\vec{r}')] dS',
\]  

(5.1)

where \(S'\) is the surface over the aperture of the rib cage, \(\phi(\vec{r})\) is the radiated velocity potential in \(m^2/sec\) at a distance \(\vec{r}\) from a certain source. This source has a normal velocity distribution \(u(\vec{r}') = \hat{n} \cdot \nabla' \phi(\vec{r}')\) and it is located at \(\vec{r}'\) and \(g_f(\vec{r}|\vec{r}')\) is the appropriate Green’s function. Because of the impenetrable ribs, image theory [22, 71] can be invoked to eliminate the second part of the integral. Thus, after discretizing the aperture into \(P\) segments, the total field at any location \(\vec{r}_d\) below the ribs can be expressed as

\[
\phi_{td}(\vec{r}_d) = \sum_{p=1}^{P} \bar{u}_p g_{fd}(\vec{r}_d|\vec{r}_p),
\]  

(5.2)

where \(\bar{u}_p\) is the complex excitation of the \(p^{th}\) virtual element located at \(\vec{r}_p\). It should be noted that \(\vec{r}_d\) is the field point location and \(g_{fd}(\vec{r}_d|\vec{r}_p)\) is the half space Green’s function of the interior region of the rib cage. A similar expression is also valid for the fields generated by the source array/aperture which has \(K\) sources/segments. Specifically,

\[
\phi_{tu}(\vec{r}_u) = \sum_{k=1}^{K} \bar{u}_k g_{fu}(\vec{r}_u|\vec{r}_k),
\]  

(5.3)

where \(\bar{u}_k\) is the complex excitation of the \(k^{th}\) array element located at \(\vec{r}_k\). In this equation, \(\vec{r}_u\) is a general field point in the upper region. The function \(g_{fu}(\vec{r}_u|\vec{r}_k)\) is the appropriate Green’s function for the region above the solid ribs (upper region).
To proceed with the synthesis problem, it is important to express (5.2) and (5.3) in matrix form, where (5.2) can be written as

\[ \Phi_d = H_d \ u_p, \]  \hspace{1cm} (5.4)

where the subscript \( d \) indicates that the calculations are performed in the interior region (below the ribs). In this case, \( u_p \) is a \( P \times 1 \) complex excitation vector of the virtual array and \( H_d(m, p) \) represents the field at the location \( \vec{r}_m \) due to a unity source at \( \vec{r}_p \). That is,

\[ H_d(m, p) = g_{fd}(\vec{r}_m|\vec{r}_p). \]  \hspace{1cm} (5.5)

For the upper region, the field matrix representation as deduced from (5.3) will take the form

\[ \Phi_u = H_u \ u_u, \]  \hspace{1cm} (5.6)

where the subscript \( u \) signifies the upper region (above the ribs), and \( u_u \) is the discretized source vector of the feed aperture with length \( K \). Also, \( H_u \) is the matrix operator whose row dimension is equal to the number of field points at which the velocity potential is computed and its column dimension is \( K \). The entries of this operator are the fields of the \( k^{th} \) discrete source evaluated at the \( i^{th} \) field point. Thus,

\[ H_u(i, k) = g_{fu}(\vec{r}_i|\vec{r}_k), \]  \hspace{1cm} (5.7)

where \( \vec{r}_i \) is the \( i^{th} \) field point location.
Figure 5.1: Two dimensional model illustrating the virtual array concept.
5.2 Field Pattern Synthesis Using VAR

According to Figure 5.1, the feed array (primary sources) is used to illuminate the tissue spacings between the solid ribs and hence induce secondary fields. These secondary fields can be considered as a virtual array responsible for field excitation in the interior region of the rib cage. As mentioned earlier, by introducing the virtual array concept, feed array design can be carried out in two steps. First, the virtual array is designed to generate the desired pattern in the interior of the rib cage. Subsequently, the actual array is computed to generate the desired fields across the intercostal distances between the ribs concurrently with minimizing direct power incidence over the rib surfaces. In both steps of the design, the PI approach (constrained or unconstrained) is employed to compute the virtual array feed.

5.2.1 STEP 1: Virtual Array Design

In the first synthesis step, it is required to focus the ultrasound energy at a certain set of locations (spots) within the rib cage while minimizing power deposition elsewhere. Since the foci locations and the corresponding velocity potential vector $\Phi_d$ at $M$ field points are known a priori, the synthesis procedure becomes that of specifying the complex excitation vector of the virtual array $\mathbf{u}_p$ such that the corresponding underdetermined system in (5.4) is satisfied. The PI technique (minimum norm least square solution) is employed to determine the virtual sources for a given vector $\Phi_d$ [26, 27]. The application of the PI method to (5.4) yields the complex excitation
vector of the virtual array

\[ u_p = H_d^{pi} \Phi_d, \]  

(5.8)

where \( H_d^{pi} \) represents the PI of \( H_d \) and is given by (3.6).

It is understood that \( H_d \) must be well-conditioned for an accurate solution. This requires that the field points be at some distance from each other [26]. This is the case for the system given in (5.5) which is utilized for computing the virtual array. However, because of the Nyquist sampling requirements, the system in (5.7) will be highly ill-conditioned [5, 7, 26]. Thus, preconditioning is required in order to synthesize a specific field pattern using the PI approach and this point will be addressed in the next section.

5.2.2 STEP 2: Array Synthesis and minimization of intensity levels over the solid Ribs

The second step of the synthesis technique involves computing the feed array that minimizes direct power incidence over the rib surfaces while still pursuing a design to recover the specified fields over the intercostal spacings as dictated by STEP 1. According to (5.1) and as shown in Chapter 4 the total localized potential at a general point on a specific rib is given by

\[ \Phi_r = H_r u_u, \]  

(5.9)

where the general element of \( H_r \) is given by

\[ H_r(s, k) = g_{fu}(\vec{r}_s|\vec{r}_k), \]  

(5.10)
where \( \vec{r}_k \) is the \( k^{th} \) segment vector location, \( \vec{r}_{ks} \) is the vector connecting the \( k^{th} \) array element or aperture segment to the \( s^{th} \) field point over the rib. This matrix entry represents the potential of the \( k^{th} \) array element at the \( s^{th} \) point on the rib plane. As noted earlier, the HRPO synthesis discussed in Chapter 4, did not explicitly minimize the rib fields in the synthesis process. On the other hand, the two-step procedure presented here explicitly accounts for the field levels over the rib surfaces. Therefore, it allows for a constrained optimization analysis to achieve the desired focal intensity levels while minimizing the filed pressure on the solid ribs. This optimization problem is described below.

5.2.3 Constrained Optimization

As stated earlier, \( H_r \) is the propagation matrix from the surface of the feed array to the frontal plane of the rib surfaces and \( H_u \) is a similar operator from the feed array surface to the intercostal spacings. The goal is to solve the following optimization problem:

\[
\min ||H_{r u}||^2 \quad \text{subject to } \Phi_p = H_u u_u, \forall u_u. \tag{5.11}
\]

where \( \Phi_p \) is the velocity potential vector at the locations of the virtual array elements. This optimization problem can be solved using Lagrange multipliers [38]. However, a more elegant solution is obtained via the projection theorem in the form of a weighted minimum norm solution given by

\[
u_u = W^p H_{u}^t (H_u W^p H_{u}^t)^{-1} p \Phi_p, \tag{5.12}
\]
where $W$ is a positive definite weighting matrix, given by

$$W = H_r^* H_r. \quad (5.13)$$

To improve the condition of the matrices $H_r$ and $H_u$, singular value decomposition (SVD) analysis is employed [56]. The condition number in the preconditioning process specifies the dynamic range of the velocity distribution, but as a rule of thumb, higher condition numbers will lead to higher velocity dynamic ranges and thus lower array efficiencies.

### 5.3 The Two Step VAR Algorithm

The VAR pattern synthesis algorithm can be summarized as follows:

1. Specify the $x$ and $y$ coordinates of a set of $M$ control points. For example, location(s) within the tumor(s) volume or other locations where the heat deposition is kept within certain levels. Also, the corresponding complex velocity potential values are defined at these locations.

2. Calculate the matrix operator $H_u$ and use (5.8) to compute the virtual array over the intercostal spacings.

3. Calculate the matrix operator $H_r$ which represents the propagation operator from the surface of the feed array to the sampled locations over the solid ribs. As noted earlier, this operator is poorly conditioned due to the closeness of the sample points over the ribs.
4. Obtain the weighting matrix $W$ that preconditions the system from (5.13) and perform singular value decomposition [38] to improve the condition of the operator $H_u$.

5. Use equation (5.12) to compute the complex excitation vector of the feed array by finding $u_u$.

After computing the complex excitation vector feed array, field maps interior to the rib cage and over the solid ribs are constructed. It should be noted that in order to compare between the HRPO approach developed in Chapter 4 and the VAR approach developed in this chapter, similar field patterns are implemented and tested with both techniques.

## 5.4 Numerical Examples

Having demonstrated the formulation for field computations and pattern synthesis, a computational example is presented, analyzed and discussed to test the proposed two step algorithm. The model suggested in Figure 5.1 is considered to synthesize single and multiple focus pattern schemes using the VAR approach. The VAR validation is carried out by comparing the results of the VAR approach to those of the HRPO implemented in Chapter 4. To formulate the matrix equations, Green's functions utilized throughout this chapter are replaced with their 2-D expressions [22, 39]. Namely,

$$g_{fu}(\vec{r}_p|\vec{r}_k) = -\frac{j}{2}H_o^{(2)} (\frac{-j}{\gamma} r_k) ,$$  \hspace{1cm} (5.14)
where $r_{kp}$ is the distance between the primary and secondary source points, viz.

$$r_{kp} = \sqrt{y_k^2 + (x_p - x_k)^2},$$  \hfill (5.15)

with $(x_k, y_k)$ denoting the $k^{th}$ element coordinates of the array and $x_p$ is the location of the $p^{th}$ virtual line source. In (5.14), $H_0^{(2)}(.)$ represents the zeroth order Hankel function of the second kind. Similarly, for the region below the ribs, the half space Green’s function is given by

$$g_{fd}(\vec{r}_m|\vec{r}_p) = \frac{-j}{2}H_0^{(2)}(-j\gamma r_{mp}),$$  \hfill (5.16)

where

$$r_{mp} = \sqrt{y_m^2 + (x_p - x_m)^2},$$  \hfill (5.17)

in which $(x_m, y_m)$ are the field point coordinates. Substituting from (5.14) to (5.17) into (5.1) to (5.8), the system matrices for the upper and lower regions are constructed. The synthesis equations (5.8) and (5.12) are then employed to extract the complex excitation vector of the feed array. To test the design, the excitation vector is utilized in reconstructing the field maps under the rib cage and over the rib surfaces. The fields over the solid ribs can be obtained from (5.9) and (5.10).

### 5.4.1 Single Focus Example

Using the aforementioned steps, a single focus pattern synthesis is first carried out. The $x$ and $y$ coordinates for the focus are chosen arbitrarily to be (120 mm, 150 mm) or (40 $\lambda$, 50 $\lambda$). The synthesis process is carried out using both HRPO and VAR techniques. In the subsequent maps, intensity values are normalized with respect to
the maximum value which usually exists at the focus locations. The synthesis results are shown in Figures 5.2 to 5.9, from which, the following can be concluded:

1. The oscillatory nature of the amplitude distribution of the complex excitation vector of the feed array is observed when the HRPO technique was used. This can be clearly observed from Figure 5.2 where the array elements facing the rib surfaces are minimally fed because of their weak contribution at the focal point. On the other hand, as shown in Figure 5.3, the complex excitation vector when the VAR technique was employed does not have this property, since the array was fed in such a way that minimizes the power deposition over the rib surfaces.

2. At the desired focus location, the specified levels are accurately fulfilled for both approaches as shown in the two dimensional intensity patterns displayed in Figures 5.4 and 5.5. Also, the same fact can be deduced by considering the focal plane cuts in Figures 5.6 and 5.7.

3. Minimal intensity levels are observed everywhere interior to the rib cage, as clearly displayed in the contour plots (25 % contours) in Figures 5.8 and 5.9. This is also apparent from the rib-tissue field patterns presented in Figures 5.10 and 5.11.

4. In the target region below the solid ribs, well behaved interference patterns are observed. This is apparent from Figures 5.4 and 5.5 as well as Figures 5.8 and 5.9.

5. Most of the ultrasound energy propagates through the intercostal spacings
avoiding the solid ribs to converge at the desired focal point. This can be observed in Figures 5.10 and 5.11.

6. The VAR technique tends to minimize the power deposition over the rib surfaces compared with the HRPO technique. This is clear from Figures 5.10 and 5.11, where the rib intensity levels in the VAR case are significantly lower than those predicted with the HRPO technique.

For this single focus design, there are some advantages associated with the VAR over the HRPO technique which are summarized as follows:

1. The VAR approach appears to lead to a better usage of the intercostal spacings between the ribs. As shown in Figures 5.10 and 5.11, the intensity distribution over the intercostal spacings for the VAR case tends to be more uniform than that of the HRPO. As predicted by these two figures, the maximum intensity level over the intercostal gaps when the VAR approach was employed was approximately 0.04 while in the HRPO, this value was around 0.06 which is about 50% percent more. Furthermore, the ratio of the power over the ribs to that in the intercostal spacings is about 2.18% for the VAR technique compared to 2.88% for the HRPO case. As will be shown, this is even more true for the multiple-focus case.

2. The VAR technique eliminates field singularities near caustics (present in the near bone regions). In the HRPO technique, these singularities were due to the approximate PO evaluation [15].
Figure 5.2: Complex excitation of the feed array using the VAR method (single focus). Array efficiency $\eta_A = 8.28\%$.

Figure 5.3: Complex excitation of the feed array using the HRPO method (single focus). Array Efficiency $\eta_A = 21.93\%$. 
Figure 5.4: Two dimensional intensity pattern using the VAR method (single focus).

Figure 5.5: Two dimensional intensity pattern using the HRPO method (single focus).
Figure 5.6: Focal plane intensity cut using the VAR method (single focus).

Figure 5.7: Focal plane intensity cut using the HRPO method (single focus).
Figure 5.8: Intensity pattern contour plot (25% contours) using the VAR method (single focus).

Figure 5.9: Intensity pattern contour plot (25% contours) using the HRPO method (single focus).
5.4.2 Multiple Focus Example

Application of the of the VAR synthesis technique is also extended for synthesizing multiple focus pattern. In this case, focusing is simultaneously performed at two different locations. Both foci are assumed to have unity intensity and are located at (60 mm, 165 mm) and (180 mm, 135 mm) or (20 \( \lambda \), 55 \( \lambda \)) and (60 \( \lambda \), 45 \( \lambda \)), respectively. The simulation results are illustrated in Figures 5.12 to 5.21. From these figures, the following can be deduced:

1. Figures 5.12 and 5.13 show the complex excitation vector of the feed array for both the VAR and HRPO approaches, respectively. As seen from the amplitude distribution, the array excitation efficiency using the HRPO technique is much higher compared to that using the VAR technique because preconditioning included in the second step of the synthesis process increases the dynamic range of the excitation vector. An algorithm for increasing the excitation efficiency has been proposed in [26]. However, the array efficiency which is a measure of the field uniformity over the array elements does not have to be high (close to 100%). This is due to the fact that some array elements are excited with low power in order to achieve signal cancellation over the strongly scattering obstacles. It is worth noting that in the simulations, an optimization technique employed to increase the array excitation efficiency was tested for several multiple focusing schemes [26]. It was deduced that field levels over the ribs increase dramatically when the array becomes nearly phase driven. Thus, for minimizing the rib fields, the efficiency becomes of less importance.
Figure 5.10: Intensity pattern over the rib-tissue plane using the VAR method (single focus). Relative rib power $\epsilon_r = 2.18 \%$.

Figure 5.11: Intensity pattern over the rib-tissue plane using the HRPO method (single focus). Relative rib power $\epsilon_r = 2.88 \%$. 
2. Figure 5.14 shows the intensity pattern inside the rib cage after computing the linear array via the two step VAR technique. This field map demonstrates that the prespecified intensity levels are accurately recovered at the foci locations. Also, low interference pattern levels are observed inside the rib cage. Figure 5.15 shows the same example using the array synthesized using the HRPO technique. As seen, interference patterns from the HRPO are more deteriorated than those achieved when the VAR approach was employed for pattern synthesis. This is particularly true especially in the region directly below the ribs where the physical optics technique has known limitations.

3. It is clear from Figures 5.16 and 5.17 that at the focal plane, both technique delivers the desired power at the specified locations. The VAR technique as seen in Figure 5.16 produces a slight distortion in the focal amplitude due to the preconditioning of the system matrix in the second step of the synthesis procedure. After testing several examples, the observed distortion in the intensity level at the focal point was less than 1 % and thus, this distortion can be neglected. Over the focal plane, similar interference patterns are observed for both techniques.

4. The contour plots given in Figures 5.18 and 5.19 demonstrate well behaved interference patterns inside the rib cage when the VAR technique was employed for pattern synthesis. It should be noted that both contour plots were generated based on 25 % contours in the intensity patterns. The efficient utilization of the acoustical window presented by the intercostal spacings minimizes the
interference patterns inside the rib cage.

5. Figures 5.20 and 5.21 show the intensity level over the rib-tissue plane. It is clear that the rib fields generated when the VAR technique was employed are significantly lower than those resulting from the HRPO technique. The rib minimization constraint included in the second synthesis step minimizes direct power deposition over the rib surfaces.

In summary, one of the most important goals in array design is to avoid illumination of the solid ribs and to propagate most of the ultrasound energy through the intercostal spacings. Both techniques achieve this goal but in the HRPO case, the intensity levels over the ribs are not explicitly controlled. On the other hand, for the two step VAR algorithm, minimization of the rib intensity levels is part of the synthesis process. Also, by controlling rib sampling and condition of the matrices, rib fields can be more precisely controlled. For the examples considered here, the VAR technique results in a rib power ratio $\epsilon_r$ ranges from one to three percent whereas the corresponding ratio for the HRPO ranges from five to ten percent.
Figure 5.12: Complex excitation of the feed array using the VAR method (two foci) (a) Relative amplitudes (b) Relative phases. The Array excitation efficiency $\eta_A = 10.43\%$.

Figure 5.13: Complex excitation of the feed array using the HRPO method (two foci) (a) Relative amplitudes (b) Relative phases. The Array excitation efficiency $\eta_A = 19.96\%$.
Figure 5.14: Two dimensional intensity pattern using the VAR method (two foci).

Figure 5.15: Two dimensional intensity pattern using the HRPO method (two foci).
Figure 5.16: Focal plane intensity cuts using the VAR method (two foci).

Figure 5.17: Focal plane intensity cuts using the HRPO method (two foci).
Figure 5.18: Intensity pattern contour plot (25 % contours) using the VAR method (two foci).

Figure 5.19: Intensity pattern contour plot (25 % contours) using the HRPO method (two foci).
Figure 5.20: Intensity pattern over the rib-tissue plane using the VAR method. Relative rib power $\epsilon_r = 2.47\%$.

Figure 5.21: Intensity pattern over the rib-tissue plane using the HRPO method. Relative rib power $\epsilon_r = 6.79\%$. 
5.5 CPU Computational Cost Comparison between the HRPO and VAR Techniques

One of the main advantages of using high frequency methods is their affordable memory and CPU requirements. Compared to numerical methods, high frequency techniques require significantly lower CPU and memory demands. However, for calculating the field within a domain that spans tens or hundreds of wavelengths, CPU and memory issues become of increasing importance. Therefore, in this section, the CPU and memory costs are compared for both HRPO and VAR techniques.

Before comparing between the HRPO and VAR costs, the following two points are explicitly addressed:

- For both techniques, memory may not be considered as important since the storage needed for both methods is usually proportional to multiplication of the number of array elements (either actual or virtual) by the field control points. Practically, the number of foci that can be generated is limited to one or two as maximum (with deep focusing) and that of the array elements is around tens or hundreds. As a result, there is no memory problem associated with either approaches.

- Regarding the CPU cost, the main part of the CPU is consumed in the scanning process. This is due to the fact that after the synthesis is completed and the feed array is computed, fields within the computational domain are evaluated at each point. This process has intensive CPU requirements because of the
high number of domain grid points. Therefore, in this section, only the CPU requirements for field scanning in both techniques are discussed.

To characterize both approaches, it is essential to introduce the basic parameters that contribute to the CPU cost. These parameters are:

- Number of feed array elements is $K$.
- Number of control points (foci) is $M$.
- Number of ribs is $N$.
- Number of intercostal spacings between the ribs is $N - 1$.
- Interelement separation between the virtual array elements is $\frac{\lambda}{2}$.
- Number of virtual array elements is $\frac{2(N-1)}{\lambda}$, where $l$ is the intercostal spacing between the ribs.
- Number of segments per wavelength for the PO integration utilized in the HRPO approach is $I_{po}$.
- Number of field points to be scanned in the $x$-direction after the feed array is computed is $N_x$.
- Number of field points to be scanned in the $y$-direction after the feed array is computed is $N_y$. 

144
5.5.1 HRPO CPU Cost

When the HRPO technique is employed to predict the fields within the entire computational domain, several processes are involved requiring different number of operations. These processes will be considered separately as follows:

- **The PO Integration Scheme:**

  Assuming that the number of PO segments within each intercostal spacing per wavelength is $I_{po}$ and by applying fourth order Gaussian integration scheme to evaluate the resulting PO integration, then $(4I_{po})$ operations will result per intercostal spacing per wavelength. This yields $(4I_{po}\frac{N-1}{\lambda})$ operations for calculating the total number of operations required to perform the PO integration.

- **Effect of Feed Array:**

  The calculation performed in the previous item assumes single incidence over the rib-tissue plane. However, in the actual case, $K$ array elements are utilized to excite the rib-tissue fields. That is, the total number of operations is $4I_{po}\frac{N-1}{\lambda}K$. This number represents the total number of operations required to predict the field at any given location in the interior of the rib cage.

- **Field Map Reconstruction:**

  For a two dimensional region of interest composed of $N_xN_y$ points, the total number of operations will be

  $$N_{hrpo} = 4I_{po}\frac{N-1}{\lambda}KN_xN_y, \quad (5.18)$$
where $N_{hrpo}$ is the total number of operations required by the HRPO scanning scheme.

As indicated in (5.18), extremely high number of operations is expected when the scanning process is performed using the HRPO computational method. With the increase of the operating frequency, the number of array elements increases (assuming fixed interelement separation of half wavelength) and also the number of field points scanned in the domain (scanning step is one wavelength). This results in a dramatic increase in the executed number of operations and consequently the CPU time.

5.5.2 VAR CPU Cost

For the VAR case, the following processes are included in the scanning process:

- **Virtual Array Construction**

  According to the half wavelength interelement spacing of the virtual sources, the number of virtual sources per intercostal spacing is given by $\frac{2h}{\lambda}$. Considering all the intercostal spacings, a number of $\frac{2h(N-1)}{\lambda}$ virtual elements exist within the rib-tissue plan.

- **Effect of Feed Array**:

  To construct a certain virtual source when $K$ elements of the feed array are excited, a number of $K$ operations is required. Therefore, a total number of $K \cdot \frac{2h(N-1)}{\lambda}$ operations is required to construct the whole virtual array.

- **Field Map Reconstruction**:

146
After the virtual array is computed over the intercostal spacings, it is considered as the feed array for the lower region. The number of operations required to scan a region composed of $N_xN_y$ field points can be obtained by

$$N_{var} = K \frac{2l(N - 1)}{\lambda} + \frac{2l(N - 1)}{\lambda} N_xN_y, \quad (5.19)$$

or

$$N_{var} = \frac{2l(N - 1)}{\lambda}(K + N_xN_y). \quad (5.20)$$

It should be noted that the main difference between (5.18) and (5.19) is that in the VAR case, the synthesis process is divided into two complete subprocesses. Thus, when scanning the domain field after extracting the excitation vector of the feed array, field points under the rib surfaces have no contribution on the process of computing the virtual array. This process is represented by the first term of (5.19).

On the other hand, after the virtual array excitation is deduced from the first scanning step, the problem will be equivalent to a linear array radiating in half space and this reduces the complexity of operations. The scanning process under the rib surfaces is represented by the second term of (5.19). As a conclusion, the HRPO scanning process may be regarded as equivalent to the multiplication of both terms while the VAR scanning is the summation between these terms.
5.5.3 CPU Cost Comparison

To compare between the CPU cost for both techniques, a CPU ratio factor $\Omega$ is introduced and defined as

$$\Omega = \frac{N_{var}}{N_{kprp}}.$$  \hfill (5.21)

Substituting from (5.18) and (5.19) into (5.21), the CPU ratio factor will be

$$\Omega = \frac{K + N_x N_y}{2I_{po} K N_x N_y}.$$  \hfill (5.22)

It should be noted that, for a fixed problem, all the quantities are dependent on the operation wavelength. Thus, when the treatment frequency changes, $K$, $N_x$ and $N_y$ varies and consequently the operations ratio $\Omega$. Therefore, the CPU cost for both approaches will be a frequency dependent quantity and as a result, it is recommenced to define a frequency factor and express all parameters as functions of this factor.

This factor may be defined as

$$F_n = \frac{f(kHz)}{500},$$  \hfill (5.23)

where $f$ is the operating frequency and 500 represents the 500 $kHz$ excitation case. Based on the frequency factor definition and assuming the geometrical dimensions mentioned in the aforementioned examples, the frequency dependent values for all array and rib parameters are given by

- $K = 240 F_n.$
- $N_x = 80 F_n.$
• $N_y = 90 F_n$.

The numbers 80 and 90 correspond to the domain size in wavelengths at 500 kHz operating frequency assuming one wavelength step size in the scanning process.

In the HRPO simulations, convergence is achieved when the number of PO segments per wavelength is around 3 to 5. An intermediate value of 4 is chosen, i.e., $I_{po} = 4$.

The result of the CPU comparison is plotted in Figure 5.22 showing that the VAR computational approach provides dramatically better performance. For all operating frequencies, the VAR is much faster in scanning the fields in the interior region of the rib cage with a speed gain of at least 2000. Therefore, in all subsequent simulations, the VAR computational technique will be employed for field maps reconstruction. It should be noted that differences between the HRPO and VAR field values for a given excitation vector are negligible and both approaches yield almost the same field maps everywhere.

5.6 Discussion and Conclusions

In this chapter, a two-step hybrid approach was presented for performing deep focusing of ultrasonic waves in the presence of strongly scattering objects, e.g., the rib cage. This method was specifically chosen because it provided more control on both upper and lower regions of the rib plane (see Figure 5.1).

Most importantly, this two step VAR approach achieved better interference patterns coupled with rib power minimization over the rib surfaces. In addition, the
VAR approach required much less CPU time to generate the intensity map in the region interior to the rib cage. This is because Nyquist sampling rate was used over the intercostal spacings and thus transforming the complicated continuous source integration performed in the HRPO approach to a simple reduced summation.

The proposed technique demonstrates the feasibility of focusing high intensity ultrasonic beams deeply in the liver vicinity. The efficient utilization of the acoustical window between the solid ribs made it possible to treat organs placed in the shadowed region of strong inhomogeneities such as the ribs cage. As displayed in the simulations, focusing HIFU beams to distances of order 10 cm to 15 cm with a reasonable spot sizes (less than 1 cm in diameter) is possible. The size of the focal spot is primarily determined by the array f number and the operating wavelength \( \lambda \). In addition, a shape factor accounting for the array shape is also an important factor [26, 60].

The developed VAR technique eliminates the utilization of the PO integration method which has poor prediction accuracy in certain parts of the computational domain in addition to its enormous CPU requirements. Also, the VAR approach explicitly accounts for the rib power minimization.
Figure 5.22: CPU ratio between the VAR and HRPO techniques.
CHAPTER 6

Improved Geometrical and Computational Modeling of the Problem

In Chapters 4 and 5, high frequency approximate techniques were employed to predict the ultrasonic fields within the entire computational domain. A simplified geometrical model was proposed in both chapters to address two main issues. The first was to examine the feasibility of focusing in the presence of strongly scattering obstacles such as the rib cage. The second was to study the behavior of field synthesis algorithms in terms of the field patterns quality inside the rib cage and direct power deposition over the rib surfaces. Pattern synthesis techniques capable of producing highly localized fields in the tumor (target) vicinity were developed and validated in the earlier chapters. These chapters demonstrated the feasibility of generating deeply focused patterns inside the rib cage. However, a more realistic computational model with actual geometrical representation and tissue characteristics is needed. Concurrently, more accurate field computational techniques are necessary for ultrasonic field prediction within the computational domain.
In this chapter, a more realistic model is proposed based on the actual geometry, layer parameters and operating conditions. This model employs the eigen function representation [22, 39, 81] for modeling the ultrasound scattering from the ribs. Finally, field pattern synthesis is carried out via the two step VAR technique developed in Chapter 5 to compute the feed array. Several examples are studied and implemented followed by a detailed discussion at the end of the chapter.

6.1 The Simplified Geometrical Modeling and the Approximate High Frequency Computational Techniques

According to the results presented in the last two chapters, it can be concluded that focusing in the presence of the rib cage is feasible. However, with the geometrical model suggested in Chapter 2 and high frequency techniques employed in Chapters 4 and 5, the proposed model has the following drawbacks:

1. It lacks realistic modeling of the rib shapes, dimensions and characteristics. As displayed in Figure 2.2, the ribs were modeled as perfectly solid (non-penetrable) thin plates. In reality, they tend to be cylindrical in shape with an elliptical or circular cross section. Also, they are not perfectly solid but lossy elastic.

2. The attenuation in all tissue layers including the ribs was ignored and as presented in Chapters 4 and 5, numerical simulations were tested for lossless cases
only.

Regarding the accuracy of the employed computational techniques, rib scattering and partial transmission through the ribs were ignored. The logic behind ignoring both factors was based on the following:

1. At any stage of the synthesis process, if focusing through such strong inhomogeneities was not feasible, there is no need to improve the computational accuracy. Fortunately, well behaved patterns in the presence of the rib obstacles were achievable [5, 7, 15].

2. In the region of interest (tumor locations), terms resulting from the rib obstacles introduce weak contribution and can thus be neglected.

3. Exact methods such as the eigen field expansion (Neumann Expansion) approach [17, 39, 64, 71] have intensive analytical as well as computational requirements especially for such a large geometry. Thus, a simple model was initially suggested to examine the feasibility of focusing in the presence of the rib obstacles.

In conclusion, Chapters 4 and 5 dealt with developing efficient and reliable pattern synthesis schemes for a simplified model of the problem. Also, these chapters presented introductory steps towards the solution of the general problem. They simply resulted in an answer to the following questions:

- *Can we focus high intensity ultrasonic beams in the presence of strongly scattering obstacles such as the rib cage?* The answer was YES and as described
in Chapter 4, a computational model was developed, tested and then validated with a real experiment [15].

- *Can optimal, well behaved interference patterns be synthesized inside the rib cage with minimal power deposition over the rib surfaces?* Again, the answer was *YES* and as shown in Chapter 5, the two step VAR synthesis approach was developed and tested.

If the answer to either of the previous two questions was negative, there would have been no point in proposing a more complicated model or accurate field prediction techniques. Thus, the goal in this chapter is to achieve the following:

- Propose a more accurate model that matches the realistic geometrical features and tissue properties involved in the focusing problem.

- Develop better field computational techniques based on exact approaches and employ them to predict, with high precision, the total field within the computational domain including the interior of the rib cage, rib surfaces and near bone area.

### 6.2 Modeling and Computational Formulation

To account for the geometrical features of the rib cage, the model displayed in Figure 6.1 is proposed. As shown, the ribs are modeled as an array of *N* circular cylinders with infinite depth (two dimensional). Also, Figure 6.1 shows a linear feed array composed of *K* line sources. This array excites the ultrasonic fields within the
domain and as mentioned in Chapter 2, successful pattern synthesis should yield well
behaved patterns inside the rib cage concurrently with minimal power deposition
over the rib surfaces. The two dimensional geometrical presentation of the model
proposed in Figure 6.1 is displayed in Figure 6.2. As shown in this figure, a linear
array composed of $K$ identical line sources is placed on the top of a water layer that
separates it from the human body. The ribs are simulated as circular cylinders and
assumed to be lossy elastic.

To analyze this problem efficiently, it is more convenient to start by a simple case
where a line source is radiating in the presence of a lossy elastic cylinder of infinite
depth in the axial direction. This simple case is shown in Figure 6.3, and its associated
parameters and description are presented in Figures 6.4 and 6.5. The computational
analysis for this simplified case is considered as the basic step towards the formulation
of field prediction mechanisms applied to the general problem modeled by Figures 6.1
and 6.2. Then, the two step synthesis approach presented in Chapter 5 and in [5, 7]
is employed to synthesize the field patterns inside the rib cage. The computational
formulation and synthesis technique are validated by testing several examples with
realistic data. Finally, the attenuation effects are characterized as a function of the
operating frequency.
Figure 6.1: Representation of the geometrical features of the propagation model.
Figure 6.2: Two dimensional geometrical representation of the problem at hand.
Figure 6.3: A line source radiates in the presence of a lossy elastic cylinder.
Figure 6.4: Schematic representation of the problem described in Figure 6.3
Figure 6.5: Two dimensional model illustrating the field computational concept applied to the problem described in Figure 6.3.
6.3 Simple Case: One Line Source Radiates in the Presence of a Lossy Elastic Cylinder

Figure 6.3 shows a line source illuminating a lossy elastic cylinder, with infinite depth along the axial direction. This is a standard scattering problem and the typical approach to solve this problem was developed and briefly discussed in [22, 39, 81]. However, the solution is only feasible for cylindrically shaped scattering objects. Since the ribs are assumed to be circular cylinders, cylindrical basis functions can be employed for the field expansion.

Let \( \text{Re} \phi_i \) represent a regular cylindrical basis function and \( \text{Out} \phi_i \) represent an outgoing cylindrical basis function [39]. These functions can be mathematically expressed as [22, 81],

\[
\text{Re} \phi_i(\gamma, \vec{r}) = J_i(\gamma, |\vec{r}|) e^{i\gamma},
\]

(6.1)

and

\[
\text{Out} \phi_i(\gamma, \vec{r}) = H^{(2)}_i(\gamma, |\vec{r}|) e^{i\gamma},
\]

(6.2)

where \( J_i \) is the \( i^{th} \) order Bessel function, \( H^{(2)}_i \) is the \( i^{th} \) order cylindrical Hankel functions of the second kind, \( i \) is an integer in the range \([-\infty, \infty]\) and \( \gamma \) is the complex propagation constant defined in (3.8). The point \( \vec{r} \) in cylindrical coordinate system has a radial distance of \(|\vec{r}|\) and an angle of \( \theta \) with the origin located at the scatterer (cylinder) center. The mathematical representation of (6.1) and (6.2) takes
the following form

\[ Z_i(\gamma, |\vec{r}|) = Z_i(-j \gamma |\vec{r}|), \]  

(6.3)

where \( Z_i \) represents either a Bessel or a Hankel function.

As indicated in [17, 22, 39, 71], the incident field can be written as

\[ \phi_{inc}(\vec{r}) = \sum_i a_i \ Re \phi_i(\gamma, \vec{r}), \]  

(6.4)

where \( a_i \) is the incident field expansion coefficient for the \( i^{th} \) term of the expansion. Similarly, the scattered field can be written as a function of the outgoing cylindrical eigen functions, viz

\[ \phi_{sca}(\vec{r}) = \sum_i b_i \ Ou \phi_i(\gamma, \vec{r}), \]  

(6.5)

where \( b_i \) is the scattered field expansion coefficient for the \( i^{th} \) term of the expansion. Also, the total transmitted field in the elastic cylinder of radius \( a_c \) can be expressed as

\[ \phi_{tra}(\vec{r}) = \sum_i e_i \ Re \phi_i(\gamma_c, \vec{r}), \ |\vec{r}| \leq a_c, \]  

(6.6)

where \( e_i \) is the total transmitted field expansion coefficient for the \( i^{th} \) term of the expansion and \( \gamma_c \) is the propagation constant of the cylinder. The incident field coefficients can be evaluated by assuming half space Green’s functions of the radiating element which is considered as a line source placed at the location \( \vec{r}' \), that is

\[ \phi_{inc}(\vec{r}) = \frac{-j}{2} H_o^{(2)}(\gamma, |\vec{r} - \vec{r}'|). \]  

(6.7)
Applying the addition theorem to the right hand side of (6.7) allows us to write the incident field as

\[ \phi_{\text{inc}}(\vec{r}) = \frac{-j}{2} \sum_{i} O_{U} \phi_{i}(\gamma, \vec{r}_{s}) \, \text{Re} \, \phi_{i}(\gamma, \vec{r}), \]  

(6.8)

where \( \vec{r}_{s} \) is the smaller of \( \vec{r} \) and \( \vec{r}' \), and \( \vec{r} \) is the larger of \( \vec{r} \) and \( \vec{r}' \). Assuming that \( \vec{r} \leq \vec{r}' \), then, (6.8) becomes

\[ \phi_{\text{inc}}(\vec{r}) = \frac{-j}{2} \sum_{i} O_{U} \phi_{i}(\gamma, \vec{r}') \, \text{Re} \, \phi_{i}(\gamma, \vec{r}). \]  

(6.9)

Comparing (6.4) and (6.9), the \( i^{th} \) expansion coefficient can be deduced and expressed as

\[ a_{i} = \frac{-j}{2} O_{U} \phi_{i}(\gamma, \vec{r}'). \]  

(6.10)

Substituting from (6.2), the coefficient \( a_{i} \) takes the form

\[ a_{i} = \frac{-j}{2} H^{(2)}_{i}(\gamma, |\vec{r}'|) e^{j\theta'}, \]  

(6.11)

where the angle \( \theta' \) is the line source angle considering the origin located at the scatterer center.

For a solution of \( \phi_{\text{sca}} \), boundary conditions discussed in Chapter 2 are applied. That is, continuity of the pressure and normal velocity over the surface of the scatterers are enforced, giving

\[ \rho(\phi_{\text{inc}}(\vec{r}) + \phi_{\text{sca}}(\vec{r}))|_{r=a_{c}} = \rho_{c} \phi_{\text{tra}}(\vec{r})|_{r=a_{c}}, \]  

(6.12)

and

\[ \frac{\partial}{\partial r}(\phi_{\text{inc}}(\vec{r}) + \phi_{\text{sca}}(\vec{r}))|_{r=a_{c}} = \frac{\partial}{\partial r} \phi_{\text{tra}}(\vec{r})|_{r=a_{c}}. \]  

(6.13)
Substituting (6.1) to (6.5) into the boundary conditions and applying the orthogonality of the cylindrical basis functions, results in two equations for \( b_i \) and \( e_i \) and solving yields

\[
e_i = \frac{\rho(a_i J_i(\gamma a_c) + b_i H_i^{(2)}(\gamma a_c))}{\rho \gamma J_i(\gamma a_c)},
\]  

(6.14)

and

\[
b_i = \frac{\rho \gamma J_i(\gamma a_c) J'_i(\gamma a_c) - \rho \gamma J'_i(\gamma a_c) J_i(\gamma a_c)}{\rho \gamma J'_i(\gamma a_c) H_i^{(2)}(\gamma a_c) - \rho \gamma J_i(\gamma a_c)(H_i^{(2)}(\gamma a_c))'} a_i.
\]  

(6.15)

More compactly

\[
b_i = \delta_i a_i,
\]  

(6.16)

where

\[
\delta_i = \frac{\rho \gamma J_i(\gamma a_c) J'_i(\gamma a_c) - \rho \gamma J'_i(\gamma a_c) J_i(\gamma a_c)}{\rho \gamma J'_i(\gamma a_c) H_i^{(2)}(\gamma a_c) - \rho \gamma J_i(\gamma a_c)(H_i^{(2)}(\gamma a_c))'}. 
\]  

(6.17)

The basic eigen formulation in this section will be extensively employed when the feed array is excited to illuminate the rib cage which is the source of inhomogeneity within the domain.

### 6.4 General Case: \(K\) Line Sources and \(N\) Lossy Elastic Cylinders

In this section, results developed in the previous section are employed to obtain the total field when \(K\) line sources illuminate \(N\) circular elastic cylinders (see Figures 6.1 and 6.2). The total field at any point within the computational domain (except
Figure 6.6: Geometrical details of the problem.
for the inhomogeneities) can be expressed as

$$
\phi_{\text{tot}}(\vec{r}) = \phi_{\text{inc}}(\vec{r}) + \phi_{\text{sca}}(\vec{r}),
$$

(6.18)

where $\phi_{\text{tot}}(\vec{r})$ is the total field at the location $\vec{r}$. To calculate each field separately, (6.4) and (6.5) are employed. Due to the fact that the incident field value should be the same regardless of how it is calculated, any rib can be chosen arbitrarily for calculating the incident field. After accounting for contributions of all array elements, the incident field can be expressed as

$$
\phi_{\text{inc}}(\vec{r}) = \sum_{k=1}^{K} \sum_{i} a_{i}^{nk} J_{i}(\gamma, |\vec{r}_o|)e^{ji\theta_o},
$$

(6.19)

where $\vec{r}_o$ and $\theta_o$ are the location and angle of the field point, respectively (see Figure 6.6). The scattered field is obtained by superimposing scattered fields from all cylinders, giving

$$
\phi_{\text{sca}}(\vec{r}) = \sum_{k=1}^{K} \sum_{i} \sum_{n=1}^{N} b_{i}^{nk} H_{i}^{(2)}(\gamma, |\vec{r}_n|)e^{ji\theta_n},
$$

(6.20)

where $\vec{r}_n$ and $\theta_n$ are the field location and angle, respectively, referenced to the center of the $n^{th}$ rib as shown in Figure 6.6.

Combining (6.19) and (6.20), the total field is given by

$$
\phi_{\text{tot}}(\vec{r}) = \sum_{k=1}^{K} \sum_{i} \left[ a_{i}^{nk} J_{i}(\gamma, |\vec{r}_o|)e^{ji\theta_o} + \sum_{n=1}^{N} b_{i}^{nk} H_{i}^{(2)}(\gamma, |\vec{r}_n|)e^{ji\theta_n} \right].
$$

(6.21)

Considering each element of the feed array is fed separately by a continuous wave signal of relative amplitude $u_k$ and phase $\theta_k$, the series coefficients in (6.21) can be
replaced by their equivalent from (6.11) and (6.15) to get

$$
\phi_{tot}(\vec{r}) = \frac{-j}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} \sum_i \left[ H_o^{(2)}(\gamma, |\vec{r}_{ko}|) e^{j\gamma_{ko}} J_i(\gamma, |\vec{r}_{o}|) e^{j\theta_o} \right. \\
+ \left. \sum_{n=1}^{N} \delta_{i}^{n,k} H_i^{(2)}(\gamma, |\vec{r}_{kn}|) H_i^{(2)}(\gamma, |\vec{r}_n|) e^{j\gamma_{kn}} e^{j\theta_n} \right],
$$

(6.22)

where $u_k e^{j\theta_k}$ is the excitation of the $k^{th}$ array element, $\vec{r}_{ko}$ is the distance between the $k^{th}$ element of the feed array to a certain rib or cylindrical scatterer and $\vec{r}_{kn}$ is that between the $k^{th}$ element of the feed array and the $n^{th}$ rib, and $\theta_{ko}$ and $\theta_{kn}$ are the corresponding angles, respectively as displayed in Figure 6.6.

In the two step formulation described in Chapter 5, a virtual array is introduced along the intercostal spacings between the ribs. As shown in Figure 6.7, the virtual sources are separated by the minimum Nyquist spatial distance which corresponds to $\lambda/2$ spacings between array elements. To apply this approach, the matrix equation that relates both actual and virtual array feeds should be formulated first. This can be achieved by computing the normal velocity distribution over the virtual aperture using the following equation [17, 86],

$$
\mathbf{u}_p(\vec{r}_p) = \hat{\mathbf{n}} \cdot (\nabla \phi_{tot})|_{\vec{r}=\vec{r}_p},
$$

(6.23)

where $\vec{r}_p$ is a general point on the virtual plane. Substituting for $\phi_{tot}$ from (6.22) into (6.23) and using Bessel and Hankel functions identities [2], the normal particle velocity $\mathbf{u}_p(\vec{r}_p)$ at the general point $\vec{r}_p$ over the virtual plane is given by

$$
\mathbf{u}_p(\vec{r}_p) = \frac{-j}{2} \sum_{k=1}^{K} u_k e^{j\theta_k} \sum_i \left\{ H_o^{(2)}(\gamma, |\vec{r}_{ko}|) e^{j\gamma_{ko}} \left[ J_{i+1}(\gamma, |\vec{r}_{po}|) + \frac{j}{\gamma |\vec{r}_p|} J_i(\gamma, |\vec{r}_{po}|) \right] e^{j\theta_o} \right. \\
+ \left. \sum_{n=1}^{N} \delta_{i}^{n,k} H_i^{(2)}(\gamma, |\vec{r}_{kn}|) \left[ H_i^{(1)}(\gamma, |\vec{r}_n|) + \frac{j}{\gamma |\vec{r}_p|} H_i^{(2)}(\gamma, |\vec{r}_{po}|) \right] e^{j\theta_n} \right\}.
$$

(6.24)
Figure 6.7: Virtual Array Concept.
where \( \vec{r}_{po} \) is the vector connecting the \( p^{th} \) element of the virtual array to the center of an arbitrary rib and \( \theta_o \) is the corresponding angle. In matrix form, (6.24) can be expressed as

\[
\mathbf{u}_p = \mathbf{H}_{u1} \mathbf{u}_u, \tag{6.25}
\]

where \( \mathbf{H}_{u1} \) is the matrix operator that relates the velocity distribution over the virtual array to that over the actual array (above the ribs). From (6.24), the entries of \( \mathbf{H}_{u1} \) are given by

\[
\mathbf{H}_{u1}(p, k) = \frac{-\gamma}{2} \sum_i \left\{ H_0^{(2)}(\gamma, |\vec{r}_{ko}|) e^{ij\theta_o} \left[ J_{i+1}(\gamma, |\vec{r}_{po}|) + \frac{j}{\gamma|\vec{r}_p|} J_i(\gamma, |\vec{r}_{po}|) \right] e^{ij\theta_o} \right. \\
+ \left. \sum_{n=1}^N \delta_{nk} H_0^{(2)}(\gamma, |\vec{r}_{kn}|) e^{ij\theta_n} \left[ H_{i+1}^{(2)}(\gamma, |\vec{r}_n|) + \frac{j}{\gamma|\vec{r}_p|} H_i^{(2)}(\gamma, |\vec{r}_{po}|) \right] e^{ij\theta_n} \right\}. \tag{6.26}
\]

As indicated in Chapter 5, the next step is to use the virtual array as the excitation for the approximate half space below its surface. Therefore, the total velocity potential at the general \( m^{th} \) point below the virtual array is given by

\[
\phi(\vec{r}_m) = \sum_{p=1}^P \mathbf{u}_p(\vec{r}_p) g_{fd}(\vec{r}_m|\vec{r}_p), \tag{6.27}
\]

where \( P \) is the number of virtual sources, \( \vec{r}_m \) is the field point and \( \vec{r}_p \) is the virtual source location while \( g_{fd}(\vec{r}_m|\vec{r}_p) \) is the appropriate Green’s function. In matrix form, (6.27) can be expressed as

\[
\mathbf{\Phi}_d = \mathbf{H}_d \mathbf{u}_p, \tag{6.28}
\]

where \( \mathbf{\Phi}_d \) is the velocity potential vector at the location \( \vec{r} \) and \( \mathbf{u}_p \) is the velocity distribution of the virtual array between the intercostal spacings. The general entry
of the matrix $H_d$ is given by

$$H_d(m, p) = g_{fd}(\vec{r}_m | \vec{r}_p).$$  \hspace{1cm} (6.29)

It should be noted that (6.25) and (6.28) are similar to those obtained in Chapter 5 when the two step VAR formulation was introduced for pattern synthesis. The only difference is that (6.25) relates the velocity distribution of the actual array to that of the virtual one via the matrix $H_{u1}$, while (5.9) relates the velocity potential over the virtual plane to the velocity distribution over the actual one.

### 6.5 Pattern Synthesis

By employing the computational formulation discussed in the aforementioned section, the two step synthesis approach presented in Chapter 5 and [5, 7] can be utilized to compute the complex excitation vector of the feed array. The key steps for this approach can be summarized as follows:

1. Obtain the excitation vector of the virtual array that is capable of producing highly localized fields inside the rib cage. This can be performed by applying the direct PI approach to (6.28) to get

$$u_p = H_d^{pi} \Phi_d,$$

where $\Phi_d$ is the complex velocity potential vector at a set of $M$ control field points. The PI of $H_d$ is given by (3.6).

2. Formulate the constrained optimization problem by evaluating the incident
fields over the solid ribs which are given by (5.9) and (5.10). Hence, the optimization problem can be stated as

\[
\min ||H_r u_u||^2 \quad \text{subject to } u_p = H_{u1} u_u \quad \forall \ u_u. \tag{6.31}
\]

The solution to (6.31) will take the following form

\[
u_u = W^{pi} H_{u1}^* (H_{u1} W^{pi} H_{u1}^*)^{pi} u_p, \tag{6.32}
\]

where \( W \) is a positive definite weighting matrix given by

\[
W = H_r^* H_r. \tag{6.33}
\]

After computing the feed array, the total fields are scanned inside the rib cage and over the ribs to verify the pattern synthesis algorithm. The scanning process is performed by first evaluating the matrices \( H_{u1}, H_r \) and \( H_d \). Then, the virtual array excitation vector is computed according to (6.25). Subsequently, the fields inside the rib cage are calculated by substituting in (6.28) using the virtual array excitation vector.

### 6.6 Numerical Examples

After presenting the basic synthesis and analysis approaches for the realistic model presented in the previous sections, several examples for pattern synthesis are considered. The same single and multiple focus examples presented in Chapters 4 and 5 are simulated with 500 \( kHz \) to validate the computational approach for the realistic model. In addition, a higher excitation frequency of 1 \( MHz \) is used to study focusing
with higher frequencies. Both single and multiple focusing schemes will be tested for lossless cases as in Chapters 4 and 5 for comparison purposes. Finally, attenuation and frequency dependence effects are examined.

6.6.1 500 kHz Operating Frequency with no Attenuation

In Chapters 4 and 5, the proposed synthesis approaches were tested at 500 kHz. The lossless nature of the soft tissues is maintained here to validate the suggested computational and synthesis approaches by comparing field patterns with those generated in Chapter 5. The simulation has the following parameters:

- Operating frequency is 500 kHz which corresponds to a 3 mm wavelength in the soft layers.

- 240 planar, uniformly spaced excitation elements with interelement separation equal to a half wavelength.

- Height of the array elements from the rib plane is 17λ.

- Number of ribs is 6.

- Rib diameter is 6 λ which corresponds to 1.8 cm. This value was chosen since its represents the actual rib diameter for an average person.

- Aperture (tissue between ribs) width is 7λ, which corresponds to 2.1 cm separation on the average.

- Rib attenuation is 1.64 Np/(cm MHz) which corresponds to 0.366 Np/λ.
• Sound speed in ribs is almost double that in soft tissues as indicated in Table 2.1.

• Rib density is approximately one and half times that of soft tissues as shown in Table 2.1.

• Proposed target location is \((120 \text{ mm}, 150 \text{ mm})\) or \((40 \lambda, 50 \lambda)\).

This set of data is applied to the VAR synthesis approach described in the previous section. After applying the feed array excitation vector, field maps inside the rib cage and over the rib surfaces are constructed to test the synthesis algorithm.

The simulation results for this example are displayed in Figures 6.8 to 6.12. Figure 6.8 displays the magnitude and phase distribution of the feed array excitation vector and as can be seen, both distributions follow the same patterns observed in Figure 5.2 for the same example. Figures 6.9 and 6.11, indicate that ultrasonic beams propagate through the intercostal gaps between the solid ribs to add constructively at the desired focal location. The focal plane cut shown in Figure 6.10 proves that the prespecified level was achieved accurately at the focus location, a feature that exists in the synthesis approaches presented in Chapters 4 and 5. Figure 6.12 demonstrates that the power deposition over the rib surfaces with the realistic modeling is minimized and not affected either by the geometrical features of the ribs or their ultrasonic characteristics. The relative rib power ratio \(\epsilon_r\) for this test case is about 6.8%.

Regarding multiple focus pattern synthesis, a two foci pattern is synthesized and discussed. Two foci each has unity intensity are simulated at the locations \((60 \text{ mm},\)
Figure 6.8: Complex excitation of the feed array for the single focus example at 500 kHz.
Figure 6.9: Two dimensional intensity pattern for the single focus example at 500 kHz.
Figure 6.10: Focal plane intensity cut for the single focus example at 500 kHz.
Figure 6.11: Intensity pattern contour plot (25 % contours) for the single focus example at 500 kHz.
Figure 6.12: Intensity pattern over the rib-tissue plane for the single focus example at 500 kHz.
165 mm) and (180 mm, 135 mm) or (20 λ, 55 λ) and (60 λ, 45 λ), respectively. The complex excitation vector of the feed array is plotted in Figure 6.13, indicating higher amplitude variations over the array elements. This is expected when multiple focus synthesis is considered. The scanned field intensity patterns and focal plane cuts displayed in Figures 6.14 and 6.15 show that deep focusing with acceptable interference patterns is still achievable. This was also deduced from the contour plot given in Figure 6.16. The differences between the field patterns obtained in this chapter and those obtained in Figures 5.14, 5.16 and 5.18 are negligible and in both cases, well behaved interference patterns were generated. Finally, Figure 6.17 which shows the intensity distribution over the rib-tissue plane, indicates that the rib field minimization approach employed in the synthesis process achieved minimal rib power deposition. The relative rib power ratio $\epsilon_r$ in this case is about 7.4%.

### 6.6.2 1 MHz Operating Frequency with no Attenuation

Utilizing higher frequencies in HIFU treatment is motivated by the need to obtain higher power deposition at the tumor location coupled with shorter periods to achieve the desired thermal coagulation of malignant tissues. This motivates the need to study focusing as a function of the operating frequency. To address this issue, single focus scheme is carried out using 1 MHz excitation frequency. The input data for this simulation are:

- Operating frequency is 1 MHz which corresponds to a 1.5 mm wavelength in the water, fat, viscera and liver.
Figure 6.13: Complex excitation of the feed array for the two focus example at 500 kHz.
Figure 6.14: Two dimensional intensity pattern for the two focus example at 500 kHz.
• 480 planar, uniformly spaced excitation elements with interelement separation equal to a half wavelength.

• Height of the array elements from the rib plane is 34 \( \lambda \).

• Number of ribs is 6.

• Rib diameter is 12 \( \lambda \).

• Aperture (tissue between ribs) width is 14 \( \lambda \).

• Rib attenuation is 1.64 \( Np/(cm \, MHz) \) which corresponds to 0.366 \( Np/\lambda \).

• Sound speed in the ribs is double that in the soft tissue as indicated in Table 2.1.

• Rib density is approximately one and half times that of the soft tissue as shown in Table 2.1.

• Proposed target location is (120 mm, 150 mm) or (80 \( \lambda \), 100 \( \lambda \)).

It should be noted that for both the 500 \( kHz \) and the 1 MHz simulations, the interelement separation of the feed array was fixed at half wavelength to enable fair comparisons between the two simulations.

The results for the single focus case at 1 MHz are given in Figures 6.18 to 6.22. Figure 6.18 shows the complex excitation vector of the feed array and as shown, feed distribution over the feed array is similar to that obtained at 500 kHz. Figures 6.19 shows a two dimensional intensity pattern inside the rib cage showing an improved focusing scheme compared to that at 500 kHz. This is mainly due to the increased
gain at the focal point due to the increase in the excitation frequency. Figures 6.20 and 6.21 display the a focal plot cut and a contour plot (25 % contours), respectively. They show that at 1 MHz, the intensity level at the focal point is precisely fulfilled in both magnitude and location coupled with acceptable interference patterns in the interior of the rib cage. Figure 6.22 shows the intensity pattern over the rib-tissue plane and it can be seen that the intensity levels over the rib surfaces are lower than those over the intercostal spacings. The relative rib power $\varepsilon_r$ is 9.15 % in this case. However, some ribs are exposed to higher intensity levels compared with the 500 kHz excitation case due to the increase of the scattered power.

In summary, the 1 MHz test case leads to two important advantages over the 500 kHz case. The first is the improved focusing scheme with better interference patterns and the second is the higher power deposition at the tumor location(s). However, this operating frequency can not be utilized in treating deeply seated tumors because of the higher losses/attenuation within the medium, as will be seen in the following section.

6.6.3 Effects of Tissue Attenuation on the Focusing Scheme

To address the effect of soft tissue attenuation on the focusing scheme, the single focus example discussed previously is reconsidered. For the worst case scenario, attenuation of 1 dB/(cm MHz) may be introduced for all soft tissue layers. Two excitation frequencies, 500 kHz and 1 MHz are tested with a unity intensity focus desired at the point (120 mm, 150 mm).
Results of the synthesis approach are displayed in Figures 6.23 to 6.27 for excitation at 500 kHz. Figure 6.23 shows the complex excitation vector of the feed array. As shown, the pattern distribution over the feed array elements is identical to that given in Figure 6.8 except that higher amplitudes are observed over the array elements. This scaling is expected because of the increased array power required to compensate for power loss within the soft tissues. The phase distribution over the feed array in the presence of losses is similar to that obtained when the lossless case was considered.

Regarding the feasibility of focusing, Figures 6.24 and 6.25 show that acceptable focusing scheme with relatively good interference patterns is achieved. However, intensity levels over the virtual plane as well as below the rib surfaces are higher than those observed for the lossless case and this is clearly displayed in the intensity pattern given in Figure 6.27 and the contour plot shown in Figure 6.26. Although the interference pattern is deteriorated, the synthesis algorithm tends to deposit the desired levels at the foci locations and this is shown explicitly in the focal plane cut in Figure 6.25. As expected, higher field intensity patterns are observed over the rib-tissue plane when compared to those in Figure 6.12. However, the relative rib power $\epsilon_r$ is still around 6.9 % close to the lossless case. It is worth noting that a small fraction of the total power is deposited at the focal location. In this example, the ratio between the focal spot power and that at the frontal plane of the rib cage is around 9.28 %. This ratio is a function of the focal location and tissue attenuation.

The results for the 1 MHz case are presented in Figures 6.28 to 6.32. Figure 6.28 shows the complex excitation vector of the feed array and as stated for the 500 kHz
excitation, it has the same scaling feature compared with the corresponding lossless case. The interference patterns shown in Figure 6.29 are too deteriorated and become unacceptable for treatment. This can be also deduced from Figure 6.31 where high interference patterns are also present in the interior of the rib cage. Although the prespecified intensity level was accurately achieved at (120 mm, 150 mm) as shown in Figure 6.30, the higher levels within the soft tissue region cause significant temperature increases in this area. As a result, the advantage of achieving well behaved patterns inside the rib cage disappeared. Figure 6.32 demonstrates the intensity distribution over the rib-tissue plane and as can be seen, intensity levels over the rib surfaces are dramatically higher than those observed in Figure 6.22 when the tissue loss was ignored. However, the relative rib power $\epsilon_r$ is around 8.5 % which is close to that with lossless tissues. The ratio between the focal spot power and that at the frontal plane of the rib cage is around 2.15 %.

6.7 Discussion and Conclusions

The main goal in this chapter was to propose, implement and test a more realistic model for the problem at hand. First, a model with improved rib geometrical features and ultrasonic characteristics was proposed as shown in Figure 6.1. To analyze this model, exact field prediction techniques [22, 39, 81] based on eigen field expansion were developed and the computational formulation was implemented. Important conclusions were drawn from the realistic model simulations. In particular, focusing HIFU beams even when realistic modeling of the rib cage is considered is still feasi-
ble. This conclusion is valid irrespective of the computational model or the employed field computational techniques. In addition, this chapter demonstrated the robustness of the two step synthesis algorithm developed in Chapters 5, since by using this approach, well behaved interference patterns concurrently with minimal rib intensity levels were achieved. However, regardless of the employed field computational methods, similar pattern features and desired intensity levels were observed when the VAR approach was employed for pattern synthesis in the examples discussed in Chapter 5 and 6.

Introducing tissue attenuation resulted in limitations for the actual treatment since the focusing scheme was deteriorated when the frequency was increased due to the presence of higher interference patterns. Therefore, depth of penetration (target location) should control the choice of the operating frequency. This characterization is addressed and discussed in the following chapter in the context of a design approach to allow for an optimal treatment plan.

Finally, regarding the computational cost of the employed exact eigen expansion [17, 22, 39, 71, 81], it should be noted that with the huge size of the computational domain, it was necessary to perform both synthesis and scanning problems in an efficient way. For example, the Bessel and Hankel functions were tabulated before starting the synthesis and table look up was carried out when needed. Also, for calculation accuracy, sufficient terms (around 100 term) from the series expansion were considered to ensure that convergence is achieved.
Figure 6.15: Focal plane cut for the two focus example at 500 kHz.
Figure 6.16: Intensity pattern contour plot (25% contours) for the two focus example at 500 kHz.
Figure 6.17: Intensity pattern over the rib-tissue plane for the two focus example at 500 kHz.
Figure 6.18: Complex excitation of the feed array for the single focus example at 1 MHz.
Figure 6.19: Two dimensional intensity pattern for the single focus example at 1 MHz.
Figure 6.20: Focal plane intensity cut for the single focus example at 1 MHz.
Figure 6.21: Intensity pattern contour plot (25% contours) for the single focus example at 1 MHz.
Figure 6.22: Intensity pattern over the rib-tissue plane for the single focus example at 1 MHz.
Figure 6.23: Complex excitation of the feed array for the single focus example at 500 kHz with lossy tissue.
Figure 6.24: Two dimensional intensity pattern for the single focus example at 500 kHz with lossy tissue.
Figure 6.25: Focal plane intensity cut for the single focus example at 500 kHz with lossy tissue.
Figure 6.26: Intensity pattern contour plot (25 % contours) for the single focus example at 500 kHz with lossy tissue.
Figure 6.27: Intensity pattern over the rib-tissue plane for the single focus example at 500 kHz with lossy tissue.
Figure 6.28: Complex excitation of the feed array for the single focus example at $1 \text{ MHz}$ with lossy tissue.
Figure 6.29: Two dimensional intensity pattern for the single focus example at 1 MHz with lossy tissue.
Figure 6.30: Focal plane intensity cut for the single focus example at 1 MHz with lossy tissue.
Figure 6.31: Intensity pattern contour plot (25 % contours) for the single focus example at 1 MHz with lossy tissue.
Figure 6.32: Intensity pattern over the rib-tissue plane for the single focus example at 1 MHz with lossy tissue.
CHAPTER 7

Design and Computational Aspects

In the previous three chapters, phased array pattern synthesis algorithms for HIFU treatment of liver tumors have been formulated, implemented and validated. Regardless of the employed synthesis algorithm, practitioners who use phased arrays need to design an optimal treatment plan for liver tumors. This means that for a specific tumor, treatment frequency should be optimally selected. In this chapter, parameters affecting the focusing scheme such as operating frequency, maximum penetration depth and soft tissue attenuation are discussed and characterized. In addition, effect of the rib power minimization is carefully addressed and analyzed to demonstrate the importance of the constrained solution obtained in the second step of the VAR synthesis procedure.

7.1 Attenuation Model and Energy Requirements

In Chapters 3, 4 and 5, the propagation model was assumed to be lossless with soft tissues speed of sound of 1500 m/sec and density of 1000 kg/m³. As indicated
in [77], an appropriate model of the attenuation can take the following frequency dependence form

\[ \alpha = \alpha_0 f^\nu, \]  

(7.1)

where \( \alpha_0 \) is the attenuation coefficient at frequency 1 MHz, and \( \nu \) is a constant, and according to [77], its value is 1.1.

The thermal model described in Chapter 2 will be utilized in all simulations discussed in this chapter. The tumor and normal tissues are assumed to have the same thermal conduction and propagation features when excited by ultrasonic waves. In both malignant and normal tissues, the attenuation coefficient can be considered to be equal [63].

The power deposition within the volume of a certain tumor can be evaluated using the following relation

\[ P_t = \kappa K_t T_h, \]  

(7.2)

where \( P_t \) is the power deposition within the tumor volume, \( \kappa \) is a constant that depends on the dimensions and geometrical features of the tumor, \( K_t \) is the thermal conductivity and \( T_h \) is the temperature increase in °C. Assuming that the selected points inside the tumor correspond to the focal points along the scan trajectory, then the total power within the tumor can be approximated by [26],

\[ P_t = \sum_{m=1}^{N_f} Q_i V_i, \]  

(7.3)

where \( Q_i \) is the power deposition level at the \( i^{th} \) focal point, \( V_i \) is the effective volume of the focal spot, and \( N_f \) is the number of focal spots along the scan trajectory. To
simplify (7.3), the following assumptions may be assumed:

- The effective size of the focal point does not change as they traverse the scan trajectory.

- Equal power deposition is assumed at each focal point.

Using these two assumptions and (7.3), the power deposition at each point can be expressed as

$$Q_{av} = \frac{P_t}{N_f V},$$  \hspace{1cm} (7.4)

where $V$ is the effective size of any focal point and $Q_{av}$ is the average power deposition level.

After evaluating the average power deposition at each focal point, the intensity relations have to be invoked. Using (2.13), the spatial-peak time-average intensity at a focal point is given by

$$I_{SPTA} = \frac{Q_{av}}{2\alpha},$$  \hspace{1cm} (7.5)

where $\alpha$ is the tissue absorption coefficient which is assumed to be equal to the attenuation factor as indicated by [63].

To get the spatial peak pulse average intensity at the focal point, the duty cycle ratio $\frac{\tau}{T}$ should be evaluated and since, equal dwell time is assumed at each focal point, then

$$T = N_f \tau.$$  \hspace{1cm} (7.6)
Therefore, the spatial-peak pulse-average intensity at the focal point defined by (2.14) can be expressed in the following form

\[ I_{SPA} = \frac{N_f Q_{av}}{2\alpha}, \]  

(7.7)

According to (7.7), the average power deposition within the tumor volume is related to the applied ultrasonic intensity of the incoming beam and the tissue absorption coefficient at this location. In the following section, the treatment frequency is chosen such that it maximizes the power deposition at the focal points which represent the tumor(s) locations.

7.2 Optimal Power Deposition

Because of the need to generate a lesion in the tumor vicinity, HIFU beams are focused at the tumor location(s) for a certain period of time to achieve the necessary thermal necrosis. As displayed in Figure 2.4, the time required to reach this thermal stage decreases with the increase of the applied ultrasonic power. Therefore, for more power deposition at the focal spots, higher frequency ranges for HIFU are recommended. This increases the path attenuation [26, 53, 54] and thus higher interference patterns are expected inside the rib cage especially in the near bone area and over the rib surfaces.

This fact was demonstrated in the previous chapter when the operating frequency was increased from 500 kHz to 1 MHz. The intensity levels in the near bone area at 500 kHz were significantly lower than those generated at 1 MHz as displayed in Figures 6.24 and 6.29. Thus, it is required to choose the treatment frequency based
on the focal spot location and the acceptable intensity levels in the near bone vicinity.

The following factors affect the HIFU treatment:

1. The operating frequency $f$, which plays a major role by directly affecting the power deposition at the focus location. It should be chosen in such a way that ensures higher power deposition at the tumor location without causing excessive overheating at undesired locations.

2. The maximum penetration depth $d$ which is the focal spot location (target location). This distance affects the interference patterns inside the rib cage since, at a given operating frequency, going deeper inside the rib cage increases the overall path attenuation and hence interference patterns in the interior of the rib cage are significantly deteriorated.

3. The tissue attenuation $\alpha$ is assumed, according to [63, 77], to have the frequency dependence described by (7.1).

The power deposition at the focal point(s) is expressed in terms of the operating frequency, tumor location, and tissue attenuation, then standard maximization technique will be employed to extract a simple criterion that controls the selection of the operation conditions according to tumor and tissue characteristics.

From (7.7), the average power deposition at a point located at a distance $d$ under the ribs can be expressed as

$$Q_{av}(d) = \frac{2\alpha}{N_f} I_{SPPA}(d).$$  \hfill (7.8)
Assuming plane wave unfocused system, the power deposition of the ultrasonic beams propagating from the frontal plane of the rib cage to the tumor location can be expressed as

\[ Q_{av}(d) = \frac{2\alpha}{N_f} I_o e^{-2\alpha d}, \quad (7.9) \]

where \( I_o \) is the intensity level at the frontal plane of the rib cage. Substituting from (7.1) into (7.9) yields

\[ Q_{av}(d) = \frac{2\alpha_o I_o}{N_f} f^\nu e^{-2\alpha_o f^\nu d}. \quad (7.10) \]

Equation (7.10) can be reduced to

\[ Q_{av}(d) = Q_o f^\nu e^{-2\alpha_o f^\nu d}, \quad (7.11) \]

where

\[ Q_o = \frac{2\alpha_o I_o}{N_f}. \quad (7.12) \]

It is now required to select the operating frequency that maximizes the power deposition at the tumor location, i.e. select \( f \) that maximizes \( Q_{av}(d) \) given by (7.10). The first derivative of (7.10) with respect to the operating frequency \( f \) is given by

\[ \frac{\partial Q(d)}{\partial f} = Q_o [f^\nu e^{-2\alpha_o df^\nu d} (-2\nu \alpha_o df^\nu -1) + e^{-2\alpha_o f^\nu d} df^\nu -1] \quad (7.13) \]

Equating the first derivative with zero yields,

\[ 2\alpha_o f^\nu d = 1, \quad (7.14) \]

or

\[ f^\nu = \frac{1}{2\alpha_o d}. \quad (7.15) \]
Therefore, the optimal operating frequency can be expressed as

\[ f_{opt}(d) = (2\alpha_o d)^{\frac{1}{\nu}}, \quad (7.16) \]

where \( f_{opt}(d) \) is the optimal treatment frequency that maximizes the power deposition level when a certain treatment is desired at distance \( d \) under the skin. From (7.16), it is concluded that to reach deeper tumors, the operating frequency has to be reduced.

It should be noted that although the formulation was carried out and implemented for the single focus scheme, it can be extended to cover the multiple focus one. This can be directly achieved by replacing \( N_f \) by \( \frac{N_f}{M} \), where \( M \) is the number of foci.

At the frequency given by (7.16), the value of the power deposition can be deduced by substituting from (7.16) into (7.11). This substitution yields

\[ Q_{avopt}(d) = Q_o \frac{1}{2\alpha_o d} e^{-1}, \quad (7.17) \]

where \( Q_{avopt} \) is the power deposition level at the optimal treatment frequency. It is worth noting that this value of the power deposition level represents the maximum that can be achieved at a certain location \( d \).

For convenience purposes, a power deposition index may be defined by normalizing the power deposition level in (7.11) with respect to \( Q_o \). This normalization introduces the parameter

\[ \mu(d) = f^\nu e^{-2\alpha_o f^\nu d}, \quad (7.18) \]

where \( \mu(d) \) is the power deposition index when performing HIFU treatment at distance \( d \) under the skin. From (7.18), the power deposition index for the optimal case
is given by

\[ \mu_{opt}(d) = \frac{1}{2\alpha_d} e^{-1}. \] (7.19)

This equation can be rewritten in terms of the optimal treatment frequency as

\[ \mu_{opt}(d) = f_{opt}(d)e^{-1}. \] (7.20)

### 7.3 Design Curves

In this section, curves relating the power deposition level at the focal plane to the operating frequency and penetration depth are generated and utilized to design the appropriate treatment plan. In practice, liver tumors exist at depths from 6 cm to 15 cm under the skin.

A set of design curves is generated by scanning the operating frequency from 100 kHz to 1.6 MHz at each specific location to generate graphs that can be utilized in selecting the optimal treatment planning. Figures 7.1 shows the variation of the power deposition index with both the operating frequency and depth when the factor \( \nu \) is chosen to be 1.1. To study the effect of the operating frequency on the heat deposition index, the distance \( d \) is fixed and the frequency is scanned from 100 kHz to 1.6 MHz and another set of graphs is generated and plotted in Figure 7.2. As shown in this figure, the power deposition index \( \mu \) has a certain maximum at a frequency value that matches the optimal frequency deduced from (7.16). Figure 7.3 shows the same data at distances from 11 to 15 cm which indicate that significant degradation in the power deposition level occurred when the frequency and/or distance increases.
From the two sets of design curves generated and plotted in Figures 7.2 and 7.3, it is observed that the power deposition index \( \mu \) is fairly flat around the optimal value. This motivates the thinking to increase the operating frequency allowing certain degradation in the power deposition level at the tumor location. For example, if the tumor resides at 10 \( cm \) under the skin, then according to (7.16), the optimal operating frequency is 450 \( kHz \) and, from (7.19), the corresponding power deposition index is 0.1585. If operating frequency is increased to 550 \( kHz \), the power deposition index will be 0.1561. This means that increasing the operating frequency by approximately 20 \% lead to a power deposition reduction of less than 2 \%.

It is then recommended to increase the operating frequency by a certain percentage concurrently with keeping the power deposition at the tumor location within certain range from the maximum value given by (7.19). To formulate this problem, the operating frequency is related to the optimal one by the following equation

\[
\Gamma_f(d) = \frac{f}{f_{opt}(d)}, \tag{7.21}
\]

where \( \Gamma_f(d) \) is the ratio between the utilized operating frequency and that corresponding to maximum power deposition at the tumor location.

Similarly, the power deposition index at a given frequency is related to its value when the maximum heat deposition is intended by using the following equation

\[
\Lambda_f(d) = \frac{\mu(d)}{\mu_{opt}(d)}, \tag{7.22}
\]

where \( \Lambda_f(d) \) is the power deposition index ratio and it indicates the operating conditions deviation from the optimal situation. It is clear that at optimal frequency of operation, both \( \Gamma_f(d) \) and \( \Lambda_f(d) \) have the unity value.
Using (7.16), (7.18), (7.19), (7.20) and (7.21), it can be shown that $\Gamma_f(d)$ and $\Lambda_f(d)$ can be related by the following equation

$$
\Lambda_f(d) = \Gamma_f^\nu(d) e^{-\Gamma_f^\nu(d)} \theta.
$$  \hspace{1cm} (7.23)

For a certain degradation in the power deposition, the factor $\Lambda_f(d)$ is specified and the solution of (7.23) should lead to operating frequency. Thus, (7.23) can be rewritten on the following form

$$
a_r = xe^{-x},
$$  \hspace{1cm} (7.24)

where $a_r$ is a constant related to the required ratio of the power deposition index, and is given by

$$
a_r = \frac{\Lambda_f(d)}{e},
$$  \hspace{1cm} (7.25)

and $x$ is the parameter we solve for given by

$$
x = \Gamma_f^\nu(d).
$$  \hspace{1cm} (7.26)

Practically, the value of $x$ is close to unity and in order to be able to find an appropriate solution to (7.24), a new parameter $y$ is defined according to the following equation

$$
y = x - 1,
$$  \hspace{1cm} (7.27)

where $y$ is smaller than unity. Substituting from (7.27) into (7.25) gives the following equation

$$
(y + 1)e^{-y} = b_r,
$$  \hspace{1cm} (7.28)
where $b_r$ is a constant given by

$$b_r = a_r e. \quad (7.29)$$

The series expansion for the exponent $e^y$ for small values of $y$ can be approximated by the following

$$e^{-y} \approx 1 - y. \quad (7.30)$$

Substituting with this expansion in (7.28) yields

$$(1 + y)(1 - y) = b_r. \quad (7.31)$$

Equation (7.31) can be reduced to

$$1 - y^2 = b, \quad (7.32)$$

which results in the following equation,

$$y = \pm \sqrt{1 - b}, \quad (7.33)$$

According to (7.27), the corresponding solutions for $x$ will be

$$x = \sqrt{1 - b} + 1, \quad (7.34)$$

or

$$x = -\sqrt{1 - b} + 1. \quad (7.35)$$

Since the goal is to increase the operating frequency, then, the value of $x$ given in (7.34) is chosen. Substituting from (7.25) and (7.26) in (7.34), the following relation can be deduced

$$\Gamma_f(d) = \sqrt{1 - \Lambda_f(d)} + 1, \quad (7.36)$$
from which, the proposed operating frequency that can be employed without significant degradation of the power deposition is given by the following relation

\[ f = f_{opt}(\sqrt{1 - \Lambda_f(d)} + 1)^{\frac{1}{\lambda}}. \]  

(7.37)

which means that if 10 % was allowed as degradation in the heat deposition level, then the treatment power deposition level is 90 % of its maximum and as a result, the value of \( \Lambda_f(d) \) is 90 %. Substituting into (7.38) gives

\[ f = 1.32 \, f_{opt} \]  

(7.38)

This means that a small degradation in the power deposition level leads to a significant increase of the operating frequency. Figure 7.4 indicates the gain in the operating frequency versus the degradation in the power deposition level at the focal point.
Figure 7.1: Variation of the deposition index $\mu$ with both the focal distance $d$ and the operating frequency in MHz.
Figure 7.2: Deposition index as a function of the treatment frequency for a set of focal distances ranging from 6 cm to 10 cm.
Figure 7.3: Deposition index as a function of the treatment frequency for a set of focal distances ranging from 11 cm to 15 cm.
Figure 7.4: Percentage increase in the treatment frequency as a function of the allowed deterioration or degradation in the deposition index $\mu$. 
7.4 Effect of Rib Power Minimization

According to the VAR synthesis approach presented in Chapter 5, the second step of the synthesis process explicitly accounts for the minimization of intensity levels and power deposition over the ribs. An important question arises, *What would be the situation if minimization of the rib power was not considered? In other words, what is the effect of the constrained optimization on field patterns inside the rib cage as well as over the rib surfaces?* To answer these questions, the following two cases are considered:

- Considering minimization of the rib power in the second step of the two step VAR synthesis.

- Ignoring the minimization of the rib power levels in the synthesis. Thus, no constraints are enforced while computing the feed array that is responsible for inducing the desired virtual sources over the intercostal spacings.

To test these two cases, the following was assumed:

1. A single focus pattern synthesis is performed.

2. Soft tissue attenuation is neglected.

3. Focal intensity of unity value is desired at (120 mm, 150 mm).

4. Operating frequency is set to 500 kHz.
In the following, complex excitation vector of the feed array, interference patterns, focal plane intensity pattern and rib-tissue intensity patterns are compared for both cases.

- **Excitation vector of the feed array:**

Figures 7.5 and 7.6 show the complex excitation vector of the feed array for both cases. From these figures, the following can be observed:

1. Figure 7.5 shows the excitation vector over the feed array when rib power minimization was applied and as can be seen, the pattern amplitude of this vector is similar to that resulting in Chapter 6 when the minimization of the rib power was invoked.

2. Figure 7.6 shows the same excitation vector when no rib power minimization criterion was enforced and it can be seen that the amplitude distribution over the feed array follows the same pattern observed when the HRPO technique is employed for pattern synthesis.

3. Figure 7.6 implies also that in the absence of rib minimization constraint, array elements which have no direct access to the focal point (tumor location) are excited with low power (amplitude) and this explains the semi periodic behavior of the velocity amplitude distribution.

4. Figure 7.5 displays the case when rib power minimization was considered and it is observed that the periodic nature of the feed array amplitude vanishes since elements with no direct access to the focus are excited in such a way so that signal cancellation is achieved over the rib surfaces.
5. The array efficiency in the case when rib power minimization was considered is approximately 10.33 \%, while this efficiency was about 22.92 \% with no rib power minimization. This was also observed when comparisons between the HRPO and VAR approaches were performed in Chapter 5.

- **Interference patterns:**

  Figures 7.7 and 7.8 show the two dimensional intensity patterns for both cases. The following can be concluded:

  1. Similar interference patterns are observed when single focus scheme is considered. This feature was also observed in Chapter 5 when the VAR and HRPO techniques were compared for the single focus case.

  2. This similarity is due to the fact that the difference between the two cases appears in the rib-tissue intensity fields since the PI approach utilized for both cases tends to minimize power deposition everywhere inside the rib cage.
Figure 7.5: Complex excitation vector of the feed array with rib power minimization.
Figure 7.6: Complex excitation vector of the feed array with no rib power minimization.
Figure 7.7: Two dimensional intensity pattern when rib power minimization is considered.
Figure 7.8: Two dimensional intensity pattern with no rib power minimization.
• **Focal Plane Intensity Distributions and Contour Patterns:**

The focal plane and contour cuts are displayed in Figures 7.9 to 7.12 and from these figures, the following can be deduced:

1. There is a similarity between the focal plane intensity distribution for both cases as shown in Figures 7.11 and 7.12. This can be attributed to the fact that the minimization criterion is enforced over the rib-tissue plane.

2. Regarding the contour plots, similarity is also observed as shown in the 25% contour plots in Figures 7.11 and 7.12. This similarity is due to the same fact explained in 1.
Figure 7.9: Focal plane intensity cut with rib power minimization.
• Rib-Tissue Pattern Distribution:

Figures 7.13 and 7.14 display the intensity pattern over the rib-tissue plane for the constrained and unconstrained cases. From these figures, the following can be deduced:

1. It is clear that the intensity levels over the rib surfaces are significantly higher when no rib power minimization was enforced in the second step of the VAR approach. This is clearly demonstrated in Figure 7.13 where the rib power percentage $\epsilon_r$ is around 6.4 %. On the other hand, this percentage dramatically increases to 13.78 % when no rib power minimization is invoked.

2. Due to the realistic modeling of the propagation mechanism that accounts for tissue parameters, rib shapes and attenuation, ranges for $\epsilon_r$ have dramatically increased compared to those obtained in Chapters 4 and 5. In these chapters, a simplified model with thin solid ribs was assumed with no partial transmission through the ribs.

7.5 Discussion and Conclusions

This chapter dealt with design issues and computational aspects for deep HIFU treatment inside the rib cage. The design issues introduced the main parameters and factors affecting the focusing scheme and it was demonstrated that a treatment plan can be designed based on a simple set of design curves. The loss in the soft tissue
layers (fat, viscera and liver) turned out to be the main parameter when selecting the operating conditions of the HIFU treatment. As illustrated by the results, focusing up to 10 cm or 12 cm depths can be achieved concurrently with well behaved interference patterns. However, more penetration depths lead to higher intensity levels over the frontal plane of the rib cage. These levels, especially in the near bone region, produce excessive amount of heat in the near bone area and over the rib surfaces.

The effect of rib power minimization over the field maps within the computational domain was also addressed. The examples presented in this chapters indicated that rib power minimization dramatically affects the fields over the rib surfacers as well as the linear array feed. Using the minimization, the relative rib power was significantly reduced with almost no change in the intensity pattern over the focal plane or inside the rib cage.
Figure 7.10: Focal plane intensity cut with no rib power minimization.
Figure 7.11: Intensity pattern contour plot (25 % contours) with rib power minimization.
Figure 7.12: Intensity pattern contour plot (25 % contours) with no rib power minimization.
Figure 7.13: Intensity pattern over the rib-tissue plane with rib power minimization.
Figure 7.14: Intensity pattern over the rib-tissue plane with no rib power minimization.
CHAPTER 8

Conclusions and Recommendations for Future Work

This chapter summarizes the main conclusions and contributions of the thesis work. It also presents some recommendations for future work.

8.1 Chapters Contributions

The problem of focusing high intensity ultrasonic beams through the rib cage was considered in this thesis. Phased arrays were utilized for focusing because of their ability to produce efficient heating patterns capable of achieving the desired therapeutic levels required for HIFU treatments. The main components of the research conducted are as follows:

1. Testing the ultimate or ideal case of focusing in homogeneous media using multiple transducer phased array applicators. This study was performed in Chapter 3 to show the best case for focusing when no obstacles exist within the medium.
The focusing in homogeneous media gives a brief introduction to the basic synthesis algorithm and parameters.

2. A hybrid ray physical optics (HRPO) computational technique was developed and implemented in Chapter 4 to show that focusing through strong inhomogeneities such as the rib cage is feasible. This model was validated with an experiment and good agreement between measured and simulated data was found. The HRPO algorithm proved the following:

- High frequency ray techniques are more attractive for modeling the problem of focusing through the rib cage. Numerical methods such as the finite element method have huge CPU and memory requirements. Also, such techniques can not be easily employed for patterns synthesis. For a problem with a region of interest that spans hundreds of wavelengths, the accuracy of these numerical methods is not expected to have significant difference from that of high frequency schemes [17, 22, 71, 81].

- As a minimum-norm least-squares solution, the PI pattern synthesis technique coupled with the HRPO algorithm deposits the prespecified power at the desired foci locations concurrently with acceptable power deposition everywhere within the computational domain which is required for HIFU treatments.

- The HRPO synthesis algorithm [13, 14, 15] guides most of the ultrasonic energy through the intercostal spacings between the ribs and hence acceptable power deposition levels were observed over the rib surfaces. However,
the HRPO technique has the following three drawbacks:

(a) It does not account explicitly for power minimization over the rib surfaces which may lead to excessive heat accumulation over the rib surfaces.

(b) The PO technique employed to predict the ultrasonic fields in the interior regions of the rib cage has poor prediction accuracy in the near zone (i.e. near bones).

(c) The computational cost of the HRPO technique in constructing field maps in the interior region of the rib cage is unaffordable.

3. Motivated by the aforementioned drawbacks, another synthesis approach was developed and implemented in Chapter 5. Namely, the two step hybrid virtual array ray (VAR) technique was formulated and validated by comparing it to the HRPO technique. This method offers the following advantages:

- It accounts for the geometrical features of the rib cage by making efficient utilization of the acoustical windows represented by the intercostal spacings between the ribs.

- It takes into account minimization of the incident power deposited upon the rib surfaces. This minimization is considered as part of the main design by adding a constraint in the synthesis approach.

- Computationally, it is significantly less intensive than the HRPO technique. As described in Chapter 5, the CPU cost ratio between the two techniques is at least 2000. Thus, after computing the feed array using
either HRPO or VAR, fields scanning was performed using VAR. The field maps constructed by the VAR and HRPO scanning techniques are identical for a given array excitation and this gives an additional validation for both approaches.

- The VAR technique removed field uncertainty associated with the PO approach especially in the near bone area.

4. A realistic geometrical model and exact field computational techniques were proposed and analyzed in Chapter 6 to test the feasibility of focusing inside the rib cage with the ribs considered as lossy elastic cylinders and the attenuation of all layers (soft and solid) was taken into account. By analyzing this model using exact eigen expansions [17, 22, 71, 81], it turned out that the synthesis algorithms are still capable of generated well behaved interference patterns. Testing this realistic model with accurate computational techniques lead the following conclusions

- demonstrated the robustness of the developed synthesis techniques even with the inclusion of the rib and tissue shapes and parameters. The field patterns generated using simple computational models did not differ much from those generated with more realistic geometrical features and more accurate field prediction techniques. This lead to the conclusion that regardless of the rib shapes and features, well behaved interference patterns can be generated in the presence of these inhomogeneities.

- Using the geometric and computational model developed and implemented
in Chapter 6, an optimal treatment plan was proposed in Chapter 7. The parameters that affect this plan are the attenuation in soft tissues, operating frequency, penetration depth and power deposition levels at the tumor location(s). Design curves assuming plane wave unfocused system were generated to obtain the optimal choice of the operating frequency that maximizes the power deposition at a given location. The optimal frequency is a function of tissue attenuation (absorption coefficient) and penetration depth. Curves for optimal treatment planning were generated and discussed. In Chapter 7, the treatment frequency was allowed to exceed the optimal one because of the need to increase the treatment frequency to achieve faster tissue coagulation. The percentage of increase is controlled by the desired degradation for the power deposition at the tumor location.

To conclude, the basic contributions of this dissertation are:

- A hybrid ray physical optics (HRPO) computational technique was developed, implemented and tested to focus high intensity ultrasonic waves in the presence of strongly scattering obstacles such as the rib cage. The HRPO was experimentally validated.

- A two step virtual array ray (VAR) technique was formulated, implemented and tested to focus high intensity ultrasonic waves in the presence of strongly scattering obstacles such as the rib cage. This technique takes into account the minimization of power deposition over the rib surfaces.
• Exact computational methods based on eigen function representation for rib scattering were implemented and tested. The implementation accounted for the geometrical features of the rib obstacles and tissue parameters such as the attenuation. Pattern synthesis was also carried out using the VAR technique.

• Design curves for selecting the treatment frequency subject to tissue attenuation and absorption, tumor location and heat deposition level were generated and tested.

The conclusions of this thesis can be summarized in the following points:

• Focusing high intensity ultrasonic beams deeply inside the rib cage is feasible. This conclusion means that HIFU can reach deep regions inside the rib cage and this facilitates the treatment of tissue and organs previously considered non reachable by ultrasonic waves.

• High frequency ray techniques provide accurate means for predicting ultrasonic fields within the computational domain for a given excitation or feed. They offer ease of implementation in addition to their affordable CPU and memory requirements.

• Optimal field pattern synthesis can be developed and implemented for performing efficient HIFU treatment with well behaved interference patterns and minimal power deposition over the ribs.

• Optimal treatment plan can be designed according to patient data, tumor specification and tissue properties (typically from MRI scans). The treatment fre-
quency can be selected in such a way that achieves maximum power deposition within the tumor area and shorter treatment times.

8.2 Recommendations for Future Work

This work demonstrated that HIFU treatments of deeply seated tumors, partially shadowed by the rib cage, is possible using high intensity focused ultrasound. The synthesis process assumed that the rib cage geometry, tumor locations, layer dimensions and characteristics are known \textit{a priori}. In the future, accurate and efficient imaging techniques should be integrated with the focusing mechanism to identify the geometrical features and layer parameters needed for pattern synthesis. This could be done by using the feed array for both imaging and therapy, in such a context that the following tasks can be performed:

1. First, the feed array is used to illuminate the whole domain by low power wave to identify the geometrical features of the rib cage, rib shapes, locations and dimensions.

2. Use MRI imaging to identify the tumor location and dimensions.

3. Supply the collected geometrical data to the patterns synthesis algorithm to design the focusing array

4. Temperature feedback algorithms \cite{68, 69} can be employed to provide real time feedback on the treatment progress (lesion formation).
Instead of using phased array which are fed by single continuous sinusoidal signals, code fed arrays may be employed for sensing purposes. In this case, array elements are fed with different wave forms or signals to achieve optimal imaging or sensing features [40, 72].

Also, several geometric modeling and computational techniques may be suggested for future work. In this thesis, the ribs modeling as lossy elastic cylinders with infinite depth along the axial direction does not match the real case precisely. Therefore, finite ribs with elliptical cross section should be considered. Due to the rib minimization scheme employed in computing the feed array, changing the rib shapes is not expected to have significant effect on the synthesis process.

Future work may also include the use of different array configurations to generate the desired focusing scheme. In [26, 27], several feed schemes were characterized and implemented for focusing ultrasonic wave in homogeneous media. To conclude, the proposed future work may include one or more of the following schemes:

1. Improve the accuracy of the computational model. This will require three dimensional analysis for the propagation mechanism and field prediction techniques [42].

2. Integrate efficient imaging schemes with the therapeutic schemes developed in this thesis.

3. Include application of non-invasive temperature estimation techniques to area time focusing problem. One way of achieving this is by making use of the backscattered ultrasound RF-data [74].
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APPENDIX A

Minimum-Norm Least-Squares Solution

This appendix provides the mathematical details of the minimum-norm least-squares solution employed for pattern synthesis. A generalized solution of the resulting system is provided followed by a description of the different situations that may appear when physical problems are considered.

A.1 Minimum-Norm Solution

In all chapters of the thesis, the employed computational formulation yielded the following system of equation

$$\Phi = H u,$$  \hspace{1cm} (A.1)

where $\Phi$ represents the complex field values at a set of $M$ field or control points, $u$ is the complex excitation vector of the feed array and $H$ represents the forward propagation operator from the aperture surface to the field points.

The pattern synthesis problem can be summarized as follows:
For a given field or control vector $\Phi \in C^M$, where $C^M$ is the set of $M$-tuples of complex numbers which defines the control point space, it is required to find the minimum energy excitation vector of the feed array $u \in C^K$, where $C^K$ is the set of $K$-tuples of complex numbers which defines the feed excitation space, in such a way that minimizes $R$ given by

$$R = ||H \ u - \Phi||^2.$$  \hfill (A.2)

To solve the aforementioned pattern synthesis problem, it is essential to employ the minimum-norm least-squares solution presented in [26, 27, 56]. This solution yields the complex excitation vector of the feed array $u$ denoted $\tilde{u}$. An efficient solution for this problem is achieved by finding $\tilde{u} \in C^K$ that satisfies the following optimization problem

$$\text{min } J(\tilde{u}) = ||H \ u - \Phi||^2 + \xi \ \tilde{u},$$  \hfill (A.3)

where the parameter $\xi$ is referred to as the regularization parameter [78]. This is due to the fact that in some problems, the matrix $H$ is ill-conditioned. To solve (A.3) for $u$, it is required to fulfill the following equation

$$J(u + \delta u) - J(u) = 0.$$  \hfill (A.4)

The solution of (A.4) is given by

$$\tilde{u} = (\xi I + H^{*t}H)^{-1}H^{*t}\Phi,$$  \hfill (A.5)

where $I$ is the identity matrix and $H^{*t}$ is the conjugate transpose (adjoint) of $H$. As discussed in [27, 26], the matrix $H^{*t}$ represents the backward propagation operator
from the control point space to the source space. The regularization parameter $\xi$ can be deduced using the method of Lagrange multipliers [62].

A more elegant or generalized solution is obtained using the minimum-norm least-squares solution developed in [56]. This solution yields the Pseudo-Inverse (PI) of $H$ denoted by $H^{pi}$. This inverse is called also the generalized inverse and can be obtained using the singular value decomposition (SVD) of the matrix $H$ according to the following equation

$$H = U \Sigma V,$$

(A.6)

and

$$H^{pi} = V \Sigma^{-1} U^*,$$

(A.7)

where $U$ is an $m \times m$ orthogonal matrix, $V$ is an $n \times n$ orthogonal matrix and $\Sigma$ is a diagonal elements matrix composed of the singular values of the matrix $H$. The matrix $\Sigma$ can be written as

$$\Sigma = \text{diag} \{\sigma_1, \sigma_2, \ldots, \sigma_{\min(m,n)}\},$$

(A.8)

where $\sigma_i$ is the $i^{th}$ singular value of the matrix $H$. It should be noted that the singular values are usually ordered in descending order, that is

$$\sigma_1 \geq \sigma_2 \geq \cdots, \sigma_{\min(m,n)} \geq 0.$$  

(A.9)

From the singular value decomposition of the matrix $H$, important information about the system can be deduced such as:
• **The System Rank**

The system rank is determined by the number of nonzero singular values.

• **The System Condition**

The condition number of a certain system is defined as the ratio between the maximum and minimum singular values. The information about the condition of the matrix is important before analyzing the stability of the solution. The condition status of the matrix defines the way employed to deal with the system and as indicated in Chapters 3 and 4, well conditioned systems lead to a stable solution when the the PI technique is applied. On the other hand, as shown in Chapter 5, badly conditioned systems require preconditioning as discussed in the constrained PI approach.

Using the aforementioned singular value decomposition, the minimum-norm least-squares solution of (A.1) is given by the following equation

\[ \hat{u} = H^p \Phi. \]  
(A.10)

The solution given in this equation is rigorously unique since it is the only solution that minimizes \(||H u - \Phi||^2\) which has the minimum-norm \(||u||^2\) [18, 55]. It should be noted that this feature is always fulfilled regardless of the rank of the matrix \(H\). If the matrix \(H\) has full rank, the PI solution takes the following form:

1. **The minimum-norm solution**

If \(M\) is less than \(K\), then (A.10) represents an underdetermined system of equations which has an infinite number of solutions. The PI solution in this
case represents the minimum-norm solution given by the following equation

$$\tilde{u} = H^{*t} (H H^{*t})^{-1} \Phi. \quad (A.11)$$

2. The exact inverse solution

If $M$ equals $K$, then (A.10) represents a square system of equations and the PI solution in this case will be the matrix inverse of $H$ which is given by

$$\tilde{u} = H^{-1} \Phi. \quad (A.12)$$

3. The least-square solution

If $M$ is greater than $K$, then (A.10) represents an overdetermined system of equations which has a unique solution that minimizes the function $R$ given in (A.2). This solution is given by

$$\tilde{u} = (H^{*t} H)^{-1} H^{*t} \Phi. \quad (A.13)$$

It should be noted that the least-squares solution is the one which satisfies (A.5) with $\xi$ equals zero.

In many cases of practical interest, it is desired to evaluate the vector $u$ based on a minimum number of control points. In all chapters of the thesis, the control points represented the focal points and there is a possibility to include also the locations where the power deposition is maintained within certain levels. Therefore, the minimum-norm solution becomes of importance in these practical cases and in addition to the practical issues, the minimum-norm solutions offer the following advantages when utilized for synthesizing focusing schemes required for HIFU treatments.
• In the practical situation, it is desired to control the field intensity levels at a set of $M$ control points. If an array of $K$ elements is utilized, then $K$ is greater than $M$. Thus, the system becomes underdetermined with an infinite number of solutions. The minimum-norm solution is the one that minimizes the energy at the feed array surface concurrently with depositing the desired power levels at the control locations which is required for HIFU treatment.

• As described throughout the thesis chapters, the minimum-norm solution reproduces the desired field values at the control field locations with an excellent precision. There is no distortion or scaling in the focal point levels and therefore, it is possible to precisely control the field pressure or intensity levels at the tumor location(s).

• The minimum-norm solution allows for optimization of specific parameters such as the array excitation efficiency and the control gain. This is achieved by employing a modified version of the minimum-norm solution which is the weighted minimum-norm. This version can be achieved by replacing the $H^*t$ with $WH^*t$ in (A.11). Thus, the weighted minimum-norm will take the following form

$$\tilde{u}_w = WH^*t(H WH^*t)^{-1}\Phi.$$  \hspace{1cm} (A.14)

where $\tilde{u}_w$ is the weighted minimum-norm solution and $W$ is a positive definite matrix.

An application of this weighted PI is the case discussed in [26, 27] where the complex excitation vector of the feed array was computed in such a way that achieves maximum array excitation efficiency. Also, in Chapters 5 and 6 of this thesis, a
weighted version of the PI was employed to compute the feed array that minimizes the direct incidence over the rib surfaces.

A.2 Computational Aspects of the Minimum-Norm Solution

The minimum-norm solution requires computing of the inverse of the matrix $HH^t$ in (A.11). This is followed by a matrix multiplication with the operator $H^t$. An efficient way to perform the two operations is by using normal inverse and matrix multiplication routines. However, singular value decomposition subroutines may be also utilized since the singular values and singular vectors obtained from the SVD analysis are important in the analysis of the matrix $HH^t$.

The aforementioned way of computing the minimum-norm solution is referred to as the direct way. Alternatively, iterative schemes can be employed to solve (A.1). These iterative schemes are useful when the size of the propagation matrix is too large for direct solvers, [8, 10, 16]. The successive approximation, steepest descent and conjugate gradient techniques [33, 65] are guaranteed to converge to the minimum-norm least-squares solution obtained by the PI technique [56]. Also, minimal residual schemes such as the Generalized Minimal Residual (GMRES) can be efficiently employed to solve the systems which are badly conditioned such as the systems generated in the second step of the VAR techniques [9, 11, 12]. It is worth noting that preconditioning can be coupled to any of the previously mentioned schemes in order to speed
up convergence. Preconditioners vary from the simplest Diagonal Preconditioner (DPC) which has trivial memory and CPU requirements to the more complicated Approximate Inverse Preconditioner (AIPC) which requires intensive memory and CPU demands [16, 65].
APPENDIX B

Gaussian Integration Technique

Numerical integration schemes are utilized to compute integrals when the closed form analytical evaluation for these integrals becomes non-feasible. In Chapter 4 of the thesis, the physical optics (PO) integration method yielded a one dimensional integration with no analytical solution. An efficient and accurate way to calculate the PO integral in Chapter 4 is to use Gaussian Quadrature Integration scheme [1, 19]. The basic formulation and parameters of this method are introduced and summarized in this appendix.

B.1 Gaussian Integration Formulation

It is required to numerically compute the following integration

\[ I_{ab} = \int_{a}^{b} f(x)dx \]  \hspace{1cm} (B.1)

where \( I_{ab} \) is the integral value, \([a, b]\) is the integration interval within which the integration function \( f(x) \) is bounded. For more convenience, it is recommended to
transform the integration variable $x$ according to the following equation

$$x = \frac{b-a}{2} t + \frac{b+a}{2},$$  \hspace{1cm} (B.2)

where $t$ is a new integration variable. Applying this transformation to (B.1) yields the following integration

$$I_{ab} = \frac{b-a}{2} \int_{-1}^{1} f\left(\frac{b-a}{2} t + \frac{b+a}{2}\right)dt$$  \hspace{1cm} (B.3)

According to (B.3), the problem now becomes the numerical evaluation of the integral

$$I_1 = \int_{-1}^{1} f(a_1 t + b_1)dt,$$  \hspace{1cm} (B.4)

where

$$a_1 = \frac{b-a}{2},$$  \hspace{1cm} (B.5)

and

$$b_1 = \frac{b+a}{2}.$$  \hspace{1cm} (B.6)

The original integration $I$ is related to $I_1$ by the following equation

$$I = a_1 I_1.$$  \hspace{1cm} (B.7)

Gaussian integration scheme chooses $n$ points for evaluating the integral given in (B.4), thus

$$I_1 = \sum_{i=1}^{n} w_i f(a_1 t_i + b_1),$$  \hspace{1cm} (B.8)
where $w_i$ is the $i^{th}$ coefficient of the expansion and $t_i$ is the corresponding function point and node located within the interval [-1, 1]. To evaluate the coefficients and nodes that give accurate results for higher degree polynomial, Lagrange polynomials can be utilized [19] to extract the coefficients and the nodes.

Table B.1 shows both nodes and coefficients for several values of $n$ starting from 1 to 5.
<table>
<thead>
<tr>
<th>n</th>
<th>Node t(n,j)</th>
<th>Coefficient w(n,j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.57735</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>0.57735</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.77460</td>
<td>0.55556</td>
</tr>
<tr>
<td></td>
<td>00000</td>
<td>0.88889</td>
</tr>
<tr>
<td></td>
<td>-0.77460</td>
<td>0.55559</td>
</tr>
<tr>
<td>4</td>
<td>0.86114</td>
<td>0.34785</td>
</tr>
<tr>
<td></td>
<td>0.33998</td>
<td>0.65214</td>
</tr>
<tr>
<td></td>
<td>0.33998</td>
<td>0.65214</td>
</tr>
<tr>
<td></td>
<td>-0.86114</td>
<td>0.34785</td>
</tr>
<tr>
<td>5</td>
<td>0.90618</td>
<td>0.23692</td>
</tr>
<tr>
<td></td>
<td>0.53847</td>
<td>0.47863</td>
</tr>
<tr>
<td></td>
<td>00000</td>
<td>0.56889</td>
</tr>
<tr>
<td></td>
<td>-0.53847</td>
<td>0.47863</td>
</tr>
<tr>
<td></td>
<td>-0.90618</td>
<td>0.23692</td>
</tr>
</tbody>
</table>

Table B.1: Weights and node values required for numerical evaluation of integrations using Gaussian quadrature scheme.
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