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Goals and Objectives

The long-term goal of this project is to develop a method to monitor and forecast the
attributes of land surface hydrology that are important for characterizing a potential battlefield.
Relevant attributes, for purposes of this proposal, are vertical profiles in snow and soil of volume
percent liquid water and of temperature. These attributes will be derived from Soil-Vegetation-
Atmosphere Transfer (SVAT) models forced either by observed weather data or by data from
Numerical Weather Prediction (NWP). The SVAT models will be embedded in simple regional
land surface hydrology models and supported by assimilation of near-daily UAV-based
microwave brightness measurements of near-surface moisture or by a combination of less
frequent UAV-based measurements and satellite measurements of near-surface soil moisture.
Our goal is a cumulative rms accuracy for a resolution cell of ~5 volume percent liquid water and
~2 Kelvin, respectively. Accuracies of < 3 volume percent liquid water and < 1 Kelvin,
respectively, to depths of 60 cm have been demonstrated at plot scale for grassland and
agricultural terrains where weather forcing, soil texture, and vegetation canopy column density
are known. Similar accuracies should be possible for a snowpack because emission and
absorption processes in moist soil and wet snow are similar. The resolution cell will be ~30
meters for our prototype system but could be ~10 meters for an operational system.

The project is divided into three phases of which this proposal addresses Phase 1. There are
two parallel objectives within this phase. Because either or both may be funded, their costs are
presented separately but funding both will move the project most rapidly toward the long-term
goal. These objectives are:

1) To use our vegetation-over-soil SVAT/Radiobrightness model, develop a snow-over-soil
SVAT/Radiobrightness model, and assimilate 1.4 GHz and/or 6.9 GHz brightness to estimate
plot scale volumetric liquid water and temperature profiles in soil and snow-over-soil with
rms accuracies of 5 volume percent and 2 Kelvin, respectively, and

2) To complete development of the 1.4 GHz STAR-Light imaging radiometer for use on a light
aircraft to calibrate regional hydrology/SVAT/Radiobrightness models, demonstrate
attainment of the project’s long-term goal, and serve as a prototype for a UAV-based sensor.

Background
Data from the new generation of satellite radiometers will allow reliable monitoring of daily

changes in the freshwater hydrologic cycle as expressed in temporal and spatial patterns of

moisture stored in soil and snow. The capability will be limited in this decade to spatial scales
>10 km by the low spatial resolution of satellite sensors. This resolution limitation can be
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reduced to ~10 meters for regions of interest with near-daily over-flight of, for example, an Un-
piloted Airborne Vehicle (UAV) carrying a compact 1.4 GHz imaging radiometer. The concept
is summarizing in Figure 1. Effectively, this is an expansion of Numerical Weather Prediction
(NWP) to include detailed forecasts of land surface hydrology. Products will be snow and soil
liquid moisture and temperature profiles to depths of a meter or more. We have demonstrated
the concept at plot scale for prairie grassland (Galantowicz, 1995; Galantowicz and England,
1997; Judge, 1999; Lou et al , 1999; Judge et al, 1999; Judge et al, 2001), but recovering
snowpack wetness remains a research objective.

Atmospheric Model Airborne 1.4 GHz Imaging Radiometer

Weather & downwelling radiance Tb(observed)

SVAT Model 4— Assimilate Tb(observed) - Tb(model)

Temperature & Moisture Profiles Tb (model)

Radiobrightness Model

Figure 1. Strategy for remotely monitoring water stored in soil and snow. The Atmospheric Model (or
observed weather) provides atmospheric lower boundary weather and downwelling short- and long-
wavelength radiation as forcing to the Soil-Vegetation-Atmosphere Transfer (SVAT) Model. The SVAT
Model provides soil, vegetation, and snow temperature and liquid moisture profiles that are used by the
Radiobrightness Model to predict emitted microwave brightness, Tb. At low microwave frequencies, e.g.
1.4 GHz, the difference between observed brightness from an airborne sensor and predicted brightness
represents an error in the liquid water content of near-surface soils, vegetation, or snow. This error is
assimilated by the SVAT Model to improve the current estimate of near-surface moisture. Over several
assimilation cycles, a calibrated SVAT model converges to an accurate moisture profile at depths below
those sensed by the microwave radiometer.

The project is outlined in Figure 2. Phase 1, this proposal, includes (a) use of vegetation-
over-soil and development of snow-over-soil SVAT/Radiobrightness models, and (b) fabrication
and test of 1.4 GHz STAR-Light imaging radiometer.

Phase 1 -2 yr Develop Snow-over-Soil SVAT/R Model Fabricate and Test STAR-Light
4 A A
Phase 2 -1 yr Embed SVAT/R in Regional Hydrology Model Mount STAR-Light on Light Aircraft
v ) 4
Phase 3 — 2 yr Validate Conc.ept: Rccpver Moisture and Tempgrature Profiles
Using Regional Model and STAR-Light

Figure 2. Project Structure. Phase 1 uses vegetation-over-soil SVAT/R model and develops snow-over-
soil SVAT/R model, and fabricates and tests 1.4 GHz STAR-Light imaging radiometer. Phase 2 embeds
SVAT/R models in simple regional land surface hydrology model, and mounts and tests STAR-Light on
light aircraft. Phase 3 integrates model and airborne sensor to validate our concept for recovering moisture
and temperature profiles in vegetation-over-soil and snow-over-soil at a spatial resolution of ~10 meters.



(a) Vegetation-over-Soil and Snow-over-Soil SVAT/Radiobrightness Models

Calibrated SVAT/Radiobrightness models have been a focus of our group’s research for
more than a decade. Our prairie grassland Land Surface Process/Radiobrightness (LSP/R) model
exhibits excellent performance as illustrated in the White Paper submitted to ARO prior to this
proposal. When forced by downwelling long- and short-wavelength radiation and observed
weather, it maintains reliable temperature and moisture profiles of the upper meter of prairie soil,
and accurately predicts SSM/I radiobrightness (e.g., Liou et al, 1999; Judge et al, 1999). With
imperfect weather data, modeled profiles and predicted brightness will deviate from
observations. Assimilation of differences between predicted and observed radiobrightness at
near-daily intervals will allow modeled profiles to converge to observed profiles (e.g., Entekhabi
et al, 1994; Galantowicz et al, 1999).

SVAT/Radiobrightness models emerged as powerful tools for prairie and agricultural
hydrology when experimental data from a series of field campaigns enabled tests of schemes for
modeling energy and moisture transport in prairie soils. Notable among these field campaigns
have been the First ISLSCP Field Experiment (FIFE) in 1987 (e.g., Betts et al, 1996), Washita’92
(Jackson et al, 1995), and the Southern Great Plains Hydrology Experiments — SGP’97 and
SGP’99. We participated in SGP’97 with REBEX-5, our 5" Radiobrightness Energy Balance
Experiment (Judge et al, 1999). Particularly relevant for this proposal, we have extended the
approach to terrains beyond those of southern prairie. REBEX-1 was a 7 month experiment in
grassland near Sioux Falls, South Dakota, during fall and winter of 1992-1993 (Galantowicz,
1995; Galantowicz and England, 1997). REBEX-3 was a 12 month experiment in tussock tundra
near Toolik Lake, Alaska, during 1994-1995 (Kim and England, 1998; Kim, 1999, Kim and
England, 2002). REBEX-4 was a summer study in northern prairie grassland near Sioux Falls
during 1996 (Judge et al, 1999; Judge et al, 2001). REBEX-7 and -8 were summer studies in
corn near Ann Arbor, Michigan (Hornbuckle and England, 2002 a,b). The Army’s Cold Regions
Research and Engineering Laboratory (CRREL) recently funded us for the Colorado Cold Lands
Processes Experiment (CLPX) in winter and spring of 2003.

For this project, we will use our current LSP/R model for vegetation-over-soil and develop a
snow-over-soil SVAT/R model for 1.4 and 6.9 GHz brightness. The new snow-over-soil model
will include the soil model from LSP/R and a version of the CRREL SNTHERM snow model.
We used SNTHERM.89 in an early version of our LSP/R model (Galantowicz, 1995) and have
received a recent version of SNTHERM through the gracious assistance of Rachel Jordan at
CRREL. To take advantage of our soil model’s skill with both heat and moisture transport in
unsaturated soil, we will modify SNTHERM to allow exchange of moisture between soil and
snowpack. The vegetation-over-soil model will be calibrated with data from REBEX-7 and -8,
and the snow-over-soil model will be calibrated with data from CLPX. We do not anticipate that
this phase of the project will require additional field work.

(b) Fabrication and Test of the 1.4 GHz STAR-Light Imaging Radiometer

Only one airborne 1.4 GHz imaging radiometer is currently available for model calibration in
North America — the 1-dimensional Synthetic Thinned Array Radiometer (STAR) technology
instrument, ESTAR, which flies on the NASA P-3, a 4-engine turboprop aircraft. Three groups
worldwide are developing airborne instruments based upon the 2-dimensional STAR technology.
While none has yet actually recovering an airborne brightness image, ESA has sufficient
confidence in 2-d STAR technology to base development of their SMOS satellite instrument
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upon it. The first airborne instrument, by the Helsinki University of Technology (HUT) for ESA,
is to be flown on a 2-engine turboprop aircraft. The second, by the Goddard Space Flight Center
(GSFC) for NASA, is to be flown on their P-3 aircraft. The third, STAR-Light by our group
with initial funding by the NSF Office of Polar Programs, is to be flown on a Super Cub class
aircraft (Figure 3) — an operationally far less expensive alternative and the only alternative that
offers a development path to the limited weight and power capabilities of most UAV.

Figure 3. Aviat Husky Al1-B. As the
; current equivalent to the venerable Piper

‘8, Super Cub, this aircraft serves as our
a design baseline for STAR-Light.

b

STAR-Light is a 1.4 GHz STAR technology imaging radiometer for use on light aircraft. It
offers an alternative to the cost, complexity, and limited availability of the other instruments. It
is simpler than either the ESA HUT or the NASA GSFC instruments, but is technically the most
advanced. Its three innovative technologies are 1) 2-dimensional STAR architecture, 2) Direct
Sampling Digital Radiometer receivers (a technology pioneered by our group), and 3) co-aligned
band-definition in the digital domain (also a technology pioneered by our group). These
technologies permit a compactness not realized with other 1.4 GHz imaging radiometers.

The 10 STAR-Light antenna/receiver elements, shown in Figure 4, follow the “Y” pattern of
the Very Large Aperture (VLA) radio telescope at Socorro, NM, and the ESA SMOS radiometer
to offer maximum resolution with a minimum number of elements. STAR-Light is built in two
modules: The Sensor Module (Figure 4) mounted under the belly of the aircraft, and the
autonomous Control and Data Module replacing the aft seat in the two-place aircraft.

Figure 4. Sensor Module. Arrow indicates flight
direction. The tail of the arrow is in the slot for a glycol
coolant radiator. The face of the instrument will be
covered by a radome and, except for the individual
antenna apertures (denoted by the 10 rings), by thermal
insulation

We were awarded $1.38M to develop STAR-Light by the NSF Office of Polar Programs in
January, 2001. With our guidance, engineers of the Space Physics Research Laboratory (SPRL)
here in the College of Engineering are developing STAR-Light. SPRL has an impressive history
of developing over 100 instruments that have operated successfully on balloons, rockets, and
spacecraft. Two are currently in Earth orbit and one is on the way to Saturn. The STAR-Light
Preliminary Design Review (PDR), held on 3 October 2001, was attended by SPRL engineers,
electrical engineering faculty, and Niels Skou, an intellectual leader of ESA’s development of

4



the SMOS instrument — also an aperture synthesis radiometer. The Critical Design Review
(CDR), held on 21 March 2002, was attended by SPRL engineers, electrical engineering faculty,
and 4 external referees. The external referees, Alan Tanner and Mark Fischman from the NASA
Jet Propulsion Laboratory, and Dave LeVine and Ed Kim from the NASA Goddard Space Flight
Center, are internationally recognized radiometer engineers. All reviews endorsed the STAR-
Light design.

Except for electrical power and ground service systems, all interface specifications,
schematics, parts lists, and layout CAD drawings for STAR-Light are complete. All electronic
components for the STAR-Light receivers were purchased, bench tested, and thermally cycled
during summer of 2002. Design of the antenna was contracted to a local electromagnetics house.
As validation of the receiver design, we have used versions of the STAR-Light receiver in the
1.4 and 6.7 GHz dual-polarization radiometers of our Truck Mounted Radiometer System
(TRMS3) now deployed as part of CLPX in Colorado. Design instrument performance is
summarized in the following table. Angular resolution is determined in post-processing as a
tradeoff between spatial resolution and radiometric noise.

STAR-Light Design Performance
Frequency / Bandwidth 1.4135 GHz / 21 MHz
NEAT / Accuracy 05K/2K
Across & Along Track Scans | +/- 35°
Angular Resolution 16° < B, < 24°
Weight 197 Ibs
Power 200 W

STAR-Light was conceived as a “skunk works” style development much like the several 1.4,
6.7, 19, 37, and 85 GHz radiometers our group has built. Once development began, STAR’s
inherent complexity and our need for compactness forced us to a more systematic strategy like
that used by the aerospace industry to develop satellite instruments. This “aerospace”
development style greatly reduces development risk but at nearly twice the original estimate of
cost. Difficulties experienced by other groups developing 2-dimensional STAR instruments
support our decision to use an “aerospace” style development.

SPRL performed a bottom-up cost-to-completion assessment using a multi-level Work
Breakdown Structure involving each project engineer. Their no-contingency estimate, including
indirect charges, is $1.258 M over 1.25 years. A 25% margin is realistic for a new development
that has passed CDR. With this contingency, our estimate of cost to complete STAR-Light is
$1.579 M over 2 years.

Phase 1 Costs
Period of performance 2 Years May 1, 2003 through April 30, 2005
Cost for SVAT/R model development $ 372,309
Cost for STAR-Light radiometer development $ 1.579.463
TOTAL $ 1,951,772
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Subject: February PET Review and FY04 White Papers

[ Part 1.1, Text/PLAIN (charset: IS0-8859-1 "Latin 1 (Western ]
[ Europe)") 235 lines. ]
[ Unable to print this part. ]

[ The following text is in the "iso-8859-1" character set. ]
[ Your display is set for the "US-ASCII" character set. ]
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Dear FAPOCs,

Here is some additional guidance and information regarding the upcoming
the FY04 White Paper/ Project Proposal submissions and the February PET
Technical Review. I realize there is alot of information here, but much
of it you have already seen in draft form. Please feel free to contact
George, Ralph or me if you have any questions. We will be taking to you
soon.

ginny

<?xml :namespace prefix = o ns =
"urn:schemas-microsoft-com:office:office" />

White Papers

Attached are the government”Os Selection and Evaluation Plan for PET
FY2004 Projects and HPTi"Os Selection/Recommendation Plan. Please note
that the White Papers are due to the government on February 14, 2003 2le)
so there is a small window to incorporate new ideas received from the
February Technical Review.

Project proposals that cut across CTA areas, including areas like CE, ET
and CDLT are encouraged. The government has agreed that in this case, the
budget can be split across the CTA areas. The dominant area will have
project responsibility for the project as a whole.

Additionally, we highly encourage collaboration with and using CDLT



tools for seminars, meetings, training should also be encouraged, core or
otherwise.

Please remember that the next set of proposals is for 8 months only in
the first year (I presume there is no objection to submitting multi-year
proposals this year). This will allow us to synchronize the project cycle
with the contract cycle. Finally, think of ways to involve the MSIs and
interact with Pat on identifying MSIs who can materially contribute to
their projects.

We will use the same HPTi PET web site process for white paper and
proposal submission.

February Technical Review

The Technical Review will be held at Clark Atlanta University. To
maximize cross functional area interaction, we encourage your attendance
for the whole agenda. All PET project PIs and on-sites are invited to
attend, but not required.

For the review, plan on spending roughly half your time on achievements
to date, and the rest of the time laying out what you think is important
to do next. Of course, given the timing, you will already know what White
Papers have been submitted, so this review is a chance to promote those
ideas and see what kind of reception you get.

Do not forget that you will need to get information and represent the
work of other PIs in your functional area.

Attached please find the agenda, instructions and review presentation
template.

Also, please note the schedule of events below regarding the
presentations.

PET Technical Review: Feb. 3-7, 2003



Activity

Start Date

End Date

Responsibility

Provide Review & JTC instructions to FAPOCs
6-Dec

6-Dec

To

Invitations to on-sites and Project PIs
11-Dec

11-Dec

To

Provide presentations to HPTi (C Krahulec, C Gouin)
13-Jan

13-Jan

FAPOCs

First review - initial tech/formatting edit
13-Jan

17-Jdan

C Krahulec, C Gouin

Second review - technical content

15-Jan

20-Jan

Roskies, Lea, To

Provide Feedback to FAPOCs

20-Jan

21-Jan

Roskies, Lea, To

Finalize presentations



22-Jan

30-Jan

FAPOCS

Burn CDs and hardcopies if necessary
31-Jan

1-Feb

C Gouin

Arrive for review

2-Feb

3-Feb

All

Attend technical review
3-Feb

6-Feb

All

Joint Technology Council Meeting

The main point of the JTC meeting is to explore cross-CTA ideas that may
not have been mature enough to discuss in the open review. Hopefully, as
we

all will have sat through 3 days of briefings by our colleagues, some new
ideas for cross-CTA collaboration will have arisen. Each FAPOC is
encouraged to bring along a speculative cross-CTA idea and bring it up
for

discussion.

Also, this will be our first opportunity to get together without having
the

government, or even CPOCs, present. We should use the opportunity to have
some

constructive discussion about how to improve the program from the FAPOC
perspective.

To encourage frank discussion, no material will be included in any report
that will emerge from this meeting without the consent of all attending
FAPOCs.

If you have any agenda items for the JTC, please send them to Ralph
Roskies (roskies@psu.edu)



The Joint Technology Council Meeting will be held at a conference room at
the Executive Conference Center at the Hartsfield Airport (see directions
below) and will commence at 1:30pm. Buffet lunch will be served at the
conference center starting 12:30pm. Please do not book departing flights
before February 6, 5:30pm.

February Logistics at Atlanta

We will book a block of rooms at a hotel in Atlanta for the HPTi team.
Instructions for room reservations will be forthcoming.

Directions: To the Executive Conference Center, (Airport Atrium) from
Ground Level.

After your arrival at Hartsfield Airport, come to the second (2nd)

level. Pass through Ticketing or Baggage Claim and come to the area
where the Car Rental agencies are located, (between North and South
Terminals). Notice signs above for the “OAtrium,”0 (an area similar to a
shopping mall). Inside the Atrium, catch the elevator to the 3rd floor.
The Executive Conference Center is located beside Houlihan®Os Restaurant.
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Abstract

A new Snow-SVAT (Snow-soil-vegetation-atmosphere transfer scheme), ‘SNOW-
CAN’, has been formulated by coupling a three-parameter optical and thermal canopy
radiation model to a physically based snow energy budget model. The coupling approach
has allowed feedback mechanisms to be simulated in a physically reasonable manner.
Multiple scattering of radiation between the canopy and snow surface is simulated by
SNOWCAN.

Forest processes, including the interception of snow and reduction of wind speed
by the canopy, are represented within SNOWCAN. Other processes, such as the degrada-
tion of surface albedo for a thin snowpack, are considered to be negligible for this study.
Sensitivity studies have investigated the relative importance of model parameters, and
uncertainties in the forcing data.

SNOWCAN was tested with data from the BOREAS campaign, and simulated
snow depth showed good agreement with observations. A new experiment was designed
to collect data to validate SNOWCAN, and was carried out within the Reynolds Creek
Experimental Watershed, Idaho, during water year 2000-2001.

Validation of SNOWCAN against sub-canopy radiation, snow depth and snow-
pack profile measurements has demonstrated that the model simulates observations well,
generally to within the measurement error. However, following substantial melt, the simu-
lated snowpack retained liquid water not observed in the field. Comparisons with observa-
tions have suggested that the rate of snow grain growth is underestimated by SNOWCAN.

An energy balance comparison has shown that snowmelt at the Reynolds Moun-
tain Fast fir site in year 2001 was dominated by longwave radiation, in contrast to the
open site, which was dominated by sensible heat transfer. SNOWCAN has been used
to investigate canopy spatial variability effects, and the diurnal and seasonal change in

above-canopy albedo.
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Chapter 1

Introduction

1.1 Project Justification

Snowmelt provides a significant proportion of the yearly water budget in areas such as
Northwest America, Northern Eurasia, Austria and Switzerland. Water plays a vital role
in the terrestrial biome both as a resource and as a carrier for nutrients in solution and in
suspension. Prediction of the timing and magnitude of melt water runoff is vital to local
communities to enable this resource to be used most efficiently, yet the effect of forest
cover on snowpack ablation is poorly understood.

Some researchers have found that the snow beneath a forest melts before the snow
at an open site [Golding and Swanson (1986)], whereas others have found that the opposite
is true [Rouse (1984), Hardy and Hansen-Bristow (1990)]. The dominant energy term that
contributes to snowpack ablation beneath a forest canopy is also unclear, but generally
has been found to be radiative, either longwave [Adams et al. (1996)] or shortwave [Hardy

et al. (2000)].
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General circulation models (GCMs) are used to examine climate trends such
as possible global warming. Parameterisation of snow-covered areas has a dramatic im-
pact on model performance [Henderson-Sellers and Wilson (1983), Thomas and Rowntree
(1992), Marshall et al. (1994)], particularly in forested areas [Betts (2000), Viterbo and
Betts (1999)]. Many models assume a constant above-canopy albedo, but the seasonal
and diurnal changes in this parameter have not been studied in detail. There is a clear
need to incorporate snow-forest dynamics into GCMs.

This problem is especially important, because vast areas of forested land exist,
which are snow-covered for substantial amounts of time. For example, the boreal forest is
the world’s largest terrestrial biome, covers 15% of the Earth’s land surface and is itself
snow-covered for 6-8 months of the year. Simulation of the evolution of snow in forested
areas such as the boreal forest would improve both local and large scale hydrological
modelling, and enable improved parameterisation of forested snowpacks for climate studies.

Accurate simulation of the accumulation and ablation of the snowpack beneath
a forest necessarily has a number of requirements and assumptions. Ideally, the model

should be capable of, or demand the following:

e Examination of the optical and thermal radiation interaction between the forest

cover and the snow cover.

e Accurate simulation of snowpack physical properties such as temperature and density

profiles, in addition to bulk properties such as snow depth.

A good physical basis for both snow and canopy models.

A minimal extra number of parameters to represent the forest cover, and these should
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be easily obtainable in the field or determined from remote sensing. Minimising

computational speed and efficiency is crucial for large-scale models such as GCMs.

e Model forcing data that are common meteorological variables measured outside the
canopy (either above the canopy or at a nearby open site). Field sites rarely have

meteorological stations below the canopy.

o Simulation of melt water runoff for use in hydrological models.

No existing model has captured all of the features described above. This thesis
describes a new Snow-SVAT (snow-soil-vegetation-atmosphere transfer scheme) developed
within this project, by the coupling of an optical and thermal radiation canopy model with
a physically-based snow model. The Snow-SVAT incorporates all of the outlined features,

and has been used to examine the following propositions:

1. Snowmelt beneath the forest is dominated by thermal radiation

2. Complete ablation of the snowcover beneath a fir canopy occurs prior to

complete ablation at an open site

3. Natural canopy variability leads to significant differences in snow depth,

from changes in the radiative energy input

4. Changes in the snow albedo have a significant effect on the above-canopy

albedo

5. Above-canopy albedo exhibits strong seasonal and diurnal variation, and
cannot be represented with a single, constant value in general circulation

models.
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As will be discussed in chapter 8, propositions (1) and (2) are site-specific and
may depend on canopy characteristics, location and time of year.

However, a snow-covered forest is far from simple to model. In the following
section, natural forest features and processes which could decrease model performance are
described. Although the model is currently one-dimensional, these features are two- or
three-dimensional and are discussed as such. It is acknowledged that a complete model

including all these features could have an increased computation time.

1.2 A Walk in the Woods

Figure 1.1: Conifer forest, Reynolds Creek Experimental Watershed, Idaho, USA

A natural forest has a high degree of spatial variability. The trees are generally
distributed in a non-uniform fashion, governed by biochemical sustainability. In addition

the tree heights differ within a forest, due to tree age and other limiting factors. Both
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these factors lead to a heterogeneous canopy, which in turn affects the amount of radiation
reaching the snow surface.

Shadows cast by the canopy onto the surface below indicate the spatial variability
of radiation. Not only is tree-to-tree variability evident, but also the internal structure
of individual tree canopies can be seen clearly. Bright patches on the surface occur,
where radiation has an uninhibited path through the canopy, whereas shadows form when
radiation is intercepted by the canopy. The shadows change over the course of the day,
and so instananeous radiation variability may be much greater than the diurnal spatial
variability of radiation beneath a continuous canopy.

Radiation is additionally affected by the topography of the landscape. Sloped
surfaces influence the radiation budget by shading and by reflection to and from adjacent
slopes. The underlying ground surface also affects the accumulation distribution. Lo-
calised features in the topography result in greater accumulation in dips and basins and
decreased accumulation on bumps and hills.

The distribution of accumulated snow is affected by the forest. Falling snow is
intercepted by the forest canopy and may remain balanced on, or bonded to, the canopy
for some period of time. Figure 1.2 shows a large clump of snow intercepted on the canopy.
Intercepted snow is removed from the canopy by sublimation and by slipping to the snow
surface when subject to partial melt. Excess precipitation falls though the canopy once
the branch loading capability has been exceeded. As snow has a much higher albedo than
green biomass, intercepted snow may affect the radiation balance.

Precipitation reaching the forest floor is distributed heterogeneously as a result

of the interception of snow by a variable canopy. Accumulation beneath the tree canopy,
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Figure 1.2: Snow intercepted on a conifer canopy in RCEW, Idaho, USA

in general, is reduced through canopy interception losses, and the snow surface takes the
form of a well around the tree trunk [Hardy et al. (1997a)]. Snow depth increases to a
maximum at the canopy edge.

The heterogeneous distribution of snow beneath the canopy may be enhanced by
thermal emission from tree trunks, as illustrated in figure 1.3. Snow within the tree well
experiences a much sharper temperature gradient than deeper snow further away from the
trunk, which changes the characteristics of the snowpack considerably.

Leaves or needles and other organic debris (including fallen logs) from the forest
accumulate on the snow surface and may be subsequently buried within the snowpack by
accumulated snow [Hardy et al. (2000)]. Figure 1.4 shows the presence of litter on the
snow surface. Litter has a lower albedo than a pure snow surface, hence absorbs more
solar radiation and subsequently emits more thermal radiation. The presence of organic

litter may substantially alter the radiation balance at the snow surface, and within the
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Figure 1.3: Photograph of tree well around aspen in Reynolds Creek Experimental Wa-
tershed

snowpack.

Understory (or sub-canopy) vegetation also affects the energy balance. Protrud-
ing vegetation (as shown in figure 1.4), has a lower albedo than snow and similarly to
surface debris, absorbs more solar radiation and emits more thermal radiation. Sub-
merged and partially submerged vegetation enable pockets of air to form within the snow
cover, allowing greater transport of heat and mass thereby reducing stratification and local
heterogeneities in snow characteristics. Problems associated with understory vegetation
can be greatly reduced for validation of the model by appropriate choice of field site.
Operational forecasting of melt events in a catchment with a high degree of sub-canopy
biomass, however, requires closer examination of this matter.

Finally, one further complication arises from the wildlife prevalent and specific to

the area. Examples of these include beaver dams in Vermont, which change biomass in a
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Figure 1.4: Heterogeneity of surface and sub-surface organic matter.

local area, affecting both radiation and snow accumulation from drift. Another example is
vole tunnelling within the snowpack. These tunnels provide preferential pathways for melt
water during the ablation phase. For an unsaturated snowpack, melt water flows around
the tunnel walls, but water will flow through the tunnel under saturated conditions, and

melt water is removed from the snowpack in a shorter time [Jordan (1995)].

1.3 Method of Approach

The need for a model that was capable of accurate simulation of the snow cover beneath
a forest canopy was discussed in section 1.1. Within the model, radiation interaction
between the canopy and snow surface should be well represented, as should the internal
snow processes of the snowpack.

Two models were chosen to form the Snow-SVAT basis: (i) a multi-layer phys-



1.3. Method ,OfAPPE@‘ih, B Chapter 1. Introduction

ically based snow model capable of representation of snowpack processes such as meta-
morphism and compaction and (ii) an optical and thermal radiation canopy model. The
canopy radiation model was coupled to the snow model in such as way that the simulated
snowpack properties affect, and are affected by, the sub-canopy radiation balance. The
forest effect on turbulent transfer of energy to the snow surface was simulated through a
reduced wind speed algorithm. The sublimation loss of snow intercepted in the canopy
was assumed to be a simple function of precipitation.

The Snow-SVAT was initially tested through simulation of snow depth during
accumulation and ablation periods beneath a boreal pine forest during water year 1993-
1994.1 Then snow cover evolution beneath a fir forest in Idaho, USA? was simulated for
water year 2000-2001 and the model was validated against measurements of snow depth,
sub-canopy up- and downwelling optical and thermal radiation and profiles of density,
temperature and grain size within the snowpack.

Spatial variability of the forested snowpack was examined by sensitivity analysis
of the Snow-SVAT to the canopy parameterisation. Comparisons were made between
model simulations at an open, non-forested site and a forested site. The Snow-SVAT was
used to examine the propositions stated in section 1.1. A summary of the contents of each
chapter of this thesis and how they contribute to this method of approach follows in the

next section.

'Data were collected as part of the BOREAS campaign, as described in chapter 5.
*Reynolds Mountain East Experiment 2000-2001 was designed specifically to collect validation data,
and is described in chapter 6.
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1.4 Thesis Description

The need for a new Snow-SVAT has been introduced in Chapter 1. Natural forest features
that complicate the energy and mass balance of the snowcover have been described and
the method of approach of this project has been outlined.

A snow model has been chosen to be incorporated within the Snow-SVAT, and
this model is described in Chapter 2. The description includes the model methodology
and boundary conditions. Chapter 3 describes an investigation of the sensitivity of this
snow model to its parameterisation and to errors in the initialisation and forcing data,
using a homogeneous snowpack under idealised meteorological conditions. A number of
parameters and initial conditions have been selected for further study with real data,
because the model sensitivity was high, because the uncertainty was high, or because the
model was expected to be more sensitive under real conditions.

The vegetation radiation model chosen to couple to the snow model is described
in Chapter 4. The coupling method of approach, and the advantages over existing
pre-processing approaches is also discussed. Assumptions made in the formation of the
Snow-SVAT are justified, which include the reduction of wind speed beneath the canopy,
sublimation of intercepted snow, and reduction of snow surface albedo with litter and for
a thin snowpack.

Simulations of the snow depth beneath a boreal coniferous forest canopy are
presented in chapter 5. Data taken during the BOREAS campaign have been used to
test the Snow-SVAT, but the lack of validation data has meant that a new experiment
was required to collect data for model validation.

Chapter 6 describes an experiment that was carried out in water year 2000-2001

10
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within Reynolds Creek Experimental Watershed, Idaho, USA. Data were collected to ini-
tialise and drive the Snow-SVAT. Validation data collected includes sub-canopy solar and
thermal radiation, snowpack profiles of temperature, grain size and density, and automatic
measurements of snow depth. Problems and difficulties experienced in the field are also
discussed in Chapter 6.

Data collected during the Reynolds Mountain East field experiment have been
used to simulate the accumulation and ablation of snowcover beneath a fir canopy. The
snow model parameterisation was derived from a validated open site simulation, therefore
no model calibration was required at the fir site. Model simulations generally agreed well
with observations, and are demonstrated in Chapter 7.

Because the model has been proven to represent physical processes will beneath
a fir canopy at Reynolds Mountain East, Chapter 8 examines physical processes outside
the limits of the RME data. The effect of canopy density on the radiative energy balance
and subsequently snow depth is addressed, and also the effect of canopy density and
snow albedo degradation on the diurnal and seasonal variation of above-canopy albedo is
discussed.

The thesis propositions are addressed in Chapter 9, and a summary of this

thesis, and directions for future work are outlined.

11



Chapter 2

Snow Energy Budget Model

2.1 Introduction

The need for physically based snow energy budget models in forested areas was described in
section 1.1, and focussed on hydrological management and climate modelling. Physically-
based snow models also have a role in avalanche prediction. Adequate representation of
the physics that cause snowpack instabilities reduce the need for in situ measurements,
which are often difficult or dangerous to take. Detailed avalanche model requirements
are less important here, but the snow model required for this project should use physical
principles to represent energy and mass transfer within and to the snowpack, and show
good agreement with field observations.

A snowpack is extremely dynamic, undergoing compaction, densification, phase
change and crystal growth. The seasonal snowpack is stratified, with layers of snow crystals
corresponding to different precipitation events, which are modified by post-depositional

energy and mass transfer. Each layer may have a different density, temperature, average

12
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crystal size and other physical characteristics that are initially governed by the meteoro-
logical conditions as the layer is deposited. Energy and mass transfer between each of
the layers and between the atmosphere and snow surface result in the evolution of the
snowpack with varying meteorological conditions.

The snow albedo describes the proportion of solar radiation reflected from the
snow surface. Reflection from the snow surface is non-isotropic, exhibiting strong scat-
tering in the forward direction. The proportion of solar radiation reflected through any
specific angle can be fully described as a function of the incident radiation angle by the
bi-directional reflectance distribution function (BRDF). Absorption of radiation within
the snowpack is grain size and frequency dependent. Longwave radiation is attenuated
within the top few millimeters of the snowpack whereas shortwave radiation penetrates
up to ~20cm SWE [Wiscombe and Warren (1980)).

The model chosen should capture the above processes to a good degree of ac-
curacy. Degree-days models [summarised by Melloh (1999)] do not represent the physi-
cal processes within the snowpack and require calibration for the specific location simu-
lated. Single- and dual-layer models [Kondo and Yamazaki (1990), Tarboton and Luce
(1996), Marks and Winstral (2001)] were considered to be too simplistic for this project,
since the stratigraphy of the snowpack is to be simulated. Two suitable multi-layer models
that simulate physical processes within the pack existed at the project outset: CROCUS
[Brun et al. (1989)] and SNTHERM [Jordan (1991)].1

CROCUS does not consider water vapour phase change, diffusive transport or

turbulent surface mass loss, nor does it model the soil. SNTHERMS89v4 was chosen in

10ther suitable physically-based models have been developed over the past few years, and
are described in the Snow Model Intercomparison Project (SNOWMIP) on the web page
http://www.crm.meteo.fr/snowmip/model_review.htm

13
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this project since it modelled processes not incorporated within CROCUS. In addition,
SNTHERM is well-known, is freely available and good support is provided for its users.
In this project, SNTHERM was re-coded from Fortran 77 into Fortran 90. This
was undertaken in order to make use of improved language features, to remove code
that is extraneous to this project (and therefore to increase model efficiency) and to aid
model comprehension.? The physical principles behind SNTHERM were retained, but
changes were made to specific algorithms. The differences between the resulting model,
“SNOWCAN”, and SNTHERM are highlighted at the end of this chapter (section 2.3).
These differences include changes to the compaction algorithms and new algorithms to
determine fresh snow properties and the solar zenith angle, different numerical solution
algorithms for the solution of tridiagonal and cubic equations, and a change in style enabled

through the use of Fortran 90. SNOWCAN is described in the following section.

2.2 Model Description

SNOWCAN is a one-dimensional, discrete, multiple layer model. The model is driven
by commonly measured meteorological variables and uses conservation of mass, energy
and momentum to simulate the change in physical state of the snowpack over time. The
initialisation of the snowpack and the layer system are described in section 2.2.1, boundary
conditions are discussed in section 2.2.2, model assumptions are presented in section 2.2.3

and the physical principles of the model are stated in section 2.2.4. The solution methods

%A new version of the model, SNTHERM99 became available during the course of this project, but
time constraints limited the model update in this project. SNTHERM99 contains improved representation
of turbulent transfer mechanisms, and additionally simulates the effect of litter and a thin snowpack on
the snow albedo and the effect of wind on snow densification and mass transport. The improvements to
SNTHERMS9 incorporated in SNTHERM99 are described by Jordan et al. (1999)
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and time step procedure are described in sections 2.2.5 and 2.2.6 respectively, and model

outputs are shown in section 2.2.7. The notation used in this thesis is listed on page xiii.

2.2.1 Model Setup

The simulated snowpack and underlying soil are split into discrete, horizontal layers,® as
shown in figure 2.1. The snowpack layers typically correspond to layers observed in the

field, as described in section 2.1, so that the stratigraphy of the snowpack is simulated.

Figure 2.1: Simulated snowpack adaptive grid

SNOWCAN is run when observed snow is already in situ, therefore snowpack
layers are defined at the start of the model, and layers are added by the model as pre-
cipitation accumulates on the surface. Initialisation of the snowpack requires the width,
temperature, density and approximate grain diameter for each layer. Near the surface,
changes in snowpack properties are generally greater and faster. Model accuracy and
stability are increased by smoother transitions, achieved by an increase in the number of
surface layers, with a decrease in layer width closer to the surface.

The model could be initialised prior to the first snowfall, which would require

initialisation of soil temperature and water content profiles. However, the accuracy of

SSNTHERM terminology denotes layers as either snow or soil type. Here, layers are used to describe
grid elements within each material type.
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the model would be much more dependent on the accuracy of the model precipitation
algorithms. The simulation of an in situ snowpack is considered to be a more accurate
and stable approach.

The simulated snowpack is based on a non-Eulerian grid, which deforms with
the compacting snowpack, as shown in figure 2.1. In this way, layers largely retain the
original sample of snow throughout the model run, with the exception of liquid and vapour
transport to and from the layer, as described in section 2.2.4. Height is defined as positive
upwards from the snow-soil interface, hence fluxes within the snowpack (and soil) are also
defined as positive upwards. This is in constrast to the surface fluxes, which are defined

as positive downwards by meteorological convention.

2.2.2 Boundary Conditions

Once the snowpack has been initialised, meteorological data are required to drive the

model. These forcing data are:
o Incident solar radiation
o Incident thermal radiation
e Air temperature
o Wind speed
o Relative humidity
o Precipitation

The need for these forcing data stems from Neumann boundary conditions that

constrain the physical equations described in section 2.2.4. The boundary conditions
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chosen for SNOWCAN, following the work of Jordan (1991) are described below.

Lower boundary mass transfer

Liquid water and vapour transport within the soil is not modelled, therefore the lower
boundary conditions for mass transfer are set at the snow-soil interface, where excess
mass is drained artifically. This not only affects the rate of heat transport within the soil
and between the soil and snowpack, but also degrades the model as a hydrologic runoff

tool. Dirichlet lower boundary conditions are specified as:

Ul |z<[) = 0 (2'1)

Uylep = 0 (2.2)

Upper boundary mass transfer

Mass transfer to the snowpack surface results from precipitation (liquid and solid wa-
ter), and sublimation / condensation processes result in mass loss to, or gain from, the

atmosphere. Precipitation mass flux, Up, is defined as:
Up = —1p SWE, (2.3)

where the density of precipitation, ,, is determined from the wetbulb temper-
ature, as described in section 2.3. Precipitation snow water equivalents, SWE, (m s71),
are converted from the precipitation forcing data (SWE m hr™1).

Latent exchange of energy is described by equation 2.17 on page 22. The mass

transfer at the surface by turbulent processes (k = i, 1) is:

Epo+ Epw

Ulat = I - (Pv,air - frh ka,sat) (2-4)
vk
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Lower boundary energy transfer

The heat flux from the soil constitutes the energy transfer from the lower boundary con-
dition. A Dirichlet condition maintains constant heat flux by specification of a constant

temperature:

oT

— =0 (2.5)
ot soil base
The constant temperature of the lowest soil node is set by the initialisation of

the snowpack (see section 2.2.1).

Upper boundary energy transfer

The energy transfer at the snow surface is a dynamic interaction between the snowpack
and the atmosphere. A Neumann boundary condition is used to specify heat transfer at
the upper boundary:

0T,

ke— = 2.6
e 92 o= surface surface ( )

The surface energy balance is defined as:
Isurface = Iéw + I;W + I_iw + I}JW + Igen + Ilat + Iprcp (2-7)

By meteorological convention, fluxes are designated as positive downwards (into
the pack).
1. Solar radiation.

Incident shortwave radiation (300-3000nm) is input directly from meteorological
measurements. The proportion of incident solar radiation that is reflected is given by

the snow albedo, as. As described in section 2.1, snow reflectance is non-Lambertian
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and is also frequency dependent. A model that simulated the bi-directional re-
flectance distribution function (BRDF') of solar radiation from a snowpack was pre-
viously coupled to SNTHERM by Glendinning (1997). However, that version of
SNTHERM was not used here, since validation data are difficult to collect, partic-
ularly beneath forest canopies, as described in section 6.6.1. The simpler 2-stream
albedo algorithm(2.12), where snow grains are assumed to be spherical, was used
instead [Hardy et al. (1997a), adapted from Marks (1988), which was based on Mar-

shall and Warren (1987)].

Direct and diffuse albedo for clear days is given separately for visible and near-

infrared (the notation used in this thesis is given on page xiii):

ouis, diff = 1—20r (2.8)
Qnir, aify = 0.85447 x ¢~212 VOr (2.9)
Quis, dir = Qis, diff +1.575 /Or (% - Mo) (2.10)
Onir, dir = Onir, diff + (2 VOr +0.12) (% - uo) (2.11)

The shortwave albedo on a clear day is therefore given as:

I I
— SW, dif f SW, dir
s = Qyis, dif f 1 + Qyis, dir 1 fvis
ISW ISW

Il ) Il )

SW, d SW, d:

+ Qnir, dif f 1 1 + Onir, dir T 1 (1 - fvz’s) (2'12)
ISW ISW

where the fraction of visible to near-infrared radiation is given by f,;s = 0.436
for clear days, and the proportion of direct to diffuse light is either input from
shadowband radiometer measurements, or estimated from the atmospheric optical

depth (Isw, dgir = Isw X e~ Tatm/ Ho). Tt should be noted that f,;s may be different
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beneath a canopy because of preferential wavelength absorption by the canopy, which

is not considered explicitly in the canopy model described in chapter 4.

The solar radiation that is not reflected penetrates the snowpack. Solar radiation
absorption within the snowpack is governed by the snow grain size, snow density and
radiation frequency. Absorption of near-infrared radiation occurs near the surface
of the snowpack, assumed to be within the top 2mm in this model. At visible
wavelengths, the radiation penetrates much deeper within the pack, so is described
by physics within the model. The description is nevertheless included here within
the boundary conditions section as it is analogous to the near-infrared absorption.

At visible wavelengths, the absorption coefficient is estimated as:

0.003795 Y

vis = = 2.13
b Od (2.13)

At near-infrared wavelengths, the absorption coefficient, Bn;, is set by the user,
and all near-infrared radiation absorption occurs near the surface of the snowpack
(assumed to be within the top 2mm). ;. effectively allows the user to determine the
proportion of solar radiation that is absorbed at the surface, which was investigated
by Brandt and Warren (1993) and Koh and Jordan (1995). An absorption coefficient
of Bpir = 400 m™! corresponds to ~ 55% of net solar energy absorption occuring at

the surface of the snowpack.

The energy gain from solar radiation absorption for the surface layer is:
QSVV, surface = I.%‘W (1 — as) (1 — e-ﬂvisAZ 6—0.002 ﬂnir) (214)

The energy gain from solar radiation absorption for layers within the snowpack is:

j ) j+1 —Puis ]
Qb = Iii™ (1-ePut?) (2.15)
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where Az is the layer width and j refers to the layer number, so I é’vgﬂ represents

the solar radiation penetration from the layer above. All radiation is assumed to be
absorbed within a maximum mass of snow. For snowpacks with less mass than this
maximum, all remaining radiation that has penetrated the snowpack is absorbed at

the soil surface.

2. Thermal radiation.

Meteorological measurements of downwelling thermal radiation incident on the snow
surface, II{W’ are used to drive the model. Most of the incident thermal radiation is
absorbed at the surface, given by the snow emissivity (&), and the remaining small

proportion is reflected.

Thermal radiation emitted from the snow surface depends on the surface tempera-
ture, and is estimated from Kirchoff’s Law for emission of thermal energy (coT*).

The total upwelling thermal radiation is therefore:
IJIW =—(1-¢5) Iiw - 550T54 (2.16)

Snow has similar thermal characteristics to a black body, therefore an emissivity of
0.99 was chosen in this model to parameterise the thermal radiation component of

the upper boundary condition for the energy balance equation.

3. Turbulent transfer.

Turbulent transfer of heat at the snow surface occurs through convection sensible

heat and sublimation / evaporation (latent heat) processes. The turbulent fluxes of
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latent and sensible heats are given by Andreas and Murphy (1986) as

100L

% Cpw)(Poir — fri Pl sat) (2.17)
RWTair
N———

Eg
Isens = (EHO + PairCairCH w)(Tair - Tn) (218)
E
H

Ly = (Epo+

where the windless exchange coefficients for latent and sensible heat, Fgg and Egg
are input by the user. The bulk transfer coefficients, Cr and Cy are estimated
from the roughness length (input by user) and measurements of wind speed, air
temperature, relative humidity and the heights at which these measurements are
taken. A full explanation of the turbulent transfer algorithms used in SNOWCAN

is included in Jordan (1992).

4. Precipitation heat.

When snow starts to fall, a new layer is created within the model, since the precipi-
ation may have totally different physical properties to the snow beneath. Only rain,
which is treated in SNOWCAN by analogy to liquid water flow from a layer above,

increases the energy in the existing top node by:

ey = —c1 U, T, (2.19)

This term is negative, since fluxes within the pack are defined as positive upwards,

in constrast to surface energy fluxes.

2.2.3 Snow Model Assumptions

Assumptions have been made regarding the geometry and physics of the snowpack, as

described below. Truncational and numerical assumptions are also listed in this section.
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1. Snow grains are assumed to be spherical. This affects solar radiation scattering and
absorption both within the snowpack, and at the surface, as described in the upper

boundary condition for energy in section 2.2.2.

2. Solar energy incident on the snow cover is split into 2 broad-bands: Visible (300-

700nm) and near-infrared radiation (700-3000nm).

3. Ice crusts due to melting and subsequent refreezing and liquid water ponding on the
top of impermeable ice layers are not taken into consideration in this model. This is
a particularly important effect for snowpacks overlying a sloped topography, where
substantial amounts of liquid water runoff may occur over the top of the impermeable

layer. However, sloped surfaces are not simulated in SNOWCAN.

4. Soil is assumed to be immobile and incompressible. Vapour and liquid water flow
are disallowed in soil in this model. Liquid water and water vapour are artificially
drained at the snow-soil interface, as described in the lower boundary conditions for

mass (section 2.2.2).

5. Flows are constrained to the vertical direction in this 1-dimensional model. Water
flow is assumed to be gravitational, since the capillary pressure effect of the gaseous

constituents is not taken into consideration for this model.

6. Horizontal homogeneity is assumed, so that bulk densities and source terms are
constant over the element volume, AV. The formation of vertical flow pipes within
the pack, which increases the rate of liquid water flow to the base of the pack, is not

considered in this model.
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10.

11.

12.

13.

. Liquid water is assumed to have the same velocity as the compacting ice matrix.

This results in the conservation of the partial masses of ice and liquid water during

compaction: ('ykAz)t = (’YkAZ)t+At-

. The densities of water vapour and dry air remain invariant during matrix defor-

mation, resulting in the expulsion of a portion of gas from the contracting volume.

Temperature effects on gaseous density are also not considered.

. The air is assumed to be at atmospheric pressure throughout the pore volume. This

necessarily implies that all pores are interconnecting.

All constituents within a layer are assumed to be in thermal equilibrium.

Water vapour density reaches equilibrium relative to ice when the fractional volume
of liquid water is less than or equal to an arbitrary value of 2% [Jordan (1991)] and

with liquid water for a fractional volume greater than 2%.

Gaseous components constitute less than 1% of the total mass. Therefore their con-
tributions to the total bulk density, total specific heat and total thermal conductivity

are neglected in this model.

For model discretisation, it is assumed that diffusive/conductive processes are cen-

tralised difference and convective processes are stepwise.

2.2.4 Physical Principles

There are three fundamental conditions that must be satisfied in the physically based

snow model: conservation of mass, conservation of momentum and conservation of energy.

These conservation equations are given below. The boundary conditions required to form a
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closed set of equations were stated in section 2.2.2 and the method of solution is described
in section 2.2.5.

As stated in section 2.1, this snow model is based on SNTHERM. Jordan (1991)
and Jordan et al. (1999) contain a more rigorous explanation of the snow physics used in

this model.

Conservation of Mass

A fundamental assumption made by mixture theory is that the conservation of mass can
be applied simultaneously to the total medium and to the separate constituents indepen-

dently. The equations for mass balance can be written:

Total Medium:

0
" /V prdV = —ij /S Uy - dS (2.20)
Water Constituents (k, k> =1i,1, v )
2/ dV——/U -dS+Z/M v (2.21)
Py Vpk : k e Jy kk .
Dry Air:
3 _
g / padV = — / U,-dS (2.22)
ot Jv S

The phase change term is the last term in equation 2.21. My, 1 denote the mass
rates of melt, evaporation and sublimation. Note that Mk = =My i, and that My, = 0

Water vapour flux, U,, is determined from the diffusion equation:

oT
Uv = _De, snow CkT_a_z (2-23)

The liquid water flux, U; is determined from conservation of momentum.
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Conservation of Momentum

Under the assumption that the snowpack is isotropic and the water is a Newtonian fluid
undergoing negligible divergence, the conservation equation for the flow of water through

the snow pack is:

9 e 7
_/fylvldV+/Ulvl.ds = —OZ/PIi-dS—/ g+ 1M1 dv
6t Vv S S v K
inertial term  convection pressure gravity viscous stress
* / (M“VHW - vlvu+w>dv
1% 2 2
phase change (2.24)

The inertial, convective, phase change and capillary terms are negligible in com-
parison to gravitational and viscous stress [Jordan (1991)], hence equation 2.24 simplifies

to give the expression for the liquid water mass flux, equation 2.25.
K1
U=-=pig (2.25)
1

which is the gravitational form of the empirical Darcy Law. Liquid water flux

can also be represented in terms of effective saturation (se = %_—?), using the Brooks and

Corey (1964) relation for hydraulic permeability (equation 2.26).
Kl = KmazSS (2.26)

where ¢ is a quantity which depends on the pore size distribution and is suggested by Col-
beck and Anderson (1982) to be approximately equal to 3, from their experimental data.

Kmaz 1S the saturation permeability and is approximated from the grain size and density
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by Shimizu (1970) as

Fomaz = 0.077 @3 e{~0:00787) (2.27)

The effective saturation is the independent variable, which is determined from
the solution to the mass balance, as described in section 2.2.5.
Conservation of Energy

Equation 2.28 describes the conservation of energy for each layer, where the external

energy flux is defined as positive downwards.

0
O phav = - /Uh ds /kVT~dS
6t/vpt t ; \ kN + e
mass flux conduction
+ / 1.dS (2.28)
S

external fluz

The external energy flux for the top layer was determined from the boundary
conditions (I = I;,p), as described in section 2.2.2. For internal layers, only solar radiation
contributes to the radiative term, since all other external energy is absorbed at, or close
to, the surface. The absorption and scattering of solar radiation within the snowpack was
also included in section 2.2.2

The independent variable in the energy balance equation is the temperature, and

solution of the energy conservation equations is discussed in section 2.2.5.

Compaction and Metamorphism of the Snowpack

The snowpack is subject to the temperature and pressure gradients across it. With time,

the snow crystals change and undergo metamorphism. Newly fallen snow crystals typi-
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cally have sharp edges. Since the vapour pressure over edges is much higher than over
flat surfaces, the sharp edges start to sublime away. Over time, crystals subject to low
temperature gradients will tend to form spherical grains.

Compaction due to the weight of overlying snow occurs. Fresh dendritic snow
has a greater strength than other crystal forms, as the sharp grain shapes lock in to each
other, which reduces the compaction rate. As low temperature gradient or equitemper-
ature metamorphism tends the snow crystals towards spherical shapes, this strength is
lost, and the snow grains can geometrically fit closer together. Anderson (1976) proposed
an empirical compaction rate due to this process, which has been modified in SNOW-
CAN (equation 2.29) to improve the simulated snow depth agreement with field observa-
tions. A comparison of the compaction algorithms used in SNOWCAN with those used in

SNTHERM is presented in section 2.3.

_I_BAZ

Az__a_z__ — g 6—0.04(273.15—T) (229)

metamorphism

where ¢ = 2.0835 x 1075 for the simulations presented in this thesis, and may vary for
different sites. This value is greater than the SNTHERM parameterisation of £ = 2.778 x
107 [Jordan (1991)], which is discussed in section 2.3.

If the bulk ice density is above a critical value*, v, the compaction rate is slower
and equation 2.29 is multiplied by a factor e~0-46(%i~%rit) For wet snow, (v, > 1%) the
compaction is estimated to occur twice as fast and equation 2.29 is modified by a factor
of 2.

After the new snow has settled, the compaction process is due mainly to the

pressure of the overlying snow. Anderson (1976) suggested that this much slower process

“This is set by the user, but is suggested by Jordan (1996) as 100 Kg m~3

28



2.2. Model Description

Chapter 2. Snow Energy Budget Model

is described by:

1 0Az

= =22 2.
Az Ot (2:30)

overburden n

where 7 is the viscosity coefficient and is defined in the snow model (and the value of 7

is input by the user) as:

=10 X 0.08(273.15-T) o, ,0.023p (2.31)

Snow crystals which are subject to high temperature gradients tend to form a
different structure called depth hoar. The high temperature gradient causes sublimation
from the top of the crystal which then refreezes on the bottom of the crystal above, forming
a regular structure. In this way, crystals grow in size and the snow can be less dense as
a result of the hollow structure of depth hoar crystals. The snow grain size increase with
temperature gradient is modelled in SNOWCAN by equation 2.32.

Sublimation is a surface-area and temperature dependent process. Smaller crys-
tals and crystals with a high surface structure (e.g. dendritic) have a higher surface area to
volume ratio than large, rounded crystals, and therefore greater sublimation per volume.
Vapour diffusion from areas of high vapour concentration and subsequent condensation
means that large crystals will grow larger at the expense of smaller crystals. This will
have two effects: firstly the average particle size will increase and secondly (due to the up-
ward vapour flux) the distribution of larger grain sizes will move upwards. The proposed

description of this mechanism (Jordan (1991)) is:

00y

5 = %OLM for dry snow (2.32)
3®d _ Guet 0

- - (6,4 0.05) for wet snow (6; < 9%) (2.33)
9% _ Guu(g 1 >

- = et (0.14)  for wet snow (6; > 9%) (2.34)
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where ©4 is the mean grain diameter and U, is the average mass vapour flux. The inverse
diameter dependence models the reduction in grain growth with increased grain diameter.
Equation 2.33 models a linear increase in grain growth rate with liquid water content.
Another type of metamorphism which may occur is due to the melting of the
snow during the day and the refreezing of the water during the night. This leads to large
clusters of strongly bonded round crystals. As the liquid water content increases later on
in the melt season the bonds become weaker. However, the effect of melt-freeze events on

snow grain sizes are not simulated in this snow model.

2.2.5 Numerical Solution Techniques

Simulation of a snowpack occurs over a period specified by the meteorological forcing
data, which are typically provided at hourly intervals. SNOWCAN has an adaptive time
step to optimise both accuracy and computational efficiency, as discussed in section 2.2.6.
Meteorological data (downwelling solar and thermal radiation, air temperature, wind speed
and relative humidity) are interpolated between data points to give a more continuous data
record. Precipitation is not interpolated since measurements are hourly averages, therefore
precipitation is assumed to be constant over the hour.

The model solves the mass balance equation first to determine the layer effective
saturations and then solves the thermal balance equation to determine the layer tempera-
tures. The accuracy of the solutions are checked, and if they do not pass a user-determined
threshold then the time step is reduced, and the mass and energy balances are recalculated
at the smaller time step. If the solutions are accurate enough then the mass and energy

balances are calculated at the next time step.
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Mass Balance Solution

The change in layer mass and density is determined by a number of stages:

1. Precipitation is added to the snowpack. A new layer is created if snow has just started
to fall. If precipitation is continuing, snow is added to the top layer at stage 8, until
a maximum layer width is reached. New layers are created to accommodate further
snowfall. Rain is added to the existing top node as flow from a theoretical layer

above.

2. Densification by compaction, as described in section 2.2.4, is determined by a change
in nodal width. Each layer retains its sample of snow (constant mass) during com-
paction, and the new densities are calculated from the change in layer width. The
rate of compaction is calculated here, but actual changes are made to the node in

stage (8).

3. Solar absorption within the layers and the surface energy fluxes are estimated, as
described in the upper boundary condition for energy (section 2.2.2). This energy

governs the amount of melt within a time step.

4. Layers that have sufficient liquid water for flow to begin, or where liquid water is
already flowing are identified from the effective saturation. A residual amount of
liquid water is retained within the ice matrix, bonded to the surface of ice grains,
and at ice grain boundaries, by tension (temperature dependent). Here, the amount
of residual water is assumed to be constant (set by the model user). Once the amount
of liquid water in the layer exceeds the residual requirement (s, > s;), liquid water

flow begins.
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5. Liquid water fluxes are determined from equations 2.21 (liquid water constituent)
and 2.25, where the effective saturation is the independent, unknown variable. Each
region of flow contains one or more layers, with a corresponding equation for each
layer that depends on its effective saturation and the effective saturation of the node

above (flow across the layer upper boundary).

The tridiagonal matrix solution method can be used to solve a set of equations of
the form:

AL X 4 A XT 4 A) X9V - BI =0 (2.35)
where X is the independent variable. The effective saturation is linearised to reduce
the flow equations to the form of equation 2.35.

Layers at the edge of the flow boundaries are subject to rapid changes in flow. Here,
the effective saturation is estimated from the solution to the cubic equation, Se,est
(assuming the liquid water flow from the node above has not changed from the

previous time step). The true effective saturation is linearised as:
§3 =~ (Sz,est) Se (2.36)

Away from the flow boundaries, changes in liquid water flow are much slower. The

effective saturation is linearised using a Taylor series expansion as:
3 2
str=2 (s781) 43 (780 o (2.37)
The layer effective saturations are subsequently calculated using the tridiagonal ma-
trix method of Press et al. (1992), and the liquid water fluxes are determined.

6. Vapour fluxes are determined from the diffusion equation (2.23).
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7. The increase in the average grain size by metamorphism is estimated for each layer

from the algorithms in section 2.2.4 (equations 2.32 to 2.34).

. Finally, mass changes are made to the layers. Precipitation is added to the top

node, if required. The mass of water is recalculated as a result of liquid water
and vapour flow. The nodal width and density are determined after compaction
processes. All nodal properties (e.g. porosity, liquid water content) are recalculated

to reflect changes to the mass.

Energy Balance Solution

The nodal temperatures are calculated by the following procedure:

1. Nodal thermal properties are calculated from the new density. Effective thermal

conductivity is estimated as [Jordan (1991)]:

he = ko + (7.75 X 107 7, + 1105 x 1070 42 (ks — ko) (2.38)

The effective thermal conductivity includes heat transfer by vapour transport, but
does not take into account the proportion of liquid water in the layer. Glendinning
(1997) suggested that this algorithm (equation 2.38) overestimated the effective ther-

mal conductivity.

. Liquid water content of a node is normally calculated by this model as a function

of temperature. However, changes in the liquid water content of snow are rapid at
temperatures close to the melting point. A relatively small uncertainty in the layer
temperature would result in a large uncertainty in the liquid water content. For

nodes close to the melting point, the energy balance equation (2.28) is redefined in
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terms of the melt variable to increase model accuracy. A full description of the ‘melt

zone’ is given by Jordan (1991).

. The energy balance equation 2.28 has only one non-linear term: the thermal ra-
diation emitted from the snow surface. Although a Taylor’s expansion should be
used to linearise the T* component, this was not included in SNOWCAN because
of the form of the thermal component of the canopy model, which was coupled to
this snow model in chapter 4. The time steps were assumed to be small enough to
minimise this error, and the thermal emission of radiation was estimated from the
snow temperature at the previous time step. This simplification both degrades the

model and decreases model efficiency.

. The set of energy balance equations are solved using the tridiagonal matrix method.
The temperature of nodes close to melting (stage 2) are retrieved using a Newton-

Raphson iterative scheme.

. Surface fluxes and snow heat fluxes are determined from the new layer temperatures.

. Liquid water content is estimated from the nodal temperatures and other bulk prop-

erties are recalculated.

2.2.6 Time Step

The need for an appropriate model time step was introduced within the description of

numerical methods (section 2.2.5). SNOWCAN has an adaptive time step to optimise

model stability, accuracy and efficiency, following the work of Jordan (1991). A Crank-

Nicolson scheme is used for discretization of time variation. The size of the next time step
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is governed by the accuracy of the solutions at the current time step. If the accuracy is
exceeds a threshold defined by the user, the time step is increased. If the solutions do not
reach the required accuracy, the time step is reduced and the calculations at that time
step are repeated (time is not advanced to the next step until the desired accuracy has

been reached).

2.2.7 Model Outputs

To summarise the model capabilities, the model simulates the following properties, which

can be validated against surface, above surface and within snowpack measurements:

o Surface fluxes:

— Reflected solar radiation (or surface albedo)
— Upwelling thermal radiation
— Sensible heat

— Latent heat

e Snow profiles:

— Temperature

— Density (or integrated SWE)
— Grain size

— Liquid water content

— Snow layer widths
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2.3 SNOWCAN and SNTHERM Differences

This section highlights areas where the snow model used in this project differs in style
from SNTHERM as a result of the change in computer language. Replaced algorithms
and numerical solution methods are described. Appendix A describes inconsistencies in
the SNTHERM code. The complete code of SNOWCAN is included on a CD, which

accompanies this thesis.

2.3.1 Model Algorithms

Compaction

Section 2.2.4 described the compaction algorithms, which differ from the SNTHERM pa-
rameterisation. The compaction due to melt implemented in SNTHERM is neglected in
SNOWCAN, because a % factor makes the model unstable at low bulk ice densities. The
change in the metamorphism compaction, and the parameterisation of both compaction
processes implemented in the simulations presented in this thesis probably compensate for
the compaction due to melt, providing the time step is small enough.

As described on page 28, the rate of settling compaction is greater than that used
in SNTHERM, but in contrast, the rate of compaction by overburden pressure is decreased
in SNOWCAN through an increase in the viscosity coefficient, 79. In the simulations
presented in this thesis, 79 = 9x 10" N s m™2 , compared to literature values of 1.7 x 10° <
M < 1.9 x 106 N s m~2 [Kojima (1955)], 70 = 3.6 x 105 N's m~2 [Anderson (1976)] and
o = 1.0 x 10 N s m~2 [Brun et al. (1989)]. However, the compaction parameterisation
could be a source of error within the model.

A comparison between SNTHERM and SNOWCAN compaction algorithms is

36



2.3. SNOWCAN and SNTHERM piﬁgfeggei ~ Chapter 2. Snow Energy Budget Model

presented in figure 2.2. The initial compaction curve is sharper, but is shallower towards

the end, which offers an improved representation of field observations of snow depth in

chapters 5 and 7.

02 7.
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3 014 —— SNTHERM (100 kg m"-3)
k3 SNOWCAN (100 kg m"-3)
E o e SNTHERM (220 kg -3)

’ SNOWCAN (220 kg m™-3)
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0.06 . 1 : . . : ' . . . .
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Figure 2.2: Comparison of SNTHERM and SNOWCAN compaction algorithm

Precipitation

In SNOWCAN, precipitation density and liquid water content are determined from the
wetbulb temperature, rather than the air temperature. A summary of the algorithm

[from D. Marks, pers. comm., but calculated from dewpoint temperature] is presented in

table 2.1 below.
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Wetbulb temperature | New snow density | Liquid water content
(K) (kg m~?) (%)
< 268.15 75 0
268.15 - 270.15 100 0
270.15 - 271.65 150 0
271.65 - 272.65 175 0
272.65 - 273.15 200 25
273.15 - 273.65 250 75
> 273.65 RAIN 100

Table 2.1: Wetbulb temperature dependent new snow density

Solar Zenith Angle

The solar zenith angle influences snow albedo, ratio of direct to diffuse solar radiation and
the transmission of direct solar radiation through the canopy. A new algorithm, which
determines solar zenith angle from the field site latitude and time of day and year has

been introduced in SNOWCAN [Jacobson (1999)].

2.3.2 Numerical Solutions

In SNOWCAN, a new algorithm has been used for the solution of the tridiagonal matrix
[Press et al. (1992)] to improve the accuracy of calculated water saturation and tem-
perature profiles. Determination of the estimated liquid water saturation at the wetting
boundaries has also been improved by a different cubic solution algorithm [Press et al.
(1990)]. This required re-definition of variable ‘ap’ in function FSSEST, used in the es-

timation of liquid water saturation at the wetting boundaries (equation 105b, [Jordan

(1991)]) as:
ap = — (cl * dzdt x sso — unold — upo/2d0 + bmelts) /dum (2.39)

so that ‘ap’ and ‘p’ could be used as the coefficients in the cubic solution method.
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2.3.3 Change in Style

Fortran 90 (F90) allows definition of TYPESs, which are used extensively in this model. A
variable is described by its TYPE e.g. INTEGER, REAL or CHARACTER. Definition of a
new TYPE allows the variable to be composed of, say 3 REAL numbers and 2 INTEGERS.
In this way, a NODE type was defined, that carried all variables related to a particular
node, and an array of nodes was built. This contrasts with the SNTHERM approach,
where variables are retained in either node or layer® arrays. In a similar manner, TYPEs
were defined for the meteorological data®, external model parameters (user-defined)”, flags
and calculated fluxes.

Several advantages are gained by use of TYPE definitions:

1. Very few variables are passed between subroutines, since only the TYPE arrays are

required, and this minimises the risk of misnamed variables with variable transfer.
2. Old nodal values are easily assigned
3. Nodes are easily deleted, combined and subdivided

However, one disadvantage occurs when nodes are created (by precipitation).
Since layer properties are stored for each node, the new node requires these to be assigned.
This problem can be overcome by initially creating a node identical to the one below it.
Great care must be taken to update all nodal specific properties to ensure only layer

remnants of the node below remain.

SLayers in SNTHERM are defined by the material it contains e.g. snow or soil. The layer is then
divided into nodes. In this model, only the individual nodes are defined, so that any variables common to
the ‘layer’ are stored in the nodal array. Although this duplicates information, the reduction in structure
complexity is beneficial.

SAll data were read in at the start of the model.

"In contrast, all internal model parameters are grouped within one module, and all are labelled with
capital letters to aid identification as internal parameters.
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This change in program style is particularly important, not only for the data
handling advantages highlighted above, but also because it changes the way the model

works.
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Chapter 3

Snow Model Sensitivity

3.1 Introduction

A description of the physically-based snow model, SNOWCAN, was given in chapter 2.
The model is constrained by a number of parameters, boundary conditions and initial
conditions. In this chapter, the effect of uncertainty in the parameter space on the rate of
snowmelt has been investigated, and the most important parameters have been identified.
The importance of sensitivity studies for physically-based snow models was highlighted
by Tuteja and Cunnane (1997), who examined the sensitivity of the UCGVDSM model.
Model accuracy is also affected by errors in the measurement of data used to initialise and
drive the model. The sensitivity of the model to errors in the forcing data and initialisation
profiles are described in sections 3.5 and 3.6 respectively.

The model was initialised with an isothermal, homogenous snowpack (described
in section 3.2), so that the model sensitivity was not affected by initial snowpack strat-

ification. Uniform meteorological data (described in section 3.3) were used to drive the
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model, to maintain a linear rate of change within the snowpack (as far as possible).

Two error functions were defined in order to quantify the model sensitivity to a set
of parameters, P;, from model outputs, Vy,, such as snow depth and surface energy balance
components. In this chapter, the error functions are defined relative to the model output,
V4, where the model has the standard parameterisation given in table 3.1, and is initialised
and driven by data presented in sections 3.2 and 3.3. V,, also applies to uncertainties
in input data. In chapter 7, the error functions are defined relative to observations,
Vobss Tather than a simulation under standard model parameterisation (Vgq). The error

functions are given below:

L 2 Vi — Val;

Fn(P) = ;—1 T, (3.1)
Vs (Ve = Vaa);

Fs(P) = ;:1 Vo), (3.2)

Equation 3.1 gives the magnitude of the sensitivity and equation 3.2 gives the
general sign of the sensitivity. A negative value of Fy given by equation 3.2 indicates
snow depth is less than that of the standard simulation - either because the compaction is
increased, or because the change in parameter produces faster snow melt. It is expected
that for the most part of this sensitivity study, changes in model parameters will act only
to increase or decrease the rate of melt, rather than produce a mixed response. Under
these circumstances, the two error functions F,,, and F, will be equal in magnitude. For
the simulation of a natural snowpack (chapters 5 and 7), the response of the model to
changes in the parameter space may not be linear. The error function F,, is regarded as a
more accurate indicator of the model error, and this function is used in chapters 5 and 7

to quantify the model accuracy.
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3.2 Synthetic Snowpack Description

The snow cover changes more rapidly during the ablation period than the accumulation
period, therefore this sensitivity analysis focussed on a warm snowpack that melted during
the simulations. An initial snowpack temperature of 272K was chosen, so that a small
period of warming was studied, followed by the active melt period. The lowest soil layer was
initialised at 273.15K, since the Dirichlet boundary condition constrains the temperature
of the lowest layer to be constant, and a temperature lower than the melting point would
cool the snowpack. The partial water density of all layers was initialised at 250 kg m~2,
and the average snow grain diameters were initialised at lmm. The input files used in this

simulation are included on the CD that accompanies this thesis.
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Figure 3.1: Initialisation profiles for sensitivity analysis

Figure 3.1 shows the initial snowpack profiles used in this simulation. The total

snow depth at the start of the simulation was 0.2m (the approximate average depth of the
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real snowpacks studied in this thesis).

3.3 Meteorological Data Input

Three different meteorological scenarios were used to drive the model. As explained in
section 3.1, the meteorological data used to drive the model were constant, so that the
snowpack melted at an approximately constant rate, and the melt period was examined
as changes are much more rapid during the ablation period. For most simulations, the
normal meteorological input data (referred to as ‘N’ in table 3.1, which summarises the

sensitivity analysis results) were as follows:
e Downwelling longwave radiation (350 W m~?2)
o Air temperature (280K)
e Windspeed (1 m s7})
e Relative humidity (50%).

A low windspeed was used in order to minimise turbulent transfer (which is
expected beneath a canopy). Solar radiation was set to zero to avoid diurnal cycle effects,
particularly on the snow albedo. Precipitation was set to zero to allow the snowpack to
melt without mass influx.!

Parameters that affected the solar radiation input to the snowpack were tested
under similar meteorological conditions to those stated above, with an additional solar

2

radiation input of 200 W m™“. This is not strictly a constant input, since the model

! Although mass can be added to the snowpack by condensation from the atmosphere, this influence is
much smaller than precipitation accumulation.

44



3.3. Meteorological Data Input

Chapter 3. Snow Model Sensitiﬂtx

assumes zero solar radiation when the sun is below the horizon. This meteorological
scenario is denoted as ¥ in the sensitivity analysis results.

The final set of meteorological conditions were used to test the model sensitivity
during precipitation events. This scenario, denoted by *, is similar to scenario ¥, but
with a constant air temperature of 274K, to ensure that precipitation was in solid form.
A constant precipitation rate of 0.0001 m hr~! water equivalent was input to the model,
except during the model spin-up time; no precipitation was input during the first two

timesteps.
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Figure 3.2: Simulated depletion of snow cover with standard model parameterisation

The melt profiles of the snowpack described in section 3.2, under the meteorolog-
ical conditions stated above (N, ¥ and ), are shown in figure 3.2. The set of parameters

used in this simulation are similar to the set of parameters that have been used in the
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simulations of chapter 7 and in the model included on the CD that accompanies this thesis.
The melt profiles shown in figure 3.2 are therefore regarded as the ‘standard’, to which all

other simulations are compared using the sensitivity functions (equations 3.1 and 3.2).

3.4 Model Sensitivity to Parameterisation

Model parameters were varied by +10% relative to the standard parameterisation used
in chapter 7, and the error functions defined in equations 3.1 and 3.2 were calculated
from the snow depth depletion profiles. Table 3.1 summarises the error functions for each
parameter in descending order of magnitude.

In the following sections, the reasons for the model sensitivity to the parameter-
isation are investigated. Parameters that affect the surface energy balance are examined
in section 3.4.1 and those that affect the internal snow physics are studied in section 3.4.2.
The sensitivity to differences between study sites is approached in section 3.4.3 and model
errors arising from uncertainty in physical constants are investigated in section 3.4.4.
Sections 3.4.5 and 3.4.6 examine the model sensitivity to the discretisation scheme and

user-defined accuracy thresholds respectively.

3.4.1 Surface Energy Balance Parameters

Thermal Radiation

Thermal radiation, solar radiation and turbulent transfer of energy at the surface were all
affected by parameters in the sensitivity study. The largest variation in snow depth, shown
in Table 3.1 occurred through sensitivity to the snow emissivity, where a -10% variation

from the standard value (0.99) resulted in an error function (Fm) of up to 0.15. Decreasing
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Parameter [Pyg] Met. | Ff F,, Fr F;

£s [0.99]7 N |— 0.15 — 0.15

es [0.99]1 v — 0.12 = 0.12

Yerit [150] x| 0.095 0.085 -0.095 0.085
Latitude [53.91634] | ¥ | 0.090 0.091 0.090 -0.091
Ego [2.0] N |0.080 0.063 -0.080 0.063
Qmaz [0-8] ¥ [0.00070 0.043 0.00067 -0.048
Yerit [150] N | 0.040 0.030 -0.040 0.030
Ego [2.0] N | 0.0060 0.013 0.0060 -0.013
Pyosat [6.112] N | 0.0067 0.012 0.0066 -0.012
Ay [100]1 N |0.0083 0.0034 0.0082 -0.0034
Azmg [0.016667]7 | N | 0.0067 0.00070 -0.0067 -0.00012
Terr [0.05] N | 0.0062 0.0029 -0.0062 0.0028
Guet [4 x 10712]7 | N | 0.00054 0.0044 -0.00050 -0.0044
Tatm [0.07] | 0.0044 0.0041 -0.0044 0.0041

k [0.4]F N | 0.0044 0.00041 -0.0044 -0.00031
k; [2.29]7 N | 0.00093 0.0040 0.00092 -0.0039
Azpin [0.002]1 N [0.0018 0.0040 0.0018 -0.0040
Guet [4 x 10712) 7 | 0.0023 0.0038 0.0023 0.0038
Qtz [0.4] N |0.0034 0.0012 -0.0032 0.0010
Gary [5 x 10771 | 0.0023 0.00018 0.0023 0.000083
Bhir ¥ | 0.0013 0.0020 -0.0013 0.0020

75 [25]1 ¥ | 0.0017 0.00075 0.0017 -0.00070
k, [0.023]F N | 0.00022 0.0013 -0.00015 0.0013
20,5 [0.005] N |0.0013 0.00074 -0.0013 0.00072
o [9.00 x 107] * | 0.00081 0.0012 -0.00080 0.0012
Putm [945.12) N [0.0012 0.00089 -0.0012 0.00084
si [0.04] N | 0.00074 0.0011 -0.00062 0.0011

w [0.001787)1 N | 0.00026 0.0011 -0.000084 | 0.0010
Cpn/Can [1.0] N | 0.00091 0.00057 0.00090 -0.00050
C, [1000]' N | 0.00088 0.00023 -0.00083 -0.000096
Cio [2117]1 N | 0.00000078 | 0.00070 -0.00000078 | 0.00052
Deo [0.00009]" N | 0.00052 0.00038 0.00050 -0.00029
n0 [9.00 x 107] N | 0.0000089 | 0.0000096 || 0.0000079 | -0.0000096
Cpn/Cen [0.7] N | 0.0000018 | 0.0000018 |{ 0.0000018 | -0.0000018
Gary [5 x 1077] N | 0.00000037 | 0.00000037 || -0.00000035 | 0.00000035
Aziper [0.04]7 * |0 0 0 0

Serr [0.001] N |0 0 0 0

Table 3.1: Error functions from model sensitivity to parameterisation, where superscript
(+) and (-) denote sensitivity to a + and - 10% change in parameter. 1 denotes that the
parameters are internal. The meterological conditions applied to the model are described
in section 3.3.
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the snow emissivity resulted in an increase in the time taken to melt the pack, since less
incident thermal radiation was absorbed at the surface. This effect was partially offset by
a decrease in emission of thermal energy from the snowpack, but the model is still very
sensitive to this parameter. Fortunately, the snow has similar thermal characteristics to
a blackbody, and thus the emissivity is estimated to vary from 0.99 by only <3%. In
addition, the thermal energy contribution to the surface energy balance in this study was
high, therefore the model is expected to be much less sensitive to the snow emissivity

under observed meteorological conditions.

Solar Radiation

Solar radiation absorption within the snowpack is governed by the snow albedo, which
is snow grain size and solar zenith angle dependent, as described in section 2.2.2. The
model allows an upper limit on the snow albedo, @z, which is defined by the user. An
upper limit on the snow albedo increases flexibility for the user at present, but will be
removed once the simulation of snow albedo by SNOWCAN has been validated. Chapter 6
discusses surface reflectance measurements that will be used in the future to validate the
snow albedo algorithms incorporated in SNOWCAN.

The model appears to be sensitive to the snow albedo upper limit. This is not
surprising for a -10% change in snow albedo, since this increases the energy input to the
snowcover, and the rate of snowmelt is faster. However, the sensitivity to a +10% increase
in snow albedo is unexpected, since the albedo is limited by grain size and solar zenith
angle, and under the meteorological conditions applied in this case, no fresh snow was

added to the snowpack.
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The model sensitivity to the albedo limit lies in the timing of the combination of
layers within the model. The model determines the albedo of the top layer only, and the
albedo of the underlying layers are not calculated until they are exposed to the surface. In
addition, the snow albedo can only be determined during the day, when the solar zenith
angle is positive.

When layers are combined, the adaptive time step is very small. The snow albedo
is determined at the end of the short time step, and the error caused by the momentarily
high albedo is small. However, if the layers are combined during the night, the time step
at the start of the day may be much longer, and then a high albedo may have a larger
impact on the model performance. Under these simulated meteorologial conditions, solar
radiation is set at 200 W m™2 as soon as the sun rises above the horizon, and so the model
is sensitive to the albedo limit. Under observed meteorological conditions, though, the
solar flux is very small as the sun rises, and so the model sensitivity to the albedo limit

may be expected to be less during simulations driven by observed meteorological data.

Turbulent Transfer of Energy

Turbulent transfer of energy at the surface uses five parameters that are defined by the
user: windless exchange coeflicients for sensible and latent heat, roughness length and
ratios of sensible and latent heat transfer coefficients to the eddy transfer coefficient.
Zero wind transfer is governed by the windless exchange coefficients?, Egg and
Eno, as described in equations 2.17 and 2.18. Table 3.1 shows that under the meteorolog-

ical conditions applied, the model sensitivity to a £10% change in the windless exchange

2The current recommendation for the windless exchange coefficients used in SNTHERM is Eyo = 1
and Ego = 0 [Jordan et al. (1999)].
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coefficients is among the highest for the parameters studied. In addition, Jordan (1991)
suggests a 25% error on these empirically derived coefficients. At higher wind speeds,
the windless exchange coefficients become less important than the windy exchange coeffi-
cients, Fyg and Fg, but beneath a forest, where wind speeds are low, the windless exchange
coeflicients are expected to be important parameters.

Turbulent transfer during windy conditions depends not only on the wind speed,
but also on the atmospheric stability. Objects protruding from the mean surface level
provide frictional drag on the wind. The effect of surface features on the atmospheric
stability is demonstrated in figure 3.3 [from Morris (1989)]. A laminar sub-layer may form

above a smooth surface, whereas a rough surface extends into the turbulent flow layer.
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Figure 3.3: Structure of the lower layer of the atmosphere for steady horizontal flow over
a uniformly rough snow surface (from Morris (1989))

The stability of the atmosphere is determined from the wind speed in terms of
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the bulk Richardson number3, which is defined as:

R~ 2g Zé“ (Tair - Tsurf)
' w? (Tair + Tsurf)

(3.3)

A neutral atmosphere is characterised by R; = 0, a stable atmosphere, where
warm air lies above cold air, is characterised by 0 < R; < 0.2, and an unstable atmosphere,
where cold air lies above warm air, is determined as R; > 0.

Turbulent transfer of energy during windy conditions is determined from the
user-defined parameters roughness length and ratios of sensible and latent heat transfer
coefficients to the eddy transfer coefficient. A neutral atmosphere is initially assumed and
correction factors are subsequently applied for non-neutral atmospheres. The stability
functions for neutral and stable atmospheres are assumed to be equal to 1, whereas for
an unstable atmosphere, an iterative technique is required to estimate the stability func-
tions from the Richardson number and estimated bulk transfer coefficients, which is fully
documented in Jordan (1992).

The bulk transfer coefficients used to determine the surface turbulent transfer of

energy, described in chapter 2, are determined as:

k

Cp { Cun ]‘1
Cy = C 1-—
H HN Y| Con o kwh
| Cp { Cen J_l
Ce = C 1- e 3.4
E EN\ G mkw (3.4)

where the coefficients at neutral stability are defined as:

-2
VvC
CD = CDN (1_ DNwm)

k‘2
Con = ——0p

[In (2/20))?

3The Richardson number was determined from the absolute measurement height for the sensitivity
study. This was changed to the relative height for the experimental results.

91



3.4. Model Sensitivity to Parameterisation Chapter 3. Snow Model Sensitivity

coe = FVCon
N7 Tn(z/2r)
kvCpn.

Cen = In(z/2q)

(3.5)

(3.6)

Table 3.1 indicates a low sensitivity of the model to the roughness length. How-
ever, a low wind speed was chosen for the simulation, which minimises turbulent transfer.
It is therefore expected that the model sensitivity to the roughness length would be in-
creased for simulations driven by observed meteorological data. Table 3.1 also shows that
the model is more sensitive to the roughness length than to the neutral atmosphere ra-
tios of bulk transfer coefficients of sensible and latent heat to the drag coefficient. It is
interesting to note that increasing the roughness length increases the rate of snow melt
through increased turbulence, whereas an increase in the neutral bulk transfer ratios has

the opposite effect.

3.4.2 Internal Snow Physics Parameters

The simulated energy input to the snowpack is determined by the boundary conditions
applied to the model, but the transfer of mass and energy within the snowpack is governed
by the internal snow physics. In this section, the empirical parameterisation of the internal
snow physics is investigated, and the impact of parameter uncertainty on compaction, snow
grain growth, liquid water content and transfer, vapour diffusion and radiation transfer is

discussed.
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Snow Compaction

As described in section 2.2.4, two parameters are used to describe the compaction of
the snowpack. The first is a critical density, .ri, and beyond this density limit, the
compaction that occurs as a result of destructive metamorphism is reduced with increasing
snow density. The second parameter, 79, limits the rate of compaction from the pressure
of the snow above. A full sensitivity analysis of the model to these parameters was not
carried out, because of the computational expense, but should be carried out in the future
as part of an investigation into a linked compaction and grain growth model, which is
discussed in chapter 9. The sensitivity during the melt period is examined here, but the
model is expected to be more sensitive during the accumulation period.

Despite the limitation of the sensitivity study, the critical density for compaction
appears to be one of the most important parameters governing model performance. This
is true for both cases studied: constant precipitation and precipitation-free meteorological
conditions. An increase in the density limit produces a corresponding increase in the rate
of densification. This not only affects the snow depth directly, but also governs the rate of
heat transfer within the pack, which is density-dependent. The model uses the following

algorithm to determine the thermal conductivity of the snow:
ks = ko + (7.75 x 1075, + 1.105 x 10—675) (k; — kq) (3.7)

although the model combines heat transport through conduction and vapour diffusion,

and both processes are represented with a single effective thermal conductivity:
ke = ks + Ly; DCyr (3.8)

The effect of increasing the density threshold for compaction not only increases
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the density of the snowpack, but also the rate of heat transfer within the pack. The effect
of increasing the thermal conductivity of the snowpack is examined in section 3.4.4.

Increasing the viscosity coefficient has conflicting effects on the rate of snowmelt
for the different meteorological conditions studied, as demonstrated in table 3.1. For the
non-precipitation case, an increase in the viscosity coefficient decreases the compaction
rate through the 1 / ny dependence. Therefore, the depth of the snowpack is increased
relative to the standard parameterisation and the rate of snowmelt is slower.

The model is more sensitive to this parameter as mass is added to the pack, and
the pressure is increased on the snow below, but an increase in 79 produces an apparent
increase in the rate of snow depth depletion. This counter-intuitive model behaviour
results from the density dependence of 7, which increases exponentially with increasing
density, as described by equation 2.31. The decrease in densification with an increase in 7
described above conflicts with the increase in densification for lower density snow. Whilst
this effect is minimised for a single sample of snow (because the density would increase to
a point where the 1 / 7 effect dominates at higher densities), the model behaviour here
arises because fresh, low density snow is continually added to the snowpack.

The representation of the compaction processes in the snow model is crucial to
model performance. Here, the empirical algorithms used require two user-defined param-
eters to calibrate the compaction routine. The snow model would benefit greatly from
a more detailed physically-based compaction approach, which incorporates the metamor-

phism of the snow crystals explicitly with the pressure of the overlying snowpack.
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Snow Grain Growth

The mechanism of grain growth within a snowpack was described in section 2.2.4, and
is represented empirically within the model. Two parameters describe the rate of grain
growth: one for dry snow and one for wet snow. Under the conditions applied, the model
is most sensitive to grain growth parameter G, because the snowpack is melting for
most of the simulation. The model shows some sensitivity to the grain growth parameter
Gary because the snowpack is not initially melting, and some grain growth occurs under
low liquid water content whilst the snowpack is warming.

As described in section 2, the snow grain size affects the reflection and absorption
of radiation and the rate of gravitational liquid water flow. Increasing the rate of grain
growth under conditions of no solar radiation increases the rate of melt. Liquid water flow
is enhanced by grain growth, and heat transfer within the snowpack is enhanced by the
increased mass transfer. However, removal of liquid water from a layer also affects the
layer density and thermal conductivity.

Enhanced grain growth with the addition of solar radiation acts to reduce the
rate of melt. Less solar radiation is reflected from larger grain sizes, therefore more energy
is input into the snow cover. The bulk extinction coefficient at visible wavelengths is
reduced with increased grain size (equation 2.13), therefore a smaller proportion of energy
is absorbed in each layer. Whilst the overall energy input at the surface is increased,
more radiation may be absorbed by the soil, rather than within the snowpack, which in
turn reduces the rate of melt. The model sensitivity is expected to differ for an optically

semi-infinite snowpack.
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Liquid Water Content
The liquid water content of the snow is determined from its temperature, using a semi-

empirical function (given below for snow):

gl 1
= STy B BT (39)

The form of this function is shown in figure 3.4, which was taken from Jordan (1991).

Figure 3.4: Model liquid water fraction temperature dependence (from Jordan (1991))

The slope of the curve in figure 3.4 is sharpened by increasing parameter A; in
equation 3.9. This has the effect that the snowpack persists for longer under melting
conditions, as the water remains frozen at higher temperatures. Table 3.1 indicates that
the freezing curve parameter, A1, is more important than many user-defined parameters.
The standard value was arbitrarily chosen [Jordan (1991)], and therefore a reasonable
degree of uncertainty is associated with this parameter (> 10%). However, the model
sensitivity to the liquid water content parameterisation will be greatly reduced outside

the melting period.
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Liquid Water Transport

The irreducible saturation describes the amount of liquid water retained by a substance
after drainage. Using this parameter, the effective saturation, which is the independent
variable in the mass balance solution, is defined as:

§—8;
Se == ——

= 3.10
1—s; (3.10)

An increase in the irreducible saturation means that the snowpack retains more
liquid water. The reduction of heat transfer from the snow by liquid water flow results
in a faster rate of snowmelt. Sensitivity of the model to a +£10% change in this user-
defined parameter is relatively low under the conditions applied, but the uncertainty in
this parameter could be greater than 100% [Kattelmann (1986), Colbeck (1974), Jordan
(1991)).

The gravitational drainage of water is also dependent on the viscosity of water
(equation 2.25), although the sensitivity analysis showed that the model was less responsive
to changes in this parameter than to changes in the irreducible saturation. An increase in
the water viscosity reduces the rate of liquid water flow, which increases the rate of melt.
The expected parameter variation is low (< 2%), but non-negligible since the viscosity of
water is pressure-dependent. The model is expected to be less sensitive to this parameter

over a seasonal simulation.

Vapour Diffusion

Heat and mass transport by vapour diffusion was introduced in chapter 2. The mecha-
nism of vapour transport is assumed to occur by sublimation from one side of a crystal,

vapour diffusion across the air void in the the direction of the downwards temperature
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and concentration gradient and condensation onto the next crystal. This process occurs
for all crystals, and whilst the process is a diffusion process, the same molecules are not
transported through the pack, hence this process is represented with an effective diffusion
coefficient.

The effective diffusion coefficient in equation 2.23 is estimated from measurements

at 1000mb pressure and 0°C, and from pressure and temperature relations as:

1000 T \8
. =D, - 3.11
D D’“( P, )(273.15) (3:11)

The model was found to be relatively insensitive to the diffusion coefficient

D, . Dorsey (1940) reported a diffusion coefficient of water vapour in air of 0.000022
m~2 at 0°C and atmospheric pressure, and a temperature dependence of T17 from the
compilation of Boynton and Brattain (1929). The effective diffusion coefficient is expected
to be higher than the value of Boynton and Brattain (1929), since the diffusion path length

is effectively much shorter for the crystal-to-crystal vapour transport.

Radiation Transfer

Radiation extinction within the snowpack, as described in section 2.2.2, is governed by
the bulk extinction coefficients for visible and near-infrared radiation, which are calculated
from the snowpack properties according to equation 2.13 (8,is) and are input by the user
(Bnir). Definition of the bulk extinction coefficient by the user allows the division of
the solar radiation into a proportion of energy that is absorbed at the surface, and the
remainder that penetrates into the pack and is absorbed lower down in the pack. This
approach was taken by Koh and Jordan (1995), which was based on the spectral model

of Brandt and Warren (1993).
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An increase in the bulk extinction coefficient for near-infrared radiation increases
the amount of solar radiation absorbed at the surface, but also decreases the energy
absorption lower in the snowpack. Radiation that penetrates the snowpack to the soil is
absorbed at the soil surface, and hence reduces the energy available for snowmelt. The
penetration of radiation is discussed further in this section. In addition to this effect, heat
is more easily transported downwards through the snow during the melting period, because
conduction, diffusion and liquid water flow all transport heat downwards, whereas only
conduction and diffusion mechanisms carry heat upwards (for a non-isothermal snowpack).
This will be discussed in greater depth in section 3.4.4. Therefore, an increased proportion
of energy absorbed at the surface enhances the rate of melt, relative to the case where the
same energy is absorbed lower in the snowpack, or in the soil.

Absorption of radiation that penetrates the snowpack is grain size and density
dependent. Although the transmission of radiation through the snowpack is generally mod-
elled as an exponential function, this model assumes a maximum mass-dependent depth,
at which all remaining radiation is absorbed. The model was found to be less sensitive to
this parameter than to the bulk extinction coefficient for near-infrared radiation.

An increase in the maximum radiation penetration depth was found to decrease
the rate of snow depth depletion. This effect could be due to a similar mechanism to
the bulk extinction parameter effect, as the increase in parameter lowers the depth at
which a proportion of energy is absorbed, and the energy transport through the snowpack
is affected. As the depth is decreased to below the penetration depth, the radiation is
absorbed by the soil, hence the model is not sensitive to this parameter at low snow

depths.
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The sensitivity of the model to the maximum radiation penetration depth should
be examined carefully in the context of a seasonal snowpack. Exponential extinction
of radiation within the snowpack implies that some radiation should always reach the
underlying soil. If this is the case, then measurements of surface reflection should be
affected by the depth of snow. However, measurements taken during the course of this
study, as explained in chapter 6, indicate that this is not the case, and in fact, the surface

reflectance is only significantly by the depth of snow at very low snow depths (<~5cm).

3.4.3 Site-to-site Variation

Site Location

The model sensitivity to site location was found to be relatively high under the conditions
studied. Latitude is used by the model to calculate the solar zenith angle. The increase
in latitude has two immediate effects: the day is shorter, so less solar energy is input to
the pack, and secondarily, the albedo is decreased, because of the increased solar zenith
angle.

Although these factors are contradictory, the decrease in energy input from de-
creased length of day overwhelms the increase in energy input from decreased albedo, and
the snowpack melt rate is reduced. However, this effect is exacerbated by the meteorologi-
cal conditions chosen. The model is expected to be much less sensitive under diurnal cycle
conditions, and in addition, the uncertainty associated with measurement of site latitude

is generally negligible.

60



3.4. Model Sensitivity to Parameterisation

Chapter 3. Snow Modgl fggsitixity

Underlying Soil

In the model, two soil types are parameterised: clay and sand. A complete sensitivity
analysis of all soil parameters was considered to be unnecessary for this study, but the
sensitivity of the model to soil type was investigated, and is described below. The model
sensitivity to the lowest soil layer temperature was also investigated, since it affects the
heat transfer to the snowpack, and is described within the sensitivity to initial conditions
section (3.6).

A change in soil type from clay to sand resulted in sensitivity functions F,, =
0.033 and Fs = -0.033. The model is reasonably sensitive to soil type, and the depletion
of the snowcover over a sandy soil was quicker than the depletion of the snowpack over
clay soil.

Since vapour diffusion is disallowed for soil, and the liquid water is artificially
drained at the snow-soil interface, the main effect on soil is through the heat transfer
process. The thermal conductivity for sandy soil is higher than for clay soil, therefore the
heat transfer to the warming snowpack is more rapid for the sandy soil.

The model appears to show similar sensitivity to the soil quartz content. This
parameter is not usually measured in the field, and it is important to gauge the accuracy
required for this parameter, which is suggested to range between 0 and 0.45 by Jordan
(1996). An increase in the quartz content of the soil increases the soil thermal conductivity,

which increases the rate of snow melt under these initial conditions.
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Meteorological Conditions

The atmospheric optical depth is used by the model to estimate the clear sky direct /

diffuse split of solar radiation, if measurements are unavailable, according to:

L —Tatm
Ié’W,dir = Igye om0
i ““latm
Iéw,dz‘ff = gy (1—6 Tet /“0) (3.12)

The model shows relatively high sensitivity to the optical depth, and an increase
in the optical depth was found to decrease snow depth relative to the standard simulation.
The proportion of direct to diffuse radiation affects the snow albedo. The albedo for
direct solar radiation is greater than the albedo for diffuse radiation, as demonstrated
by equations 2.8 to 2.11. An increase in the atmospheric depth increases the proportion
of diffuse radiation, which lowers the snow albedo and enhances the rate of melt of the
SNOWCOVer.

The atmospheric optical depth is not simple to measure at a field site, because
remote sensing equipment and data processing are required. Measurements cannot be
made during cloudy conditions, which affect the direct and diffuse proportions, and the
atmospheric optical depth can vary over time, particularly if the field site is close to high
pollution areas. This sensitivity study highlights the benefits of diffuse solar radiation
measurements as model forcing data.

Determination of the model sensitivity to the atmospheric pressure is particularly
important as this parameter is assumed to be constant during a model simulation. The
atmospheric pressure is used in the calculation of vapour diffusion (the air within the snow

is assumed to be at atmospheric pressure); air density, which affects the turbulent transfer
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of sensible heat; and the temperature of precipitation.

An increase in the average atmospheric pressure decreases the diffusive heat trans-
port (equation 3.11), but increases the sensible heat transfer to the surface (equation 2.18).
The additional energy input from turbulent transfer with increased atmospheric pressure
enhances the rate of melt of the snow, which was observed in this sensitivity study.

The atmospheric pressure can vary by 10%, but the model was found to be less
sensitive to this parameter than to many internal parameters for the conditions studied.
However, a low wind speed was used in this simulation, and the model sensitivity is

expected to increase with greater rates of turbulent transfer.

3.4.4 Physical Constants
Saturation Vapour Pressure

Water vapour pressure affects the latent heat transfer at the surface and diffusion processes
within the snowpack, for example, a low density of water molecules relative to the maxi-
mum (saturation vapour pressure) enhances net sublimation. The upper limit of vapour
pressure is the saturation vapour pressure, which is temperature dependent. Vapour pres-
sure is often defined in terms of the saturation vapour pressure at a fixed temperature,

which is 0°C here, as:

Pv = frh X f{T} PvO,sat (313)
—————

Pvlc,sat

The model demonstrated high sensitivity to the saturation vapour pressure, and
an increase in this parameter was found to decrease the rate of snow melt. From equa-
tion 2.17, it can be seen that an increase in the saturation vapour pressure decreases the

rate of latent heat transfer to the surface. Diffusion within the snowpack (equation 2.23) is
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increased as the slope of the saturation vapour density vs. temperature curve is increased:

apvk: sat 1OOon sat ka ; - (%ET&) (%%“&)
Cup = St d = 0 3.14
K= T RT? <RT > ¢ ¢ (3.19

but the model sensitivity resulted from the energy decrease at the surface.
Fortunately, the saturation vapour pressure at 0°C is well known, but the al-

gorithm used to determine the saturation vapour pressure at a different temperature

(from Buck (1981)) has not been tested in this study.

Von Karman Coefficient

The model shows moderate sensitivity to the von Karman constant, which is crucial in the
determination of turbulent transfer. A theoretical increase in the von Karman constant
increases the drag coefficient (equation 3.6). This also increases the turbulent transfer of
latent and sensible heat, since the ratios of sensible and latent heat to the drag coefficient
at neutral stability are constant in the model. The rate of snow melt in the model increases
with the additional energy input to the snow.

Values for the von Karman constant vary in the literature by approximately 5%
from the value used here [Jacobson (1999) suggests a value between 0.35 and 0.43], and the
sensitivity of the model to the uncertainty in this parameter is expected to increase with
higher wind speeds. However, the model error that results from the uncertainty in the
von Karman constant is insignificant in comparison to the uncertainty in the algorithms

used to represent the turbulent transfer.

64



3.4. Model Sensitivity to Parameterisation Chapter 3. Snow Model Sensitivity

Thermal Conductivity

A decrease in the thermal conductivity of ice reduces the rate at which energy is trans-
ported away from the surface, hence melt occurs earlier at the surface, but the snow pack
as a whole is cooler. However, liquid water flow from the surface through the pack warms
the snow quickly, and the rate of melt for the snowcover is increased.

The thermal conductivity of ice is temperature dependent, and increases by ~12%
over a - 20°C change. This is not important for a melting snowpack, since the temperature
is constant and an appropriate value is used for the thermal conductivity of ice. However,
for a cold snowpack, the thermal conductivity may be different, although the model is
expected to be less sensitive to the thermal conductivity, since the height at which the
snow starts to melt is not relevant.

A much smaller increase in the thermal conductivity of the snow cover, such as a
10% increase in the thermal conductivity of air, has the opposite effect to larger increases
in the thermal conductivity. Heat is distributed more evenly through the pack, and the
total snowpack melts more quickly.

The thermal conductivity of air is pressure, and therefore altitude dependent,
and the resultant uncertainty could be as high as 15%. However, a larger source of error
could lie in the liquid water content of the snowpack, since the thermal conductivity of
liquid water (0.561 W m~! K~! at 0°C) is not explicitly considered in the snow thermal

conductivity algorithm.
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Heat Capacity

The model is relatively insensitive to 10% changes in the heat capacity of both ice and
air. The heat capacity of ice at 0°C is used to determine the temperature limits of the
meltzone, and hence affects the temperature solution accuracy. The heat capacity of ice

is temperature-dependent, and is estimated for a snow layer from the following algorithm:

c;=78T—133 (3.15)

The transfer of sensible heat at the surface is dependent on the heat capacity of

air, but this parameter is approximately constant for the range of expected temperatures.

3.4.5 Model Discretisation

In this section, the model sensitivity to the layer size limits was investigated. The model
should theoretically become more accurate as the layers reduce in size, and representation

of snowpack profiles are smoother in the model.

Maximum Layer Width

A limit is placed on the maximum size of the top two nodes to improve model accuracy,
since snowpack changes are most rapid at the surface as a result of the boundary conditions.
In this sensitivity study, the width limit for the top two nodes was changed by +10%, for
both layers at the same time. The standard value for the top layer is given in table 3.1,
and the standard value for the layer beneath the top is 0.033m. This width choice was
based on SNTHERM numerical studies and was found to be the most efficient width (R.

Jordan, pers. comm.).
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A change in the top layer width has two immediate effects: the energy absorbed
in a thin layer produces a higher rate of change of layer temperature than for a thicker
node, and the change in temperature profile affects heat transfer through the snowpack;
and the timing of layer division and hence solution accuracy is affected. It is not easy
to separate out these effects to predict or explain the model response to a change in the
maximum layer width.

However, the upper limit on layer width is a balance between thinner layers,
which give a smoother response to the surface energy input, and thicker layers, which
decrease computational expense. The surface layer width cannot be very thin, since the

assumption of energy absorption at the surface would cause model instability.

Minimum Layer Width

The model is less sensitive to the minimum layer width under the conditions studied than
to the maximum layer width. The effect of nodal width on heat transport was discussed
above, but the minimum layer width governs the timing of layer combination rather than

division.

Precipitation Layer Width

The model showed no sensitivity to the maximum width for a fresh layer of precipitation
for the conditions studied. This resulted from insufficient precipitation to overcome the
mass loss from melt, and therefore fill the layer to the maximum width. The sensitivity of
the model to the precipitation layer width under true accumulation conditions is unknown,

and cannot be easily tested by this sensitivity approach.
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3.4.6 Model Accuracy Criteria

At the end of a time step cycle, the accuracy of the mass balance solution and energy bal-
ance solution is tested. If the solution accuracies are within the threshold levels set by the
user, the solutions are accepted and the time step is advanced. If either solution accuracy
does not satisfy the accuracy criterion, the time step is shortened and the calculation for
that time step is repeated.

Under the conditions tested, the temperature accuracy threshold was exceeded,
but the saturation threshold was not. An increase in the temperature error limit resulted
in an increase in the snow melt rate, whereas a decrease in the temperature error limit had
the opposite effect. This points to an overestimation in the modelled snow temperatures,
and suggests that the model may benefit from a reduced accuracy threshold, despite the
increase in computational expense. Linearisation of the temperature dependent thermal
emission of radiation may aid the model performance in this area.

The time step is increased after a number of successive accurate time step calcu-
lations, which is set by the user. The model sensitivity to this parameter was tested, by
+1, from the standard number (2 time steps). An increase in the number of time step was
found to increase the rate of melt, as F,,, = 0.0068 and Fs = -0.0068, whereas a decrease
in the number of time steps had the opposite effect, with F,,, = 0.0046 and F, = 0.0046.

If the model increases the time step after one good calculation, but subsequently
is not accurate enough, the time step is lowered to below that of the first time step, and
the solution is more accurate. Whilst the time step may be increased more frequently than
for a greater number of time steps criteria, the average time step may be lower, as the

model repeats more time step calculations. A lower time step, and more accurate calcula-
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tions reduce the overestimation of temperature by the model. However, the calculation is
generally robust with the time step. An overview of the order of calculation is presented

in figure 4.3 in chapter 4, which also includes the vegetation components.

3.5 Sensitivity to Boundary Conditions

The model sensitivity to errors in the measurement of forcing data were investigated un-
der the meteorological conditions @, described in section 3.3. The error functions (equa-
tions 3.1 and 3.2) are summarised in table 3.2 below. The uncertainty in thermal and
solar radiation can be high, as demonstrated by Field et al. (1992), who compared dif-
ferent 4-component radiometers from several manufacturers at the same site and time,

2

and found measurement differences of up to 80 W m™=, and systematic-root-mean-square

instrumental differences of 15 to 35 W m™2.

Here the error estimate of 20 W m™2 is
more conservative, since Eppley radiometers were used in the collection of fieldwork data

described in chapter 6, which are considered to be among the highest quality radiometers

available.

Forcing data [error] | Met. | F}, | F;, Ff F;

I [20 Wm™? & |038 [072 ||-038 |0.72

Tor [1 K] ® [011 |0.088 | -0.11 |0.088
Fon [10%) ® |0.079|0.059 | -0.079 | 0.059
I} [20 W m™2] ® |0.071]0.053 | -0.0710.053
w [0.5 m s~} ® |0.014 | 0.0083 || -0.014 | 0.0083

Table 3.2: Error functions from model sensitivity to errors in forcing data measurement.

Several points are of interest to note. An increase in all forcing data examined

increased the energy input to the snowpack, and therefore the rate of melt. Turbulent
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transfer of latent and sensible heat are opposite in magnitude, but sensible heat dominates
here, because of the values used for the user-defined coefficients Cpy /Cyn and Cpn/Cgn.

An error in the thermal energy input to the snowpack has the greatest effect, for
the meteorological conditions studied. This effect is greater than the same error applied
to the solar radiation. This is because the model sets the solar radiation to be zero when
the sun goes below the horizon. Therefore the measurement error for solar radiation is
applied for less than half of the day.

The handling of radiation within the snowpack will also differentiate the model
sensitivity to the measurement error of thermal and solar radiation. An error in thermal
radiation measurement primarily affects the energy balance at the surface, whereas the
same error in solar radiation immediately affects the energy absorbed within the snowpack.

An increase in the fractional humidity decreases the amount of evaporation /
sublimation from the surface. However, since this process cools the snowpack, an increase
in the fractional humidity therefore suppresses energy transfer from the pack, and the rate
of melt increases.

A comparison of tables 3.1 and 3.2 indicates that the model is working reasonably,
since the model is generally much more sensitive to uncertainties in the forcing data than

to uncertainties in the parameter space.

3.6 Sensitivity to Initial Conditions

The sensitivity of the model to measurement errors in the initial snow profiles of tempera-
ture, density and grain size was tested to determine the effect of uncertainty in the initial

conditions. The error functions for the snow depth depletion are given in table 3.3.
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Initial profile [error] | Met. | F,. | F, | Ff Fo

Y [50 kg m ™7 ® (044 |043 | 044 |-043
Ty [1K] & 1029 |0.09 || -0.29 | 0.095
T, [1K] ® | 0085 0.014 | -0.085 | 0.014
©a [0.5 mm) & | 0.077 | 0.081 | -0.077 | 0.081
Ywsoil [0kgm=3] | @ | 0010 0.018 | 0.0095 | -0.015

Table 3.3: Error functions from model sensitivity to errors in forcing data measurement.

Table 3.3 shows that of the initial snowpack profiles studied, the model is by far
the most sensitive to the initial density profile. As discussed in section 3.4.4, an increase in
the density of the snowpack increases the snowpack effective thermal conductivity, which
reduces the rate of melt. An underestimation in the initial snowpack density profile may
be compensated in the model through the refinement of the compaction algorithm. On
the other hand, an overestimation of the initial snow density may not be corrected easily,
since densification is largely irreversible.

The model is much more sensitive to the temperature of the lowest soil node
than to the temperature profile of the remaining soil and snow layers. The Dirichlet lower
boundary condition for energy, as described in section 2.2.2, assumes that the temperature
of the lowest soil layer is constant. Therefore a measurement, or averaging error, in the
temperature of this layer is propagated throughout the model simulation.

The temperature profile of a snowpack generally follows the temperature of the
air, with a lag time related to the thermal conductivity of the snow and temperature height
within the snowpack. The initial temperature profile is therefore lost relatively quickly -
within a few hours - and the model sensitivity to the initial temperature profile is low.
Under these initial and meteorological conditions, however, the model sensitivity is higher,

since the time taken to melt the snowpack also includes the time taken for the snowpack
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to ripen.

The model sensitivity to the initial grain size is important because, similarly to
the density profile, an overestimation in the initial snow grain size cannot be undone,
whereas an underestimation can be compensated through increased grain growth. Here,
the model is relatively insensitive to the initial grain size profile, but as the snow grain
size governs solar energy absorption within the snow, the model is expected to be more

sensitive to the initial grain size profile for a longer time series simulation.

3.7 Conclusions

In this chapter, the model sensitivity to parameter space, uncertainties in forcing data and
the initial conditions was examined in order to highlight the most important areas where
uncertainties in parameters and input data affect the model performance. An ablation
period was examined in this sensitivity study, because the snowpack changes the most
rapidly during this period.

The model was generally less sensitive to uncertainties in the parameter space
than to measurement errors in the forcing data. A number of parameters have been se-
lected for a sensitivity study at an open site, using observations to initialise, drive and
validate the model. Some parameters with high model sensitivity during this study, as
shown in table 3.1, were not selected for further investigation because the model was ex-
pected to be less sensitive over a seasonal simulation, or because the parameter uncertainty
is much less than 10%.

Further sensitivity studies are reported in chapter 7, where the model sensitivity

to the following parameters and initial conditions has been investigated for the accumula-
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tion and ablation of a real snowpack, driven by measured data:

Windless exchange coeflicients Ero and Egy.

Compaction critical density verit.

Compaction viscosity coefficient 7.

Bulk extinction coefficient for near-infrared radiation G,;.

e Soil quartz content.

e Atmospheric optical depth, 74¢m.

o Initial snow density profile.

o Initial lowest soil layer temperature (Dirichlet boundary condition).

As described in chapter 1, the wind speed beneath a forest canopy is greatly
reduced relative to the wind speed at an open site. This sensitivity study highlighted the
windless exchange coeflicients as important parameters that affect model perfomance dur-
ing the ablation period, under the low wind speeds studied. The uncertainties associated
with the windless exchange parameters are also high.

The densification algorithms affect the heat and mass transport within the snow-
pack, and therefore the parameterisation of the snowpack compaction will be examined
further. The model sensitivity to the initial snowpack density profile is high, and the
measurement error warrants further sensitivity investigations (chapter 7).

Unknown parameters such as the bulk extinction coefficient for near-infrared
radiation, atmospheric optical depth and particularly the soil quartz content all have a

high degree of uncertainty. The model sensitivity to these parameters over a seasonal
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simulation (chapter 7) will indicate the suitability of parameter choice, and the accuracy
required for these parameters.

The lower boundary energy condition requires a constant soil temperature, which
is given by the initial condition data. Investigation of the model sensitivity to this con-
dition is highly beneficial. If an average temperature over the season is required, then
the operational use of this model is limited. However, if the accuracy required for this
temperature is low, or the temperature can be estimated from typical early or late season
temperatures, then the application of this model can be more widespread.

The model tendency to overestimate the snow temperature was highlighted in
section 3.4.6. This indicates a possible benefit in the reduction of the temperature accuracy
threshold in the model, despite the increase in computational expense. This should be
looked at in greater detail once the linearisation of thermal radiation has been addressed,
which was discussed in chapter 2.

This chapter examined the sensitivity of the model to its parameters under one
set of idealised meteorological conditions, and therefore offers a snapshot of the model
reponse to changes in the parameter space. A much more comprehensive sensitivity study
is planned for the future, and directions for this future work are given in chapter 9.

The sensitivity study presented in this chapter indicated the suitability of SNOW-
CAN to be incorporated within a Snow-SVAT. The next chapter describes the vegetation
radiation model that has been coupled to this snow model, the method of approach and

other forest effects that are represented within the model, or are considered to be negligible

for this study.
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Chapter 4

Vegetation Effects

4.1 Introduction

As described in section 1.2, the forest cover has a number of effects on the snow cover.
These include radiation shielding and emittance, reduction of precipitation reaching the
snow surface by intercepted snow sublimation and reduction of snow albedo by leaf litter
within the snowpack.

A canopy optical and thermal radiation model was chosen and coupled to the
physically based snow model that was described in chapter 2, and other forest pro-
cesses were examined, to form the Snow-SVAT (snow-soil-vegetation-atmosphere transfer)

scheme, ‘SNOWCAN’.
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4.2 Canopy Radiation Model

4.2.1 Introduction

The attenuation of radiation by a canopy has been previously modelled with different
degrees of complexity, ranging from a simple Beer’s Law approach, which ignores scat-
tering, to geometrical optical techniques. Longwave and solar radiation are often treated
independently.

Beer’s Law assumes exponential decay of solar radiation. Wigmosta et al. (1994)
adopt this approach, using a constant attenuation coefficient. In reality, attenuation of
radiation varies with path length through the canopy and is therefore a strong function
of solar zenith angle. Some models (Yamazaki and Kondo (1992), Hellstrdm (1999)) have
addressed this issue by using a solar zenith angle dependent attenuation coefficient. How-
ever, over-simplified treatment of radiation, such as the use of Beer’s Law, is unjustified
where there are more physically reasonable models available.

Geometrical models [Li and Strahler (1986)] approximate tree elements as simple
geometrical structures (cones and ellipsoids). The bidirectional reflectance is calculated
under all illumination and viewing angles by assuming that radiation is not transmitted
through the canopy crowns. This approach has subsequently been improved in hybrid
models, where radiative transfer theory is used to model the transmission of radiation
within canopy crowns [Li et al. (1995)].

However, there are a number of problems with geometrical-optical techniques:
o Initialisation of the model is complex as the distribution of tree stems must be known
o Tree parameters required are difficult and laborious to measure in the field (a large
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number of samples must be taken to adequately represent the canopy)

e The technique is computationally expensive

A vegetation model should include a physically based optical and thermal radi-
ation model, that is also reasonably simple, thus minimizing the number of parameters
required to initialise and drive the model.

The radiation model “RM” [Pearson et al. (1999)] approximates the canopy as
a series of discrete, randomly orientated scatterers. Radiation incident on the canopy is
attenuated by striking the canopy elements. The radiation is either absorbed or scattered
iostropically with equal fluxes above and below the canopy. By assuming a proportion
of the incident radiation is intercepted (dependent on the canopy structure), the physical
depth of the canopy can be ignored. The proportion of intercepted radiation which is
scattered is governed by the leaf area index and by the single-scattering albedo at shortwave
wavelengths and the emissivity for thermal radiation. Thermal radiation is treated in the
same way as shortwave radiation.

The model allows infinite scattering between the canopy understory and the
ground beneath in order to retain conservation of energy. It is driven by incident so-
lar and thermal radiation. Diffuse radiation from the sky is assumed to be isotropic and
direct radiation is approximated as a delta-function beam in the direction of the sun.
Thermal radiation is emitted from the atmosphere, canopy and snow surface.

RM was chosen to form the canopy radiation component of the SNOWSVAT
because of its physical basis and elegant mathematics. This model has many advantages

over other models:

e RM models both optical and thermal radiation
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Initialisation of the model is simple

e The canopy parameters required by RM are simple to measure and can be determined

in the field or readily obtained using remote techniques
e Computational efficiency is relatively high

This model has already been coupled to a soil model as part of a SVAT (soil
vegetation atmosphere transfer scheme) and was validated with a high degree of success

[Pearson et al. (1999)].

4.2.2 Physical Principles

The vegetation model RM assumes the canopy to be composed of a series of spherically dis-
tributed, randomly orientated discrete scattering components. Radiative transfer theory
is used to define transmission and reflectance coefficients, which enable the total upwelling
and downwelling fluxes to be determined above and below the canopy. This is shown
schematically in figure 4.1, where Ij is the above-canopy downwelling flux, T is the trans-
mission coefficient, R is the canopy reflectance coefficient and B is the lower boundary
reflectance - the snow albedo.

In order to satisfy conservation of energy, multiple reflections of radiation be-
tween the snow surface and canopy underside are accounted for. The total sub-canopy

downwelling and upwelling fluxes are given by equations 4.1 and 4.2.

Itlot = T10+RBTIO+(RB)2TIO+...

I

[l-RB'TI, (4.1)

I, = l1-RB|"'BTI, (4.2)
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2
(RB) Tl

Figure 4.1: RM model canopy fluxes

The reflection and transmission coefficients R and T are defined in equations 4.3
and 4.4 for shortwave (Rsw, Tsw) and thermal (Rrw, Trw) radiation. A full derivation
can be found in Pearson et al. (1999). The coefficients are included here for reference.

Solar radiation:

1
Rew = Eav [1 - 2E3(Tv)]

Tsw = 2E3(r,)+ Rsw (4.3)
Thermal radiation:

Riw = %(1 — &) [ — 2E3(m)]

Tiw = 2E3(m)+ Rrw (4.4)

where a, is the vegetation albedo, F3(-) is the third exponential integral (E3(z) =
e %;—t dt, z > 0), €, is the vegetation emissivity and 7, is the vegetation optical depth.

7y is determined from the leaf area index Ay, (equation 4.5) for the canopy approximation

79



4.3. Other Canopy Effects Chapter 4. Vegetation Effects

as spherically distributed, randomly orientated discrete scatterers. A full justification for

this relationship is detailed in Pearson et al. (1999).

Ty = '7 (45)

4.3 Other Canopy Effects

In addition to the scattering and absorption of radiation by the canopy, other forest
processes affect the mass and energy balance of the snowpack. The representation of these

processes by SNOWCAN is described below.

4.3.1 Intercepted Snow

Interception of snow by the canopy significantly affects the distribution and mass of snow
accumulated on the ground, as shown in figure 4.2 [taken from Sturm (1992)]. Therefore,
interception processes are immensely important for the mass and energy balance of a
winter forest. The mechanisms by which snow is intercepted on, and subsequently lost

from the canopy, were introduced in section 1.2, and are described in greater detail below.

Canopy Loading

The loading mechanism by which snow accumulates on a canopy is described by Schmidt
(1991). At the beginning of accumulation the ice crystals generally fall though the canopy.
A very thin layer accumulates along the stems of each branch. As snow collects at the base
of the needles, the interception efficiency increases. Bridges form between the needles and
subsequently between branches and larger scale structures, until the maximum loading

capability is achieved.
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Figure 4.2: [From Sturm (1992)] Snow deposition patterns beneath the trees of the taiga.
(a) leaning birch or aspen with enlarged snow cone; (b) vertical aspen or birch with snow
cone; (c) white spruce with large tree well; (d) black spruce, covered with snow, forming
chimney; (e) black spruce with small tree well

Over 50% of cumulative snowfall can be stored as interception within boreal, mon-
tane and subalpine forests in mid-winter [Pomeroy and Gray (1995)]. Measurements of
cumulative intercepted snow in a boreal pine canopy ranged between 30 and 44% through-
out the winter period in two separate years [Pomeroy et al. (1998)]. This was consistent
with measurements of boreal pine throughfall [Pomeroy and Dion (1996)], which was found
to be 68% of the above-canopy snowfall. Intercepted snow may remain on the canopy for
up to a month in cold environments [Hedstrom and Pomeroy (1997)], and leaves the canopy

by unloading, or by sublimation.
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Canopy Unloading

Snow intercepted on a canopy may be removed by changes in wind, or air temperature
[Sturm (1992)]. Radiative heating may cause partial melt, which causes water to drip
from the canopy and wind disturbance may allow the snow mass to slip to the surface
[Hellstrom (1999)]. Most of the intercepted snow in forests of the taiga is removed from
the canopy by unloading mechanisms [Sturm (1992)], but in boreal, montane and subalpine

forests, sublimation losses from snow intercepted on the canopy are high [Pomeroy and

Gray (1995)].

Mass Loss by Sublimation

Table 4.1 summarises field measurements of sublimation losses from intercepted snow, as

a percentage of the total above-canopy snowfall, or snowfall at an open site.

Source Loss (%) | Canopy type

Pomeroy and Schmidt (1993) >30 | boreal

Pomeroy and Gray (1995) 25-45 | boreal, montane and subalpine
Harding and Pomeroy (1996) 30 boreal

Hardy et al. (1997b) 35 boreal black spruce

Pomeroy et al. (1998) 30-32 | boreal mature pine

Pomeroy et al. (1998) 38-45 | boreal black spruce

Table 4.1: Sublimation losses (% of above-canopy snowfall)

No physically-based model exists that determines the mass and energy balance
of the intercepted snow. However, the intercepted mass and its subsequent sublimation
have been simulated using a process-based model [Pomeroy et al. (1998)], which showed
good agreement with observations. In that model, canopy unloading was parameterised

with a constant unloading coefficient that was determined from field measurements in the
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boreal forest [Hedstrom and Pomeroy (1998)].

The process-based algorithms developed by Pomeroy et al. (1998) require addi-
tional parameters to those used within SNOWCAN, and the extra parameters cannot be
determined using remote sensing methods. An interception model was not included within
SNOWCAN for these reasons. Based on field measurements detailed in the literature (see
table 4.1), SNOWCAN assumes 30% of precipitation is intercepted by the canopy, and

that all snow intercepted on the canopy is lost to the atmosphere by sublimation.

Albedo of Canopy with Intercepted Snow

Snow has a much higher albedo than the canopy, therefore the presence of intercepted
snow in the canopy affects the radiation balance of the canopy and underlying snowpack.
Measurements of above-canopy albedo showed little change when snow was present on the
canopy [Leonard and Eschner (1968), Harding and Pomeroy (1996)]. Harding and Pomeroy
(1996) concluded that solar radiation was trapped beneath the canopy.

Snow intercepted on the canopy is assumed here to have two effects on the radia-
tion balance: the penetration of solar radiation through the canopy is decreased (leaf area
index is effectively increased) and that less radiation is absorbed by the canopy (canopy
albedo is increased). These assumptions have opposite effects on the radiation balance.

Given the measurements made in the field and the assumptions made above, the

effect of intercepted snow on the canopy radiation balance is assumed to be negligible, and

is not modelled by SNOWCAN.
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4.3.2 Sub-Canopy Wind Speed

Turbulent transfer of energy to the snowpack surface is dependent on the wind speed,
which is greatly reduced beneath the canopy. Since SNOWCAN is forced with meteoro-
logical data measured outside of the canopy, the shielding effect of the canopy must be
considered. Link and Marks (1999) suggested an algorithm to estimate the sub-canopy
wind speed from the above-canopy wind speed as:

wy = .“;_ (4.6)

where wy is the sub-canopy wind speed and w, is the open wind speed. The

1in order to maintain model

minimum sub-canopy wind speed is limited to 0.2 m s~
stability.

This algorithm was implemented in SNOWCAN to estimate the sub-canopy wind
speed from the wind speed measured at an open site, so that turbulent energy exchange
beneath the forest was not overestimated.

No attempt has been made to relate the stability of the atmosphere to the pres-
ence of the canopy in SNOWCAN, except through the reduction in wind speed. The
algorithms used are the same as those over an open snowpack. Turbulent transfer over
open areas is now well understood [Jordan et al. (1999)], but much more research is re-

quired beneath forest canopies. Windpumping through the forest can transfer a large

amount of energy. and this process is not simulated in SNOWCAN.

4.3.3 Forest Debris

Snow beneath a vegetation canopy becomes increasingly dirty as debris falls from the

canopy and accumulates on the snow surface. This, in turn, affects the snow albedo and
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resulting energy balance. The amount of surface litter varies with time and precipitation,
as recent snowfall covers the surface litter and hence the albedo increases to that of fresh
snow. As the snow melts, litter buried under later precipitation re-emerges with the
diminishing snowpack. The effect of litter on the snow albedo must be taken into account
in order to represent the forest-snow energy balance in a physically realistic manner.
The method for estimating the distribution of litter within the snowpack, and its

effect on the snow surface albedo are descibed below.

Fractional Coverage of Litter

Hardy et al. (2000) modelled the surface and within-pack fractional coverage of litter and
its effect on the surface albedo. The algorithm (equation 4.7) presented by Hardy et al.
(2000) to determine the percent coverage of surface and within snowpack litter has been
implemented in SNOWCAN.

A=1-(1-A)X (4.7)

where A is the fractional litter coverage (m?m~2), A is the daily litter rate
(m*m~2day~!) and  is the number of days since the last precipitation event (for surface

litter) or number of days since the first precipitation event (for total snowpack litter).

Effect of Litter on Snow Albedo

Forest debris has a lower albedo than the albedo of pure snow, therefore the distribution of
litter within the snowpack lowers the surface albedo. Here, a simple algorithm is proposed,

which lowers the surface albedo as a function of surface litter coverage:

as ' =Aay+(1-N) a (4.8)
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" is the degraded surface albedo. This does not take into account

where «
the distribution of litter within the snowpack, multiple scattering of radiation within the
snowpack, the change in spectral reflectance and therefore broadband albedo, or the aging,

and therefore browning of the litter, which changes the albedo from that of the canopy,

Q-

4.3.4 Thin Snowpack Albedo

Solar radiation at visible wavelengths penetrates the snowpack to a depth of up to ~20cm
SWE [Wiscombe and Warren (1980)], although this is grain size and wavelength depen-
dent. For a thin snowpack containing less than 20cm SWE, solar radiation may penetrate
to the soil beneath the snowpack. A smaller proportion of radiation is scattered from the
soil surface than would be scattered by snow, hence, the overall albedo for a thin snowpack
may be lowered through absorption of radiation within the soil.

Snow albedo measurements of thin snowpacks above a black surface by Giddings
and LaChapelle (1961), showed no change in albedo at wavelength A = 590nm, for snow
depths greater than 2cm (not SWE). Warren and Wiscombe (1980) suggested that the
asymptotic value for albedo was lowered by impurities within the pack, and Wiscombe and
Warren (1980) calculated the semi-infinite depth for clean snow as 4 times that measured
by Giddings and LaChapelle (1961).

Spectral albedo measurements of finite snowpacks show characteristic flattening
of the albedo at visible wavelengths [Wiscombe and Warren (1980)]. Measurements made
in the field of the spectral reflectance of shallow snowpacks, as described in section 6.3.2

estimated the semi-infinite depth to be ~5cm. From the experimental work of Giddings
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and LaChapelle (1961) and fieldwork that has been described in chapter 6, SNOWCAN
assumes a negligible change in surface albedo of a thin snowpack as a result of radiation

absorption by the underlying soil.

4.4 Canopy Effects Not Modelled

In this study, several canopy effects were not modelled. The canopy absorbs solar and
thermal radiation and can therefore have a different temperature to that of the air. An
energy balance for the canopy could be used to estimate the temperature of the canopy.
The alternative used in this study was to input the measured canopy temperature where
available, or to assume the canopy was at the same temperature as the air temperature.

The thermal radiation from vegetation stems was not simulated. However, mea-
surement of leaf area index typically includes canopy branch and stem structure. The tree
trunk is effectively incorporated in the canopy parameterisation, from which the emis-
sion of thermal radiation from the tree elements is calculated. Therefore it is considered
unnecessary to explicitly model the thermal emission from the canopy trunk.

Vegetation and forest floor debris such as fallen branches, buried within the snow-
pack were not considered. These would affect the radiation balance (through increased
absorption) and would have cavity effects, impacting transport processes. The forest floor
at the main study site described in chapter 6 and modelled in chapter 7, was free from
vegetation and large-scale debris, therefore this effect is assumed to be negligible at this

point, but would need to be considered for a stand-scale simulation or greater.
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4.5 Model Implementation

The method used to couple the physically based snow model and vegetation canopy model
is shown in figure 4.3. After interpolation of met data for a particular time step, the
vegetation model is used to determine sub-canopy optical and thermal radiation fluxes.
The mass balance of the snow cover is computed first, followed by the energy balance.
Finally the snow albedo is computed as a result of the change in snowpack properties.
The snow albedo is a very important feedback parameter as it both governs and
is governed by the energy balance. Therefore the process of coupling the two models is im-
portant. This differs from the pre-processed forcing data approach taken by many models
to adjust the radiation balance for the presence of the canopy, which cannot simulate this

feedback mechanism.

4.6 Summary

Here, a summary of the forest processes modelled by SNOWCAN is presented, and the

assumptions made are reiterated.

Canopy processes modelled:

1. Optical and thermal radiation. The sub-canopy down- and up-welling optical
and thermal radiation fluxes are modelled by the coupling of the vegetation model
RM with the physically based snow model SNOWCAN. Multiple scattering beneath

the canopy is modelled.

2. Radiative heating of canopy. An energy balance of the canopy is not included
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at present, but the canopy temperature may be included as forcing data, where

available, or assumed to equal the air temperature otherwise.

3. Interception loss. 30% of the precipitation measured above the canopy (or at an
open site) was assumed to be intercepted by the canopy. All intercepted snow was

assumed to be lost by sublimation.

4. Wind speed. Shielding by the forest was assumed to reduce the wind speed beneath

the canopy by 80%.

5. Forest debris. Litter was assumed to fall at a constant rate, and the effect of litter

on surface albedo was represented by a simple, linear algorithm®.

Canopy processes assumed to be negligible, or not considered:

1. Intercepted snow albedo. Canopy albedo is assumed to be unchanged as a result

of the snow intercepted on it.

2. Atmospheric stability. Algorithms to determine turbulent transfer over open

snowpacks were also applied to forested snowpacks.

3. Thin snowpack albedo. The albedo change as the snowpack thins was assumed

to be negligible.

4. Thermal emission from stems. This effect was assumed to be incorporated by

canopy parameterisation and the thermal emission model for the general canopy.

1Al‘chough this process is included in SNOWCAN, it has not been implemented for any of the simulations
presented in this thesis, because insufficient data were available, or because the amount of litter deposition
was low.
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5. Large contaminants. Vegetation and large-scale debris within the snowpack were

assumed to be absent.

Three extra parameters are required to represent the forest cover in SNOWCAN:
Leaf area index, canopy albedo and canopy emissivity. Canopy temperature forcing data
are desirable, but are estimated from the above-canopy air temperature if the data are

unavailable.
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Snow-SVAT Simulation I: Boreal

Forest

5.1 Introduction

SNOWCAN was tested with data taken during the BOREAS campaign, which was an in-
ternational, multi-disciplinary experiment designed to investigate processes affecting global
change on a wide range of scales [Sellers et al. (1997)]. The experiment was conducted over
5 years within the Canadian boreal forest, which is snow covered for 6-8 months of the
year. Data collected during BOREAS are now freely available via the internet, and can be
obtained from the Oak Ridge National Laboratory website (http:\\www-eosdis.ornl.gov).

Data collected by several groups of investigators were used for the canopy param-
eterisation, snowpack initialisation and to drive SNOWCAN, as described in section 5.3.
The snow cover beneath an old jack pine canopy site, described in section 5.2, was sim-

ulated for the period 1 Jan - Apr 20 1994, and the simulated snow depth was compared
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with snow depth measured in a small canopy gap. The comparison between simulated and

observed snow depths is presented in section 5.4.

5.2 Site Description

A number of sites with different canopy characteristics (species, LAI, height) were studied
during BOREAS. The old jack pine site (OJP) within the Southern Study Area (SSA) was
selected to test SNOWCAN during the winter period 1993-1994. This data set was chosen
for two reasons: the range of data collected during this period, and the previous research
that has already focussed on this year and site [Hardy et al. (1997a)]. The location of
several BOREAS experimental study sites, including the old jack pine site (OJP) studied

in this chapter, are shown in figure 5.1.

5.3 Model Inputs

5.3.1 Model Initialisation

Detailed snow pit measurements were unavailable for model initialisation, therefore the
snow temperature, density and grain size profiles were estimated from available data and
typical observations. The snow depth at the start of the simulation was determined from
the automatic depth gauge, and the snowpack was arbitrarily split into 6 layers, with
thinner layers towards the snow surface. A logarithmic density profile was applied to the
snowpack, to give an integrated density of 220 kg m™3, which was consistent with the
measured integrated density of 231 kg m™3, taken during the standard snow course on

14th January 1994 by BOREAS group HYDO04. Within the snowpack, the temperature
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profile was assumed to be linear between the soil surface and air temperature.

Temperatures within the soil were measured by BOREAS group HYDO1 at 10cm,
20cm and 50cm from the surface. These measurements were used to define the soil layer
boundaries, and the temperatures of the layer midpoints were determined by linear in-
terpolation from the point measurements. The lowest soil layer temperature was set to
274K to satisfy the Dirichlet boundary condition. HYDO01 determined the soil to be a clay
type, and the partial water density of the soil was arbitrarily initialised to be 100 kg m~3.
This value is between the residual water content of 3% and the saturated water content of
40%, which were both measured by HYDO01. The sensitivity study presented in chapter 3
showed that the model was less sensitive to the soil water content than to uncertainties in
other initial conditions, forcing data and many model parameters.

Snow grain size information was unavailable, therefore commonly observed snow
grain sizes of lmm were used to initialise the snowpack. No data were available to describe
the deposition of litter on the snow surface, therefore this process was not modelled during
the BOREAS simulation.

The soil and snowpack initialisation profiles are summarised in figure 5.2, and

the initialisation file is included on the CD that accompanies this thesis.

5.3.2 Canopy Parameterisation

SNOWCAN requires three parameters to represent the canopy: leaf area index, emissivity
and albedo. Leaf area index was determined as 2.5 by Chen et al. (1997), at the end

of the 1993 growing season from measurements taken with a Decagon Ceptometer® (see

http://www.decagon.com/
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Figure 5.2: Initialisation profiles for BOREAS simulations

section 6.3.1 for further information about this instrument) and a LI-COR, LAI-2000 2.
Canopy single-scatter albedo was assumed to be similar to that of a fir canopy
within the Reynolds Creek Experimental Watershed, ID. The single-scatter albedo (o, =
0.25) was determined in the laboratory and has been described in greater detail in chap-
ter 6. Vegetation thermal characteristics are generally similar to a blackbody, therefore
a canopy emissivity of 0.977, which was given by Monteith and Unsworth (1990) for a

poplar canopy, was used in this simulation.

5.3.3 Forcing Data

Meteorological variables (above canopy temperature, relative humidity, wind speed and
downwelling shortwave and longwave radiation) were measured by instruments mounted

above the canopy on a tower. Precipitation was measured with a Belfort weighing pre-

http:/ /env.licor.com/products/LAI2000,/2000.htm
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cipitation gauge mounted with an Alter-shield. This instrument was situated beneath the
canopy 42.7m east-southeast of the tower. Snow depth was measured with an ultrasonic
depth gauge situated in a small canopy gap 37m west-northwest of the tower. Cloud cover
was assumed to be negligible throughout the duration of the simulation.

Missing data were linearly interpolated for time spans of one hour or less. How-
ever, data were missing from 30 Mar 23:30 to 01 Apr 00:15. For this period, data were
estimated from data collected at the old aspen site (approximately 21 km SW of OJP
site). The meteorological variables at the two sites exhibited a high degree of correlation,
typically with an r2 value of 0.9 (for the variables used).

Measured precipitation data are unavailable from 31 Mar (Julian day 90) to the
end of the season, therefore precipitation water equivalent was also estimated from data

collected at the old aspen site.

5.4 Simulation of Snow Depth

Snow depth in the canopy gap was simulated as demonstrated in figure 5.3, with an 72

correlation coefficient of 0.91.

Figure 5.3 exhibits large increases in simulated snow depth not observed in the
field, particularly on days 37, 49, 52, 57 and 79. These differences result from delayed
throughfall of intercepted snow. Since the snow depth is measured beneath a small gap
in the canopy, the measured snow depth increases concurrently with precipitation events.
However, the snow depth sensor is situated beneath the canopy where snow may remain
intercepted on the canopy until it is lost by sublimation or falls to the ground either by

partial melt causing ‘snow slip’ [Hellstrém (1999)] or by the intercepted mass exceeding
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Figure 5.3: Simulated snow depth beneath a jack pine boreal forest canopy

the canopy storage capacity. Increases in the snow depth directly beneath the canopy lag
behind snow depth increments in the snow depth beneath the canopy gap, and may be
smaller in magnitude due to canopy losses.

In order to illustrate the time lag experienced by the precipitation gauge, the large
precipitation events observed on Julian days 37, 49, 52 and 79 were assumed to occur on
days 31, 48, 50 and 78 respectively. Figure 5.4 demonstrates the simulated snow depth,
driven by reconstructed precipitation data. The mass added to the snowpack remained
the same, as only the timing of precipitation events was altered.

The large precipitation event simulated on day 57 is particularly interesting as
the measured snow depth profile suggests a large precipitation event on day 50, followed
by several days of either light precipitation or interception fall through the canopy. As

yet, no physically-based model exists that represents gradual throughfall over a period of
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time for the input data, so this event was not altered in any way.

By taking into account the mass input timing differences caused by snow inter-
ception in the vicinity of the precipitation sensor, figure 5.4 shows that the model predicted
and measured snow depths exhibit good agreement, with a regression coefficient of 0.94.
The regression coefficient may not be the most appropriate statistical test of agreement,

because the results are not independent, but serves as a quick guide to how well the model

is working.
0.45
0.4 +  Measured
0.35 + ~—— Simulated

Snow Depth (m)

Julian Day

Figure 5.4: Simulated snow depth beneath a jack pine boreal forest canopy [reconstructed
precipitation data]

Differences between the measured and modelled snow depth could arise from
a number of causes. The mass input to the snowpack beneath a forest is affected by
the interception of snow on the canopy. Here, canopy throughfall was used to drive the

model, rather than above-canopy precipitation (or precipitation measured at an open site),
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therefore the uncertainty in the mass input is decreased. However, the spatial variation
of interception loss is unknown, and the mass input to the surface in the vicinity of the
precipitation gauge may be different to the mass input in the gap between individual tree
canopies, where the snow depth was measured in this experiment.

The leaf area determined by the BOREAS team is representative for the site,
but is probably less in a canopy gap, which would affect the radiative energy balance at
the snow surface. The canopy single-scatter albedo and emissivity were both estimated
from different canopy type measurements, and may be different for the boreal Jack Pine
canopy. A sensitivity study of SNOWCAN to the canopy parameters is presented in
chapter 7, where the effect of these parameters on the radiation balance is studied in
greater detail.

The final melt profile of the jack pine snowpack, days 98-106 in figure 5.4, is
represented well by the model. This indicates that the assumptions regarding the albedo
decrease from litter distributed throughout the snowpack, or radiation penetration to the
underlying surface, compaction processes and the lower Dirichlet boundary condition, are
probably reasonable assumptions.

The benefits of the approach of this SVAT model can clearly be seen in figure 5.5,
where the same input data (including throughfall precipitation data) were used to drive
the model, but with all other canopy effects (i.e. radiative and wind speed reduction)
removed from the model. This is for illustration purposes and is not necessarily physically
realistic.

The regression coefficient between measured and modelled snow depth is r? =

0.29.
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Figure 5.5: Simulation of boreal snow depth with canopy effects removed

5.5 Conclusions

This chapter describes how the physically-based Snow-SVAT was used to simulate the
evolution of the snowpack beneath a boreal jack pine forest, using data taken during
the BOREAS experiment. Simulated snow depth fitted observed snow depth, with a
correlation coefficient, r? = 0.94.

However, validation of any Snow-SVAT against measurements of snow depth
is difficult, since both the energy balance and the snow compaction, which is represented
empirically in the model, have a large impact on the snow depth profile. Several parameters
that affect the energy balance have a large uncertainty associated with them, such as the
leaf area index and lower boundary soil temperature. The canopy measurements were not
taken at the same location as the point measurement of validation, and neither were the

mass forcing data measurements.
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More data are required to test SNOWCAN fully. Ideally, measurements of sub-
canopy radiation and snowpack physical properties are required to examine all components
of this model. Appropriate validation data were not collected as part of the BOREAS
campaign, therefore a new experiment was designed to collect a complete data set, which
could be used to validate any Snow-SVAT. This experiment was carried out at a fir site
within the Owyhee Mountains, Idaho, USA during water year 2000-2001, and is described

in chapter 6.
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Chapter 6

Fieldwork

6.1 Introduction

A new experiment was designed to collect essential data to validate SNOWCAN, which
were not available from previous experiments. Fieldwork took place during January-May
2001 within the Reynolds Creek catchment in Idaho, USA. This experimental watershed
is owned by the US Department of Agriculture (USDA) and is managed and maintained
by the Northwest Watershed Research Center (NWRC) in Boise, Idaho. This site was
selected after an extensive search of possible sites because of its comprehensive existing
background observations, because of the presence of both vegetation-free and vegetated
sites, and because of the interest from the scientists at NWRC. Details of the site are given
in section 6.2.

Two main periods were studied, during which continuous measurements of val-
idation data were taken. These were 15-22 March 2001 and 13-22 April 2001. Several

separate periods of 1-3 days duration were also used to collect necessary data throughout
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the season. Two sites were studied: an open site and a fir site. An open site simulation
was carried out in chapter 7 to allow model calibration of compaction algorithms, and to
determine the accuracy of the snow model decoupled from the canopy model. The open
site parameterisation of the snow cover was then used for the simulation of the snow cover
beneath a fir site.

The methods used to determine atmospheric, canopy and snow parameters are
described in section 6.3. The data used to initialise the snowpack are described in sec-
tion 6.4, and the meteorological data used to drive the model are shown in section 6.5.
The collection of validation data is discussed in section 6.6. The data described in this
chapter are used to simulate the seasonal snow cover at an open site, and beneath a fir

canopy, and the simulation results are presented in chapter 7.

6.2 Site Detalils

The fieldwork site is located within the Reynolds Creek Experimental Watershed (RCEW),
Idaho, USA. Maps showing the location of Idaho are shown in figure 6.1. Reynolds Creek
Experimental Watershed has been instrumented since 1964. Details concerning the history
of measurements are available from Hanson et al. (2000).

The area chosen for the fieldwork is the Reynolds Mountain East (RME) sub-
catchment. Reynolds Mountain East occupies 0.36 km? and ranges in elevation from
2024m to 2140m, as shown in fig 6.2. Two climate stations have been operational within
RME since 1968. The first, an open site known as the “ridge site” or “site 1767, is situated
on the edge of the catchment. This site is exposed, and high wind speeds are characteristic

at this site. The second site is situated approximately centrally within the catchment, in
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Figure 6.1: Map showing location of Reynolds Creek Experimental Watershed within
Idaho State

an open area adjacent to a stand of aspen trees. This site is known as the “snow pillow
site”, because several different snow pillows have been installed at this site. The snow
pillow site was also used for an intercomparison of snow pillows during the 2000-2001
winter season [Johnson and Shaefer (2001)]. A third station was installed within the fir
stand prior to the experiment, which is now known as the “fir site”. The ridge and snow
pillow climate stations provide the forcing data used to drive the model, which are shown
in section 6.5.

A panoramic image of the Reynolds Mountain East catchment is shown in fig-

ure 6.3.
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6.2. Site Details
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Figure 6.2: Map showing elevation of RME Study area
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Figure 6.3: Image of Reynolds Mountain East Watershed
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6.3 Parameterisation Data

In this section, measurements taken to determine atmospheric, canopy and snowpack
parameters are described. The measurement methods are discussed and refinements are

suggested for the future.

6.3.1 Canopy Parameters

As described in chapter 4, only three parameters are required to represent the forest
canopy in SNOWCAN. These are leaf area index (LAI), emissivity and canopy single-
scatter albedo.

Leaf area index was determined above the fir site snow depth sensor, and around
the fir stand using a Decagon SF-80 Sunfleck Ceptometer. The ceptometer has 80 light
sensors at lcm intervals along a probe. The probe is placed horizontally beneath a canopy
and measures photosynthetically active radiation (PAR) i.e. radiation in the wavelength
band 400-700nm, averaged over all sensors. In addition, the ceptometer determines the
ratio of unshaded to shaded sensors, which gives the canopy gap fraction. Further details
about this instrument are available from Decagon Devices (1987). The experiment followed
the method of Pierce and Running (1988), adapted as described below.

Canopy transmittance was measured on 3 separate clear days between noon and
2pm during the winter season. A reference measurement of PAR (Qq) was made at the start
and end of each sampling period at a nearby open location. Measurements were made at
15° increments around a full circle centred around the snow depth sensor and subsequently

averaged over the circle. Leaf area index was derived from the canopy transmittance [Pierce
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and Running (1988)] as:

I
AL = _In( swig/-’sw,_o) (6.1)

where the canopy transmittance Isw s / Isw, is averaged over the circle and the light
extinction coefficient K, is given as 0.52 from Pierce and Running (1988) for a coniferous
canopy.

Difficulties encountered with the measurement of leaf area index included the
lack of clear weather to take measurements, which was also a problem for measurements
of atmospheric optical depth (section 6.3.3) and surface reflectance (section 6.6.1). This
problem was compounded by data loss during bumpy SnowCat journeys. Five measure-
ments of LAI (these ranged from 3.9 to 5.6) were saved within 5m of the location of the
fir climate station. At the point location of simulation, a barbed wire enclosure protected
the climate station and prevented access. The LAI required at this point was determined
by taking measurements at 0.5m increments around three sides of the perimeter of the
enclosure (the fourth side was blocked by a tree trunk). The tip of the ceptometer was
directed towards the centre of the enclosure at all times. Using this adapted method, the
LAI was determined to be 4.0 at this point location.

An additional problem experienced when taking ceptometer measurements was
that the screws of the Ceptometer were magnetic, which hindered measurement of the
circular increments with a compass. Care was taken by the ceptometer operator to ensure
that personal shadows did not fall on the ceptometer light sensors, and the bullseye spirit
level was used to ensure that the ceptometer was kept as level as possible.

The canopy single-scatter albedo was determined from laboratory measurements

of the spectral reflectance of needles and branchlets taken from the fir stand at RME.
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The fir needles and branchlets, shown in figure 6.4, were placed on a sheet of black paper
to eliminate reflectance from the underlying surface. The spectral reflectance of the fir
elements under laboratory illumination, which mimics the solar spectrum, is demonstrated
in figure 6.5. The broadband single-scatter albedo of the fir canopy has been determined
as 0.25 by D. Marks, by a solar spectrum weighted average of the spectral reflectance from

350nm to 2500nm | D. Marks, pers. comm.].
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Figure 6.4: Image of fir needles and branchlets used to determine canopy single-scatter
albedo

As in the BOREAS simulation (chapter 5), the canopy emissivity was assumed to
be 97.7%, which was the value given by Monteith and Unsworth (1990) for a poplar canopy.
Although a preferable approach may be to determine the canopy emissivity in the field,
measurements of canopy thermal emission and canopy temperature are not easy to take,
and have large errors associated with them. The impact of this parameter assumption on

the model performance is examined in chapter 7.
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Figure 6.5: Laboratory reflectance spectra of fir needles and branchlets (from D. Marks,
pers. comm.)

6.3.2 Snow Parameters

The rate of litter deposition on the snow surface was determined following the method of
Hardy et al. (2000). Although this may be regarded as a canopy parameter, it is included
here with a discussion of its effect on the snow albedo.

Daily digital photographs were taken of the snow surface in the forest plot during
periods of intense measurement; some examples of these are shown in fig 6.6. Percentage
of litter coverage was determined from these images. Photographs of the snow surface
were converted to binary images using image processing software. The proportion of black

to white pixels were counted and the resulting fractional coverage of litter determined.
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Details about the modelling of surface and within pack litter are given in section 4.3.3.

Figure 6.6 illustrates the change in snow surface over five days during the ablation.
In particular, fig 6.6(e) and fig. 6.6(f) show the massive changes that can occur during one
day. Changes during ablation are much larger than changes during the accumulation. In
addition to new litter falling on the surface from the canopy, old litter becomes re-exposed
to the surface as the snowpack melts and sublimates.

However, figure 6.6(f) shows the maximum observed surface coverage of litter
throughout the 2000-2001 season. From equation 4.8, a litter coverage of 7% lowers the
snowpack albedo by <5%. Thus, the deposition of litter is assumed to have a negligible
effect on the snow albedo throughout the winter season, and litter accumulation through-
out the snowpack is not modelled in simulations at the RME fir site for the water year
2000-2001.

The decrease in surface albedo for a thin snowpack was examined in the field,
using the portable field spectrometer described in section 6.6.1. The spectral surface
reflectance for different snowpack thicknesses are shown in figure 6.7. Although an albedo
decrease was observed for a snowpack thickness 8cm, the snow surface at the measurement
location was noted to be dirty, and that the ground could not be seen. The albedo decrease
for a dirty 8cm snowpack is of similar magnitude to a snowpack of thickness 2cm, but is
likely to be less for a clean surface. Based on these observations, the decrease in surface
albedo with a decline in snow depth was assumed to be negligible in the simulations

presented in chapter 5 and 7.
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(a) 13th Apr. 0% litter (b) 15th Apr. 0.01% litter

(c) 16th Apr. 0.3% litter (d) 17th Apr. 1% litter

(e) 10:00 18th Apr. 1% litter (f) 17:30 18th Apr. 7% Litter

Figure 6.6: Photographs of snow surface during April field campaign. Litter percent
coverage (m>m~2x 100%) is given for each photograph.
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Figure 6.7: Snow surface reflectance variation with snow depth (A. Winstral, pers. comm.)
6.3.3 Atmospheric Parameters

Spectral measurements were made of shortwave radiation from the sky using a CIMEL
CE 318-3 Sun Photometer to determine the atmospheric optical depth, which is used to
determine the proportion of direct and diffuse solar radiation when shadowband radiometer
measurements are unavailable (see section 6.5). Details of this instrument are available

from the NERC EPFS (Natural Environment Research Council Equipment Pool for Field
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Spectroscopy) website: http://www.soton.ac.uk/~epfs/. As discussed below, useful data
from this instrument have not become available during the course of this project. The
discussion of this instrument and its use within this experiment is discussed here to provide
insight into the experiment philosophy and to indicate future work.

The Cimel CE 318-2 is a portable instrument that automatically computes the
position of the sun and tracks its movement, and measures sun and sky luminances in
8 filters over visible to near infrared wavelengths. The CE 318-2 is fitted with filters
at 440 nm, 670 nm, 870 nm, and 1020 nm for measuring atmospheric aerosol optical
thickness, and a filter at 936 nm for measuring atmospheric water vapour. The CE 318-2
is additionally fitted with 3 polarised filters at 870 nin.

The sun photometer was installed at the ridge site and was operated during
days of little or no cloud cover, as shown in figure 6.8 within the periods of continuous
measurement. The sun and sky luminances were measured automatically in the principal
plane (principal plane scenario) and azimuthally in the plane of the sun (almucantar
scenario). The measurement scenarios were run approximately every 2 hours, because the
instrument required the scenarios to be started manually.

However, a significant problem was encountered during sun photometer oper-
ation. The sun photometer detects the brightest point in the sky in the approximate
direction of the sun, calculated from latitude, longitude and time of day. Under condi-
tions of light cloud cover or greater, the sun photometer often detects the brightest spot
as a gap in the cloud, which it assumes to be the sun, and all measurements are then
meaningless. This process could not be prevented manually. Hence, the predominantly

cloudy conditions throughout the season limited the use of this instrument.
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Figure 6.8: Tracking and measurement of the sun using a Sun Photometer

In addition to the operational problems of the sun photometer, the software
required to convert the intrument outputted voltages to irradiances and to determine the
optical depth (and other useful atmospheric parameters) is not readily available. For the
purposes of this study and the simulations presented in chapter 7, the atmospheric optical
depth under cloud-free conditions was assumed to be constant, and was estimated as 0.07,
which is typical for a clean atmosphere such as at RME. This parameter is only required
when shadowband data are unavailable, but may be a source of error in the model. It
is hoped that the atmospheric parameters can be determined from the sun photometer

measurements in the near future.
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6.4 Snowpack Initialisation

Snow pits were dug at the fir site on 16th February 2001 and at the ridge site on 31st
January 2001 for model initialisation. Snow density samples were taken every 10cm ver-
tically, using a density sampler of known volume and weight, and were weighed with an
electronic balance. Temperature profiles were measured with a long digital temperature
probe, which was inserted into the snow at 10cm vertical intervals.

After profile measurements were taken at the ridge site, the snow pit wall was
shaved back and the measurements were repeated to gauge local scale spatial variability,
and therefore temperature and density measurement uncertainties. At the fir site, addi-
tional measurements of the thickness of different snow layers were made. Crystal sizes and
shapes were examined with a pocket microscope. The snowpack profiles measured at the

ridge and fir sites are shown in figures 6.9 and 6.10 respectively.

Ridge Temperature Profile Ridge Density Profile
30/01/01 70 30/01/01

Height (cm)
Height (cm)

0 -8 -6 -4 -2 0 200 300 400
Temperature (deg C) _ Density (kgm"-3)

Figure 6.9: Ridge snow profile initialisation data
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Snow pit profiles at the ridge site are shown in figure 6.9. The time difference
between measurements was less than 30 minutes, and the spatial difference was approxi-
mately 50cm. From the two sets of measurements taken in the snow pit, the uncertainty in
density measurements was estimated to be 4 50 kg m~3, which is approximately the same
as the measurement instrument error, and the uncertainty in temperature measurements
was estimated to be + 1K.

The temperature, density and grain shape profiles at the fir site are presented in
figure 6.10. The snow stratigraphy has been plotted using the SnowPit98 macro program

developed by Shultz and Albert (1998).
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Figure 6.10: Fir snow profile initialisation data

6.5 Climate (Forcing) Data

Meteorological climate data, taken automatically by the climate stations installed at the

ridge and snow pillow sites are presented in this section. The data are hourly averages
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and are transferred by telemetry to the USDA-NWRC daily. Meteorological data taken
by the fir climate station! are included within this section for comparison with the ridge
and snow pillow climate data. Although the fir meteorological data may be used to drive
some Snow-SVAT models, SNOWCAN uses above-canopy or open site data to drive the
model. Sub-canopy measurements, such as those taken by the fir climate station, are used
to validate SNOWCAN in chapter 7.

The climate stations at the ridge, snow pillow and fir sites measured downwelling
solar radiation, relative humidity, wind speed and air temperature. Wind direction was
measured at the ridge and snow pillow sites, and thermal radiation was measured at the
snow pillow station. Precipitation was measured using shielded and unshielded Nipher
gauges at the ridge and snow pillow stations. Snow precipitation is notoriously difficult
to measure, and errors occur mainly because of gauge undercatch [Pomeroy and Goodi-
son (1997)]. The true value of precipitation SWE was estimated from the shielded and
unshielded gauge measurements using the unpublished method of Hanson [A. Winstral,
pers. comm.].

Battery problems were experienced at the fir climate station, which were fixed on
Julian day 60. Data acquired prior to day 60 should therefore be regarded with suspicion.
Data from the fir climate station were only used to compare the simulated sub-canopy
wind speed with measurements made at this climate station (section 7.4.4).

Climate data for the ridge, snow pillow and fir sites are shown in figures 6.11, 6.12
and 6.13 respectively. Correlation of air temperature, relative humidity and solar radiation

between the ridge and snow pillow sites were good, with 2 correlation coefficients ranging

'The fir meteorological data are not transferred by telemetry - the data storage module is collected on
a two week basis.
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Figure 6.11: 2001 Meteorological data for open (ridge) site
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Figure 6.12: 2001 Meteorological data for RMSP
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Figure 6.13: 2001 Meteorological data for fir climate station

between 0.88 and 0.98.

A comparison between solar radiation measured at the ridge and snow pillow

sites in figures 6.11 and 6.12 indicates periods where the snow pillow pyranometer may

be snow-covered. Icing problems were often observed at the snow pillow site, and one

such event is shown in figure 6.14. At the ridge site, higher wind speeds decreased the

precipitation accumulation on the meteorological instruments. Solar radiation data from

the snow pillow site were considered

to be much less reliable than data from the ridge
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site, and only solar radiation measured at the ridge site was used to drive SNOWCAN

(chapter 7).

Figure 6.14: Accumulation on meteorological station at snow pillow site

However, although the pyrgeometer at the snow pillow site is subject to the same
accumulation problems as the pyranometer, the data do not show this effect clearly because
the diurnal cycle is less pronounced. Since the pyranometer at the snow pillow site is the
only pyranometer installed within RME, comparisons cannot be made with other thermal
radiation data. The longwave radiation data used to drive the model is used with caution,
given the icing problems observed at the snow pillow site.

Diffuse radiation was measured at the ridge site with a shadowband radiometer,

shown in figure 6.15. This instrument requires daily manual adjustment of the metal frame,
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to follow the solar declination angle. Data from the shadowband radiometer during periods
where no operator was present, were therefore discarded. In addition, on 15th March
2001, the shadowband radiometer was found to be incorrectly aligned (the shadowband
shield faced magnetic north, rather than true north), and all data prior to this date were
also discarded. Diffuse radiation measured over the season at the ridge site is shown in
figure 6.16, with periods of bad data shown in dark. Although it is theoretically possible
to retrieve some of the data, time constraints and the lack of adjustment when no operator
was present means that it is not feasible to determine the proportion of diffuse radiation

for the periods of bad data.

Figure 6.15: Shadowband radiometer installed at the ridge site
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Figure 6.16: Diffuse radiation measured by a shadowband radiometer

6.6 Validation data

In this section, data taken to validate the snow model are described. Measurements were
taken of sub-canopy solar and thermal radiation, snow profiles and snow depth to test
both canopy radiation and snow components of the Snow-SVAT model. These validation

data are presented below.

6.6.1 Sub-Canopy Radiation

An array of radiometers was installed within the fir site during periods of intense mea-
surement. The array consisted of 10 Eppley pyranometers and 3 Eppley pyrgeometers.
The radiometers were placed randomly around the snow surface to measure sub-canopy
downwelling radiation, and were moved and relevelled on each sunny day. A typical?
diurnal cycle of solar radiation measurements from all pyranometers is demonstrated in

figure 6.17. The upper measurement envelope represents direct radiation from the sky

2These radiometer array measurements were made under a stand of aspens during the RME 2001
Experiment, with a different radiometer array. Section 6.7 highlights additional validation data collected
that are not described or used elsewhere in this thesis.
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that has penetrated the canopy (a sunlit radiometer), whereas the lower measurement
envelope represents the proportion of diffuse radiation that has penetrated the canopy (a
shaded radiometer) [D. Marks, pers. comm.|. The physical meaning of these envelopes
is illustrated by the inclusion of the shadowband measurement, and the ridge site solar
radiation measurement for that particular day, which was sunny.

Prior to the second period of intense measurement, one pyranometer and one pyr-
geometer were inverted at the fir site to measure sub-canopy upwelling solar and thermal
radiation. The radiometers were mounted approximately 1m above the snow surface and
because of the hemispherical nature of these instruments, surrounding objects (including
vegetation) in the field of view and shadows of the instruments on the snow surface all
contribute to radiation measurement errors.

A second pyranometer and pyrgeometer were mounted on the same apparatus,
but were upward-looking and hence measured downwelling radiation. The remaining ra-
diometers were scattered around the snow surface, as before. The arrangement of mounted
radiometers is shown in figure 6.18, and the down- and upwelling solar and thermal ra-
diation measurements from these radiometers are presented in figure 6.19. Downwelling
thermal radiation in figure 6.19 shows that the trees are heating up during days 106-108.

In addition to the upwelling solar radiation measured by an inverted Eppley
pyranometer at the fir site, measurements of the spectral reflectance of the snow surface
(both in the open and under forest canopies) were made throughout the experimental
period under a range of meteorological conditions using a GER3700 handheld spectro-
radiometer. The spectroradiometer measures radiance in the range 350-2500nm in 650

narrow spectral bands. Details about this instrument can be found on the GER. website
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Figure 6.17: Proportion of direct and diffuse radiation determined from a radiometer array
under a stand of aspens
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Figure 6.18: Upward and downward looking pyranometers and pyrgeometers at the fir site

(http:/ /www.ger.com/ground.html).

The surface reflectance was determined from the measurement of radiance of a
BaSOy standard reflectance panel and the subsequent measurement of the radiance of the
snow surface. The surface reflectance is calculated as the ratio of these measurements at
each wavelength. There are, however, a number of problems associated with this measure-

ment technique, which are detailed below.

A General problems
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Figure 6.19: Up- and downwelling thermal and solar sub-canopy radiation at the RME fir
site

A-T Cloud cover. Reference panel and target surface measurements are not simul-
taneous, each having a measurement time of approximately 10 seconds. This
can result in significant errors on cloudy days, where lighting conditions change
rapidly through the movement of clouds. These changes may not be perceptible
to the eye.

Figure 6.20 illustrates the magnitude of the cloud effect. Measure-
ments were taken on a diffuse day using a standard panel for both the reference
and the target, hence an expected result would be perfect i.e. 100% reflectance.
However, even though cloud changes were barely observed with the naked eye,

a change in reflectance of up to 25% was measured using the spectroradiometer.
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Figure 6.20: Illustration of reflectance measurement error due to cloud cover

This error becomes even more important over highly reflective surfaces such as
snow, where relative changes in reflectance are small but have a large impact

on the surface energy balance.

The cloud cover error illustrated in figure 6.20 is relatively small in the
visible region of the spectrum, where snow reflectance is less variable. This effect
is greater towards the infra-red region of the spectrum, where snow reflectance

is more spectrally dependent.

A-II Instrument Field of View. The reflectance panel used is 30x30 cm? in area
— this limits the height at which reflectance measurements can be made. This
is probably the largest panel that can be used in the field as it is heavy to
hold and transport, is expensive and must be kept clean and damage-free for

optimum reflectance.
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The measurement height governs the instrument field of view (FOV).
Two different optics were used in this experiment — the standard optic (3° FOV)
and fibre optic (23° FOV) attachments. These are not easily interchangeable
in the field and hence were used on separate days.

By simple geometry, to achieve a FOV < 30cm diameter, measurement
distances of < 35cm and 2.85m are required using the fibre and standard optics
respectively. These are the maximum heights that can be used to measure the
radiance of the reference panel.

The minimum measurement distance is limited by the instrument
shadow on the reflectance panel, which depends on the solar geometry rela-
tive to the instrument set-up. This effect is easily observed on sunny days, but
extra care must be taken on days where the proportion of direct radiation is
small, but still significant, as the operator may be unaware that the equipment
(particularly the fibre optic) is casting a shadow on the reference panel.

The most appropriate optic to use is dependent on several factors.

e Surface heterogeneity
¢ Type of measurement
e Environmental

e Convenience.

A-IIT Solar Geometry. Snow is a non-Lambertian reflector, exhibiting strong for-
ward scattering [Glendinning (1997)]. Therefore it is important when compar-
ing reflectance measurements to ensure that differences caused by sun movement

are minimised. This can be done by taking geometry consistent measurements
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e.g. at the same time of day, in constant diffuse conditions (problems are caused
by cloud cover) or by using a wider FOV optic (which would measure radiance
from the snow surface at a range of angles). Where the bidirectional reflectance
distribution function (BRDF') is to be represented, a narrower optic will allow

more accurate measurements.

A-1V Surface Heterogeneity. Surfaces with small scale topography, such as a wind-
blown snow surface may vary in reflectance, depending on the local slope of the
surface measured. This effect may be minimised by appropriate measurement
techniques such as choice of optic to average small scale variations or to elim-
inate larger scale variations. The consideration of heterogeneity scale is also

relevant to surface contamination, as described below.

A=V Anthropogenic Change in Lighting Conditions. Perhaps the most surprising er-
ror is the effect that human movement can have on the radiance measurements.
This is most relevant to measurements over snow, where the surface reflectance
is high (errors have a more significant effect) and the target surface cannot be

disturbed.

The reference panel is slotted under the optic at an appropriate dis-
tance and must be held level for at least 10 seconds, as shown in figure 6.21.
However, this is very uncomfortable for the reference panel holder. As a result,
it is a natural tendency for the operator to move away from the equipment as
the reference panel is moved away. It was continually observed that the change
in lighting conditions caused by the movement of the operator resulted in tar-

get radiance measurement greater than the reference panel i.e. ‘reflectance’ of
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Figure 6.21: Operator holding reference panel under spectroradiometer for reflectance
measurement

>100%, even though no shadow was cast on the reflectance panel. This error
was subsequently reduced by maintaining operator position but removing the
reference panel from the FOV for the target measurement by sliding the panel

as horizontally as possible.

B Canopy specific problems

B-1 Canopy Structure. The radiation incident on the snow surface can be extremely
heterogenous, because the structure of the canopy governs the amount of di-
rect radiation that penetrates the canopy to the surface below. The radiation
heterogeneity is indicated by the shadows cast on the snow surface, which can
also change with wind-induced canopy movement.

The spatial variation in downwelling radiation causes problems when
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attempting to determine the surface reflectance. If the canopy is relatively
dense, then the reflectance of a shadow may be measured, or the reflectance
of a light patch may be determined if there is a sufficient gap in the canopy.
However, neither of these approaches will give a surface reflectance that is

representative of the general forest surface.

The reflectance of a surface that has a mixture of sunflecks and shad-
ows is extremely difficult to measure. There is a finite height difference between
the reference panel and snow surface, which cannot be disturbed. Therefore the
shadows that fall on the reference panel are different to those that fall on the
surface, and the surface reflectance measurements may be dominated by differ-

ences in incident radiation, rather than differences in surface reflectance.

B-1I Surface Contamination Surface contamination, such as leaf litter, absorbs more
radiation than the snow cover, and lowers the surface albedo. Contaminants
are distributed heterogeneously, and the measurement of surface albedo may

vary greatly. This is even more important for a smaller field of view.

Despite the numerous difficulties in the measurement of snow surface reflectance,
the spectral reflectance of the snow cover at the ridge and fir sites was measured throughout
the season. Two decay periods were captured, where measurements were made daily after
a fresh snowfall event. One such period is shown in figure 6.22. Additional measurements
were made using a similar instrument, the ASD FieldSpec Pro. This instrument only
measured radiation from 250nm-1100nm, but showed much less sensitivity to the problems
highlighted above. The data from this instrument therefore allows diagnosis of spectral

anomalies shown by the GER intrument.
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Figure 6.22: Decay of snow reflectance at a fir site measured by a GER handheld spec-
troradiometer. The plots are averages of several measurements, each of which require
assessment for measurement problems.

However, each reflectance spectrum in each daily set of spectra at each site re-
quires careful consideration of the possible errors. For validation of the Snow-SVAT against
surface albedo, the reflectance spectra need to be averaged to determine the broadband
albedo for comparison with the simulated albedo. The averaging is not linear, since the so-
lar energy spectrum is wavelength dependent. This work is currently being undertaken by
Dr. Danny Marks at USDA-NWRC, but the broadband albedo change over the fieldwork

season is not yet available for model validation.

6.6.2 Snow Profiles

As described in section 6.4, snow profile measurements from snow pits were taken at the

ridge and fir sites for model initialisation. Further snow pits were dug at the open and fir
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sites in order to determine density, temperature and grain size profiles for model validation.

Figure 6.23 shows temperature, density and grain shape profiles taken throughout
the accumulation and ablation season at the ridge site. Figure 6.24 shows temperature,
density and grain shape profiles taken on 16th March at the fir site. A snow pit was not
dug at the fir site during April because the snowpack was too shallow.

Continuous temperature profiles at the fir site were detemined in addition to the
snow pit temperature profile described above. Thermistors were mounted every 10cm on a
wooden frame, and the fir thermistor array was installed during the accumulation period
by gently sliding the array into a vertical snow pit wall, as shown in figure 6.25. Great care
was taken during this procedure to prevent the formation of air gaps around the thermistors
and to disturb the snowpack as little as possible. Data from the fir temperature array
are shown in figure 6.26. The thermistors were blue in colour, and were coated in a clear
resin, both of which affected the radiation balance in the surrounding snow. The tips of
the thermistor array, except for the thermistors, were covered in white tape to minimise
radiative heating of the thermistor array.

Fig. 6.26 shows several typical features. The surface variation in temperature is
damped and lagged by the snow, which depends on the snow thermal conductivity and
therefore density.

Another feature observed is the ripening of the snowpack. On day 65, the snow-
pack becomes isothermal. Althougﬂ the temperatures shown are not at 0°C, they are
within the 0.5°C error associated with the snow temperature array set up. For model vali-
dation, all measured temperatures from the thermistor array were increased by a constant

0.35K to correct for the array temperature offset.
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Figure 6.23: Validation data from ridge snow pits
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Figure 6.24: Validation data from fir snow pit: 16th March 2001

Figure 6.25: Insertion of temperature array into snow pit wall
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. Ground Temperature array data
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Figure 6.26: Temperature profile of snowpack under fir canopy

Subsequent melting-out of the thermistors can be seen on days 78, 80 and 82 for
probes 30cm, 20cm and 10cm from the ground respectively. On these days, the thermistors

became exposed to the air and temperatures followed the 40cm probe, which was exposed

to the air throughout the season.

6.6.3 Snow Depth

Figure 6.27 shows the snow depth at the ridge, fir and snow pillow sites. The snow depth
was measured using an ultrasonic depth gauge at each of the three climate stations, and

the data were transferred back to USDA-NWRC by the same method as the climate data

described in section 6.5.
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Figure 6.27: Snow depth depletion at RME ridge, snow pillow and fir sites

6.7 Summary

In this chapter, measurements taken as part of the Reynolds Mountain East Experiment
2000-2001 were described. More data were taken over the whole RME basin than has
been described here, including two catchment depth surveys. Validation measurements,
similar to those made at the fir site, were also made within a stand of aspen trees. Further
details about this experiment can be found on the experiment website: http://www.nerc-
essc.ac.uk/~mjt/rme.

Data from this experiment have been used to initialise and drive SNOWCAN.

The seasonal snowcover at the ridge and fir sites were simulated for the water year 2000-
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2001, and the model was validated against the measurements described above. These

model simulations are presented in chapter 7.

141



Chapter 7

Snow-SVAT Simulation II:

Reynolds Creek

7.1 Introduction

The data collected as part of the BOREAS experiment were insufficient to validate SNOW-
CAN, as described in chapter 5. A new experiment was designed and carried out within
the Reynolds Creek Experimental Watershed, Idaho, to allow a full test of SNOWCAN to
be carried out. The experiment, and data collected were described in chapter 6.

In this chapter, the accumulation and ablation of the snowcover at two sites
within the Reynolds Mountain East catchment is simulated. Model validation at an open

L

site (section 7.2) is used to determine the best parameter set, and the parameters are
compared to those used in the BOREAS simulation (section 7.3). The accumulation and

ablation of the snowpack at the fir site is simulated (section 7.4), using the open site

parameterisation of the snowcover. SNOWCAN is validated against measurements of sub-
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canopy radiation, snow depth and snowpack profiles of temperature, density and grain

size. The model sensitivity to the canopy parameters is also investigated (section 7.5).

7.2 Open Site Simulation

This section describes the simulation of the seasonal snow cover at the RME ridge site.
The inputs used to initialise and drive the model are described in section 7.2.1. The
model is validated against measured snow depth and temperature and density profiles
in sections 7.2.2 and 7.2.3. Chapter 3 describes the sensitivity of the snow model to its
parameterisation, and several parameters are highlighted, for which further investigation of
model sensitivity with non-idealised input data could be beneficial. The model sensitivity

to these parameters is studied in section 7.2.4, using the RME ridge site input data.

7.2.1 Model Inputs
Model Initialisation

The model was initialised for the open site from snow pit measurements made at 15:30
on 30th Jan 2001, as shown in figure 6.9 (section 6.4). No measurements of grain size or
layer information were taken from this snow pit, therefore each snow layer was arbitrarily
initialised with 10cm width, except the two upper layers, which were initialised with 2cm
and lcm widths. The average gfain size of the lower half of the snowpack was assumed to
be Imm and the average grain size of the upper half of the snowpack was assumed to be
0.5mm.

The forcing data used to drive SNOWCAN were described in section 6.5. Thermal

radiation was not measured at the ridge site, therefore measurements of longwave radiation
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at the snow pillow site were used to drive the model. The input files used in this simulation

are included on the CD that accompanies this thesis.

7.2.2 Snow Depth Validation

Snow depth (m)
(]
wn

0.4 4
0.3 4 + Measured
0.2 - — Simulated \
0.1 - \
O e o o T S ST S
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Figure 7.1: Comparison between observed and simulated snow depth at RME ridge site

Snow depth simulated at the RME ridge site is shown in figure 7.1. This graph
shows that there are obviously problems with the precipitation forcing data. Precpi-
tation is difficult to measure, particularly in a windy environment such as at this site.
Nonetheless, measured and simulated snow depths show good agreement, with a regres-
sion coefficient of 0.94.

The final melt period (days 112-120 in figure 7.1) is modelled less well than the
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rest of the ablation period. Without examination of the snow physics within the pack, it is
difficult to determine whether the difference in snow depth occurs in the mass balance e.g.
compaction or water flow, or in the energy balance, such as a decrease in snow albedo for
a thin snowpack, or in the lower boundary Dirichlet condition. The internal snow physics
can be investigated through the comparison of simulated snow temperature, density and

grain size profiles with the field measurements described in section 6.6.2.

7.2.3 Snowpack Profile Validation

A comparison of the simulated snow temperature, density and grain size profiles with
field measurements is demonstrated in figure 7.2. The agreement between simulated and
measured profiles is generally excellent, and to within the measurement error. This gives
an indication that the model simulates the seasonal snowcover well, both in accumulation
and ablation periods.

A number of features shown in figure 7.2 are extremely interesting. The tempera-
ture profile during the accumulation period, illustrated on day 48, is remarkably accurate.
Differences in the surface temperature are discussed later in this section. However, in the
ablation period, the simulated and measured temperature profiles show less agreement.
The lower half of the simulated snowpack retained liquid water, which was not observed
in the field.

An examination of the grain size profiles in figure 7.2 indicates an underestimation
in the average grain diameter for the lower half of the snowpack on day 75. Liquid water
flow is dependent on the grain size. If the grain size is underestimated by a factor of 2,

which is conceivable from figure 7.2, the liquid water mass influx to the layer below is
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Figure 7.2: Comparison of snow temperature, density and grain size profiles at the RME

ridge site
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reduced by a factor of 4, since U; « @3 (equations 2.25 to 2.27). The rate of liquid water
removal from the snowpack is determined by the wavefront or seepage velocity, and is
dependent on the saturation and thermal state of the snow in addition to the local water
flux, as residual liquid water and heat deficits must be satisfied prior to liquid flow.

The underestimation in grain size could, in part, arise from the initial conditions,
since the grain size profile was not determined from the first ridge snow pit. The grain
size profile on day 48 indicates that the grain size in the lower half of the snowpack is
already underestimated in the accumulation period. To investigate whether the grain size
underestimation results from the initial conditions or from the model, the simulation was
repeated, but the snow grain diameters in the lower 30cm of the snowpack were initialised
at 1.5mm, snow grain sizes in the 20cm above were initialised at 1mm, and the top 13cm
of snow was initialised with an average 0.5mm snow grain diameter. Figure 7.3 shows the
temperature and grain size profiles for days 48 and 75.

In the simulation presented in figure 7.3, the average grain size diameter is larger
in the lower half of the snowpack, than was measured in the field on day 48. However, by
day 75, lower within the snowpack, the average grain diameter simulated by the model was
still less than the average grain diameter measured in the field. The differences between
simulated and measured temperature profiles were not resolved by this change in initial
conditions.

Figures 7.2 and 7.3 indicate that the model underestimates the rate of grain
growth. The snow crystals at this depth were observed to be faceted, with slight rounding,
and therefore indicate that the grain growth from temperature gradient metamorphism is

not modelled accurately under these conditions.
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Figure 7.3: Ridge snow temperature and grain size profiles: larger initial grains

The removal of liquid water from the snowpack is enhanced by the formation
of flow fingers, which are not modelled by SNOWCAN. However, flow fingers were not
observed within the snow pit. Preferential water flow could occur around (unsaturated)
or through (saturated) air pockets within the snowpack [Jordan (1995)]. The ridge site is
heterogeneous, and has a large proportion of sage brush coverage, which is buried within
the snowpack for most of the season. The locations of the snow pits were chosen to avoid
sage brush within the snow, but local vegetation may affect the 3-D flow of liquid water.
Another source of error in the model could be in the parameterisation of the irreducible
saturation, which is dependent on the physical state of the snow, but is assumed to be

constant in the model.
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On day 107, both simulated and measured snow temperatures on day 107 reveal
an isothermal, ripe pack, which matched visual observations of high liquid water content.
The measured temperature profile suggests a thermometer offset of -0.5°C. This effect was
not due to coupling of measurement with air temperature, because the air temperature
was measured to be +8.2°, using the same temperature probe at this time. The temper-
ature measurements on day 48 and 75 potentially have the same offset, with measured
temperatures up to 0.5°C less than the actual temperatures.

An underestimation in both simulated density and snowpack height, such as on
day 48 in figure 7.2, indicates a difference in snowpack mass. This problem is greatest
during the accumulation period, which suggests that the error is more likely to result from
the spatial variability of the snowpack between the depth sensor (where the point model is
focussed, as is discussed below) and the snow pit locations (where the model is validated),
rather than from errors in the model mass balance. However, the model performance is
degraded by uncertainties in the upper mass boundary forcing data, which are difficult to
measure.

The difference in location between the point simulation and the measurements
used to initialise and validate the model causes other problems. For example, the difference
in snowpack heights affect the temperature gradient within the snowpack. Day 48 in
figure 7.2 shows minor surface differences in temperature. Snow profiles are sometimes
compared from the surface downwards, since changes are most rapid at the surface. The
advantage of this method is that model agreement with surface measurements may be
improved, but the snow-soil interface may be at inconsistent depths. Here, the profiles are

plotted from the snow-soil interface upwards, so that the height measurements are true
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to the simulation and observations. This requires no visual processing on behalf of the
reader and avoids height confusion.

-The simulated density profiles show good agreement with measured density pro-
files, to within measurement error, except for the top 20cm of the pack on days 48 and
107. Site 176 (ridge site) is an exposed site, with relatively large wind speeds, and fea-
tures characterised by windblown or wind-scoured snow are often evident at this site. The
model SNOWCAN does not simulate compaction due to wind effects, therefore an un-
derestimation in snow density is expected at the surface of a simulated snowpack under
high wind speed conditions. However, SNOWCAN simulated accurate densities lower in
the pack, which should be borne in mind as the underestimation in surface densification
may in part be compensated by an overestimation in either the pressure densification or
destructive metamorphism.

The snowpit on day 75 immediately followed a fresh precipitation event. The
simulated density of new snow is computed from an algorithm using the wetbulb tem-
perature. As compaction is a time-dependent process, it is unsurprising that the snow
density profile is accurate, even at the surface, as the wind compaction is negligible. This
demonstrates the effectiveness of the algorithm that computes the new snow density.

The density profile on day 75 supports the argument of suppressed simulated
water flow relative to that observed in the field. To illustrate this, the simulated partial
ice density was compared to the measured snow density in figure 7.4 (the snow density
would be equal to the partial ice density if all liquid water was removed from the snow
sample). Figure 7.4 shows that the simulated density profile shows better agreement with

field observations if the liquid water is assumed to flow more rapidly.
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Figure 7.4: Comparison of simulated partial ice density with measured snow density

The validation of the snow model in this section indicates that the model is
working well, particularly given the wide diversity in meteorological conditions experienced
during the season simulated. However, as described in section 3, the model performance
depends on its parameterisation. The model sensitivity to several important parameters

was investigated further in the following section.

7.2.4 Model Sensitivity

Chapter 3 examined the model sensitivity to the parameters used to constrain the model,
under constant melting conditions. Several parameters were highlighted in section 3.7 for
further investigation, because the model showed relatively high sensitivity, the parameter
uncertainty was large or the parameter was expected to have a greater effect under realistic
meteorological conditions.

Table 7.1 shows the sensitivity functions (equations 3.1 and 3.2) to a + 10%

change in parameter value, based on the comparison of simulated snow depth with observed
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snow depth. The sensitivity of the model to a + 50 kg m™3 change in the initial snow
density was investigated, to determine the senitivity of the model to the uncertainty in the
density measurement. The sensitivity of the model to the Dirichlet constant temperature
lower boundary condition was examined for a + 1K change in temperature. The regression

coefficient for the snow depths is included in table 7.1.

Parameter [std] | F} | F,, [ FF [Fy [ ()T | (")
Eno [2.0] 200 | 210 || 110 | 121 || 0.9304 | 0.9352
Ego [2.0] 210 | 210 | 140 | 130 || 0.9367 | 0.9335
Yerit [150] 190 | 230 || 28 | 190 | 0.9323 | 0.9387
no [9 x107) 210 | 210 || 130 | 120 || 0.9356 | 0.9321
Buir [500] 910 | 210 || 140 | 110 | 0.9340 | 0.9203
Qtz [0.4) 210 | 210 || 140 | 140 |l 0.9359 | 0.9387
Tatm [0.07] 200 | 210 || 120 | 130 || 0.9304 | 0.9345
Initial v, profile | 360 | 240 || 350 | -120 || 0.9472 | 0.9168
T; [273.6K] 250 | 230 || -100 | 180 || 0.8830 | 0.9402

Table 7.1: Sensitivity of model at RME ridge site. For the simulation presented in sec-
tion 7.2.2, r? = 0.9402, F,,, = 220 and F, = 160.

The model is relatively insensitive to the parameters examined in table 7.1. The
sensitivity functions are dominated by the last melt period in figure 7.1, which began on
day 112, because the difference between simulated and measured snow depth is greatest
during this period. A better agreement in the snow depths from day 112 until the complete
ablation of the snowcover lowers the sensitivity functions, but may not reflect a general
improvement in the simulation of snow depth by the model. The regression coefficient
is regarded as a better test for the sensitivity of the snow model for the entire seasonal
simulation, but should be used with caution, since snow depth data are not independent,
as discussed in chapter 5.

Table 7.1 shows that for most parameters studied, a change in parameter de-
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creased the model accuracy. This indicates that a good set of parameters was chosen for
this simulation. One interesting result is that out of the parameters and initial conditions
studied here, the simulation is only improved by a 50 kg m~2 increase in the initial snow
density profile (the error on the snow density measurement). The same parameters used
to simulate the accumulation and ablation of snow at the ridge site will also be applied to
the model for the simulation of the evolution of snow cover beneath the forest canopy at

the RME fir site in section 7.4.

7.3 Parameter Space Comparison

Most of the model parameters were kept the same for simulations of the seasonal snowcover
at both the BOREAS jack pine site and the RME ridge site. The main difference in
parameter space affects the model representation of snow compaction. The parameter
is Yerit- A higher value was used for the RME ridge site, which increased the rate of
compaction relative to the BOREAS simulation.

The boreal forest is an extremely cold environment during the winter months. By
contrast, the RME field site is further south and is much warmer. Several melt periods were
experienced at this site in water year 2000-2001. Compaction is a temperature dependent
process, and whilst this is reflected in the model, a higher threshold snow density in
a warmer climate enhances the temperature dependence. In addition, the model does
not explicitly model the change in compaction rate with liquid water flow, so the higher
parameter value used at the RME site reflects the observed increase in compaction at
this site, especially from liquid water flow. The model would benefit greatly from a more

vigorous treatment of snow compaction, to avoid necessary site-to-site calibration.
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7.4 Fir Site Simulation

The seasonal snow cover was simulated beneath a fir canopy at the RME fir site during
water year 2000-2001. In this section, the model is validated against measurements of
sub-canopy snow depth, sub-canopy up- and downwelling solar and thermal radiation
and measurements of the snow temperature, density and grain size profiles. The results
indicate how well this Snow-SVAT represents the radiative interaction between the canopy

and the snowpack, and the other physical processes occurring within the snowpack.

7.4.1 Model Inputs

The model parameters, with the exception of the canopy parameterisation, were deter-
mined at the ridge site in section 7.2. The parameters were taken directly from the ridge
site study and were applied here to the fir site. Parameters required to represent the
canopy were determined experimentally in the field or in the laboratory, or taken from
literature, as described in section 6.3.1.

The model was initialised from measurements of temperature, density and grain
size profiles taken from a snow pit on Julian day 47, as described in section 6.4. A finer grid
was used at the fir site than at the open site to optimise model accuracy. Model forcing
data (downwelling thermal radiation, air temperature, wind speed, relative humidity and
precipitation) were measured by the climate station at the snow pillow site, and these data
are presented in section 6.5. The snow pillow site experienced problems with equipment
icing, which is evident from the solar radiation data presented in figure 6.12. For this
reason, the downwelling solar radiation data used to drive the model are taken from

climate station measurements at the ridge site. All model input files are included on the
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CD that accompanies this thesis.

7.4.2 Snow Depth Validation

The accumulation and ablation of snow beneath the fir canopy at the RME fir site was

simulated during water year 2000-2001. Simulated and observed snow depths are shown

in figure 7.5.
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Figure 7.5: Simulated and observed snow depth beneath a fir canopy in RME

Figure 7.5 shows that the model simulates the snow depth during both accumu-
lation and ablation periods extremely well. The excellent agreement between simulated
and measured snow depths is shown by the regression coefficient, r> = 0.99. In particular,
the assumption that 30% of snow is intercepted by the canopy, and that all intercepted
snow is sublimated, appears to be reasonable from figure 7.5.

However, to demonstrate that the model captures the physical processes accu-
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rately, the model must be tested more rigorously. One of the main aims of this project,
as discussed in chapter 1, is to model accurately the interaction of radiation between the
canopy and snow beneath. The radiation component of the Snow-SVAT was tested in the

following section (7.4.3).

7.4.3 Sub-Canopy Radiation Validation

Solar Radiation

A comparison between simulated sub-canopy down- and upwelling solar radiation with the
shortwave radiation flux measured by the mounted upward and downward looking pyra-
nometers is shown in figure 7.6 for the entire period of sub-canopy radiation measurement.
A shorter period of five days was chosen to focus more closely on the model validation of
the solar radiation component, as shown in figure 7.7. This period of five days consisted
of two sunny days and three diffuse days, and are the only five days where a complete set
of diurnal downwelling sub-canopy solar radiation measurements were taken by an array
of pyranometers beneath the fir canopy, as described in section 6.6.1. Figures 7.6 and 7.7
compare simulated sub-canopy radiation with radiation measured by the single upward
and downward mounted radiometers.

A representative measurement of solar radiation beneath a canopy is not easy
to acquire. Shadows from the canopy move across the pyranometer with the change in
sun angle, and thus the measured solar radiation is highly variable. Figure 7.7 shows
a measured radiation minimum around the middle of the day on sunny days for both
upwelling and downwelling radiation. This was caused by the shadow of a tree trunk. A

statistical test of agreement between the modelled solar sub-canopy radiation and observed
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Figure 7.6: Sub-canopy downwelling solar radiation
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Figure 7.7: A comparison between simulated and measured sub-canopy solar radiation
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solar sub-canopy radiation over the total period of measurement reveals a correlation
coefficient of 12 = 0.46 for the downwelling radiation and 12 = 0.63 for the upwelling
radiation, which is surprisingly low, given the apparent visual agreement in figure 7.6.

Also, the downwelling radiation correlation is lower than the upwelling correla-
tion. This is rather unexpected, because the model simulates multiple reflections between
canopy and snowcover, and the model error in downwelling solar radiation is propagated to
the upwelling radiation (as is indicated in table 7.2). The low correlation for downwelling
radiation suggests periodic snow settlement on the pyranometer, which would not occur
for the inverted pyranometer that measured upwelling radiation.

The correlation between measured and simulated sub-canopy downwelling solar
radiation was improved for a five day period, when the radiometer was known to be snow-
free. The radiometer array was operated during this five day period (Julian day 107-111
inclusive). Out of the five days, two were sunny (107, 108) and three were cloudy (109-
111). The measured and simulated sub-canopy radiation was compared and the correlation
coefficients for the total, sunny and cloudy periods are given for the downwelling and

upwelling radiometers and for the radiometer array average in table 7.2.

Met. Conditions (Days) | Downwelling | Upwelling | Downwelling
(array average)

Mixture (days 107-111) 0.70 0.60 0.82
Sun (days 107-108) 0.60 0.52 0.77
Cloud (days 109-111) 0.93 0.88 0.90

Table 7.2: Correlation coefficient comparison between measured and simulated sub-canopy
solar radiation for Julian days 107-111 inclusive.

As described above, the correlation coefficient for the upward looking radiometer

is improved for a period when the radiometer is known to be snow-free. The correlation
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coefficient for the downward looking radiometer is relatively unchanged. In addition, the
correlation coefficients for the upwelling radiation are less than the downwelling radiation,
because of the propagation of model errors with the reflection of radiation.

Table 7.2 shows that the model simulates the observed solar radiation extremely
well during diffuse periods, but less well in periods of direct sunlight, as the measurement
shows high variability over time. The agreement is improved if a spatial averaged mea-
surement is used as the basis for comparison. Measurement variability is decreased, since
at any given time, a proportion of radiometers will be in direct sunlight, and some will
be shaded. Figure 7.8 shows the array averaged sub-canopy downwelling solar radiation
measurement with the simulated radiation. The radiation minimum observed with a single

radiometer, as shown in figure 7.7, is removed in a spatially averaged measurement.
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Figure 7.8: Comparison between modelled downwelling sub-canopy solar radiation with
spatially averaged observations
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However, a model comparison to spatial averaged measurements gives a lower
correlation coefficient on diffuse days. Under cloudy conditions, the measurement is much
less variable, and one radiometer gives a representative measurement at that point location.
The radiation beneath a canopy is dependent on the canopy characteristics. An averaged
measurement is representative of the canopy as a whole, but not necessarily at the point
location. For these reasons, a single radiometer measurement is more appropriate on
diffuse days (if the radiometer is placed close to the point location) and an array averaged
measurement is more appropriate on sunny days.

In spite of the measurement difficulties experienced in the field, the model simu-
lates the observed sub-canopy radiation well. Figure 7.9 shows the downwelling measured
and simulated sub-canopy solar radiation in comparison to the open site incident solar
radiation used to drive the model. The shielding effect of the canopy is clearly seen in
figure 7.9, where the model replicates an observed factor of 4-5 reduction of solar radiation

beneath the canopy relative to the open site.

Thermal Radiation

The thermal radiation component of SNOWCAN is demonstrated in figure 7.10, which
shows both simulated and observed sub-canopy longwave radiation. The downwelling
thermal radiation measured at the snow pillow site, which is used to drive the model, is
also shown in figure 7.10. Figure 7.10a clearly shows the importance of thermal radiation
treatment within Snow-SVATS, since downwelling thermal radiation beneath the canopy
may be over 100 W m~? higher than that in the open.

Simulated sub-canopy thermal radiation appears to follow the measured radiation
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Figure 7.9: Reduction of solar radiation beneath the canopy

closely, which is quite different from the forcing data. However, the simulated radiation
generally exceeds the measured radiation by approximately 10-20 W m~2, which is within
the measurement error.

Pyranometer and pyrgeometer design introduces an error called the ‘Dome Ef-
fect’, where the radiometer dome alters the radiation balance between the target and the
sensor. This leads to an underestimation in longwave radiation by up to 10 W m~2 and
up to 25 W m~? underestimation in solar radiation (Ji and Tsay (2000)). This could be
one reason for the discrepancy between measured and simulated thermal radiation.

An extra bias could be introduced from non-level radiometers. In addition, the
radiometer has a hemispherical field of view and therefore all objects in the hemisphere

have an effect. This includes tree trunks and people and specifically for the downward
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Figure 7.10: A comparison between simulated and measured sub-canopy thermal radiation
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looking radiometer, the supporting apparatus, wires and the case containing the datalog-
gerl.

Aside from the offset between measured and simulated sub-canopy thermal ra-
diation, the model simulates the sub-canopy thermal radiation balance extremely well.
Modelled and observed radiation exhibit a correlation coefficient of 0.96 for the down-
welling radiation and 0.84 for the upwelling radiation. The agreement is less good for the
upwelling radiation, in part because the measurements exceed the simulation on days 107
and 108, in contrast to the general offset.

Although the upwelling thermal radiation exceeds the emission of radiation by
a black body at 273.15K by up to 3.1 W m~2, this occurs when the incident thermal
radiation is also high. The snow is assumed to have an emissivity of 0.99 in this model,
which would account for a 3.5 W m~2 increase in upwelling radiation (in addition to
the ~315 W m~2 emitted from the melting snow surface), from reflection of downwelling
thermal radiation of magnitude 350 W m~2.

The periods where the measured upwelling thermal radiation exceeds the simu-
lated radiation on days 107 and 108 therefore could result from reflection of downwelling
thermal radiation rather than from emission of foreign objects in the field of view, in which
case the snow emissivity may be set slightly too high in this model. On the other hand, the
radiative heating and emission of surfaces other than snow, such as forest debris, which is
known to be in the field of view and to have a lower emissivity than the snowcover, have
not been studied in detail as part of this project, and warrants further investigation in the

future.

!This was buried in the snow, but may have been exposed during melt
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Another interesting feature shown in figure 7.10 is the decreased variability in
the forcing data between days 97 and 104. Comparison of the climate data at the snow
pillow site, as shown in figure 6.12 with the climate data measured at the ridge site
(figure 6.11) indicates that the pyranometer was probably covered in snow, in which case,
the pyrgeometer was almost certainly also covered in snow.

No thermal radiation data were available from other sites to provide forcing
data during periods when this pyrgeometer was snow-covered. However, this error is
relatively small, since the thermal radiation component from the sky is much less than
the emission of thermal radiation from the canopy. The relative components of the energy
balance is examined in greater detail in chapter 8, but summarised here, the simulated
sub-canopy radiation shows extremely good agreement with the measured sub-canopy
radiation, despite the errors in forcing data, because the downwelling thermal radiation is

dominated by thermal emission from the vegetation.

7.4.4 Sub-Canopy Wind Speed

The radiation component of the model has been tested fully and was found to simulate sub-
canopy observations with good accuracy. The canopy also affects the turbulent transfer
of energy at the snow surface, which is suppressed by reduced wind speed beneath the
canopy. An algorithm was used to estimate the sub-canopy wind speed from the work
of Link and Marks (1999), which was described in section 4.3.2. Figure 7.11 shows a
comparison of the open site wind speed, which is used to drive the model, the wind speed
estimated by the algorithm and hence used to determine turbulent transfer of energy, and

the true sub-canopy wind speed, which was measured by the fir climate station.
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Figure 7.11: Comparison of sub-canopy wind speed estimated by the model with observa-
tions beneath a fir canopy

Figure 7.11 presents a five day comparison of measured and modelled sub-canopy
wind speed. The comparison for the entire period may be viewed from the CD that
accompanies this thesis. The agreement between measured and simulated sub-canopy
wind speed is not high (r? = 0.47), but is only slightly less than the agreement between
wind speed observed at an open site and that observed beneath the canopy (r2 = 0.50).

The maximum wind speed observed beneath the fir canopy throughout the season
was less than 3 m s™!, therefore the turbulent energy transfer is expected to be quite low.
Unfortunately no eddy correlation measurements were made during the RME 2000-2001
field experiment?, so the turbulent transfer component of this model cannot be tested
fully at this stage. However, the error in simulated wind speed is expected to have a low

impact on the model performance because the turbulent transfer of energy is low. This

2 Although the loan of equipment was offered, no skilled operator was available to run the equipment
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supposition was tested by a simulation of the fir site snow cover, driven by observed sub-

canopy wind speed. Snow depth simulated over the season is compared to the observed

snow depth in figure 7.12.
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Figure 7.12: Simulation of fir depth driven by observed sub-canopy wind

Measured snow depth, and snow depth simulated with observed sub-canopy wind

speed show excellent agreement (r?> = 0.99). A comparison of figures 7.5 and 7.12 demon-

strates that the wind speed errors incurred through the use of the wind speed algorithm

(equation 4.6), as opposed to forcing the model with observed sub-canopy wind speed,

have little impact on the simulation of the snow cover.

The reduction of wind speed beneath the forest canopy is an important com-

ponent of the model, and the model performance is affected if this process is not taken

into account. Figure 7.13 shows the simulated snow depth, when the wind speed was not

reduced beneath the canopy. The agreement between simulated and measured snow depth
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is less good (r? = 0.98) if the reduction of wind speed beneath the fir canopy is not taken

into account.
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Figure 7.13: Simulation of snow depth beneath fir canopy with no reduction of wind speed

7.4.5 Snowpack Profile Validation

Sections 7.4.3 and 7.4.4 demonstrated that the model simulation of energy input to the
snow surface is reasonable. In this section, the snow component of the model is tested by
comparisons of snowpack profiles of temperature, density and grain size. Unfortunately,
only one set of snow pit validation profile measurements were made at the fir site, because
of the unusual shallowness of the snowpack in water year 2000-2001. The profiles simulated
by the model are compared to the snow pit measurements in figure 7.14.

Figure 7.14 shows that the model simulated the snow density profile to within

the measurement error. The snow pit used to initialise the model was located at a similar
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Figure 7.14: Comparison between simulated and measured temperature, density and grain
size profiles
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distance to the climate station, but diametrically opposite to the validation snow pit. The
initialisation data required the addition of 10cm to the base of the snow pit so that the
initial snow depth was consistent with the snow depth measured by the snow depth sensor,
therefore the validation measurements may be offset from the simulated densities by a
similar amount. However, the differences are not significant given the measurement error,
and the general simulation of density profile appears to be reasonable from figure 7.14.

The temperature profile simulated by the model at the fir site on day 75, as shown
in figure 7.14, is similar to the temperature profile simulated at the open site, shown in
figure 7.2. The simulated snowpack appears to retain liquid water, which was not observed
in the field. Whilst insufficient data are available to determine whether, as at the open
site, the grain size is underestimated by the model, observations in the field indicate large
clusters of snow grains.

Clusters of snow crystals are not modelled by SNOWCAN, so their effect on liquid
water flow has not been considered here. The effect of melt-freeze cycles on snow crystal
growth is also not explicitly simulated by the model. However, several melt-refreeze events
were observed at the RME field sites during water year 2000-2001. Both of these physical
processes affect the flow of liquid water in the natural snowpack, and would benefit from
further investigation in the future.

Evidence of water flow was observed in the lower 3-10cm of the fir snowpack
on day 75. This suggests that drainage pipes may have been formed. SNOWCAN does
not simulate liquid drainage via flow pipes, which could also explain why the modelled
snowpack retains liquid water not observed in the natural snowpack. As discussed in

section 7.2.3, the model assumption of constant irreducible saturation and choice of pa-
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rameter may be inadequate and could result in the retention of liquid water in the model,
if the parameter is assumed to be too large.

The simulated temperature profiles at the open and fir sites on day 75 have
highlighted that improvements need to be made to the model in two areas to simulate
the observed drainage of water: accurate simulation of grain size and clustering, and the
formation of flow pipes in the snowpack. However, the simulation of snowpack temperature
at the ridge site prior to liquid water flow is good, as demonstrated in figure 7.2.

At the fir site, the simulation of the snowpack temperature profile throughout
the season was tested with data from the thermistor array. A comparison between the
simulated and measured temperatures is presented in figure 7.15. The simulated snow tem-
peratures follow the trend of measured temperatures until the snowpack ripens, although
the simulated temperatures are generally warmer than the measured temperatures.

The difference between the continuous measured and simulated snow tempera-
tures, as shown in figure 7.15 mainly results from the difference in location between the
point simulation and snow pit measurement site. The distance between the two locations
is less than 2m, but the snow depths at initialisation differed by 10cm. The snowpack at
the snow temperature array location was simulated (i.e. the 10cm additional snow added
to the base of the initial snow profile was removed), and the simulated temperatures at
the snow-soil interface, 10cm, 20cm and 30cm from the snowpack base are demonstrated
in figure 7.16.

From figure 7.16, the model spin-up time appears to be of the order 3-4 days. It is
more likely that the difference between the simulated and measured temperatures results

from errors in the initial density profile rather than the Dirichlet lower boundary temper-
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Figure 7.15: Simulated temperature profile comparison with thermistor array measure-
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(0.5K).
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Figure 7.16: Temperature profile simulation at the thermistor array location
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ature, because the difference appears immediately and is consistent at all measurement
heights.

Between the end of model spin-up time and the start of significant phase change to
liquid (around day 64), the model simulates the observed temperatures well, predominantly
within the measurement error of the thermistor array. The regression coefficients between

days 51 and 64 are as follows:
¢ Snow-soil interface: 0.93
e 10cm: 0.97
e 20cm: 0.95
e 30cm: 0.90

However, as discussed earlier, the snowpack does not simulate the observed rate
of drainage of water, because the representation of grain geometry in the model does not
reflect field observations adequately, because liquid water drains rapidly via flow pipes in
the field, which are not simulated by the model and because the assumption of constant
irreducible saturation may not be valid. The modelled temperatures remain at or just
below the freezing point once melt has occurred, because of the liquid water retention by

the model.

7.5 Canopy Parameter Sensitivity

The model sensitivity to a 10% change in canopy parameters was tested by comparison
of simulated and observed snow depths at the RME fir site. The correlation coefficient

and sensitivity functions for the change in parameterisation are presented in table 7.3.
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Parameter [std] | F}, | F,, | Ff | F5 || (/)" | (")~
LAI [4.0] 92 | 140 || 54 | 130 || 0.9860 | 0.9868
a, [0.25) 100 | 150 || -27 | 140 || 0.9839 | 0.9866
€y [0.977) — | 500 || — | 500 — | 0.9648

Table 7.3: Sensitivity of model to the canopy parameters at RME fir site. For the simu-
lation presented in section 7.4, 12 = 0.9857, F,, = 98 and F, = 56

Table 7.3 shows that the model is relatively insensitive to the canopy leaf area
index and to the canopy albedo. The model is more sensitive to a 10% decrease in canopy
emissivity, but the uncertainty in this parameter is only ~ 2%. The canopy radiation
component of the model, described in chapter 4, determines the sub-canopy radiation
balance from the third exponential integral of the leaf area index. Given the shape of this
function, it is likely that the model is more sensitive to the leaf area index at lower values

of this parameter.

7.6 Conclusions

This chapter described how SNOWCAN was used to simulate the snow cover at a fir site
during both accumulation and ablation periods. Data collected as part of the Reynolds
Mountain East Field Experiment 2000-2001 were used to initialise, drive and validate the
Snow-SVAT. The model parameterisation was determined largely through the validation
of the snow component mode at an open site, and additional canopy parameters were
determined experimentally and from literature.

Validation of the model at an open site presented in section 7.2 showed that
the snow component model simulates the snow cover well, both in accumulation and

ablation periods, despite the difficulty in the measurement of precipitation. The regression
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coefficient between simulated and observed snow depths is 0.94.

A comparison between simulated and measured density profiles indicates that
the empirical compaction functions generally represent the densification of snow cover to
within the measurement error, although the observed surface compaction was modelled
less well, because the increased densification at high wind speeds is not considered by the
model.

The simulated snow temperature profile prior to a significant period of melt has
excellent agreement with the temperature profile observed from a snow pit. However, after
a period of snow melt (e.g. Julian day 75), the model retains liquid water, which was not
observed in the field. A comparison between simulated and observed grain size profiles
indicates that the model underestimates snow grain size by as much as a factor of 2, and
thus the rate of liquid water flow is underestimated by up to a factor of 4 (dependent on
the residual water and thermal deficits of the snowpack).

At the fir site, the model simulation of snow depth improved from the open site
simulation, and the regression coefficient between simulated and observed snow depth is
0.99. The model simulated the sub-canopy radiation balance well, and compared to the
upwelling and downwelling solar and thermal radiation with high r? coefficients, despite
measurement errors caused by canopy shadows.

Simulated temperature profiles at the fir site, generally agreed with continuous
measurements from a thermistor array to within the measurement error, between the
end of model spin-up time (4 days) and the first appearance of significant liquid water.
Similarly to the open site, the model retained liquid water. Field observations suggested

that rapid liquid water drainage in the field through flow pipes may contribute significantly
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to the discrepancy between observed and simulated temperature profiles.

The Snow-SVAT developed as part of this project has been shown to simulate
the seasonal snow cover well, over a range of meteorological conditions. The accurate
representation of physical processes by SNOWCAN means that this model can now be
used to address questions related to the heterogeneity of the field site, and to the energetic
contributions to snow melt. The use of SNOWCAN as a diagnostic tool is investigated in

chapter 8.
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Chapter 8

Snow-SVAT Simulation III:

Diagnostic Tool

8.1 Introduction

In this chapter, the validated Snow-SVAT is used to address general questions regarding
the effect of the forest canopy on the snowcover beneath it. Data from both the BOREAS
campaign and from the Reynolds Mountain East Experiment 2000-2001 will be used to
expand on the studies carried out in chapters 5 and 7, and to examine the spatial variability
in snow depth that results from spatial variability in the canopy density. Specifically, the

following questions will be addressed:
1. Does the snow beneath the forest melt faster than the snow at an open site?

2. How do the relative contributions of energy terms compare between the forest and

open site?
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3. Could a variation in leaf area index change the dominant radiative energy term?

4. Under what circumstances would the opposite scenario to question 1 occur?

This chapter cannot answer these questions definitively, as that would require
substantial amounts of validation data from numerous sites. However, the data already
available and the Snow-SVAT model can illustrate a line of approach, and indicate possible

conclusions in the future.

8.2 Surface Energy Balance

Chapter 1 discussed observations that demonstrated that the snow beneath a forest melted
before the snow at an open site, or vice versa. In this section, SNOWCAN is used to look
at the particular case of Reynolds Mountain East, where the snow beneath the forest does
indeed melt before the snow at an open site, but conditions that could cause the snow at
an open site to melt before the snow at a forest site are discussed in section 8.4.

There are two main causes of more rapid melt at the forest site: the relative
energy balances of open and forest sites, and mass difference by interception processes.
A comparison between the energy balance at the open site and beneath the fir canopy is
given in section 8.2.1, and the role of snow interception by the canopy in the site melt

order is discussed in section 8.4.1.

8.2.1 Inter-Site Comparison

Figure 8.1 shows the model cumulative radiative and turbulent energy contributions for
the Reynolds Mountain East ridge and fir sites. Several points of interest are demonstrated

by figure 8.1, 8.2 and 8.3. The melt period from day 77-85 is additionally demonstrated
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Figure 8.1: Cumulative Energy Contributions at RME Ridge and Fir Sites. Open site
ordinate scale is an order of magnitude greater than for the fir site. Melt periods can be
seen from snow depth measured and simulated at these site in figures 7.1 and 7.5.
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Figure 8.2: Relative contributions of radiative and turbulent energy contributions at RME
ridge site
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Figure 8.3: Relative contributions of radiative and turbulent energy contributions at RME
fir site
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in figures 8.4 and 8.5. Firstly, the magnitudes of energy terms are much greater at the
open site, and approximately three times as much energy is required to melt the open site
snowpack. Secondly, the higher wind speeds measured at the ridge site resulted in a higher
rate of energy transfer from convection than from solar heating. In addition, the heat lost
by thermal emission from the snowpack exceeded the heat gain from solar heating.

The periods of snowmelt at the open site, days 77-85, 106-109 and 112-120 from
figure 7.1 on page 144 were largely driven by sensible heat transfer. This contrasts with
snow melt at the fir site, where the snow melt periods on days 64-67, 77-84, 105-109 and
112-116, as shown in figure 7.5 on page 155 were mostly driven by thermal heat transfer,
with a significant contribution from sensible heat.

Chapter 3 discussed the model uncertainties, which were relatively high for all
aspects of the turbulent transfer of energy. These uncertainties are more important for the
open site simulation, where the snow melt is driven by the sensible heat transfer. This is
also limited by the formulation of turbulent transfer, and is probably the cause of the less
accurate simulation of snow depth at an open site (r? = 0.94) compared to the simulation
of snow depth at the fir site (r> = 0.99), as reported in chapter 7.

This accuracy in simulated snow depth was achieved at the fir site, despite icing
problems with the pyrgeometer that provided the thermal radiation forcing data for the
model. Given that at the fir site the thermal radiation dominated the provision of energy
for snow melt, it is remarkable that the errors in forcing data did not appear to significantly

affect the model performance. This is explained in the next section.
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8.2.2 Thermal Contributions From the Sky, Vegetation and Snow

The relative thermal contributions from the sky, vegetation and snow are presented in fig-
ure 8.6. It can be seen from figure 8.6 that the downwelling sub-canopy thermal radiation
is dominated by the thermal emissioﬁ from the canopy, whereas the upwelling sub-canopy
thermal radiation is dominated by thermal emission from the snow surface. The atmo-
spheric thermal radiation contribution to the thermal radiation balance beneath the fir
canopy at this site is small, and for this reason, equipment icing errors in the measured

thermal radiation used to drive this model had little impact on the model performance.

8.3 Canopy Variability

In section 8.2, the thermal radiation balance was shown to be much more important
than the solar radiation component beneath the RME canopy. However, as described
in chapter 1, many studies have suggested that canopy shielding from solar radiation is
the dominant effect of a canopy on the snow beneath it. In this section, the canopy leaf
area index dependence of the relative contributions of solar and thermal radiation to snow
ablation was investigated, to determine at what value of LAI the solar radiation input

becomes greater than the thermal radiation input.

8.3.1 LAI-Dependent Ratio of Sub-Canopy Radiation Components

The net solar and thermal radiative flux at the snow surface is shown in figure 8.7 for
the second melt period at the fir site (Julian days 77-84). Figure 8.7 also demonstrates
the radiative energy contributions for a more sparse canopy (LAI = 1.0). As can be seen

from figure 8.7, the radiative energy input is dominated by shortwave radiation for a thin
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Figure 8.7: LAI dependent net thermal and net solar radiative energy during one melt
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canopy, and by longwave radiation for a dense canopy. One point of interest is that there
appears to be less lag between net solar and net thermal at higher LAI This arises partly
from the decreased atmospheric contribution to the thermal energy beneath a more dense
canopy, and partly from the model assumption that the canopy temperature is equal to
the air temperature.

The LAI dependence of the ratio of total thermal energy input during this melt
period to the total solar energy input is shown in figure 8.8. The assumptions of the model
break down for a discontinuous canopy, and therefore should not be used for canopies with
LAI <1.0. The ratio of thermal and solar radiative energy for a canopy with LAI = 0.5 is

only shown in figure 8.8 to illustrate the general trend.

25 |
15 |

0.5

0.5

Total Net Thermal / Total Net Solar

1.5 L

LAl

Figure 8.8: Variation of thermal to solar radiative energy ratio with leaf area index. This
is time and location specific.

Figure 8.8 shows that under these meteorological conditions, the daytime thermal
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heat exceeds nocturnal radiative heat loss for canopies with leaf area index greater than

1.6 for this melt period. For canopies with LAI greater than 2.7, the thermal energy input

to the snowcover is greater than the solar energy contribution.

8.3.2 Variation of Snow Depth
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Figure 8.9: Simulated variation of snow depth from canopy variability

The effect of canopy variability on the radiative energy balance was examined in

section 8.3.1; the variation in the surface energy balance gives rise to variability in snow

depth. Figure 8.9 shows the maximum, minimum and average snow depth difference from

that measured at the RME fir site for the season simulated in chapter 7. The variability

in snow depth shown in figure 8.9 highlights variability from the canopy radiative effects

only, and the natural snow depth variability is greater, as discussed in chapter 1, because

of ground topography and the interception of snow by the canopy (which must depend on

canopy structure), among other forest effects. As stated previously, the model is not valid
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for LAI < 1.0, but the snow depth difference is shown in figure 8.9 for a canopy with LAI
= 0.5, for illustrative purposes.

At the RME fir simulation point location, the LAI was measured in the field to
be 4.0, and figure 8.9 indicates that this is the best model parameter value. However, the
differences between simulated and observed snow depths are anomalous for LAI = 4.5.
The simulated snow depth is greater that simulated for a canopy of LAI = 4.0, despite an
increase in energy to the snowpack surface. The cause of this anomaly is not immediately
apparent, but may be affected by the reduction of solar absorption within the pack with
greater canopy shielding. This argument is, however, counter-intuitive to the simulations
presented in chapter 3. Above a canopy LAI of 4.5, the thermal energy input reaches
an asymptote in the model, since the thermal radiation almost entirely originates from

canopy emission.

8.3.3 Above-Canopy Albedo

In addition to the investigation into the variability in snow depth, SNOWCAN can also be
used to examine the variation in the albedo measured above the canopy. The above-canopy
albedo is an extremely important variable in climate models, as it is used to estimate the
solar energy input to the land surface. Above the Old Jack Pine site in the Canadian
boreal forest (LAI = 2.5) , which has been studied in chapter 5, BOREAS investigators
measured the above-canopy albedo to be 0.15 [Betts and Ball (1997)]. Although Betts
and Ball (1997) looked at seasonal variation in above-canopy albedo, they did not address
the diurnal variation. This is important, as an average value may not be representative,

because the incident solar radiation flux is not constant, the direct beam irradiance angle
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varies during the day, and canopy structure is important. In this section, the simulated
albedo! above the RME fir canopy during the RME 2000-2001 field experiment is examined

to investigate the magnitude of diurnal, seasonal and canopy variability effects.
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Figure 8.10: Seasonal and diurnal variation in above-canopy albedo

Figure 8.10 shows that the variability in above-canopy albedo increases with

!The above-canopy albedo includes radiation that has been reflected from the snow surface and has
penetrated back through the canopy
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decreasing canopy cover. This is because the albedo of the underlying snowcover has a
greater influence on the above-canopy albedo. At low canopy density, the above-canopy
albedo is a maximum around the middle of the day, and decreases at low solar angles
because of strong forward scattering at the snow surface. At higher canopy density, the
above-canopy albedo is a minimum around midday and increases at lower sun angles,
because the path length through the canopy is greater, and more radiation is intercepted
by the canopy and is reflected from the canopy elements.

The above-canopy albedo clearly decays between precipitation events, and is low
during melt periods. For a canopy with a leaf area index of 3.0, the above-canopy midday
albedo is a minimum during melt periods but a maximum otherwise. This points to
a threshold canopy LAI, above which the above-canopy albedo is dominated by canopy
effects rather than the snow albedo.

For a canopy with a leaf area index of 2.5, such as the boreal jack pine forest that
has been studied in chapter 5, the ‘average’ albedo (constant weighting for all times of day)
simulated with the RME data is 0.160, and ranges between 0.150 and 0.171. The average
simulated albedo is slightly higher than that measured by the BOREAS investigators. In
addition, the average above-canopy albedo does not give a true estimate of the amount
of solar energy input to the surface, because the radiation input is greater in the middle
of the day. A better estimate of the average above-canopy albedo could be obtained by a
diurnal cycle weighted average. For low canopy densities, the weighted average would raise
the average albedo, but the average albedo would be lowered for high density canopies.

It is apparent from this study that the above-canopy albedo varies with canopy

density and time between precipitation events. SNOWCAN could be used to develop a
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model to describe the above-canopy albedo, for use in general circulation models. However,
at this time, the lack of validation data would limit confidence in the accuracy of such
a model. The use of a fixed daily albedo in climate or ecological models is clearly an

unacceptable assumption, even though it is done regularly.

8.4 Reversal in Site Melt Order

Investigations into the comparative energy balance at an open site and beneath a fir canopy
at RME revealed that the cumulative energy input to the snowcover is much greater at
the open site than at the fir site, yet the snow beneath the fir canopy melts before the
snow at the open site. SNOWCAN has been used to probe whether the order of site melt

arises from interception losses, as described in section 8.4.1.

8.4.1 Site Mass Differences

In order to investigate the causes of complete fir site ablation prior to open site ablation,
the RME ridge site simulation was repeated, with the addition of a canopy of LAI = 4.0.
The wind speed beneath the canopy was also reduced, but all precipitation was assumed
to fall through the canopy, so that the mass input was the same as for the open site
simulation presented in chapter 7. The simulated snow depth at the open site but with
radiative and turbulent canopy effects of the fir canopy included is shown in figure 8.11.
Figure 8.11 demonstrates that the snow still melts beneath the canopy prior to the
open site, which indicates that the difference does not arise from the mass input difference.
However, the wind speed at the ridge site is higher than at the snow pillow site, which

was used as forcing data for the fir site in chapter 7. The turbulent energy input in this
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Figure 8.11: Simulated snow depth at RME ridge site, with fir canopy radiative and
turbulent effects added, compared to the snow depth measured at the open site.

simulation is higher than for the fir site simulation in chapter 7, and the turbulent and
radiative energy input to the snowpack shown in figure 8.11 is approximately 12% higher
than the turbulent and radiative energy input at the open site.

The total amount of turbulent and radiative energy required to melt the open
site snow pack is 1/3 higher than would be required to melt the same snowpack beneath
a canopy (interception effects excluded). As all other inputs and conditions are equal, the
difference must arise from the handling of mass and energy within the snowpack and from
the ground heat flux. Chapter 3 highlighted the effect of heat transport and radiation
absorption within the pack and at the soil surface. Here beneath the forest, a greater
proportion of energy is absorbed at the surface, since less solar radiation is incident on the
snow surface, and subsequently less solar radiation is absorbed within the snowpack or at

the soil surface. As described in chapter 3, this has two effects: (i) for thin snowpacks, solar
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energy that may have been absorbed by the soil is reduced, and a greater proportion of
energy is absorbed within the snowpack, and (ii) heat is more easily transported downwards
through the snowpack during the melt period, by gravitational drainage of liquid water
in addition to diffusion and conduction, than upwards by diffusion and conduction alone.
Greater absorption of energy at the surface of the fir snowpack could explain why less
energy is required to melt the same mass of snow.

A similar investigation has been carried out in chapter 5, where the canopy
radiative and turbulent effects were removed. A comparison of figures 5.4 and 5.5 suggests
that the snow beneath the canopy melts before that at an open site, and that the differences

do not arise from mass input differences.

8.4.2 Other Causes

The question still remains as to the processes that could cause the snow at an open site to
melt faster than the snow beneath a canopy. One answer could lie in the meteorological
conditions. If an even greater proportion of incident radiation arose from the shortwave
rather than longwave, such as under cold conditions at a site located further south (where
the days are longer), then the shielding effect of the canopy may more than compensate
for the energy gain from increased canopy thermal emission with greater canopy density.
However, increased incident solar radiation will raise the temperature of the canopy and
hence increase thermal emission of the canopy, therefore increased incident solar to thermal
incident radiation is unlikely to change the site melt order. A similar argument can be
applied to the atmospheric optical depth. These effects cannot be investigated until the

canopy temperature is modelled in SNOWCAN.
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Snow deposition mechanisms may affect the order of site ablation. At a forest
site, if less precipitation is lost by sublimation from intercepted snow, then the forest
snowpack will persist for longer. This could occur in warmer or windier environments,
where the canopy interception is removed more quickly, or for thinner canopies, which may
intercept less snow. SNOWCAN would benefit greatly from the inclusion of a physically
based canopy interception model, since the assumptions made by this thesis may not be
applicable in other environments.

One physical process not considered by this thesis is blowing snow. At sites
where this process is significant, the snow mass at an open site could become less than
that beneath a canopy, even if the initial precipitation is the same. It would be extremely
interesting to address these questions and assumptions further, through SNOWCAN sim-
ulation and validation from experiments similar to that conducted at Reynolds Mountain
East, but at a location where the snow at an open site melts prior to the snow beneath a

canopy.

8.5 Conclusions

This chapter extended the use of the model from simulation at a specific site, such as
Reynolds Mountain East in chapter 7, to hypothetical sites with different canopy charac-
teristics. Comparison of the energy balance at the RME ridge and fir sites has shown that
the ridge site snowmelt is driven by sensible heat transfer, whereas the fir site snowmelt
is driven largely by thermal emission from the canopy, although the contribution from
sensible heat transfer is non-trivial, despite low wind speeds beneath the canopy. The

distinction between surface energy absorption and solar absorption within the snowpack
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has been shown to be important.

This method of approach has allowed questions to be addressed regarding the
relative melt rates at open and forested sites. SNOWCAN has also been used to investigate
the effects of diurnal and seasonal variations and canopy variability on the above-canopy
albedo, which is extremely important for general circulation models. Although these
discussions are purely theoretical at this stage, this chapter has shown how SNOWCAN,
or a similar type of model, could be used as a tool to probe the balance of the physical
processes operating in the environment, and to test larger scale model simplifications.

However, before these questions can be answered, more data are required to
validate SNOWCAN under a number of different canopy and meteorological conditions.
Improvements should also be made to SNOWCAN to improve the representation of some
of the physical processes in the model. Chapter 9 highlights directions for future work,
discusses the model limitations and examines the model as a platform for improved physics-

based modelling.
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Chapter 9

Conclusions

9.1 Introduction

Depletion of snowcover brings about crucial changes in the land surface, through flux of
water into the soil and across the land surface, and by an increase in solar energy input
by a decrease in the surface albedo. This in turn leads to an increase in biological activity
and an increased CO2 and water exchange with the atmosphere. Accurate modelling
of snowmelt has many implications, from local water management to climate modelling
and prediction. Snowcover simulations have previously been shown to represent observed
snowpacks over open areas, but relatively little research has been carried out in forested
environments. Large areas of forested snowpacks, such as the boreal forest, have great
impact on the global energy balance. This thesis has examined the processes affecting the
snow energy balance under a forest. In particular, the project focussed on the interaction
of radiation between the canopy and snowcover.

In this final chapter, the project achievements are summarised in section 9.2.
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Chapter 1 stated several propositions, and these are considered in section 9.3. The limi-
tations of the model and further work to improve the representation of physical processes
by the model are discussed in sections 9.4 and 9.5 respectively. Further use of the model

as a diagnostic tool and to improve existing models is approached in section 9.5.

9.2 Project Accomplishments

Eight major achievements were accomplished in this project:

1. A snow model, SNTHERM, was recoded, underwent a change of style and new

algorithms were included, to form the new snow model, SNOWCAN.

2. The sensitivity of SNOWCAN to the model parameters was investigated, under con-
stant, high energy meteorological conditions. Several parameters were highlighted as
particularly important because the model showed high sensitivity, because the un-
certainty in the parameter was high or because the model was expected to be more
sensitive under more general meteorological conditions. These parameters were the
windless exchange coefficients, two compaction coefficients, the bulk extinction coef-
ficient for near-infrared radiation, the soil quartz content and the atmospheric optical
depth. In addition, the model was sensitive to the initial snow density profile and

the lowest soil layer temperature (Dirichlet boundary condition).

3. The physically based snow model was coupled to a physically-based optical and
thermal canopy radiation model to form the basis of a Snow-SVAT. Other canopy

effects were also incorporated into SNOWCAN.

4. SNOWCAN was tested with data taken during the BOREAS campaign. The snow
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depth simulated beneath a boreal jack pine forest has shown good agreement with

observations. However, insufficient data were available to validate the model.

5. A new experiment was designed and carried out at the Reynolds Creek Experimental
Watershed, Idaho, USA during water year 2000-2001. A complete set of data was

taken to initialise, drive and validate SNOWCAN.

6. Data from the RME experiment were used to simulate the evolution of the seasonal
snowcover at an open site. Validation data at the ridge site were used to determine
the most appropriate compaction parameters and to test the accuracy of the stand-
alone snow model. Validation of the model against measurements of grain size
profiles highlighted an underestimation of grain growth by the model. Consequently,

liquid water was retained by the snow in the simulation, but was not observed in

the field.

7. The accumulation and ablation of the snowpack beneath the RME fir canopy has
been simulated from data taken during the RME 2000-2001 field experiment. The
model has been tested and validated with measurements of sub-canopy up- and
downwelling solar and thermal radiation, snowpack profiles of temperature, density
and grain size, and automatic measurements of snow depth. Simulations showed
good agreement with observations, although the results again highlighted retention
of liquid water in the simulated snowpack, that was not observed in the field. At
the fir site, however, observational evidence of water flow suggested an increase in

liquid water flow, through the formation of flow pipes.

8. Validation of SNOWCAN has shown that the representation of physical processes by
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the model is reasonable. SNOWCAN therefore has been used to investigate physical
conditions outside the limits of the RME data. A comparison of the energy balances
beneath the RME fir canopy and at the ridge site has shown that the fir snow melt
was dominated by thermal emission from the canopy, and that complete ablation
occurred prior to that at the ridge site, where the snow melt was dominated by
sensible heat transfer. As a result, the simulation of snow depth was less accurate at
the ridge site, because the turbulent transfer of sensible heat is less well understood
than thermal processes. SNOWCAN has also been used to investigate the effect of

canopy variability on snow depth, and the variability of above-canopy albedo.

9.3 Consideration of Propositions

A number of propositions were stated in chapter 1, and have been approached throughout

this thesis. These propositions are discussed below.

Snowmelt beneath the forest is dominated by thermal radiation

A simulation of the accumulation and ablation of the snowcover beneath a fir
forest within Reynolds Creek Experimental Watershed showed that the dominant energy
input, which caused the snow to melt, was the downwelling thermal radiation. An addi-
tional study concluded that the atmospheric thermal contribution was small, and that the
thermal emission from the vegetation provided most of this energy. This was supported
by measurements of the sub-canopy up- and downwelling thermal radiation, which were

closely followed by the simulated radiation. The simulation also revealed that the turbu-
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lent transfer of sensible heat provided a significant energy input, despite low wind speeds
observed and simulated beneath the canopy.

However, an investigation into the change in radiative energy input with canopy
leaf area index, which focussed on one melt period, suggested that the solar energy input
exceeded the thermal contribution below a leaf area index of 2.7. In addition, this study has
shown that the nocturnal radiative cooling of the snowpack exceeds the daytime thermal
heat gain for canopies with LAI < 1.6, for the melt period studied. Further investigation
would be beneficial to determine whether these LAI thresholds can also be applied to
different sites and under different meteorological conditions.

Hence, whilst this proposition is true for the site and meteorological conditions
studied, it may not be true under different conditions. This proposition is probably not
true for thinner canopies, where either the solar radiative energy or turbulent sensible heat

exchange may dominate.

Complete ablation of the snowcover beneath a fir canopy occurs

prior to complete ablation at an open site

Observations made as part of the RME field experiment 2000-2001, and the
validated simulations of the accumulation and ablation of the seasonal snowcovers at a
ridge and a fir site have shown that this proposition is true under the conditions studied.
It has also been shown that the total radiative and turbulent energy input to the fir
snowpack is less than the total radiative and turbulent energy to the ridge snowpack.
Whilst the difference partly arises from mass loss at the fir site as a result of sublimation

of intercepted snow and from the difference in ground heat flux, the energy absorption
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within the pack also has an impact. At the fir site, a greater proportion of energy is
absorbed at the surface, and less energy input is required to melt the snowpack.
However, the snow at an open site could melt before the snow beneath a canopy
because of topographical effects, and differences in mass input, where blowing snow may
reduce the mass at an open site relative to that beneath the forest. The question as to
whether the snow beneath a given forest will melt before that at an open site is open to

debate, and would benefit greatly from further investigation.

Natural canopy variability leads to significant differences in

snow depth, from changes in the radiative energy input

Figure 8.9 showed that the snow depth may vary by up to about 20cm, from
radiative energy changes with canopy variability. However, the variation in leaf area index
that causes this magnitude of change is much greater than can be expected in the field,
and would demand a different type of model to represent it, as described in section 9.4.
The relatively high variability in snow depth observed in the field is more likely to result
from topographic and interception processes than from radiative differences. This postu-
late is rejected, because the observed canopy variability does not account for the observed

variability in snow depth.

Changes in the snow albedo have a significant effect on the

above-canopy albedo

The decay of snow albedo has an obvious effect on the above-canopy albedo,

which also decays between precipitation events. For a canopy with high LAI, such as
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at the RME fir site, however, the above-canopy albedo only changes by <0.01. For this
canopy, the albedo decay has a greater effect than the diurnal variation, which is dominated
by canopy radiation interception. As the LAI decreases, the scattering of radiation by the
snow becomes more important, and dominates around LAI of 3.0. The above-canopy
albedo of a canopy with LAI < 2.0 is more sensitive to diurnal variation than to the decay
of snow albedo.

Changes in the snow albedo do have a significant effect on the above-canopy
albedo. The decay in snow albedo affects the above-canopy albedo, even for a relatively
dense canopy. Thinner canopies are affected by the diurnal changes in snow albedo, and

the effects may be larger than the albedo decrease with snow aging.

Above-canopy albedo exhibits strong seasonal and diurnal vari-

ation, and cannot be represented with a single, constant value

in general circulation models

As described above, the diurnal variation in above-canopy albedo is small for
dense canopies, but increases with decreasing canopy density. However, seasonal variation
in above-canopy albedo arises from the decay of snow albedo between precipitation events.
At high canopy density, a constant above-canopy albedo could be used in general circula-
tion models, if an uncertainty of 0.01 is acceptable. A much better approach would be to
account for both diurnal and seasonal variation in above-canopy albedo, and a physically
based Snow-SVAT, such as SNOWCAN, could be used to develop an above-canopy albedo
model. However, the effect of intercepted snow on the above-canopy albedo has not been

considered here, and would need to be studied in greater detail.
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9.4 Model Limitations

Despite the excellent performance of SNOWCAN, there are a few situations where use of
the model may not be appropriate. The assumptions made about the canopy structure
mean that the model cannot be used for a discontinuous canopy (LAI < 1), where cavity
effects may dominate. This may also be a problem where the canopy exhibits a high degree
of spatial variability.

The postulates discussed in section 9.3 cannot be treated as hypotheses, because
of the lack of validation data. The ability of the model to describe the physics under
very different canopy conditions has not been proven. Although the model simulated
snow depth well beneath a boreal canopy (with LAI = 2.5), snow depth is governed by
snow compaction, which is represented empirically, and has been calibrated at particular
sites. It would be beneficial to validate the model beneath a canopy at the limit of model
assumptions i.e. LAI around or just above 1.0, by a similar approach to that used for the
RME fir canopy.

At present, this model has not been tested for use as an operational tool. The
Dirichlet lower boundary energy condition used by this model, and the initialisation con-
ditions make this model inappropriate for operational use, although data assimilation
techniques could be used in the future to move this SNOWCAN towards operational sta-
tus.

Before any of these limitations are addressed, however, a number of improvements
could be made to the model in its current form. These improvements are highlighted in

the following section.
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9.5 Model Improvements

Although the model can be taken in many directions, several areas where the model would
benefit from improved representation of the physics have been discovered during the course
of this project. Three of these relate to the snow model alone, and four are concerned
with the Snow-SVAT as a whole.

Validation of the snow model against field measurements of temperature and
grain size has indicated that the model underestimates the rate of snow grain growth. This
error not only affects the absorption of solar radiation within the pack, but also the rate of
liquid water drainage. Comparison with temperature profiles has shown further evidence
of this, since the snowpack retained liquid water not observed in the field. Liquid water
drainage and heat transport within the snowpack are governed by the snow densification,
which is represented empirically within the model, and is calibrated between sites. Snow
densification partly arises from growth of snow grains, but these processes are not linked
within SNOWCAN. This model would benefit greatly from a new approach to the physics
of snow densification.

At the fir site, the model again showed that the simulated snowpack retained
liquid water, which was not observed in the field. However, field observations suggested
that the formation of flow pipes enhanced drainage in the natural snowpack. SNOWCAN
does not model rapid liquid water flow via drainage pipes, and more research is required
to represent this important mechanism for water removal from the snowpack.

Snow depth simulated beneath a fir canopy in chapter 7 has shown better agree-
ment with observations than the snow depth simulated at the nearby ridge site. An

energy balance investigation has shown that snow melt at the ridge site was dominated
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by turbulent transfer of sensible heat, in contrast to the fir site, which was dominated by
thermal radiation. The turbulent transfer mechanism is less well understood than other
mechanisms of heat transfer, particularly over a smooth surface, such as snow. Further
investigation into this energy transfer mechanism beneath the canopy would be beneficial,
where the turbulent transfer mechanism has not been treated rigorously in this model.

SNOWCAN would benefit from a canopy temperature model linked to the ra-
diative and turbulent energy absorption within the canopy. As stated earlier, however,
the canopy effect on atmospheric stability and turbulent transfer over snow needs to be
studied further. The coupling of an additional canopy interception model would reduce
uncertainty in the mass input to the forest surface. These two improvements probably
need to be studied together, since the canopy temperature would affect the amount of
intercepted snow, and vice versa. The additional representation of COs and methane
transport in this Snow-SVAT would be beneficial for climate modelling.

One other effect that should be incorporated within SNOWCAN is the effect of
forest debris on the snow albedo. This process was considered to be negligible at the
Reynolds Mountain East site during water year 2000-2001, because photographs of the
surface taken towards the end of the ablation period indicated that litter deposition was
relatively low. This assumption may not applicable for other sites, where this model could
be used as a diagnostic tool.

Inclusion of these improvements will lead to a good physical representational of all
the components of a Snow-SVAT. These extensions would also probably reduce the number
of parameters, as the processes in the snowpack are related and the extended model would

take advantage of this. After testing with a variety of field data, SNOWCAN can then be
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used to produce simplified, yet physically-based models for GCMs and operational snow
modelling. This in turn will be a great advance over existing empirical representations and
allow predictions, for instance, of possible regional and global changes, with far greater

confidence.
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Appendix A

Code Inconsistencies

In this section, minor code changes made either directly or indirectly (through the change
in program style) to the SNTHERM code to resolve inconsistencies are described below.

The relevant subroutine or function is given in square brackets.

Specific gravity g, defined as % was changed to 1.0905d0 [FILTRATE]

A safety condition recalculates effective saturation for a thin surface node. Determi-
nation of liquid water flow (U = f,(s.)) was added following this safety condition.

[FILTRATE]

Saturation vapour pressure was reduced from 6.1368d0 to 6.112d0 [INIT]

Variable almb was renamed albm [GETMET]

A safety condition ensures that the effective saturation does not exceed total satu-
ration. The loop index for the effective saturation was changed from i to j (ss(i) to

ss(j)) [FILTRATE]
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Initial grain size, if not included in the input files, is estimated by function FD.
This function is now called after calculation of the bulk properties in subroutine

DENSITY. [SNTHERM]

Grain diameter and snow depth are returned to previous values if the solution has
not converged or if a node has melted too quickly, and the time step calculation is

to be repeated. [RESET]

Where subroutine DENSITY is called to reset all nodal bulk properties once the time
step calculation is to be repeated, the loop index for porosity within the subroutine

variable list is changed from m to i. [RESET]

Extra safety conditions have been input to set negative measured solar radiation to

zero, prior to calculation of snow albedo [GETMET]
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