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Brief Report

During the past few months we concentrated on the characterization of patches which are
electromagnetically coupled to their feeding lines. The excitation line can be of stripline, micros-
trip or coplanar waveguide form printed on the other side of the substrate. A schematic of this
geometry is shown on Figure 1. A characteristic of this structure is that the patch may be backed
by a cavity as shown in the Figure. The presence of the cavity requires the use of versatile discret-
ization techniques as the integral equation/finite element method in frequency domain or the
finite difference method in time domain. In this effort we chose to use both of the above tech-
niques in order to gain some understanding of their capabilities and computer efficiencies in solv-
ing this type of problems. As a carriage of our experiment we chose the geometry of a microstrip
patch excited by a coplanar waveguide feed through a slot aperture printed on the ground (see
Figure 2). This is one of the possible geometries among the electromagnetically coupled patches.

This problem has been approached with two different techniques: (a) The Finite Differ-
ence Time Domain Method, (b) the Finite Element/Integral Equation Method. The finite differ-
ence time domain method discretizes in a volume, which surrounds the antenna and the feeding
line and is bounded by superabsorbing boundary conditions to simulate free-space. A description
of this method is given in Appendix A. The FDTD codes used for the derivation of these data
have been validated very thoroughly through numerous examples [1]-[4]. The integral equation/
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finite element method applies the finite element method inside the cavity and the integral equation
outside, above the patch and below the coupling slot. A detailed description of the method is
given in Appendix B.

Figures 4 and 5 show the FDTD results for the magnitude and phase of S;; as a function of
the frequency for the patch with and without the cavity. The dimensions for the patch with the
cavity present are given on Figure 3. The cavity has the following dimensions (see Figure 3):

D =d

c p

W =W +2d
¢ p p

L =L +2d
c P P

where, D is the depth, W, the width and L, the length of the cavity. As shown by these resuls,
the effect of the cavity on the performance of the patch is rather minor. This is due to the fact that
the dielectric substrate on which the patch is printed is very thin, thus, minimizing the excitation
of surface waves. As a result, the addition of the cavity does not disturb the fields excited under
the patch. It is expected that thicker substrates will intensify cavity effects. At the present time we

try to generate data for thicker substrates where the cavity effects are expected to be more notice-
able.

Figure 6 shows a comparison between the FDTD and the integral equation part of the
hybrid FEM/IE for the case of the patch without the cavity. As we see, there is a discrepancy at the
resonance of the antenna which, we believe, is due to insufficient discretization on the patch as
applied by the integral equation method. In fact, only one basis has been considered on the patch
as suggested by Pozar in the literature. However, the results show some discrepancies which can
be eliminated if a better discretization is considered. The hybrid FEM/IE has been applied to the
cavity-backed patch problem but the results have not converged adequately to the right values. At
the present time, we are in the process of studying the effects of a number of parameters on con-
vergence. Some of these parameters are the finite element meshing in the cavity and the integral
equation discretization of the conductors in the outside region. Preliminary results are encourag-
ing and indicative that we should be able to improve convergence and derive accurate solutions
during the next few months.

While we were trying to analyze the geometry of Figure 3 we were able to make the fol-
lowing interesting observations:
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FDTD

The finite difference time domain method was found much easier to implement and use.

The method requires a lot of memory in view of the space discretization and the time stepping.
With the appropriate use of diakoptics, however, the memory requirements should be mini-
mized as the absorbing boundaries can be brought very close to the antenna and feeding line.
The major advantage of the method is that it can generate, with one run, any desired number of
frequency points. This is very important for narrow band antennas where a very dense fre-
quency sampling is required and for wide frequency-band applications where many frequency
points are required to cover the desired frequency range.

Hybrid FEM

The implementation of the method is rather complex.

The hybrid FEM requires much less memory than the FDTD, but it can only provide one fre-
quency point per run.

In view of the combination between IE and FEM, the technique is more sensitive to meshing
and the relative sizes of the sub-elements created by the FEM and Integral Equation.

The finite difference time domain programs are available for use and can be trans-

ferred to Texas Instruments. As it has been discussed, these programs will bet sent electroni-
cally, while at the same time a description on how to access and run the programs will be mailed
to TI.

Furthermore, we would like to run any other cases which are of interest to TI or for which

experimental data may be available.
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FIGURE 1. Slot Coupled Patch Antennas
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FIGURE 2. A Microstrip Patch Electromagnetically Coupled to a Coplanar Waveguide
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FIGURE 3. Dimensions of the Slot-Coupled Patch.
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The schematic of the original problem. L,=7.6mm, W,=11.4mm,
Wap=0.254mm, L,,=6.91mm, W;=0.254mm, $=0.762mm, L,=6.858mm,
L:=2.794mm, W,=0.762mm, X,,=0, Y,,=0, d,=0.508mm, d,=0.254mm,
€a=2.2, 6=2.2.
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FIGURE 4. Magnitude of S11 for the Geometry of Figure 2 with and without the cavity.
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FIGURE 5. Phase of S11 for the Geometry of Figure 2 with and without the cavity.
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FIGURE 6. Comparison Between FDTD and IE for the Patch without the Cavity (Yos=2.698mm).
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1 FDTD technique

The FDTD method was first irodieed by Yee 20 tosolve electromagnetic scatienine probien- e
oo methiod, Maxwell's ¢ il equations are expre <ed indiserc azed spacand time domamsan are
e nsed to simulate e propagation of an i tial excitation ina "o ipfrog” manner. Recer i
method has been successfully appiicd to chavacterize mirostrip an'd coplanar waveguide  CPAVY
lines and discontinuities [3]-[71. optical intecrated cireuits 8] anc mme-wave and sulonos wave
diclectric line transitions [1. 9]. Only a brici summary of the FDTD method is described nere

In order to characterize any planar structure. propagation of a specific time-dependent function
through the structure is simulated using the FDTD technique. The time dependence of the ex-
citation can be chosen arbitrarilv: however. a Gaussian pulse is often used because it is smoothly
varving in time and its Fourier transform is also a Gaussian function centered at zero frequency.
Following the time and space discretizations of the electric and magnetic field components. the
FDTD equivalents of Maxwell's equations are then used to update the spatial distributions of these
components at alternating half time steps [10]. The space steps, Az, Ay and Az, are carefully
chosen such that integral numbers of them can approximate the various dimensions of the structure.
As a rule of thumb and in order to reduce the truncation and grid dispersion errors, the maximum
step size is chosen to be less than 1/20 of the smallest wavelength existing in the computational do-
main (i.e., at the highest frequency represented in the pulse). Then, the Courant stability criterion
is used to select the time step to insure numerical stability.

In order to excite the patch antenna, the vertical electric field component at the front plane (z=0)
is excited and the magnetic wall source condition of [4] is used to compute the fields elsewhere in the
plane z=0. For the electric field components lying on a dielectric-dielectric interface, the average
between the two permittivities is used in the FDTD equations [3]. The super-absorbing first-order
Mur boundary condition [11, 12] is utilized to terminate the FDTD lattice at the front (z=0) and
back (z=N, Az, where N, is the number of cells in the z-direction) planes in order to simulate
infinite lines. This absorbing boundary condition requires a choice for the incident velocity of the
waves, or equivalently e.ss. It has been found that an appropriate choice of €, sy minimizes the
effect of the absorbing boundary walls. On the other hand, the first-order Mur boundary condition
is used on the top and side walls to simulate an open structure. In general, the frequency dependent
scattering parameters, S;;, can be obtained as follows [3, 4]:

Sij(w) = :2((:);\/—2—27 (1)

where V; and V; are the voltages at ports 7 and j, respectively, and Zy; and Zy; are the characteristic
(or wave) impedances of the lines connected to these ports. To obtain S;;(w), the incident and
reflected fields must be known. Since the FDTD simulation calculates the total field (i.e., the sum
of the incident and reflected waveforms), the incident field is obtained from that of an infinite extent
line (i.e, from the source to far absorbing wall). Then, this incident field is subtracted from the
total waveform to yield the reflected field.
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Analysis of a Slot Coupled Coplanar
Waveguide Fed Patch Antenna

Jui-Ching Cheng
November 29, 1993

1 Introduction

Fig. 1 shows a patch antenna that is fed by an open-ended coplanar waveg-
uide(CPW) through a slot on the ground plane between the patch and the
coplanar waveguide. A transverse slot on the CPW is used to increase the
coupling efficiency. Full wave analysis and moment method are used in the
analysis of this structure. Similar structures have been fully analyzed by the
same method|[1][3][4].

This analysis may be further extended to combine finite element method
for more complex structures. As shown in Fig. 2, a patch is put on top
of a cavity. If the shape of the cavity is complicated or the media inside
the cavity is not simple, i.e., inhomogeneous or anisotropic, it is difficult to
apply moment method in the cavity. Thus, the combination of finite element
method and moment method is necessary to analyze this structure.

Section 2 will give a rigorous analysis of the problem. Section 3 includes
the finite element method in the analysis of the cavity-backed patch antenna.
Section 4 shows the preliminary numerical results. Details of finite element
method formulation and Green’s functions are given in appendix.

2 Theoretical Analysis

The schematic of the antenna and feed line is shown in Fig. 3. The ground
plane and dielectric substrates extend to infinity in the z and y directions.



- Microstrip Patch

~ Ground plane

Aperture on ground plane

Transverse slot on CPW

CPW feed line

Figure 1: The structure of a slot coupled and CPW fed patch antenna.

By using equivalence principle, the original problem may be changed to
an equivalent one which is shown in Fig 4. J, denotes the induced current
on the patch. The slot and the coplanar waveguide are closed by conductor
such that the original structure is separated to 3 regions. In order to keep
the same field distribution as the original one, magnetic surface currents
Map must be added on the surface of the slot and also M;,. the equivalent
incident traveling magnetic current mode on the CPW, and M; the induced
equivalent magnetic current on the CPW due to the field scattered by this
structure. Furthermore, M,, satisfy

M,, = % x E,,. (1)

Let region a denote the lower dielectric slab, region b denote the upper
dielectric slab and region c denote the free space below the CPW. The total



Al

Region a

/ Conductor

Region d CPW line(not shown)

Figure 2: The structure of a slot coupled and cavity backed patch antenna.

electric and magnetic fields can be represented by superposition of fields due
to the various currents as following equations:

EP' = Ey(Mine) + Eo(My) + Eo(Mayy) (2)
H = Hy(Mige) + Ho(My) + Ho(M,,) (3)
Eft = By ) = B o) (4)

HlfOt = Hb(Jp) - Hb(Map) (5)

Ett = —E.(Min.) — E.(M;) (6)

H = —H, (M) — H.(M;) (7)

Each field in equations (2)-(7) can be represented by dyadic Green’s function
for each structure such as

Eb(MaP) = // GbEM (:IZ, Y, z|x07y0a ZO) ' Map dmO dyo, (8)

slot

where G, is the electric field at (z,y,2) due to an infinitesimal magnetic
current at (zo, o, 20) radiating in the presence of a grounded dielectric slab.
This and other Green’s functions needed for the analysis are obtained by



using spectral domain methods so that

C:E”(;z‘ Y, z|Zo. Yo, o) / QEV ) - ekxlr=70) ahy(v=0) dk, dk,.

9)

Three coupled integral equations are obtained for the three unknown

currents My, J,, M,, by enforcing the boundary conditions: 1) H'*" is con-

tinuous on the CPW 2) H'" is continuous through the slot, and 3) E**" =
on the patch. That is,

Ey(J,) — Ey(M,,) =0 on the patch (10)
H,(Mine) + Hy(My) = —H.(Mye) — H.(My) on the CPW (11)
Ho(Mine) + Ho (M) + Hy(Myy) = Hy(J,) — Hy(M,,) on the slot. (12)

Galerkin moment method is used to obtain the integral equations linking the
unknown currents in region a and b.

The unknown currents are formulated by choosing expansion functions
as follows:

_ Ny  _

Jo(zy)= T I (z,y) (13)
_ Nap
Mﬂp (I, y) Z Ma (x,y) (14)

My (z,y) = ZMlMl(w 3/)+23M2 2 (2,y) + RMreg (2,y), (15)

where M,.; is the reflected traveling current mode on the CPW, M} is the
high order modes near the end of the CPW, M? is the high order modes on
the transverse slot on the CPW.

Define an inner product

(F,G), / F.Gds. (16)

The three boundary conditions lead to

[Z°]11°) + [T*][MP] = 0 (17)
[CNTY + (Y] + (Y [Mo] + [Y ) [MP] + [Yer2) [ M?)

4



e R(Y P 4 5[y

YU+ M 4 VRO

YA = 1 (7] -
YRMY 4 VMY 4 Ve ROV +
el (2] = )

Y2 [Aer] = —

Y = (= M7 Ho(M3))

yfnn = (- —;va Hb( —sp))ap

Yooa = (= M7, Ha(My))ap

Yoo = (= M7, Ho(M7))ap

Y. = (=M, Ho(M€))ap

Yoi: = (=M Ho(M?))ap

Yrin = (=M, (Ha + Ho)(My))
Yoin = (= My, (Ha + Ho) (M)
Y = (=M, Ha(M77))1

Y = (=M, (Ho + Ho)(My));
Y = (=Mps, (Ho + Ho)(M)) 4
Y = (=M, (Ho + Ho) (M)
Y = (=M, (Ha + Ho)(M?));
Yo = (= Mo, Ho(M;7)) 5

Y = (=M, (Ho + Ho) (M)
Y = (= My, (Ho + Ho)(My));
Znn = (=Imy Eo(J7))s

trin = (Js Eo (M),

Coun = (M3 Hy(T2))ap

L= 07,05, Iy,

1 _ 1 1 1
Mn —M17M27""MN1

2 __ 2 2 2
Mn -M]7M2""’MN2

ap __ ap ap ap
Mn _Ml ’M2 v"'vMNa,,

inc

The last two equations come from the boundary condition 2.
and vector elements are defined as follows:

Nop X Ngp
Nap X Nop
Nop x Ny
Ngp x N,
Ngp x 1

Nyp x 1
Ni+1x N
Ni+1x N,
Ny +1 X Ngyp
N +1x1
N +1x1
Ny x Ny

Ny x N,

Ny X Ngyp
Ny x 1

Ny x1

Ny x Ny
Nap X Ny,
Nap X Ny
Ny x 1

Ny x 1

Ny x 1

Ngp x 1

N ,'2.5]

matrix
matrix
matrix
matrix
vector
vector
matrix
matrix
matrix
vector
vector
matrix
matrix
matrix
vector
vector
matrix
matrix
matrix
column vector
column vector
column vector

column vector

(20)

The matrix

L DD NN NN NN NN
O © 00 = O O A~ W

[N
—

o — O © 00 3 O Ut =W
e v v v v v v v e v v v v v e v v v S e — e

R R T e T T e N e N T e T S N e e T e e N T
> (%]
w (3]



(1)

Note that on the CPW extra higher order current mode is used as a test func-
tion to avoid using traveling current mode such that computation complexity
1s reduced. From reciprocity. the following relations exist.

Yoii = Yl (45)
Yrmn = Ynim- (46)

Recast some of the quantities above into new forms:

M!?

(M) = | M? (47)

VincR
Yl,] }/1,2

[le] = [ Y2l y?2z2 ] (48)
[ Yl,c

[Y12,c] = Y2,c l (49)
s yl,s

v = | 1o (50)
r Yl,ap

[le,ap] = L y2ap ] (51)

[Ytot] — [Y12|Y12,c + ]'Y12,s] ( )
[Yap,l2] — [Yap,l!yapﬂ] ( )
[yor] = [ve + Y] (54)
[Yap,tot] — [Yap,IZIYap,c +jyap,s] ( )
(V7] = = Vine([Y13] = 5[Y"**]) (56)
[M") = =Vine([Y 2] = j[Y*P4]). (57)

Substituting the above equations to (17)-(20) and rearranging yield

[Y12,tot] [Mtot] + {Y12,ap] [Map] — [Vinc] (58)
[Z°[1°] + [T*][M**] = 0 (59)
[COII°] + [YeP)[Me?] + [YoPtof] [ M) = [MFme). (60)



Solving (H%)-(60) simultaneously. we get

1 = 2T il
[‘,\[tot] — [y’l‘Z.tot]—l([",'inc] _ [)V'IZ.GP][A](lp]) ((].2)
[A]ap] (D/alp] _ [Cb][Zb]_l[Tb] _ [),'ap‘tot][)'lﬂ.tot]—l[)r'llap])—]

([A,jmc] _ [}rap,tot][)/l'l.tot]—][‘,’znc])‘ (()“

Such the unknown quantities [M®?], [M'"] and [I*] are solved in terms of
matrix equations (61)-(63).

Assume the CPW is very narrow such that only y-directed magnetic cur-
rents exist, i.e. Mine, Myos and M; only have y component. Also assume the
slots on ground plane and CPW are small such that only z directed magnetic
currents exist. the current modes on patch are the same as that in [1] and
are not shown here. The incident and reflected currents are represented by
traveling current mode which is the fundamental CPW mode. The traveling
current mode is further separated to sine and cosine part as follows

Milay) = §(M(2,9) ~ M(2,) (64
Meeg(z,y) = JR(M (z,y) + 7 M*(z,y)), (65)
where
. B fo(z) coskey(y — L), for —m)\e—%f <y—-L< -2
M(z,y) = { 0, elsewhere 166)

s _ fe(z)sinke,(y — L), for —mA. <y—L<0 ,
M(z,y) = { 0, elsewhere (67)
Wlf, for % <z< % + Wy
fo(z) = v_v_lf’ for —-S5>z>5_Ww; (68)
0, elsewhere.

ke, 1s the propagation constant of the fundamental mode of CPW. It is de-
rived by the method of [5]. A, is the equivalent wavelength. m is a parameter
to be chosen. The Fourier transforms of M¢ and M* are

eikymie _ 1

~ e ~ . Ae _
M® = fike e’ (% L) T
e Y

(69)



and
(;]kym,\, —1

M= [hege b (70}
k2 — 1:;/

where f, i1s the fourier transform of f, and

. ﬁcos kx(‘; + Wy) = cos L'Jg

k) =
Jalks) W, ke

(1)
Most of the basis functions are represented by piecewise sinusoidal(PW'S)
modes(see Fig 5) as follows.
For M! not on the boundary of the slot,
M = { fﬂfz(x)ﬂgh__wu for |y—ya| <h

sin kh ’
0, elsewhere

(72)

n

and k is chosen to be (ke, + ko)/2, h is half of the width of the PWS mode.
The fourier transform of M is

2ke=ikv¥n cos k,h — cos kh

- "
T k = T T .
For M} on the boundary of the slot,
i fo(z)lbislzl o for g by <y <y,
M, = §fo(z)2leclizml) - for g <y <yt by (74)
0, elsewhere
and
~ ~ : kelkvh — k cos khy — jk, sin kh
Mg ky) = folky)e kv SRR
n( ) y) f ( )C \‘ sin kh](k2 _ kz)
ke=kvh2 _ f cos khy + Jkysinkh, -
sin khy(k? — k2) ' (75)
For M? not on the boundary of the CPW,
i = [ W= for Jeda,|<h (76)
" 0, elsewhere ’



where v

for -2 <y <
fy(y) = ‘ . 2 - (i)
0, elsewhere.

k is chosen to be (ke + ko)/2 and
2k cos k.h — cos kh

M2(k, k) = f (k)2 cos by . 78
‘”n(l‘rvky) fy(}”y) COSI”T‘T”Sinkh /‘.2_}\.3 ) (‘ )

where fy is the fourier transform of f, and
~ sin k, %2
fy(ky):"'g—py_vzi- (79)
v 2
For M? on the boundary of the CPW,

- . 2k cos(kphy — kyx,) — 2k cos khy cos kyx,, — 2k, sin khy sin kyz,
MZ(krﬁ ky) = fy(ky) sin khl(k2 _ k2)
+2k cos(kzhy + kpz,) — 2k cos khy cos kyz,, + 2k, sin khy sin kyz, (80)
sin khy(k% — k2) '

For M,,
sink(h — |z — z,|)

sin kh (81)

MZP = Zfy(y)
k is chosen as that of [1], and

2ke=7%+%n cos k h — cos kh
sin kh k* — k2

Since there are poles in the Green’s functions. Pole extraction method
[3] is used. The integrand always takes the form

Pis
I'= / 0 k s1nk dﬂdﬁd(ﬁ (83)
where k, = \/k? — B2. Rewrite [ as

o _ G f(k,9)2k*/8B
= / / [k sink,d p? — k2 pdbds

+ / T / S ﬂf L 2k2dﬂd¢, (84)

where G" is the residue of 1/(k, sin k.d) at 8 = k which is equal to —1/2kd.
The third term of / can be evaluated analytically, which is equal to 2™ f(k, ¢)G"(—jmk)dés.

Mr‘:p = fy(ky)

(82)
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3 Combination of Finite Element Method and
Moment method

The schematic of the cavity-backed patch antenna and feed line is shown in
Fig. 6 with impressed and induced currents indicated. Following the same
notation and procedure as the previous section, the boundary conditions can
be expressed as

Ho(Mie) + Ho (M) + Hy(My,) = — Hy( M, ) Hy(M;) on the CPW  (85)
Hy(Mine) + Ho(Mp) + H (M) = H(M,) — H.(My,) on the slot (86)
—Hy(M,) = H(M,) — H.(M,,) on cavity opening,

(87)

where subscrlpts a,b,c and d denote the regions shown in Fig 2, and M;,..
M;, M,, and M, are the equivalent sources shown in Fig 7. The fields in
the cavity are obtamed by using finite element method, which is shown in
appendix. Greens function technique is used to obtain the fields in other
regions.

Since the structures of Fig 1 and Fig 2 only differ in the cavity and patch
parts, only small modification is necessary to the formulations in previous
section. Thus, the following matrix equation is obtain.

[YO)[M?P] = —[Y?)[M?) + [Y 7] [M*] (88)
(YIMP) + [V ][M2] = [Yo2P)[MP] + [Y T[] + [Y ][ M)
+Vine R([Y*P] + [V *P*]) = =Vine([Y 7] = 5 [Y ) (89)
YEIMY + [YRAIMP) + Vine (Y] + 5[V )
YR MP) = = Vi (Y] = 5 [Y]) (90)
[Y2H[MY) + [Y22)[M?] + Vi R(Y ] 4+ 5 [Y*))
HY2PIM] = Vi ([Y 2] = 5[YV*°]). (91)

The definition of the matrices and vectors which are different from pre-
vious section are shown as follows:

Ymn = (=M}, Hy(ME)), Ny x N, matrix (92)
Y = (=M7, Ho(M])), N, x N,  matrix (93)
y:npn = (_ ;pa HC( sp )ap Nap X Nap matrix (94)

10



yrt = (= MT H M, Nap > N, matrix (99

JmT

gt = (= MPOHA(MM)), N, x N, matrix. (96)

Equations (93)-(96) are calculated by finite element method which is shown
in appendix.
Recast some of the quantities above into new forms:
Yil=["+4y"] N,x AN, matrix (9
Yo =[y* +y*] Ng x Nop matrix. (98)

Substituting the above equations to (88)-(91) and rearranging yield

[Yiod[M7] = [Y?*][M°] (99)
[Y12,tot][Mtot] + [YI?,ap][Map] — [Vinc] | (100)
[Yod[Mer] = [YerP)[Mer] 4 [Yer [ M) = [Me]. (101)

Solving (99)-(101) simultaneously, we get

(M?] = [V [YP)[M°) (102)
[Mtot] — [Y12.t0t]-1([vinc] _ [Y12,ap] [Map]) (103)
(M) = ([Yigd] = [YPP)[Yo ] 7 [YP7) = [Yor[y 12 eI [y 1 2er)) =

([Minc] _ [Yap,tot][ym,tot]-—l[Vinc]). (104)

Such the unknown quantities are solved.

4 Numerical Results

Since the CPW line is very narrow, only y-directed magnetic currents are
used to model the currents on it. Also assume the aperture on the ground
plane and the transverse slot on the CPW are narrow enough that only z-
directed magnetic currents are necessary to model the currents on them. The
currents on the patch are assumed to be only y-directed too. The incident
and reflected currents are represented by traveling wave modes which are the
fundamental CPW modes. It is further separated to sine and cosine parts
as in [1]. Since infinite traveling wave modes produce extra poles in spectral
domain, it is truncated at sufficient large distance from the end of the CPW.

11



The cosine part of the traveling wave mode is ended at a quarter wavelength
from the end of the CPW to avoid a not zero current at the end of CPW. The
propagation constant of the fundamental mode of C'P\W is calculated by the
method of [5]. Although there is a small imaginary part in the propagation
constant, it is not taken into account because it 1s much smaller than the
real part. Typically, the ratio is smaller than 1/100. The dimension of the
structure is the same as [6] as shown in Fig. 3. All the basis functions used
are piecewise sinusoidal(PWS) modes.

Fig. 8 shows the variation of the amplitude of S1; v.s. the number of basis
functions used on CPW. Good convergence is reached with 7 basis functions.
Fig. 9 shows the amplitude of Sy; v.s. frequency.

After the correctness of the analysis of section 2 is confirmed by compar-
ison of the numerical results with other methods, the finite element method
part will be included in the programs to analyze the cavity-backed patch
antenna.

12



Appendix

A  Finite Element Formulations

In the cavity, the magnetic field satisfies

1 _ o
—V x H,) = jwu H.. (105)

Jwe,

V x (-

Let ¢; denotes the test functions. Integrating the test functions with equation
(105) in the whole volume of the cavity leads to

HIE (- v« A -budv— [ [ [Goneli-6)de =0, (106)

Jwe,

Ve Ve
Integration by parts the first term in (106), we obtain:

///(— ,l \Y XI:IC)-Vx&dv—/‘//(jwucl_]c-d—)i)dv
jwee
Ve Ve
://(ﬁ,xEC)-<£,»ds:-//MC.q§,-ds, (107)
S S

where S is the surface of the cavity. Because the cavity is surrounded by
conductor except the slot and the opening around the patch, M, is M, or
—M,,. Let H, represented by basis functions @,

A=Y 0. (108)

Then the following equations is obtained

H(M.,) = [®][S][M*] (109)

H(My) = [2][P][M?]. (110)

Where [®] = [®,9;®;--] is a row vector, [P] and [S] are Ng x N, and Ng x N,

matrices respectively. Column j of [S] and [P] are the finite element solutions
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of equation (107) due to M and M7 respectively. Now we can express

YL Y P (Y P] and [Y7¢] as follows:
J

1) = [07]s]
7] = (077
1] = (0[P

where

o = (-

B Green’s Functions

The spectral domain kernels that are used for the Green’s functions of the
analysis are presented below. The following definitions are used in the ex-

pressions:
kg = w2,uoeo
ko = (etkg — B*), Im{ki} < 0, Re{kio} > 0
ki = (kg — B7)'12, Im{ky} < 0, Re{ky} > 0
ky = (k§ — 852, Im{k;} <0, Re{ks} > 0
B2 =k + K

Teb = kyp cos(kipdy) + k2 sin(kypdp)
TP = e ky cos(kypdy) + jks sin(kypds)
Zo = (po/€0)""?
The required kernel functions are listed below.
For GbEJyy(x’ Y, db|$07 Yo, db):

Zo

b .
QEJyy(kI’ky) = —]471'2]60

(k2 — k2)ky cos(kypdy) + 5 (k3 — k:)klb sin(kyds)

T
X sin(klbdb)

14
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For (}'}’,er(a‘. y.0lz0.y0. dy):

1 —(f/\flbk-z cos(hypdy ) + ].(/\';)((i — 1) = k5 sin(hyp

Q;{J:ry(kl“ ky) = 12 T;"Tf;
(126)
For G'ypz. (. 3. 020, 30, 0):
Qhorho) = i gy DI = 1) 4 (4 =
x{klbk;)(ei + 1) sin(kypdy) cos(kypdy)
+7 (€2 k2 sin? (kypdy) — k2, cos?(kyyds))}] (127)

For GbEMyr(xv Y, db|$07 Yo, O)

Q%Myr(kxyky)(krvky) = _Qt]){_]xy(kr,ky) (128)

For Gp4.(2, 9,070, 90, 0):

Jweg s 19 cos(ky.d,)
a . — etk — —_— 129
QHMarz(k-’C’ ky) 47r2kg (€'rk0 kx) kla sin(klada) ( )
For G a1y, (2,9, 0|0, Yo, 0):
. _ JWE aia oy cos(k14d,)
QHMyy(kl"ky) - 47('2]98 (erkO ky) kla sin(klada) (130)
For G¥pz.(2, Y, d| 2o, ¥o,0):
a jU.)C() a1,2 2 1 ‘
k) = o (R R 1
QHM:M:(k ky) 47r2k§ (érkO kl‘) kla sm(klada) (13 )
For G pr0, (2, 9,020, 90, 0):
—Jwey cos(k14d,)
HMay( Koy by) = ——= - (koky) - ———~ 1
QHMz:y( ’!/) 47l'2k3 ( y) kla S]n(klada) ( 32)
For G p1y2(2, 9,020, Y0, d):
—Jweg 1
7 kr» k = 5 kl-k T
QHMy:L‘( y) 47r2kg ( y) kla S]n(klada) (133)
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For G';“,Ty(;r‘]/.O‘.z'o.yo.()):

WEQ 1
Qynryel ke by) = —57 - (heky) - — (134)
HMy y 471,2}‘,(2) y A'E
For G%aee(®, 9. 0]20. y0. 0):
—WeEp 2 2 | .
S kpek)) = —— - (ki = k%) — 135
QH]U:C:.‘( y) 47r2ké) ( 0 r) l\"z ( ))
For G%Mw(z,y,0|x0,yo,0):
—Weq 9 o o
g keky) = —— (ks — k) - — 13
QHMyy( ) y) 47'{'2}66 ( 0 y) k-z ( 6)

Because of reciprocity and symmetry, the following equations also hold.

GHmaze(7,Y, d|T0, Yo, d) = GHMzz(x ¥, 0|z, Y0, 0)
Gy, (T2 Y, dT0, Yo, d) = y(w y,0]zo, Yo, 0)
Gmee(2,9,d]20,90,0) = Gyprz.(2, ¥, 0|20, Yo, d)
Ghmay(T, ¥, 20, Y0,0) = Gprya (25 Y, 020, Y0, d)
Gmay(2,9, 0120, Y0,0) = Garya (2,9, 020,90, 0)

( )= ( )

G.CHMxy z y70'x07y07 GHMy:(,‘ z y,0|x0,y0,0
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Figure 5: The PWS modes on the CPW.
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Figure 6: The schematic of the original problem.
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Figure 7: The equivalent problem after closing the opening above the cavity
and slot by conductor. Suitable magnetic currents are added to ensure the
equivalence.
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Figure 8: The amplitude of |Sy;| v.s. number of basis functions on the CPW.
Ny, N, and N; are as shown in figure. 5 PWS modes are used on the patch,
3 on the transverse slot, 5 on the aperture. The PWS modes on the CPW
extends from the end to 3/4 wavelength. The traveling wave mode extends

3 wavelengths.
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Figure 9: The amplitude of |Sy;| v.s. frequency. Ny, N, and N, are 3, 0 and

4 respectively. Other parameters are the same as Fig. 8.

22



