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A calorimeter-spark chamber system was used to collect data on several hundred proton-nucleus interactions above 100 GeV using targets of C, Al, Fe, Sn and Pb. The average charged prong multiplicity is found to depend on atomic mass number as \( \langle n_c \rangle = \langle n_c \rangle (p-p) A X \) where \( x = 0.129 \pm 0.004 \), with the dominant increase in multiplicity occurring in the backward (p-p c.m.) hemisphere. The value of \( x \) shows no significant energy dependence.

A cosmic ray experiment is reported on interactions of hadrons (mostly protons) of \( E > 100 \) GeV with nuclei of C, Al, Fe, Sn and Pb [1]. Data were collected on charged prong multiplicities and angular distributions from a total of 500 nuclear interactions in the four metallic targets. Two separate sets of data of the same sort were taken with a carbon target [2, 3]; the definitive set included 355 target interactions. The nucleus may be considered to be a microscopic laboratory for investigations of the space-time development of the final state of a proton-nucleon interaction [4-10]. Thus, exploration of the variation of inclusive parameters of proton-nuclear collisions as functions of nuclear mass number and energy might elucidate various theoretical models of the nucleon-nucleon interaction. In addition, a systematic phenomenological understanding of these parameters may be of value in interpreting other high energy phenomena involving nuclear targets, such as extensive air showers and data on high energy muon or neutrino interactions [11-13].

The experiment employed the apparatus described previously at Echo Lake, Colorado at an elevation of 3230 m [14]. The detector included wide gap spark chambers of \( 4 \) m\(^2\) area above and below the target, an ionization calorimeter of 1170 g cm\(^{-2}\) of iron, and an array of air-shower anticoincidence counters. The apparatus, which had an admittance (geometrical factor) of 0.94 m\(^2\)sr, is depicted schematically in fig. 1. Each metallic element studied was in the form of 6 plates, each \( 106 \times 212 \) cm\(^2\), stacked vertically with about 15 cm vertical spacing. The carbon target was in the form of a single rectangular layer \( 203 \times 183 \) cm\(^2\).

The final data sample contains only events with hadronic interactions in the target which exceeded a threshold energy cut and satisfied fiducial boundary conditions. For each event the space angles of the incident particle, the vertex coordinates of the interaction, and the projected angles of the reaction products with respect to the incident particle were obtained\(^{41}\).

Several systematic biases required correction in the data analysis. These included four classes of effects.
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Fig. 1. Vertical section of the experimental configuration. (Shower counters are around the target and are not shown explicitly in the diagram). The absorber material in the calorimeter is iron.

(I) Overestimation of multiplicity of tracks due to secondary interactions, $\gamma$-ray conversions, and $\delta$-ray production below the event vertex.

(II) Underestimation of multiplicity due to stopping of low-energy particles in the target and to spark chamber inefficiencies. The observed tracks did not generally include nuclear fragments because of the target thickness. Tracks separated by less than 2 mr were not resolved, and some wide-angle tracks escaped the sensitive volume of the spark chambers. A more serious bias was the spark chamber inefficiencies for larger-angle tracks and high multiplicity events. A major effort was made to systematically calibrate and evaluate these inefficiencies and to correct for them\(^2\).

\(^2\) These chamber inefficiencies account for the discrepancy between the published Echo Lake hydrogen data and the subsequent FNAL bubble chamber results on average charged multiplicities. Subsequent reanalysis including results of this inefficiency evaluation has greatly improved the agreement between the two sets of hydrogen data, as reported in refs. [1] and [12] and in University of Michigan report UM HE 73-21.

(III) Underestimation of energy by the calorimeter. Besides a systematic shift in energy calibration resulting from unsampled energy losses, the energy of some events was sampled by the calorimeter less efficiently than others, due to escape of large angle prongs from the fiducial volume of the calorimeter. This resulted in a steep decrease in number of events with increasing vertical distance of the event vertex from the calorimeter and increasing atomic weight of the target.

(IV) Beam contamination: From earlier studies, it is known that about 30% of the incident charged hadrons which trigger the system are pions. No correction has been made for this effect, and the analysis was carried through assuming only incident protons.

In order to correct for these systematic biases, two somewhat arbitrary but reasonable Monte Carlo models were constructed for p-nucleus interactions and events were generated with them from each of the target elements. The known experimental biases were then applied to these events and the resulting distributions compared with the experimentally observed events. Finally the observed distributions were modified by the inverse of the effects of the experimental biases thus determined. The Monte Carlo models assumed a proton-nucleon interaction in the target nucleus with a final state given by the observed properties of p-p collisions. The on-going beam nucleon was then allowed to interact within the nucleus one or more times, while the other produced particles were assumed to escape the nucleus without subsequent interactions. The two models differed only in the maximum number of intranuclear collisions allowed for the beam nucleon. This procedure of corrections to the biased data based on an empirical Monte Carlo model is dangerous, as false aspects of the model might bias the corrections to the data and still produce superficial agreement with observables. A measure of the uncertainty introduced by the Monte Carlo corrections is gained in comparing the raw data on average charged multiplicity with the corrected values. The errors indicated on the graphs and tables are statistical only and do not reflect these systematic uncertainties.

The results on average charged multiplicity from table 1 are given in fig. 2a in terms of the parameter $R$ as a function of atomic weight $A$, where $R(A) = \langle n_e \rangle_{(p-A)}/\langle n_e \rangle_{(p-p)}$, and the quoted energy is an average for each contiguous bin. The value of $\langle n_e \rangle_{(p-p)}$ is
<table>
<thead>
<tr>
<th>Target element</th>
<th>Thickness of the total target in g/cm²</th>
<th>Average energy in GeV(a)</th>
<th>No. of interactions</th>
<th>Average charged multiplicity (raw data)</th>
<th>Monte Carlo(b) corrections Model A</th>
<th>Model B</th>
<th>Corrected average charged multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>17.54</td>
<td>85</td>
<td>121</td>
<td>6.04 ± 0.28</td>
<td>1.30</td>
<td>7.89 ± 0.34</td>
<td>1.26 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>105</td>
<td></td>
<td>7.80 ± 0.35</td>
<td>1.30</td>
<td>10.13 ± 0.42</td>
<td>1.48 ± 0.09</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>68</td>
<td></td>
<td>8.24 ± 0.54</td>
<td>1.39</td>
<td>11.44 ± 0.64</td>
<td>1.55 ± 0.10</td>
</tr>
<tr>
<td></td>
<td>379</td>
<td>61</td>
<td></td>
<td>7.63 ± 0.43</td>
<td>1.61</td>
<td>12.28 ± 0.83</td>
<td>1.40 ± 0.11</td>
</tr>
<tr>
<td>Al</td>
<td>20.67</td>
<td>160</td>
<td>70</td>
<td>7.67 ± 0.42</td>
<td>1.47</td>
<td>1.46</td>
<td>11.25 ± 0.76</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>67</td>
<td></td>
<td>8.55 ± 0.51</td>
<td>1.48</td>
<td>1.53</td>
<td>12.87 ± 1.18</td>
</tr>
<tr>
<td></td>
<td>520</td>
<td>24</td>
<td></td>
<td>8.08 ± 1.05</td>
<td>1.67</td>
<td>1.80</td>
<td>14.02 ± 2.49</td>
</tr>
<tr>
<td>Fe</td>
<td>29.98</td>
<td>160</td>
<td>60</td>
<td>8.66 ± 0.53</td>
<td>1.41</td>
<td>1.42</td>
<td>12.25 ± 0.89</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>68</td>
<td></td>
<td>10.28 ± 0.61</td>
<td>1.29</td>
<td>1.28</td>
<td>13.21 ± 1.16</td>
</tr>
<tr>
<td></td>
<td>520</td>
<td>26</td>
<td></td>
<td>9.96 ± 1.05</td>
<td>1.59</td>
<td>1.64</td>
<td>16.05 ± 2.90</td>
</tr>
<tr>
<td>Sn</td>
<td>27.85</td>
<td>160</td>
<td>49</td>
<td>9.77 ± 0.73</td>
<td>1.39</td>
<td>1.33</td>
<td>13.31 ± 1.13</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>51</td>
<td></td>
<td>10.72 ± 0.75</td>
<td>1.41</td>
<td>1.41</td>
<td>15.14 ± 1.40</td>
</tr>
<tr>
<td></td>
<td>520</td>
<td>11</td>
<td></td>
<td>9.09 ± 1.56</td>
<td>1.96</td>
<td>1.79</td>
<td>17.05 ± 3.60</td>
</tr>
<tr>
<td>Pb</td>
<td>32.43</td>
<td>160</td>
<td>40</td>
<td>10.42 ± 0.75</td>
<td>1.42</td>
<td>1.41</td>
<td>14.75 ± 1.41</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>39</td>
<td></td>
<td>10.54 ± 0.77</td>
<td>1.51</td>
<td>1.45</td>
<td>15.61 ± 1.51</td>
</tr>
</tbody>
</table>

\( R(C) = \frac{\langle n_c \rangle (p-A)}{\langle n_c \rangle (p-p)} \)

\( R \) is independent of energy over the interval of 160 ≤ 520 GeV within statistics, although a slow increase with energy cannot be ruled out. The Monte Carlo models alone give \( R \approx A^{0.16} \) and \( R \approx A^{0.11} \) lending further confidence to their utilization.

Angular distributions for the four heavier elements have been compared with those for carbon and hydrogen, using the variable \( \eta_p = \log \tan \theta_p \). As spark chamber inefficiencies were important primarily at large angles, the observed (raw) multiplicity was taken equal to the true multiplicity at small angles. (At 160 GeV, 90° in p-p c.m. corresponds to ~4.5° in the laboratory and \( \eta_p \) of ~1.12 for relativistic secondaries). In fig. 2b–d, average multiplicities are plotted versus \( A \) in three angular intervals. Observed average multiplicities are plotted in fig. 2b for \( \eta_p \leq -2.2 \) (very forward prongs), and in fig. 2c for \( \eta_p \leq -1.12 \). As a best measure of the average multiplicities in the backward hemisphere, these observed \( \langle n_c \rangle \) for \( \eta_p \leq -1.12 \) were subtracted from the corrected total multiplicities, and these derived backward average multiplicities are plotted in fig. 2d. From these graphs, it is seen that...
The ratio $R$ of average charged multiplicities in heavy elements to those in hydrogen versus mass number $A$. The emulsion point is the mean value of results from refs. [16–19]. The two lines are theoretical predictions from the Energy Flux Cascade Model of Gottfried [4] and the Coherent Production Model of Fishbane and Trefil [6]. The carbon point is represented by a separate symbol as that data was analyzed somewhat differently. The average energy is 160 GeV, and only statistical errors are shown. (b) Observed charged prong average multiplicities for very small angles, $|\eta_p| < 2.2$, versus $A$ for the 160 GeV data. (c) Observed charged prong average multiplicities for the “forward hemisphere”, $|\eta_p| < -1.12$, versus $A$ for the 160 GeV data. (d) Observed charged prong average multiplicities for the “backward hemisphere”, $|\eta_p| > -1.12$, versus $A$ for the 160 GeV data (see text).

$\langle n_c \rangle$ in the very forward direction is nearly constant and close to unity, indicating a “leading particle” in all targets. From fig. 2c and 2d $R = 4.0.084 \pm 0.006$ for the forward hemisphere and $R = 4.0.167 \pm 0.008$ for the backward hemisphere. From these data we conclude that the primary increase in multiplicity with $A$ comes from particles produced at larger angles.

The most obvious theoretical models, e.g., wherein each secondary may independently initiate a secondary cascade, predict much too rapid a rise in $\langle n_c \rangle$ with $A$. A coherent production model gives closer agreement with the data [6], however, p-p bubble chamber data suggest that only a minority, $\sim 20\%$ of the inelastic interaction, proceeds through this (diffraction or fragmentation) channel [20, 21]. The best fit seems to be to the Energy Flux Cascade model of Gottfried [4], as indicated in fig. 2a. Caution should be exercised in comparing data with these theoretical models as various authors differ in their formulation of $\bar{n}_A$, the average number of nucleon interactions with a nucleus, as a function of $A$. Varying $\bar{n}_A$ within reasonable limits can alter the model predictions as much as more fundamental changes in the models.

The first systematic attempt to study the variation of inclusive parameters of strong interactions with nuclear size at high energies confirms the remarkably slow increase in $\langle n_c \rangle$ with $A$ as suggested by earlier cosmic ray data [22–25]. We believe that more detailed accelerator experiments of this type will shed further light on the early-time development of the final state of the p-p interaction.
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