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Operating System: MTS
Program language used: FORTRAN
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No. of cards in data deck: 7423
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Nature of physical problem
Reduced SU(3) x-particle coefficients of fractional parentage (CFP) are calculated, for any nuclear shell and arbitrary shell model states in an SU(3) x SU(4) or an SU(3) x SU(2) scheme. These CFP together with the SU(3) coupling coefficients available with the code of ref. [1] make it possible to perform standard shell model calculations in the SU(3) scheme.

Method of solution
Raising and lowering operators of SU(3) and SU(4) are used to construct explicitly shell model states of good SU(3) x SU(4) symmetry [2]. These states are written in terms of Fermion creation operators. Overlaps can then be calculated directly and lengthy recursion is thus avoided.

Restrictions on the complexity of the problem
Since the size of arrays depends strongly on the nuclear shell and the number of particles, provision is made for easy adjustment of dimensions. However, the number of components of a highest weight state in the many-particle basis should not exceed 200 or else truncation error may accumulate.

Typical running time
It is a critical function of the nuclear shell, the number of particles, as well as the options selected.

Unusual features of the program
All the large integer arrays which store numbers that are always less than 256 start with the letter “L”. Therefore in IBM 360/370 or similar operating systems advantage may be taken of the statement IMPLICIT INTEGER*2(L) to save up to 35% of high speed storage.

References
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1. Introduction

We describe below a versatile FORTRAN program which calculates reduced coefficients of fractional parentage (CFP's) in the SU(3) × SU(4) scheme. A precise definition of these CFP's (also called triple barred matrix element) can be found in eq. (7) of ref. [1]. These reduced CFP's can be converted to ordinary CFP's in the angular momentum scheme by simple multiplication with an SU(3) ⊗ R(3) reduced Wigner coefficient. The reduced CFP's together with SU(2) and recoupling coefficients available through the code of Akiyama and Draayer [2] make it possible to perform challenging shell model calculations in the SU(3) scheme [3]. Spectroscopic amplitudes for many-particle transfer reactions are easily obtained from these reduced CFP's [4].

Because of the non-recursive nature of our formulations (see appendix A of ref. [1]), the program calculates with equal ease one or many-particle CFP both at the beginning or in the middle of a shell.

The program was written for applications in the nuclear shell model and it is intended to accommodate the needs of a great variety of users. Care has been exercised to ensure generality.

The program allows calculations to be performed in:
(1) Any major oscillator shell.
(2) Both neutron—proton formalism (NPF) or full spin—isospin formalism (FSIF) are acceptable.
(3) Optimization available for the prolate or oblate limit is obtained by calculating the CFP from the highest weight state (HWS) or lowest weight state (LWS) respectively.
(4) No SU(4) coupling coefficients are needed since both the parent and daughter states can be lowered in SU(4) according to the needs of a particular user.

2. Method of calculation

Our states are classified according to the irreducible representation (IR) of SU(3) × SU(4). The subgroup chains used are: SU(3) ⊗ SU(2) × U(1) and SU(4) ⊗ SU(2) × SU(2). For the meaning of the quantum numbers associated with these chains see refs. [5] and [6]. The availability of the SU(3) ⊗ R(3) Wigner coefficients makes it possible to perform all calculations in the simpler SU(3) ⊗ SU(2) × U(1) scheme; since conversion to the physically relevant angular momentum scheme involves only multiplication of a reduced CFP by an SU(3) ⊗ R(3) Wigner coefficient.

Throughout this section we shall assume that the full spin—isospin formalism (FSIF) is used.

Restriction to the simpler neutron—proton formalism (NPF) is obtained by substituting SU(4) by SU(2) and dropping $P'$, $P''$, $T$, $M_T$, $M_E$ while replacing $P$ by $S$.

2.1. Single particle levels

For any given major oscillator shell we introduce a single particle index $j$ which is used to number the single particle orbits. See eq. (A.2) of ref. [1]. This is illustrated in fig. 1 for the sd-shell. A one particle state is then written as:

\[ |jangle \equiv a^+_e a^+_M a^+_s a^+_T a^+_M |0\rangle, \]

where $|0\rangle$ is the vacuum (i.e., closed shell) and $a^+$ is a Fermion creation operator. Note that we have dropped the SU(3) label since it is implied by the nuclear shell in consideration. Similarly we have dropped the SU(4) label since it is implied by the permutation symmetry [1].

Acting on these single particle states with an SU(3) or SU(4) raising (lowering) operator we obtain another state times a normalization coefficient, for example:

\[ A_{2\times}(6) = \sqrt{2} |2\rangle, \]
\[ A_{2\times}(18) = 0, \]

where $A_{2\times}$ is the SU(3) raising operator that lifts a

\begin{align*}
(\ell 2^h 2^m M_j) \\
(-2 2 -2) & \begin{array}{cccc}
\otimes & 22 & \otimes & 24 \\
17 & 18 & 19 & 20 \\
13 & 14 & 15 & 16 \\
\end{array} \\
(-2 2 2) & \begin{array}{cccc}
\otimes & \otimes & \otimes & \otimes \\
9 & 10 & 11 & 12 \\
5 & 6 & 7 & 8 \\
\end{array} \\
(1 1 -1) & \begin{array}{cccc}
\otimes & \otimes & \otimes & \otimes \\
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
\end{array} \\
(1 1 1) & \begin{array}{cccc}
\otimes & \otimes & \otimes & \otimes \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{array} \\
\end{align*}

Fig. 1. Numbering of the single particle levels for the sd-shell. The single particle index $j$ runs from 1 to 24.
quantum from the $x$-direction into the $z$-direction. This numbering and the explicit construction of these operators is done in SUBROUTINE LEVELS.

2.2. Construction of the many-particle basis

In this section we introduce a many-particle basis in terms of which states of good SU(3) $\times$ SU(4) symmetry can be expanded. We use the fact that the quantum numbers $\epsilon, M_A, M_S, M_T$ and $M_E$ are additive to define as our $n$-particle basis all those states which have a definite value of total $\epsilon, M_A, M_S, M_T$ and $M_E$, that is, all those states of the form

$$|\epsilon M_A M_S M_T M_E \rangle = |j_1 \rangle |j_2 \rangle \ldots |j_n \rangle$$

$$\equiv \epsilon e_1^M_A e_1^M_S e_1^M_T e_1^M_E e_2^M_A e_2^M_S e_2^M_T e_2^M_E \ldots e_n^M_A e_n^M_S e_n^M_T e_n^M_E |0\rangle,$$

such that

$$\epsilon = \sum_{i=1}^{n} e_i; \quad M_A = \sum_{i=1}^{n} M_{A_i}; \quad M_S = \sum_{i=1}^{n} M_{S_i};$$

$$M_T = \sum_{i=1}^{n} M_{T_i}; \quad M_E = \sum_{i=1}^{n} M_{E_i}.$$  \hspace{2cm} (3)

Since we write our many-particle states explicitly in terms of Fermion creation operators they become automatically antisymmetric. This many-particle basis is constructed in SUBROUTINE BASIS.

2.3. Construction of highest weight states

A state of highest weight in SU(3) $\times$ SU(4) is written as:

$$|n(\lambda \mu) \alpha (PP'P') \rangle_{\text{HW}},$$  \hspace{2cm} (5)

where $n =$ number of particles, $(\lambda \mu) =$ SU(3) irreducible representation, $\alpha =$ inner multiplicity label for SU(3), needed to distinguish multiple occurrences of $(\lambda \mu)$ in a given space symmetry; $\alpha = 1, 2, \ldots, \alpha_{\text{max}}$, $(PP'P') =$ supermultiplet labels.

The labels $(PP'P')$ together with $n$ determine uniquely the spin–isospin symmetry $[\tilde{f}]$, and since the states are totally antisymmetric they determine as well the space symmetry $[\tilde{f}]$ conjugate to $[\tilde{f}]$.

This HWS can be expressed as a linear combination of our many-particle basis states which have a definite value of total $\epsilon, M_A, M_S, M_T$ and $M_E$, i.e.:

$$|n(\lambda \mu) \alpha (PP'P') \rangle_{\text{HW}} = \sum_{j=1}^{m} C_j |\epsilon M_A M_S M_T M_E \rangle_j,$$

with $\epsilon = 2\lambda + \mu, M_A = \mu/2, M_S = p, M_T = p', M_E = p''$.

The expansion coefficients $C_j$ are determined by solving the system of linear equations:

$$(A_{0x} + A_{0y} + A_{0z} + E_{00} + E_{01} + E_{11} + E_{1-1} + S_+ + T_+) |n(\lambda \mu) \alpha (PP'P') \rangle_{\text{HW}} = 0,$$  \hspace{2cm} (7)

where $A_{0x}, A_{0y},$ and $A_{0z}$ are the SU(3) raising operators and $E_{00}, E_{01}, E_{11}, E_{1-1}, S_+$ and $T_+$ are the SU(4) raising operators (in the notation of ref. [6]).

The number of linearly independent solutions of this homogeneous system of equations is equal to $\alpha_{\text{max}}$. These solutions are orthogonal but otherwise arbitrary. The overall phase of these HWS (in SU(3) such and SU(4) is fixed by using the prescriptions given in appendix A of ref. [1]. It should be noted, however, that only non-zero components are considered. The user may compare our phase convention with any other by setting IPRST = 1 in card 1 of the input data, thus obtaining the explicit form of our HWS.

The system of linear equations is set up in SUBROUTINE RISE.

In the SUBROUTINE TRIANG linearly dependent equations are deleted, and the coefficient matrix is triangularized. In SUBROUTINE HOMEQ a set of linearly independent states is constructed. In SUBROUTINE ORTHO this set of $\alpha_{\text{max}}$ states is orthonormalized.

2.4. States of lower weight in SU(4)

Since no SU(4) $\supset$ SU(2) $\times$ SU(2) Wigner coefficients are available we cannot restrict ourselves to HWS in SU(4). Therefore, we need to construct states which have any of the allowed values of $S$ and $T$ in a given supermultiplet.

This is accomplished by operating on the HWS with the step down operators $O_{\gamma \delta}$ as defined in ref. [6].

$$|n(\lambda \mu) \alpha (PP'P') \rangle_{\tilde{f}ST} = O_{\gamma_1 \delta_1} O_{\gamma_2 \delta_2} \ldots O_{\gamma_k \delta_k} |n(\lambda \mu) \alpha (PP'P') \rangle_{\text{HW}},$$  \hspace{2cm} (8)
with

\[ S = P + \sum_{i=1}^{k} \gamma_{i} \quad \text{and} \quad T = P' + \sum_{i=1}^{k} \delta_{i} \]

\[ \beta = 1, 2, \ldots, \beta_{\text{max}}. \]

\( \beta_{\text{max}} \) is the number of linearly independent states with \( S \) and \( T \) that are contained in the supermultiplet \((PP'P')\). (See eqs. 28–31 of ref. [7].) The choice of operators \( O_{\gamma_{i} \delta_{i}} \) in (8) is not unique, however, if \( \beta_{\text{max}} = 1 \), different choices (paths) will lead to the same state except for an overall normalization constant. If \( \beta_{\text{max}} > 1 \) it is necessary to select at least \( \beta_{\text{max}} \) different “paths” in order to obtain \( \beta_{\text{max}} \) linearly independent solutions. This is illustrated in fig. 2.

The phase of the state \( |n(\lambda \mu) \alpha (PP'P') \beta ST \rangle \) is determined by the phase of the HWS and the phase of the operators \( O_{\gamma_{i} \delta_{i}} \). Again, as before, this phase can be ascertained by setting \( \text{iPRST} = 1 \) card 1.

\( \beta_{\text{max}} \) is calculated in FUNCTION IBETA. The different possible “paths” are found in SUBROUTINE PATHS. The application of the \( O_{\gamma_{i} \delta_{i}} \) operators is performed in SUBROUTINE OXYLOW.

2.5. The \( x \)-particle operator

Since it is simplest to use HWS for both parent and daughter states, the \( x \)-particle operator which connects them can have arbitrary weight and \( x \)-particle operators of arbitrary weight must be constructed.

If we write these operators in terms of Fermion creation operators we may take advantage of the fact that our states were written in a similar fashion and then the same procedure may be used. Explicitly these operators are:

\[ [a_{1}^{+} a_{2}^{+} \ldots a_{x}^{+}] (\lambda \mu) \alpha \Lambda M_{\Lambda} (PP'P') \beta ST \]

\[ = N(\lambda \mu, p, q, r) S^{\alpha} T_{\alpha} A_{\alpha}^{\alpha} O_{\alpha}^{\alpha} A_{\alpha}^{\alpha} \]

\[ \times [a_{1}^{+} a_{2}^{+} \ldots a_{x}^{+}] (\lambda \mu) \alpha (PP'P') \beta ST. \quad (9) \]

See ref. [8] for details. Eq. (9) is consistent with the SU(3) \( \supset \) SU(2) \( \times \) U(1) phase convention of Akiyama and Draayer [2].

For a given oscillator shell and permutation symmetry we have calculated once and for all the lower weight operators as given in eq. (9). These different sets of operators are supplied with the program and should be used as input data.

In the FSIF the set of operators is specified by \([x, 2P, 2P', 2P'', N]\) while in the NPF they are specified by \([x, 2S, N]\), where \((PP'P') = \text{supermultiplet symmetry of the set, } N = \text{oscillator shell, } S = \text{spin.} \)

The set of operators we supply and their SU(3) content is summarized in table 1 [9].

2.6. Calculation of the reduced CFP

We first evaluate the overlap:

\[ O_{\Lambda} = |n + x(\lambda_{t} \mu_{t}) \alpha_{t} (P_{t} P'_{t}) \beta_{t} S_{t} T_{t} | \]

\[ \times [a_{1}^{+} a_{2}^{+} \ldots a_{x}^{+}] (\lambda \mu) \alpha \Lambda M_{\Lambda} (PP'P') \beta ST \]

\[ \times |n(\lambda_{c} \mu_{c}) \alpha_{c} (P_{c} P'_{c}) \beta_{c} S_{c} T_{c} |, \quad (10) \]

with \( \epsilon = 2 \lambda_{t} + \mu_{t} - 2 \lambda_{c} - \mu_{c}, M_{\Lambda} = (\mu_{t} - \mu_{c}) / 2, \)

\( M_{S} = P_{t} - P_{c}, M_{T} = P'_{t} - P'_{c}. \)

If the row and column states are highest weight in SU(3), the total number of admissible values of \( \Lambda \), is equal to \( \rho_{\text{max}}, \) the number of times \( (\lambda_{t} \mu_{t}) \) is contained in the Kronecker product \( (\lambda_{c} \mu_{c}) \times (\lambda_{c} \mu_{c}) \).

The overlap in (10) is easily evaluated since both the HWS and the \( x \)-particle operator are expressed in terms of the same set of Fermion creation operators. The reduced CFP is then obtained by solving the sys-
Table 1
The x-particle operator set in the FSIF and NPF

<table>
<thead>
<tr>
<th>x-particle operator</th>
<th>SU(3) content</th>
<th>SU(2) × SU(2) content</th>
<th>First card *</th>
<th>Last card *</th>
</tr>
</thead>
<tbody>
<tr>
<td>[x2P2P'2P''N]</td>
<td>(λμ)</td>
<td>(2S2T)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FSIF

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[11111]</td>
<td>(10)</td>
<td>(11)</td>
<td>1</td>
</tr>
<tr>
<td>[22001]</td>
<td>(20)</td>
<td>(20) (02)</td>
<td>14</td>
</tr>
<tr>
<td>[22221]</td>
<td>(01)</td>
<td>(22) (00)</td>
<td>45</td>
</tr>
<tr>
<td>[31111]</td>
<td>(30)</td>
<td>(11)</td>
<td>75</td>
</tr>
<tr>
<td>[40001]</td>
<td>(40)</td>
<td>(00)</td>
<td>122</td>
</tr>
<tr>
<td>[11112]</td>
<td>(20)</td>
<td>(11)</td>
<td>151</td>
</tr>
<tr>
<td>[22002]</td>
<td>(40) (02)</td>
<td>(20) (02)</td>
<td>173</td>
</tr>
<tr>
<td>[22222]</td>
<td>(21)</td>
<td>(22) (00)</td>
<td>311</td>
</tr>
<tr>
<td>[31112]</td>
<td>(60) (22) (00)</td>
<td>(11)</td>
<td>452</td>
</tr>
<tr>
<td>[40002]</td>
<td>(80) (42)</td>
<td>(00)</td>
<td>968</td>
</tr>
<tr>
<td>[11113]</td>
<td>(30)</td>
<td>(11)</td>
<td>1876</td>
</tr>
<tr>
<td>[22003]</td>
<td>(60) (22)</td>
<td>(20) (02)</td>
<td>1909</td>
</tr>
<tr>
<td>[22223]</td>
<td>(41) (03)</td>
<td>(22) (00)</td>
<td>2364</td>
</tr>
<tr>
<td>[31113]</td>
<td>(90)</td>
<td>(11)</td>
<td>2882</td>
</tr>
<tr>
<td>[40003]</td>
<td>(12 0)</td>
<td>(00)</td>
<td>3770</td>
</tr>
</tbody>
</table>

NPF

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[x2SN]</td>
<td>(λμ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[111]</td>
<td>(10)</td>
<td></td>
<td>6045</td>
</tr>
<tr>
<td>[201]</td>
<td>(20)</td>
<td></td>
<td>6057</td>
</tr>
<tr>
<td>[211]</td>
<td>(01)</td>
<td></td>
<td>6069</td>
</tr>
<tr>
<td>[112]</td>
<td>(20)</td>
<td></td>
<td>6082</td>
</tr>
<tr>
<td>[202]</td>
<td>(40) (02)</td>
<td></td>
<td>6095</td>
</tr>
<tr>
<td>[222]</td>
<td>(21)</td>
<td></td>
<td>6124</td>
</tr>
<tr>
<td>[113]</td>
<td>(30)</td>
<td></td>
<td>6165</td>
</tr>
<tr>
<td>[203]</td>
<td>(60) (22)</td>
<td></td>
<td>6187</td>
</tr>
<tr>
<td>[223]</td>
<td>(41) (03)</td>
<td></td>
<td>6260</td>
</tr>
</tbody>
</table>

* The card numbers refer to the sequence numbers in deck AAC*

The triple barred quantity in eq. (11) is the reduced CFP. This reduced CFP is multiplied by three ordinary SU(2) Wigner coefficients and a reduced SU(3) ⊃ SU(2) × U(1) Wigner.

3. Structure of the program

The program is divided into five blocks as shown in fig. 3. Each block performs a logically different function and contains several subroutines. Communication between these subroutines is established through labeled COMMON blocks. All the input to the program is read in the MAIN
ROUTINE which is the only one contained in BLOCK 1 (see sec. 4).

In BLOCK 2 the HWS are constructed following the method outlined in sec. 2.

In BLOCK 3 the stepping down in SU(4) is done. This block is needed if and only if the FSIF is used and furthermore the states of interest are not highest weight in SU(4). Appreciable saving in storage is gained if this block is deleted for calculations involving only the NPF.

In BLOCK 4 the reduced CFP's are calculated and printed out at the end of SUBROUTINE OVLAP.

BLOCK 5 contains the subroutines needed to calculate the reduced SU(3) $\otimes$ SU(2) $\otimes$ U(1) Wigners as well as the SU(2) Wigners. These subroutines are taken without change from PART 1 of the SU(3) PACKAGE of ref. [2].

4. Input/output

The input to the program is of two types. Fig. 4 illustrates the structure of the input data deck.

4.1. Input of type I

Input of this type is provided in a separate data deck, catalogue number AAC*, and allows the user to select a particular use of the program. By using different data sets of the type I the user may calculate 1 particle CFP, 2 particle CFP, 3 particle CFP, or 4 particle CFP (alpha transfer) in either the p, sd, or fp shells, in the FSIF or NPF.

Input of type I consists of two blocks of input data, the first block to be selected from set A and the second block from set B. Combinations which are not allowed are detected by the program and a relevant message printed.

4.1.1. Data set A

Data blocks of set A contain all the information needed to fully describe the $x$-particle operator.

We explain below the meaning of all quantities read in for set A.

- $\text{MPOX} = \text{value of } x \text{ in } [x, 2P, 2P', 2P'', N]$ or $[x, 2S, N]$.
- $\text{IOPMX} = \text{total number of } x\text{-particle operators with symmetry } (PP'P'')$.
- $\text{MULARN} = \text{number of SU(3) IR considered times } \dim_{SU(4)}[\hat{f}]$.
- $\text{NCFMX} = \text{total number of components of all the different } x\text{-particle operators}$.
- $\text{NSHELL} = N + 1$.
- $\text{NEUPRO} = 1 \text{ for NPF}$.
- $= 2 \text{ for FSIF}$.
- $\text{MULAMN(I)} = \text{sequence number assigned to the first } x\text{-particle operator which has SU(3) symmetry number I (reading from left to right in the second column of table 1)}$.
- $\text{NXOPMN(I)} = \text{starting address for the } x\text{-particle operator of sequence number I in array CFOPX}$.
- $\text{LEPXOP(I)} = \epsilon \text{ of } x\text{-particle operator with sequence no. I}$.
LAMXOP(I) = \( \Lambda \) of \( x \)-particle operator with sequence no. I.

LMMXOP(I) = \( M_\Lambda \) of \( x \)-particle operator with sequence no. I.

LSXOP(I) = \( S \) of \( x \)-particle operator with sequence no. I.

LTXOP(I) = \( T \) of \( x \)-particle operator with sequence no. I.

LSMXOP(I) = \( M_S \) of \( x \)-particle operator with sequence no. I.

LTMXOP(I) = \( M_T \) of \( x \)-particle operator with sequence no. I.

LCXOP(I) = stores the components of the \( x \)-particle operator.

CFOPX(I) = stores the coefficient of each component of the \( x \)-particle operator.

LSU3MN(I) = starting address for the SU(3) content of \( U(n) \) IR number I in LSU3CF and LSU3RP.

LSU3CF(I) = number of times that SU(3) IR number I is contained in the IR of \( U(n) \) connected by LSU3MN.

LSU3RP(I,J) = \((\lambda \mu)\) of SU(3) IR number I.

\( J = 1 \) gives \( \lambda \).

\( J = 2 \) gives \( \mu \).

**4.2. Input of type II**

This data must be provided by the user. In its simplest form it contains only three cards. Seven cards is the maximum.

Card 1: IPRST, IPRLVL, IPRTSK FORMAT (1614)

The variables in Card 1 control only the extent of the printing performed. Its use is spelled out in comment statements in SUBROUTINES OVLAP. Leaving Card 1 blank simply prints the reduced CFP’s calculated.

Card 2: IREPMN, IREPMX, LOHI FORMAT (1614)

IREPMN and IREPMX define the first and last SU(3) symmetry (in the order of table 1) of the \( x \)-particle operator to be used.

LOHI determines whether the overlap is to be calculated from HSW or LWS in SU(3). For prolate deformations \((\lambda \geq \mu)\) use LOHI = 0 while for oblate deformations \((\lambda < \mu)\) use LOHI = 1.

Card 3: \{[LINBUF(I,J), I = 1, IMAX], J = 1, 2\}

FORM (1614)

IMAX = 4 for NPF.

IMAX = 8 for FSIF.

\( J = 1 \) for row (bra) states.

\( J = 2 \) for column (ket) states.

This card defines the range of the calculation. The meaning and allowed values for LINBUF are summarized in table 3.

In order to achieve the maximum of versatility some of the elements of the array LINBUF can be given some reserved values which will give to the associated variable not a specific value but rather a set of values.

Reserved value \(-111\): If given to an element of LINBUF the associated variable is allowed to take all possible values consistent with the other quantum numbers, e.g., LINBUF(2,1) = \(-111\) specifies that all the allowed values of \( e = 2\lambda + \mu \) will be considered.

<table>
<thead>
<tr>
<th>Space symmetry</th>
<th>Restrictions on SU(3) content</th>
<th>First card *</th>
<th>Last card *</th>
</tr>
</thead>
<tbody>
<tr>
<td>U(3)</td>
<td>None</td>
<td>6390</td>
<td>6399</td>
</tr>
<tr>
<td>U(6)</td>
<td>None</td>
<td>6400</td>
<td>6525</td>
</tr>
<tr>
<td>U(10)</td>
<td>( \alpha_{\text{max}} &lt; 10 )</td>
<td>6526</td>
<td>7423</td>
</tr>
</tbody>
</table>

* The card numbers refer to the sequence numbers in deck AAC*.
Table 3
\{\{\text{LINBUF}(I,J), I = 1, 8, J = 1, 2\}\}

<table>
<thead>
<tr>
<th>I</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Associated variable</td>
<td>number of part.</td>
<td>$2\lambda+\mu$</td>
<td>$\lambda+2\mu$</td>
<td>$2P^*$</td>
<td>$2P'$</td>
<td>$2P''$</td>
<td>$2S$</td>
<td>$2T$</td>
</tr>
<tr>
<td>Integer</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reserved value $-111$</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reserved value $-222$</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Reserved value $-333$</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

This is only needed for FSIF

* In the NPF $2P$ should be understood to be $2S$.

Reserved value $-222$: If given to an element of LINBUF the associated variable must be defined in cards 4–7. This is useful if one wishes to consider only a set of very specific values for the associated variable.

Reserved value $-333$: Can be given only to LINBUF $(7, J)$ and LINBUF$(8, J)$. It gives to the associated variable the highest weight value consistent with $(PP'P'')$. This is useful if the reserved value $-111$ was given to another element of LINBUF.

Card 4–7: FORMAT (1614) Are needed only if in card 3 the reserved value $-222$ was used. The number of cards needed is equal to the number of times $-222$ appeared in card 3.

Cards 4–7 refer to the associated variable connected respectively with the first, second, third and fourth appearances of $-222$ in card 3 (reading from left to right).

The first integer on these indicates the number of different values to be assigned to the associated variable. The rest of the card must then contain the values of the associated variable.

4.3. Output

The output is controlled by the value of the variables in Card 1. It should be noted that for all the quantum numbers which can take half-integer values, twice its magnitude is printed.
5. Program modifications

A complicating feature of the shell model is that the size of the calculations increases very rapidly from one shell to the next; and within a shell with increasing particle number.

Therefore, the size of the arrays should be fixed by the user in accordance with particular needs.

Arrays whose size need to be modified are dimensioned in COMMON blocks. Their size is determined by the parameters in Table 4 and comment statements relevant to the COMMON blocks.

Parameters which begin with "NS" get values which depend only on the oscillator shell under consideration.

Parameters which begin with "NP" should be given a tentative value (suggested in Table 4). In the event that the dimension is not large enough, a relevant message will be printed and the user asked to increase its value.

As provided by us the program has dimensions sufficient for the fp-shell.

Considerable saving of high speed storage (up to 35%) can be achieved by using half-length words for all the integer arrays which begin with the letter "L". In IBM or similar machines this is done by including as the first statement of each subroutine IMPLICIT INTEGER*2(L).

6. Test run

Because of the versatility of the code we cannot reproduce here sample outputs for all the options. We have selected the case of symmetrically coupled two particle CFP's in the fp shell within the FSIF. The daughter state chosen is

\[ |n = 6(\lambda \mu) = (120)(PP'P'') = (100)S = 1 T = 0 \].

All the \((2\lambda + \mu) = 18\) parent states are calculated.

Below we give the input deck required for this run:

```
DATA SET A: [22003] CARDS 1909–2363 of data deck AAC*
DATA SET B: U(10) ⊂ SU(3) CARDS 6526–7423 of data deck AAC*
CARD 1: 1 1 1 FORMAT(1614)
CARD 2: 1 1 FORMAT(1614)
```
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# TEST RUN OUTPUT

<table>
<thead>
<tr>
<th>EPS</th>
<th>LDLTW</th>
<th>MLDLTW</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.118</td>
<td>D. Braunschweig</td>
<td>Reduced SU(3) CFP's</td>
<td>(S,T)</td>
<td>(S,T)</td>
<td>(S,T)</td>
<td>(S,T)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=0</td>
<td>---37</td>
<td>(1 1 1)</td>
<td>------38</td>
<td>(1-1-1)</td>
<td>------39</td>
<td>(-1 1-1)</td>
<td>------40</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(0 0 3)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=0</td>
<td>---33</td>
<td>(1 1 1)</td>
<td>------34</td>
<td>(1-1-1)</td>
<td>------35</td>
<td>(-1 1-1)</td>
<td>------36</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(0 1 2)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=0</td>
<td>---29</td>
<td>(1 1 1)</td>
<td>------30</td>
<td>(1-1-1)</td>
<td>------31</td>
<td>(-1 1-1)</td>
<td>------32</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(0 2 1)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=0</td>
<td>---25</td>
<td>(1 1 1)</td>
<td>------26</td>
<td>(1-1-1)</td>
<td>------27</td>
<td>(-1 1-1)</td>
<td>------28</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(0 3 ^)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=1 MLDLTW=0</td>
<td>---21</td>
<td>(1 1 1)</td>
<td>------22</td>
<td>(1-1-1)</td>
<td>------23</td>
<td>(-1 1-1)</td>
<td>------24</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(1 0 2)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=1 MLDLTW=0</td>
<td>---17</td>
<td>(1 1 1)</td>
<td>------18</td>
<td>(1-1-1)</td>
<td>------19</td>
<td>(-1 1-1)</td>
<td>------20</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(1 1 1)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=1 MLDLTW=0</td>
<td>---13</td>
<td>(1 1 1)</td>
<td>------14</td>
<td>(1-1-1)</td>
<td>------15</td>
<td>(-1 1-1)</td>
<td>------16</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(1 2 0)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=1</td>
<td>---9</td>
<td>(1 1 1)</td>
<td>------10</td>
<td>(1-1-1)</td>
<td>------11</td>
<td>(-1 1-1)</td>
<td>------12</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(2 0 1)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=1</td>
<td>---5</td>
<td>(1 1 1)</td>
<td>------6</td>
<td>(1-1-1)</td>
<td>------7</td>
<td>(-1 1-1)</td>
<td>------8</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(2 1 0)</td>
</tr>
<tr>
<td>EPS=0 LDLTW=0 MLDLTW=1</td>
<td>---1</td>
<td>(1 1 1)</td>
<td>------2</td>
<td>(1-1-1)</td>
<td>------3</td>
<td>(-1 1-1)</td>
<td>------4</td>
<td>(-1-1 1)</td>
<td>------</td>
<td>(3 0 0)</td>
</tr>
</tbody>
</table>

********** SCOPE OF THE CALCULATION FOR DAUGHTER STATES **********

FOR (PS= 2 PT= 0 PE= 0) APE (S,T)= ( 2 0)

2(12 0)
D. Braunschweig / Reduced SU(3) CFP's

\begin{verbatim}
0.0  1  2  3  4  13 22
0.0  1  2  3  4  14 21
0.0  1  2  3  4  17 18
0.0  1  2  3  4  6  33
0.0  1  2  3  4  9  30
0.0  1  2  3  4  10 29

\textbf{LANDA}= 12, \textbf{MS}= 0, \textbf{ALPHA}= 2, \textbf{P1}= 2, \textbf{P2}= 0, \textbf{P3}= 0, \textbf{BETA}= 1, \textbf{S}= 2, \textbf{T}= 0

-0.0002868-01  1  2  5  6  11 12
-0.0001108-01  1  2  5  6  10 11
-0.0001108-01  1  2  6  7  9 12
-0.0001108-01  1  2  6  8  9 11
-0.0001108-01  1  2  7  8  9 10
-0.0001108-01  1  3  4  5  6 10
-0.0001108-01  1  3  4  6  9 10
-0.0001108-01  1  4  5  6  10 11
-0.0001108-01  1  4  6  7  9 10
-0.0001108-01  1  4  6  8  9 11
-0.0001108-01  1  5  6  7  9 10
-0.0001108-01  1  5  6  8  9 11
-0.0001108-01  2  3  5  6  10
-0.0001108-01  2  3  5  7  9 10
-0.0001108-01  2  3  6  7  9 10
-0.0001108-01  2  3  6  8  9 11
-0.0001108-01  2  4  5  6  9 10
-0.0001108-01  2  4  5  7  9 10
-0.0001108-01  2  4  6  7  9 10
-0.0001108-01  2  4  6  8  9 11
-0.0001108-01  2  5  6  7  9 10
-0.0001108-01  2  5  6  8  9 11
-0.0001108-01  3  4  5  6  10
-0.0001108-01  3  4  5  7  9 10
-0.0001108-01  3  4  6  7  9 10
-0.0001108-01  3  4  6  8  9 11
-0.0001108-01  3  5  6  7  9 10
-0.0001108-01  3  5  6  8  9 11
-0.0001108-01  3  6  7  8  9 10
-0.0001108-01  3  6  7  9  10
-0.0001108-01  3  6  8  9  10
-0.0001108-01  3  7  8  9  10
-0.0001108-01  4  5  6  7  9 10
-0.0001108-01  4  5  6  8  9 11
-0.0001108-01  4  5  7  8  9 10
-0.0001108-01  4  5  8  9  10
-0.0001108-01  4  6  7  8  9 10
-0.0001108-01  4  6  8  9  10
-0.0001108-01  5  6  7  8  9 10
-0.0001108-01  5  6  7  9  10
-0.0001108-01  5  6  8  9  10
-0.0001108-01  5  7  8  9  10
-0.0001108-01  6  7  8  9  10
-0.0001108-01  6  7  9  10
-0.0001108-01  6  8  9  10
-0.0001108-01  7  8  9  10
-0.0001108-01  7  9  10
-0.0001108-01  8  9  10

********** SCOPE OF THE CALCULATION FOR PARTIAL STATES **********

FOR (P2= 0, PT= 0, PE= 0) AND (S,T) = ( 0 0)
1( 0 2)

FOR (P2= 2, PT= 2, PE= 4) AND (S,T) = ( 2 2) ( 2 0) ( 0 2)
1( 0 2)

FOR (P2= 4, PT= 0, PE= 0) AND (S,T) = ( 4 4) ( 2 2) ( 0 4) ( 0 0)
1( 0 2)

\textbf{LANDA}= 8, \textbf{MS}= 2, \textbf{ALPHA}= 1, \textbf{P1}= 0, \textbf{P2}= 2, \textbf{P3}= 0, \textbf{BETA}= 1, \textbf{S}= 0, \textbf{T}= 0

-0.1760860-00  1  2  3  4  10 20
-0.1760860-00  1  3  4  5  6 10
-0.1760860-00  1  3  5  6  9 10
-0.1760860-00  1  4  5  6  9 10
-0.1760860-00  2  3  4  5  6 10
-0.1760860-00  2  3  5  6  9 10
-0.1760860-00  2  4  5  6  9 10
-0.1760860-00  3  4  5  6  9 10
-0.1760860-00  3  4  6  7  8 10
-0.1760860-00  3  4  6  8  9 10
-0.1760860-00  3  5  6  7  8 10
-0.1760860-00  3  5  6  8  9 10
-0.1760860-00  4  5  6  7  8 10
-0.1760860-00  4  5  6  8  9 10
-0.1760860-00  5  6  7  8  9 10
-0.1760860-00  5  6  7  9  10
-0.1760860-00  5  6  8  9  10
-0.1760860-00  5  7  8  9  10
-0.1760860-00  6  7  8  9  10
-0.1760860-00  6  7  9  10
-0.1760860-00  6  8  9  10
-0.1760860-00  7  8  9  10
-0.1760860-00  7  9  10
-0.1760860-00  8  9  10

********** SCOPE OF THE CALCULATION FOR PARTIAL STATES **********

FOR (P2= 0, PT= 0, PE= 0) AND (S,T) = ( 0 0)
1( 0 2)

FINISH.
\end{verbatim}