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A method is presented for updating the Cholesky factorization of a band symmetric matrix modified by a rank-one 
matrix which has the same band width. Problems which could involve applications of such a method arise frequently 
in plasticity and structural optimization where repeated solutions of a band algebraic system with a changing matrix 
are needed. The Cholesky factorization of a stiffness matrii can be updated after modifying a local stiffness matrix 
which can be written as a sum of a few rank-one matrices. The number of operations required for the updating is of 
the order mn or less, where n is the dimension of the global matrix and m is its half band width (including the diagonal). 

1. Introduction 

The article [ 1 ] is an excellent summary of the methods developed in the past few years for up- 
dating the Cholesky factorization of a matrix after a rank-one modification. One method treats 
the special case of adding and deleting a row or a column of a matrix; it provides important im-, 
provements in the algorithms for linear [ 21 and nonlinear [ 31 programming problems. 

The method presented here treats another special case where the matrices involved are banded. 
If a class of special problems arises frequently in applications, then an efficient method should be 
developed for this class. In the physical sciences described by partial differential equation band 
matrices frequently appear. The finite difference and the finite element approximations of the 
nonlinear differential equations involve variable matrices which need be updated and refractored 
as the computation proceeds. In particular, the need for solving the system of equations repeated- 
ly after each change in a local stiffness matrix arises in plasticity, structural optimization and 
design modification problems [ 41. Although many problems in these areas are regarded as solvable 
in principle, the task of numerical solution remains formidable or very costly at best. The method 
presented in this paper updates the Cholesky factors of the matrix directly and thus provides an 
efficient tool for further advances in these fields. 

A local stiffness matrix is always a matrix of very small rank. It can be expressed as a sum of a 
few rank-one matrices, each having the same or smaller band width than the global matrix. When 
elements, however few, in a local stiffness matrix change, the solution is affected globally. The 
equations must be resolved for the new solution. The Cholesky factorization of the new matrix, 
a step toward the new solution, can be obtained directly by modifying the old Cholesky factori- 
zation with a sequence of a few rank-one matrices. 

The problem of a rank-one matrix modification on a Cholesky factorization is stated as follows: 
Given a positive definite symmetric matrix A in the Cholesky factorized form [ 1 ] 
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A=LDL’. (1) 

where L is a band lower triangular matrix with unit diagonal elements, and D is a positive diagonal 
matrix, find the matrices E- and fi of a new matrix Agiven by 

A=LDL’+CYzz’, (2) 

--- 
such that 2 = LDL’, where Q is a scalar and z is a vector and zzt, a rank-one matrix, has the same 
band width as that of A. All matrices have dimension II. 

If (Y > 0, 2 will be positive definite, and thus B has positive diagonal elements. If or < 0, there is 
possibility that 2 may become indefinite beyond some value of fy. The algorithln developed in this 
paper detects such change of positive definiteness. In the updating procedure t and f, are obtained 
directly from modifying L and D by the rank-one matrix CC:’ with order II operations. Since the 
band width is preserved in the process, the method requires no additional storage. 

2. Rank-one modification 

We shall express 2 in another form, 

where b is an (p? +1 )X(B +I) diagonal matrix, and the (n +l) X II matrix [L z] t looks like 

(3) 

(4) 

where 2m+l is the full band width of A, and zk . . . z~+~ are the only ~r+l nonzero elements of z 
if zz’ has the same band width of A. There is no loss of generality with the assumption that the 
first nonzero element of z is in the kth location since h: may be assigned any integer value between 
1 and 1’2. The oblique band outlined in (4) represents the nonzero elements of L’, and blank spaces 
in the matrix represent zero entries. In the computer program the oblique band is actually stored 
in a rectangular array, while the vector z is stored separately. The presentation here in the regular 
matrix notation is for the convenience of analysis. 

A sequence of orthogonal and elementary matrices will be chosen to operate on IL zl and re- 
duce it to a lower triangular matrix. Let Q, be an (n+l) X (n+l) Givens matrix I51 of the form 



Wei H. Yang, A method for updating Cholesky factorization of a band matrix 283 

12, = 

where 

1 

1 
‘k 

1 

‘k 

Ck = (I + zy2 and sk = zk ck (6) 

-‘k 

are in the kth and (n+l)th rows and columns of Q, as shown. 
Since Q, is orthogonal, Q, Q\ = I, where I is the identity matrix of order n +l . We have 

A= bWQ,Q: 
D 

[ 1 (y Q,Q:Wzl'. 

The matrix product in eq. (8) may be regrouped. The matrix 

d k-l 

4 e’ 

d k+l 

I 43 
e’ a’ 

(5) 

(8) 

(9) 

is no longer diagonal, and four elements are changed from d such that 

d; = c;d, + s&t , e’ = -S,C,(d,-a) , and 1~’ = s;d, + c;a . (10) 

The matrix on the right hand side of eq. (9) can be easily expressed in terms of its Cholesky fac- 
torization such that 

(11) 

where D, is identical to D except that the kth diagonal element is replaced by d;, a(‘)= (Y’- e’e’/dL 
and the matrix B, is an (n+l)X (n+l) lower triangular ele’mentary matrix of the form 
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r 1 1 
I . . . I 

B,= 1 . . 

1 *. . 
0’ “J 

(12) 

with 0’ = e’/d; in the (n+l, k) location. 
The matrix B: Q:[Lz]’ looks the same as [L z]’ shown in (4) except for 2nz + 2 elements within 

the band width of the kth and (n+l)th rows. Among them zk is replaced by zero, and the 1 in the 
kth diagonal of L is replaced by a number 

I,, = (ckdk + s,z,a)/(c;d, + $4 . (13) 

Let G, be an (~+l)-diagonal matrix with all diagonal elements equal to unity except the &h 
diagonal : 

G, = 

1 

1 
1 kk 

1 

1 

(14) 

A composite matrix U, = Q,B, G;’ can be formed. The triple product results in some cancellation 
and leads to a very simple matrix 

u, = 

where 

1 

1 
Pk -'k 

1 

pk = d,/(d, + a$> > 

1 
qk ‘k 1 

qk = CYZ,/@, + az;). 

The updating process now takes the form 

x = [LO) z”‘] 
D(1) 

/ 1 (17) 
(y(l) 

[L(l) Zqt ) 

(15) 

(16) 
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where 

[L(l) 2qt = cl; [L 21’ ) (18) 

which looks the same as (4) except that zf) = 0. Moreover, D (l) differs from D only at the kth 
diagonal element such that 

d,f) = d, + CYZ; 

and 

(19) 

8) = adk(l+z;)/(dk+az;) . (20) 

The updating process is then repeated with an appropriate matrix U, such that the element 
z&!i will be eliminated. The nonzero elements of the vector z(*) may not be less than that of z(l). 
They merely shift one position down toward the end of the vector. Continuing the process with 
a proper sequence of matrices { Ui Ii = 3,4, . . . n-k}, the nonzero elements of z will be first shifted 
to the last m+l locations and then reduced one by one until all elements of z become zero. This 
will take exactly n-k steps. At the end of the (n-k)th step, the matrix 1 will have the desired 
form 

-__ 
[LO]’ = LDL , (21) 

where D is diagonal and E is lower triangular with unit diagonal. 
Note that the elements in D are updated sequentially starting from d,. If a diagonal element of 

D becomes negative or zero at any stage of the updating procedure, 2 will not be positive definite. 
This usually corresponds to a physical instability phenomenon. The updating procedure should be 
terminated and the solution examined. If all elements in fi remain positive, the updating is re- 
garded successful and the new Cholesky factorization is given by eq. (21). 

3. Local stiffness matrix 

A local stiffness matrix is first used by engineers to relate the forces and deformation of a single 
structural member in its most general configuration. The assemblage of local stiffness matrices of 
all members in a structure forms a global matrix equation governing the mechanical behavior of 
the structure. This idea is generalized for a continuous structure such as a plate or a shell [ 61 with 
an artificial set of grid system to discretize the continuous media. Further development leads to 
the finite element method for partial differential equations [7,8]. The concept of a local stiffness 
matrix is still of great importance, although it is not usually considered in modern finite element 
analysis. 

An example is given here to show that a local stiffness matrix can be expressed as a sum of a 
few rank-one matrices similar to the one in eq. (2). A similar situation arises in a partial differential 
equation when local values of the coefficient function change. 

The first example is the constant-strain-triangle element in the plane stress problem of elasticity. 
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The 6 X 6 local stiffness matrix [6] may be given by the product 

K(“) = GEG' ~ (22) 

where G is a 6 X 3 matrix containing geometric information of the triangle in a Cartesian coordinate 
system, and E is a 3 X 3 matrix containing physical information including the area, thickness and 
elastic moduh of the triangular element. When KCe) is expressed in n-dimensional space, we may 
embed the nonzero elements of G in an iz X 3 zero matrix. Hence, Kce) = GEG’ may be regarded 
as an rz X n matrix and G and II X 3 matrix with most of the elements equal to zero. The nonzero 
elements of G fall in a certain band width. In the n-dimensional expression, E remains unchanged. 
For obvious physical reasons, E is positive definite. It can be diagonalized by an orthogonal trans- 
formation such that 

r “1 1 

E=Q a2 

1 I 

Qt, (23) 

ff3 

where Q is a 3 X 3 orthogonal matrix, and o+, a2, or3 are positive numbers. Let 2 be an PE X 3 matrix 
such that 

Z=GQ= [z1z2z3], 

where zi, z2, t3 are the three columns vectors of 2. 
The local stiffness matrix can be rewritten in ~-dimensional space as 

(24) 

- 
a1 

Kce) = Z a2 i= 1 
cqzp; , 

a3 
!- -I 

which is a sum of three rank-one matrices. 
Modification of a global matrix by a local stiffness matrix is usually 

modulus or thickness of the element. It may be written in the form 
associated with changes in 

K=K-+&~), (26) 

(25) 

where c is a constant. For the Kc") given in eq. (25) this is a rank-three matrix modification - or, 
equivalently, three rank-one modifications. 

The second example is concerned with the finite difference approximation of the partial dif- 
ferential equation 

-V* a&, Y> VW, Y) = m, Y) 3 (27) 

where V is the 2-dimensional gradient operator, a(x, y) and f(.x, y) are known functions, and 
u(3c, y) is the unknown. The scheme of a staggered mesh with a constant mesh zise is used, where 
the functions u(x, y) and f(x, y) are discretized at the mesh points (nodes) and the coefficient 
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a(x, y) is discretized at the mid-point between two adjacent nodes. We have the finite difference 
equations in matrix form 

Au=f, (28) 

where the elements of the matrix A are constants in terms of values of a(x, y) at the mid-points 
between every two adjacent nodes, and u and fare vectors. In eq. (28) proper boundary condi- 
tions on the differential equation have been assumed. Let the value of a(x, y) at the mid-point 
between the pair of nodes i and j be aii. A change of value from aij to aij will cause four elements 
in A to change values. The new matrix will have the form 

2 = A + (aij - aij)ppf , (29) 

wherept = [O...O 1 O..O-1 O... 0] is a row vector with only two nonzero elements: 1 in the 
ith and -1 in the jth locations, respectively. Thus, a change of coefficient function at each point 
corresponds to a rank-one modification on the matrix A. 

Changes in the local stiffness matrix or in the local value of the coefficient of a differential 
equation are induced by changes of physical or geometrical properties of material. An example of 
physical property change is demonstrated in plasticity problems where local stress exceeds yield 
limit. The geometric property change is often encountered in design problems such as thickness 
changes of a plate. This type of small rank perturbations of a matrix arise in many other nonlinear 
and design problems. 

4. Final remarks 

In the updating procedure the orthogonal matrices are preferred for reasons of numerical stabil- 
ity. They may be replaced by the elementary matrices to give a slight advantage in efficiency. The 
operation count when orthogonal matrices are used for a rank-one update is less than 

(n-k) [(m-1)(2M_tA) + 1OM t2A+R] ) (30) 

where M, A, R denote multiplication, addition and square root respectively. 
The efficiency of the method is clearly demonstrated by (30), considering the operations re- 

quired for refactoring the band matrix, which is of the order nm*. In some problems where the 
location of the changing local matrices can be anticipated, such as in the stress concentration 
problem in plasticity, the integer k may be maximized to dramatize the efficiency of the new 
method. Even with the most unfavorable choice of k the cost ratio favors the updating method by 
a wide margin when compared to other methods used in plasticity literature. 

Another advantage of the method is its everreadiness of monitoring the positive definiteness of 
the changing matrix by the signs of the elements in D. This is accomplished during the updating 
procedure with very little effort. 
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