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Consumer sentch behavior in a market characterized by diffeentiated products is investigated

2rms of a psychological reinforcement fearning model. 1t is dermonstrated thar under these
assumptions, consumers will vary in their propensities toward search despite similarities in
search costs. There is no ‘equilibrium’ search behavior frr an individual household, but there
does exist a vmque equilibrium distribution of search propensities. Altliough. the behavioral
hypothesis which underlies th: model is quite different from the usaal Baycsian formulations, the
mean of the equilibrium distribution has proparties which are very vimilar lo those of normative
Bayes:an search models.

1. Introduction .
In response to Prfessor Stigler's 1961 peaper on the Economics of
Information, & subst~utial amount of work has been done on the theory of
competitive riarvos with imperfect information. Research has centered
around (1) whr.aer in the presence of poorly inforrned buyers. ccmpzutive
markets ... .apable of sustaining a variety of different prices for the same
good [Diamond (1971}, Rcilisenid {(1974b), Butters (1977), Reinganum
(1979), Salop and Stiglitz (1977)], and (2) given that such price dispersions
might exist, what sort of search behavior can bte expected from the fvnical
consumer {Kt)hn and Shavell (1974), McCail (1970), Phelps - '970).
Rotlischild (1474a), Whipple (1973)]. The purpose of this paper is to
investigate the.e questions by means of a learning jaradigm of the sor:
which psychologisis have long employed in element 'ry models of human
behavior. ‘Recent work by Cross (1973) and Hiamelweit (1976) hes
demonstrated how s.ch a psychological theory can usefully be 2piiied i
economic problems, particularly in the centexi of market disecquilibria, and
the moae! developed in this paper is designed 1o inc.ude the possibility that
huyer se rch and price dispersions are potential consequences of imarkes
disequilibria as well as of impeitect information. Furthermore, we will argue
that learning models are in some respects simpler chan optiruzation medels
and that they 2ao alwavs vie © resnls throupn simolatior. howe or
complicaied the 'narket situation may bde. Firally, for some examnles 1n

*The author vould hike to thank YW.J. Adams, W. L. Asderson, T Bergstrom. J. L aitner. C.
Simon and 8. Winter for comments on garlier drafts of tius paper,



which analytic solutions can be obtained from ordinary search modeis,
simulations of the learning model are shown fo tend toward similer

2. lﬁm“‘ -‘ﬁm

Since we wish to aompare the- zmpht.ations ﬁf 4 jear se of
more conventional theorics, we must begin by &stabhshmg a reasunably
gencrel analytic framework which will justify search ‘behavior eéven under
equilibriuvm conditions. If we were to confine ¢ urselves to price distributions
alore, this would be quite Cifficult under tt2 conditions which we have
specified. An ‘equilibrium’ price distribution w uld be characterized by non-
negative profits and by the condmon that no fm i earn proﬁts which are so
high 2+ to induce entry:

P.0;—CiQ)=K for any i, ()

where C(Q) is the cost hlii(‘tmﬁ of auy ﬁrmf ard we presum the number of
consumiers. to be- Me enough to justify the ust of expected soles in. place of
their realization. K is the smallest profit which wil! bring ubont entry, and we
aliow it to reflect any expect itions which 2.y firm night have regardmg the
effects of ity entry upon. the price distr. ontion. As szgler observed in his
paper, this condition is like'y to require declining average costs: in the
limited case of free entry arJ a large number of ompetitors, K becomes
rero, nd since dQydP;<9), «ndition (1) can only be satisfied if
14 dOH CQYQ)<0.

Conaition {1} characterizes squilibrium in tenuws ol ciatry and demands
invartant (or bounded) profits across the price distribution. In additior, it is
yecessary that marginal changes in a firm’s price cannot increase that firm's
vidividual profits. We note, however, that fust as firm i loses sales as its price

‘i there s 2 continuous price distribution F{P) and i each buyer investigates exactly n
Jealers and then purchass at the b wost price, each firm § will find expected sales @, equal to
cefh oSt U where Fos the aumher of potential buyvers por seller in the market.
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1ses, other firms may evperivace sales tncreases as P, rises, becau .o (roir
pmw Aare mw mon- uompumve comparrd t: P. Cu~tom‘=n u‘m *J!‘!f‘}

- TiSeS randomly). L;u)pose
thal_K =-*=0 and ﬁrm i were to raise ;ts price to F exa&tly Then firm j would

‘xperienice an increase in profits due to the fact of declining avera. e cost. In
ine context of homogeneo 1s products, however, firm i is now identical to
firm-j, and it, too, must enjoy the same profit level. Since the profiis ot drms
i and j were identical before the increase in P; (uecause K =0), fw i must
have benefited from its price increase and we conclude that the price
clispersion could not have been an equilibrium phenomenca.?

One simple way to retain search behavior under equilibriura cov:s'icas is
to allow for the piesence of product differentiation. That is, aithovc™ Grms
are concerned only with unit cost, price, and sales, and therefore lo ... 5l
any significant differences between their own and their competitors’ p. . vcts,
consumers ma; respond differently to product characteristics (suct as color,
style, or perce ved quality) and therefore find significant vanations m the
desirability of 1he products.

We characterize a household in two ways: it has a set of tasies fo, the
characterisiics of the product, ard it has 2n inclination to investigate move
than one supplier before making a final purchasing decision. We wii
compress the appeal of the product characteristics nto a sir:gie variable. v,
which itself is comparable to price, so that the houschold can compare two
alternative suppliers, i and j, in terms of the net vaiues v, P, and ;P
Naturally, no purchase will be made at all unless these (,amitze\ are
positive. For the mowment, we will also characterize the Lousenold w.th th-
index n, representing the number of different suppliers tf = hous:hold can be
expected to consult before making a decisioa. Finally, we assum: th v the s
have an upper bound.

We use a cumulative funcuon V(v) to describe the distribution of the ¢'s
‘whichi is faced by our n-searching householki, and assume Vi~) to be
vontinwously differentiable. A similar function W) describes how the
product of firm i is distributed in appeal among its potential customers. In
the contex. of differentiated products, it is, of course. possivle for firms to
charge different prices simnply because of differences in therr Wedistoibutions.

firm with a wide dstribution meyv hoose to exploit s very-high o
cusiomers with high prices (becoming an "oxcfusive” shop) while firms aah
rarrow MAdisiributions must be content wirh cowes prices. Howevers we are

2This argument is gaite diffcrent from the one given by Buacos 1iv77) oo iamoad 1170 i
t1e effect that if seatch costs, O, are positive. any firm could raise tts price by an asasumi p 1o
C without losing cusiomers, because that argument (028 a0t take mto avcount the possibn &
that even smei! chaages in price can daert cusiomenr: o competitors whien has o ab s
sampled.



thise afre & castomcrs per selier 1 ”’ rke
i are given by o '

w cuma!afm, distribution V falls for euery valnt: of v; mﬂactmg the Toss of
potential customers to competitors. Moreover, the demand curve iself has
non-zero elasticity, (imperfectly) reflected in this modsl by the range of the
integration

For the reasons already given, it is zvmpmsxiﬁe to have an equilib. ium price
dispersion in this model. 'n order to derive the (Nash) eguilibrium market
price, ve SUppPOSe zﬁat zi" hrzw a%her i%xm ﬁrm i charge a Eﬁﬁm‘?@ﬂ prme P*

“Thest an quite ,mtwn 28w, mptmtrs if auﬁemabxia éeaié;rs se'} pméﬂms ranging from ‘very
sl 1o ‘very large’, the customer v %o wan ts s very small’ car is Hkely to see guite & d:ﬂ’crem
detronting of values than 1 the customer who Wwants an intesmed e
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fiid an optimsal price ‘or the remainmg firm 1, and sowve for the P* which
leds to P;=F* When alf other firms chargs P*, the ditribition F(P)
. Sullapsesto a point, and (4) becomes

CQrekn { VP* 0PV ) do. 4

i

;1;1 4 (&Sﬁﬂf constant margina: costs, the net profit of firm i would he

J "‘C )Q "“”k(x{) FC N

-
(o8 §
—

wh&l‘g C s umt pmducfson cost, C, is the cost of space .rd personnel
necessary to display or demonstrate the product boih io those wh buy and
to those who do not, and FC is fixed cost. If we find the first order
conditions for the maximization of ‘5)* and impose our condition that eack:
firm find its profits maximized at the same valug of P,=r*, we find (afte
some mampalatmn) that P* is the solution to (6),

1-{VP)" ~ «P-CUV(P)]"'V'(P) o)

—n(n- D{F = C,) § TVio)]~2[V (0)]* de =0,
P

t is a curous foct that this differentiated product equil:t riun may eflect
a positive a-sociadon between search activity and equilibrium market price.
Suppose, for example, that the distribution V(v) 1s given by « --a ), where 0
SasvsE(a+1)and k>0 Then of C,=0 and nk=+1, eq. (6) can be solved to
give®.

nn-1k* kn—1
1= —— P if az—— — {72
- kn—-1 =nin-- 13k )
1 k(k- 1 ;
1 ="K b p s pgp gy T D) (7b)
kn—1 nk--1
if
kn--1
rores Vet
Suppcse that (Tei applies tthis mmphices prcing o ungs where sl

“Since the derivative of (5) is positive for P =0 wheaever P*2( ane s pegutne lor
suﬁmen' Y large P,. & not -negative optimal P, is always aviilable.

SEs t7a) a :plm wheniver P:Za, 7h whenever P> a Snce a>0, 2q. {Thy 2an be sobved erl,
for a P> 0 Descartes’ ruls of signs guarantess that this posive valoe G F o nimgue



consumers eventaally buv from ame: dz"aleﬁ, and define P’ as the scslutmn to
('t‘a) m*th it summnteci for v. Using (7a),

b r\-aﬁ dm"t:ﬂ'g to
further, however,”
CﬂS‘iS ’.ﬁ‘zg & C £ ote

across z‘se gx;p,, ot e ‘m a \acmx
is unable to mmngﬁsn’ﬁa sw:ﬁmh ’prmlemmm ﬁ-;
(6) should he repiaced by o

1~ 3 (VO +n@-CIVPT Ve ©)
e |

+xin—1)P—C) [ (¥()]" *V'{v)])* dv}q,=0,
P .
wherz the qualitative properties of eq. (6) will be ‘retai_nediby’@}[; “

3. Cozsuaer seaicha

Gpiimai sea.ch models vary v-udely in the amount of prior information
which is assumed to be availabie. At one exireme, Kohn and Shavell (1974)
assume the distribution of va!m o be wmpaely know: n.°In this case a
sequential search provedure is &wimal: defining 4’ to be the best ‘offer’
which 1tz household has encounter.d so far in its search, the househokd goes
or .z:..hing so long as the cost of scarch is fess than the expected benefit to
be obtained from onpe further sample; that is, whenever

{

-~

Ly Eosrmy, 81

(42" Wwid)d4. (19)

“The possbility tha. mereased seaoh might hav a perverse impact upon equilibrium price
oNTesprics © a general property of medels of monopolistic competition which has already
been obsgved by Aschibald (1961-1962) Interdependence among the demand functions which
face e i wlust Brons with differentizted products makes i possibie for entey of new firms into a
marke!l fo shift the dumesd carves of eristivg firms. If the nature of the merdependence happens
1 23 10w pener] decrease in dempnd elasticities after entry, a new market equilibriom may
come aboat at higher mrine thes bofave ¥n our madel an increase in n, from the point of “iew
of firm i s cr;qngﬁﬂ-a! o an incredie 1 the number of its competitors, and the distributic 2 V{v)

peochiyope hee merverse elashiony comenuience
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This procedure suffers from the stringency of its assumption that bayers
are fuﬁy informed as to the disiribution of values, but nave no idea where
ticular- dealer falls-in that-distribution. A rather miore atiractive

h mbodied: in tae Bas«emfn ‘procedure, suggesterd by Rothschild
: whxch the censamer 1s .msumed to be rgnarant of the d!&tr’butwn

wxﬁmg'" w‘.p&y* we must assvme - Jmt Consumers actualiy do behave ‘as if
th@y ‘were solving general ‘stochastic optimization problems which are
susceptible to-analytical solution oy professiondi statisticians in only a few
special-cases. Apart from this, the pIausxblhtv of the Bayesian view is reduced
by ‘the fact: that the amount of search is likely to be too limited to provide
estimates of distributions in which one could have aay confidence. Except ‘or
very expensive durables such as housing, search cosis are likely to be quite
_ A‘ significant compared to the dispersion in nerceived praduct quality. For
- example, if the deasity function y(4) is known to be rectangular over [0, 1],
the expzcted number of samples taken during sequential scarch, n, varies
w:th search costs according to

n,=1/.,2C. (11)

A value of C equal to 109, of the standard deviation of the distribution
would seem to be & modest cost; nevertheless in this case that would amount
to C=0.0289, and this value substituted into (11) gives n,=4.16. Since the
median number of searches is even smaller than thic. this meuns that for
most sequertially-sarching houscholds, the question on the aargn is
essenﬂa!fy wwhether or not to investigate a third, fourth, or fith supplier.
Sincz in pnncxple,, the form of y(4) is unkaown, the rational Bayesian must
use his three or four data pomis to deicrmine both the nature of ihe
distribution and its paramsters, and the confidence intervals which would
have to be applied to the resulting :stimates wouid be so broad as hardly to
be wortn the effort. The problem is reduced to the extent that the consumer
enters the market with a prier esiimate of that distribution, but if this »
based on repeated buying experiences in the past, the additional biis i date
will have only ur updating effect. and to that extent we are back to the
thecries of Kohn i nd Shavell.

4. Learning {0 search

The attractive feature of the Bavesian procedure is it emphasis upon
learning. Formal Bayesian models, however, are subwect to the tuo
complaints just noted: search costs are 1o high te permit the acquisiion of



ok o Lamﬁ:x """:’seam:k

relinble estinsates-of - m putameters of- any m&m&d&i re:arket dismimtmn,
and the inage of the household as a mathematical statistician places an
extrmordinaiy {although not unprecedented) strain upon our fcreduhty We

may deal with the first of thm eh'ecmms by directi

my#&vm&mgia it esy au
employ the mﬂﬁmt %eammg

ﬂmﬁymxﬁua'

metwmm fm‘ usmg ddﬁnmtm!ed gmmls ead 2100 ‘

using goods with high prices is to ensure: u) t{m pm.g and quahty
variations are a0t overwhelmed ' by seasch cost, und (2; that no price
tncountered is ever actually: lower: than :search costs, ‘making further search
SRRCCesIary in any cace. Secord; we will assume that the buying expesience

i repeated from time to time in veveral markets and that the distribntions
tmmd in. those murkets an: similar (although mean price and qual!ity levels
niay be entirely different); so tuat search brhavior winich inay be learned
from >ne mmarket may reasonably be carrisd over into ancther, Thirg, any
incon¢ eflicts which ariss ' consequence of a large number of expensive
warches Go not afiect thz valuadons, .

The h@vsmok! approaches frm i and is shown a product with appeal o;
and price °,, giving a net value 4, The househoid suffers a search cost, C,
whenever 1t secks ocut a deaier, and we will use A’ to represent the most
favorable offer which the household has enco.ntered so far in its search.

When the crhasumer investigates a new sourcx:, thr!:c _outcomes  are
possible:

S, - The scarch was successful in the sense that the new 4 is larger thin A4’
by an amount greater than C. The household has benef ted to tik: extent
(4-4-C) |

F, - The starchk was a failure in that cespite an improvement in 4, that
mnrosement does not cover O, :nd the household has lost —(4

V-1

f,- The search was a disaster in that 4 < 4. and the household has wasted

1ts search ¢ st Yasimg ()

fdur erary Fypothas e thet bouseho ds learn (o seaich oo the basis of
epenence with these three cases. If case § s frequently encountered, search
aill be encouraged fiv a3 sense, the hoisehold is convinced ihai shopping
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eround does pay cff). On the other hand, cases F, and F, discourage search
znd at the saiuc iauc encourage purcaase from ihe best of the dealers already
~ampled (so long as 4'>0).
The term ‘leammg will be used in this paper to refer to the psychologist's
: sense of reinf reement of behavior through experier.ces of success rather than
the sense-of ‘finding out’ as it is most cominonly used in the economic earch
htemt’re. {For a general reviev see Hilgard and Bower (1968).] The.
imer is not assumed to use the results of his searching to estimatc
cal ’propertles of the market, but mly to react more or le:s pas:ively
to the encouragement and discouragersent which market experiences provide.
Moreover, in keeping with all psychological models ¢! learaing behavior, the
dependent vanable is a choice probability rather “han a determinate decision.
In this case, the household is characterized by a propensity to stop searching
and buy from the source which is currently most favorable, where this
propensity is given by 1—¢. Search continues with a likelihood ¢, and the
experience gained through searching modifies ¢ until he process ste s (the
likelihood of stopping being itself governed by ¢). At the market level, one
could reinterpret ¢ in a way which is more conventional from the point of
view of economists: ¢ could be defined tc be the expected proportion of
househeolds which, given identical experiences, would go on searihing. Such a
model would arise, for example, if consumers were Bayesiens, but with
differing prior:. For many purposes, this interpretation is consistent with the
formal material which follows, although the equilibriun: properties which
apply to the psychological learning theory wouid not hold in a Bayesian
context.
Suppose ine household has reached stage t. and has gone on 10 investigate
a new dealer, 1+ 1. The probability ¢, is modified to ¢,., according to a
series of tramsition rules. Formul learning models usually present these
transition rules in some specific mathematical iorm, either as an operator on
¢, or as a Markov matrix representing transitions among a finite se. of
values of ¢. Indeed, much of the liter2ture in mathematical learning theory is
devoted to comparisons among (uite restrictive analytic rzpresentations [see
Coombs, Dawes and Tversky {1970), or Norman (1972)]. This tendency to
adhere to a particular functioral form also characterizes the applications of
learning theory to economics which are found in Cross (1973) ard
Himmelweit (1976). Nevertheless, the transition 1ules are in principle quit:
general anG are restricted only by the requiremer ts that 0<g, <1=0<4,.
<1 apnd that ¢..,—¢, be a positive monotonic function of the degree of
success vraich the assotiated behavior encounters. In this paper. we will
adhere to the representation of learning as an opzrator on ¢, bui v.ritc our
transition rulus in the general form
q"t-&l”‘;s::i{':.va), (2

where R is some index of ‘reward” magnitude.




% | o mcm

We a @byt Gie | nﬁewmg priaspcmw to thc i‘mmn L{q&,, R)

ia} Lig, R ;>(’§ for all B, > u,q’f);,(i
oy

LE ﬁn ﬂ} “'-‘9
L R;)

10

i)

’ﬁ&au-‘ng \ learning famz&*am‘ are apgslteﬁ esymme*rmillyﬁ hus ifa search is
successiul, the degree of siccess would be used to reinforce further seasch. If
the szarch is a failure, the degrie of failure would be used to reintorce
z:w;rpmﬁ We will thcm!‘ow appiv the iezrmng {’unctmn to etther rﬁ or to I -

,ﬁg afwaj; be nm»mg:
bciow' e

Case §. Search s mwﬁfuh 50 that th@
inreased, : - v

g}z-ﬂ-; :“éf+q¢:9ag+}“d’“€}‘ ) - ' ] {113)

Case F,. Search is a failure because search costs zre not fully recovered, so
thar the Lkelihood of stopping is increased,

Pyl } iii ?Bﬂc"f';ﬂ”ﬂg*&}.

P s worths noting thar the upper bound of 1+ ¢ and the pamtwe derwame of L with
reiett ‘o R ompose 8 com 0 m o ‘ever. aally dimis hmﬁ marginal elfectiveness’ of R,
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This may be -cwritten,

-*},"‘va L(l M‘¢!‘C+‘1’~‘d’t+l’)‘ - ﬂ?’b}

;fc'ﬂ.“.\.’? £, "'*Rbearch zs a disaster, ai s0-increasing 1 — ¢,

"ﬁﬂ-l"'(ﬂ L(l d’n C) (13C)

Defmz qu to be the value which ¢ happens to have when the household
~ terminates the search process. From (13), we can show that ¢, has the
~following properties:

Pmpérty A. C>0=s¢,<1 f ¢ large t. Hence search costs preven: indefinite
search, and the household will eventually terminate. Thus C >0 implies
vxxstence 0f ag¢r<l.

Pmof Suppose we have a ¢, =1, then from (13} we have

Lase 5. b =1 from assumption (c).

Case F1 Grat =1- LO,C+4;—4,,,)<1 from assump.icn {a).

Case Fy. ¢, =1—-L(0,C)<1 from assumption (a).

We would fail to encounter a ¢,,, <1 onty if the household encountered an

infinite sequence of successes, which is a sequence of 4;s for which 4,., 2 4,
+C for all ¢. If the valucs of 4 are all bounded, this is impossible.

Property B.  =0=>¢; 2 ¢, for any ¢, <1. This implies that if search costs
are zero, search probabilities increase (with probability onej toward a Limut o!
1 (Whlch would have the housahold investigate entire marl.ets).

Praojl_. ;Sgppﬁsc we hive a ¢, <1. Then from (13)
Case S @y =@+ L4 &y — 4 —C)> .
Case F,. Does not exist.

Case F,. & , =¢,—Iii¢, 0)=¢, by assumpition (d}.

Therefore since L(-) approaches 0 only at ¢, =1. @,,, = ¢, always. and since
in repeated trials, successful searches will arise, search pmbdbiime\ will rise
monotonically toward 1.

Property C. Suppose the valaes of 4 have «n upper bound 1, O
>4 OS¢ forany ¢o>0.

Proof. Suppowe ¢,>0.



Case 5. Nover arisss.
Case V(. ¢, =—~Ll—9,C+4/~4d. )<,
Case i:l!" q}z +1 =d’u -~ L{i "'d’:& C) <¢’='

Ldna-i-Cpds. M.

A< an example of ec (14) lt is mterestmg tc; consxder a lmea,t rox,m. of the
learning funciion: Ligy, R)=aR(1-:,), where o a: is smali e'noupﬁ m guatantee
2R < 1. In this case, eq. ’14) reduce, to ST .

zzwmﬁt-m=-¢r-f:‘e¢f;g€_ g;w-ﬁ;)ﬂmss) |
~a2p-1) | A-4~Cp(d)dd. (15
4, +C

The expression in the brackets correspon
sign of this expressioti reflects €
models. The integral :n the third
thus the sign of the third term of (15)depen
smaller thas: 0.5 According to (15), fhem Iht
¢,.: given 4; depends apon an opti . ie
tendency toward ¢=1/2. This central td,nde: zcy is cammo 10 psychologmal-
ﬂ,armng models. It coines adout beausé any iearning ‘model ‘which satisfies 0

# 1 and which incirporates a positive monotonic relation between pavoff
ard ef)ﬁ must have a pcint of inilection in that reletion. If an action is already
habitual {¢ is near to its upper bound of 1), further reinforcements can do
little 1o encourage it «till more wheyeas negative exoeriences can do a great
deai to irhibit it {as we approach the inflecticn point ¢ becomes more
seusibve 10 payoil). Conversely, negative experisnces do “litle tovard
inhibiting actions wkich are already unlikely, but positive reinforcements
mzy have a |arge impiet on futre behavior.

) dmon ( 10)‘ -— that is, thee
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Eqgs. (1 3) characterize a Markov process which begins with an initial state,
¢y, annd produces a distribution of pos:ible values for A depending upon the
value enccuntered from the first dealer If the household goes on searching,
sible values for 4} produces a joint distribution of possible
e , aiid ) depﬂrsdmg upon the value encountered from the second
dedlér. '»Correspondmg to-each pair (¢,, 43) there is a joint distrikudon of ¢,
and A if 4 third dealer is sampled, and so on. Except in the case in which
‘the household buys at the first availabie supplier, the household is virtually
certain to conplete its market adventure with a terminal value, ¢, different
from the one with which it began. We will define a density function hid.-, ¢o)
to deseribe the set of posiible &,.’s at the end of a typical searching
experitnce givea tha. scarch heyond the first dealer does take place. (If there
is no further search, then ¢, =: ¢, again.)

So long as y(4) is continuously cifferentiable and C>0, it is ¢lear from our
characterization: of the learnii.g process that

| Pmp»erty!)hm, ¢0;=0 for any ¢, >0 [from assumption (bj and the fact
that R, 20 always].

Pmpyéf,ty' E. ‘h(¢¢r, ¢) is continuously ditferentiabie in both variables over
the intervals 0>¢,21; 02 ¢, 2 1.

Property F. h(l,¢,)=0 for any C>9 (frcm Property A}

Property G. h{¢y, ¢,)>0 for all ¢, which fall in an interval O<¢; < ¢, +a
<1 for some a>0. (Some successes are @lways possible; hence a>0 ard o
converges to O only at ¢,=1. Strings of failures of any magnitude between 0
and C, and of any length are always possible' iience we can obtain any
nositive ¢z < o.)

““Although we were able to show that in the linear case, the learning rodel
is related to ‘an ordinzry sequen.ial stopping iule. the Markov process
nevertheless differs from mnost seach models in that it indicaics that a
positive (althonzh perhaps very small) amount of search is corsistent with
relatively large values of C. A sequ:ntial search rule, for example, would
permit no scarch at alt if p(4} were a cectangular distribution over {0.1] «nd
C>0.5. In conirast, the learn ng proce s is compatible witi. positive search at
much higher cost levals.

Define £(¢p,) = fo(ﬁﬂ' (b7, Po)dey (a finction describing the expected value
of the terrnmal ¢ given p,): then

Property H. %Tor any <4 .,, there exists a positive number ¢ such that
E{dg)>c< for any O< g, S 1.
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Prool. at ttg tth sstagg @f thcs search ;xmeess, A s dlstl‘ibuf“d accmdmg to
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~#3)..., and therefore there is some value a,>(} th ' é(é»., g far“ any {)
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Using 2 proof similar to that of Praperty H itis easy to show that

Property 1

“i@’r :

o}méo fer ¢9-—I {frtm Pr@,

d@&

Since ¢§¢$;>e ior g’»ﬁ(‘i and &

ethbnum pomt fm t!xe .»mdel._ thc apart fmm the Vob\xmua, d;ffie"ult-g in
solving for explicit vaius: of ¢*, however, it would not be an antirely
satisfactery index of individual housshold t.havior. Even if the houschold
enters every new markei with an initial ¢, uqma;i to the ¢, with which it
termmated the last experience, and every man et is characterized by the same
valye distribution y{4), there can % no consume: ‘equilibrium’ in the sense
ihat a ngd seafs:is habit is established (such as always investigating three
dealers). Moreover, the dispersion in possible terminal ¢-values mav be gnite
targe. s¢ that &* occurs infrequestly. and in fact, given that initial ¢-values
ate sinilarly distributed. there s no reason to exrect ¢* actua’ly to be the
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mean of the aistrioviion. We know only a little mor: 1bout the search
behawor of one household &t any point in ume than we knew befor:
‘,g»aampemi ‘of - many - households, has wuch more stable
inidal values ¢y are distribut:d throughout the
;cording tc; 4ome continnous density function g{¢,). If each
goeeds to enter-a 'market, search, and terminate search, then the
wﬂ’ he charac*rmed by a new densxt; function g’ ¢ ), where

g(qsr)' (- ¢T)g<¢r)+§¢ohw» )8 (%) db. (16)

Proposmon I For every C >0, there exists a unique distribution g*(¢)
which satisties (15) with g{p)=g'(Pp)=¢*(J) for ull ¢ and with g*(0)=g*(1)
=0
; inmitively,’ Proposition 1 arises from the ract that the learn ng operator is
- compact, Since the operator in (16) is not necessarily compact, a rigorous
proof is difficult and is given in the app:ndix.
1t is difficult to find any completely satisfactory criterion for s:ability of the
distribution g*i¢). Conceptually, it is sim; wst to look at the beis) ior of the
mean of g(rb) Let us define o, Y5, and y* as the means of g¢y) g'(or),
and g*(¢), respectively. Since ¥* is unique, we raay define statiiity by the
condition '

dyr_

Y =¥ . 17

‘In general, this condition is not met for cvery possible perturoatioi in
g*(¢). Nevertheless, we can prove that for ‘low’” learning retes, the frocess is

- stable. Suppose that we introduce a new variable into the learning function,
L, , R)=ull{¢; .R;)), O<uz=l (18}

The new function I)(-) has all the properties of L(*), and tke number
may be used 1o suggest a ‘rate’ of learnirg. We can now prove

Proposition 2. For every perturbation in g*(¢) which is s cundard devicrions
away from y*, there exists a learniing rate 11y >0 such thai eq. 117} holds fo

all v Sug.

Proof. Using (16) we have

1
Yo =y + ‘3) Poglg il | (gt o T ey,



actwuy dﬂr*fdﬂ <0

Proof. m aty !né“
Goaﬂmzé.ag tothis a sequcmce \
expected terminal valve of P from thls ‘equem is ¢
whict is the sum of tke stopping probapilites times the
¢, at the time of stopping. Frora th: learning fugctio

=8¢, joC + 8L, RY77 and since vvery JL{d,. R)AC«0 we musi have
0$,/eC < Y121 (Ag/6CY < Tor all 122 This condition is readily shown to be
suﬁiment for éajx‘ fé(‘-d} aad smce thzs fzpphas to ai v .tlr'es of ¢ m:d to all

will e&eaiuaﬁv e&m ta be chaa actenzed by a stable e*qmabnum dtstr bunon
of propensitiec toward search. This distribution, moreover, cn be
characterized by a mean wiich has the propemcs which are 1 sually
attrb ded to individual search urocesses.

3. ' wgistons

~iytic derivations of *(¢), even fm' very simple distributions y{A) are
nee oedily obtainable, The forn. =" g*(¢) is generally not even symmetric.
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Newertheless, simulation of the jcarning process 15 quite ciraple, and a

s £ mrariicea gtall. digteilurtinne ¥ 1: ‘ "y i'knnaﬁ—\r‘n ~F
huuxpuu« Val.l Pi CIRE AL N FRAL R ST ULIVLED Iy El 5 AL EOQNIND Ui

‘households’ very cheaplv (in_ our experiments, half a second proved to be
stﬂbmmns for markets ..of 10,000
: seft h&ve been run -using vanom

'y PN

'*‘UUJ, t.«‘-rwu.z, i./-'-UL, b""v 7 d’]u LszD l."lg i TCHECs lllC

, : vdtsmbas the effect of search costs on the dispersion of the ¢-
: distnbutmn Relemveiv high and relatively low values of C decrease the width
of the distribution, and also skew it toward the extreme values of ¢ =0 and
¢=1.
35(8)

0.31

C=0.01

0.1

Fig. i. Simulated distributions g*i$) Lid, ‘%l— DR a1 I) rectang sian,
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, 97, is given by
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v
1~
n
AL

Values for n, and o7 are listed as columns 3 and 6 of tabie 2, where they
may be compared te n* and 5% ({the vanance of n} fiom the simulated
distr-butions. The similovities among these numbers are striking, and this

"@ﬁw*ma m’gbt weii encou: agz one. in the vaew ibat mar_

P> NP PR NP TSI P

IWIHKG LK W{Jﬂﬂ.}’ oL uw WFHILS,

zonveh riloe vrd ¥ mradvras o waro t!’;‘t
SPWERE Wi)E Amw Jhtl An ;uw Whid & ¥

and search oosts. In some ﬁqtg\,,-:,» n . val
mdistingishabie from their “optimal’ conntemarts, DA

It word be quite a izt“fcrent matter, however, to assert that the market is
composed of housebolis which individually behave as if they were
maxururers. Aithough the total amount of search behavior in our model is
similar tix?t whif‘h would be generated by optimal sequential search, our

households actuxdiy are doing nothing of the kind. They do not have the
snfrvrvmatinm e af AL aerdeionby asimcslAd la sesorciiie bt mostismnd cmnseds Loale o ola
PUOINaion On 4 WHiCn WOt 02 PIOFegrinie 10 Opuamar s€arcit nenavior,

nor do they use anv analvtic rules to govern their search decitio

=y 2R T W S Py T wRaA  Sasw BWReA WAk IR n.uvuoa

nor ey ,
Naturally, they do not do as well as fuily inforred optimizing - households
coakd do, The last two columns of table 2 Yst expected value:. fur realized net
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payoffs (final A’ minus total search costs expended) for our learnirg
households, given as 7, and for optimal sequential search, givzn as v, .2

L ‘ Table 1
© “Estimates of g¥ obtained from simulation.

-~ €. ‘k h-':l n=2 =3 =4 n=5 n=6 =7

001 0.146 0.117 0.104 0092 0075 0066 0056
005 0340 0217 GI45 009 0060 004 003
0480 0744 0127 0067 0038 0021 0010
) 0603 011 0065 0021 0007 0002 0.001

- 084Y 0130 0023 0006 0002 09 00
0954 0843 0002 — @ — -  —

Table 2
Comparison of search propensities .rom learning and optimal szarch
modcls.
-Cost  y* n* s? n, ol £ v,

001 085 7.0 40.1 7.1 429 072 0.86

0.05 0.07 30 6.2 32 68 052 0.68
010 052 2.1 24 22 28 041 0.55
020 031 1.5 068 1.6 092 027 0.37
230 016 1.2 025 13 038 017 0.23
050 005 i1 006 1.0 00 -002 6.0

The dynamic responses to particular sequencss of quowas art alsu quite
‘dlfferf.m in the tws kinds of raodel. For example, the scquentizi!; searching
hous¢ hold which happens to encounter a long string of low-valve quutes will
continue to search mdeﬁnxtely, vhereas the learning household may stop at
any point and, in accordance with Pmperty A, is certain to stop eve itually
(this may account for th> fact that s? in table 2 is generally les:, than ). As
another example, suppose a household encounters {irst a low 4 und thm a
high one; this will encourage further search whereas a reverse: in the order
of the quotes woulc discourage further search. Under oy amal search
procedures, in contrast, the decision to invesugate a third des or would be
unaffected by the ordering of the first two. In short, it 15 2 d.mns. shing
feature of learning models that the individual w not a micrecosm of the
market, and that the predomina:i features of 1 theory for ~ne arz not
necessarily the predominate features of a theory for the other.

(i

8Expected net payoff from optimai sequestial search is given by =1 2C
distribution 1¢.4) is t niform.
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md‘” lﬂlﬁea eyl ey e
The tisory o pncmg thh which we began this paper fol iowee;’l a smmie

iiescription. aﬁ‘ 'ﬁm behavi
e proﬁt expmeme o]

, : HY i
mc& and market eqm!xhnum wou!d z:en be char _lterwed by a pma P*
which corresponls to the solutmn 0 (N \sﬁere the valus of Gy @ are obtaimdw

VIOYI‘ may faﬂ m produce

a unigue P* but generate price distribulions instead: nevertheless, the

qualitative features of the «sqmﬁbnmn are nnaﬂected lmcanse cansumers have
an ir-centive to search in any case. :

Even in the case of firm learning behavmz which. does cnnverge to P*, we
ave reason to expect price dispersions to persist | for & considerable amount
of time. If cossumer scarch follows -the paitern we have described, then (1
- 1¥*) is an estimate of th: fractica of the population which will not proceed
bzyond the first Jealer en.ouni=vad. For this sagment of the market, a dealer

i3 a mom)polist, ana witi 4 L,st at a corre: spondmoiy ?mgh rmce Other

A%mmtm: non-linear learning modals T.f ﬁrm behy

3 sevies of mﬂtm&mcxg market pronieis
%rgh pmﬁts .mﬁi s,amwms w::l"

..ar’ket musai in whtchi ;;radutt homagcnelty ‘fowes 1dentwal pmss upan all
firms i every irstant of time, d'sequilibrium in this differentiated market is
characterized by a variety ot dif erent prices, some too high and some too
iow, and this does not necessarily lead even to general shortages or smpluses
a1 the market level. The main forcss tending toward equilibrium are lost, and
the disequiiibrium will tend to feprcdm:ae itseif.
An example of this sort of prodlem is presented in fig. . This distribution
vas obtained fivm a sﬁmianan mmlvmg 20 competing ﬁ:rms whose learning

4 full decdlowaent of a general model of frm leaning may be found in CREST.
L ssion Peoer o2 Department 0 “connmics, University of Michigan.
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02t , /\/ 200,000 buyers
. /" :

0.1 / “\_ 50,000 buyars
i v ] initial |
é/ \ \distrlbutiou
v \

* w e ™

3,2 0.4 0.6 0.8

"ig. 2. Simulated densiry ‘unctic~ over market price.

functions were linear (with ®=0.2), wt. consumer search costs were 0.1 and
consumer learning functions were .:¢ lnear (with x=0.2). Vir) was
rectangular for 0=<v:<1. The initiat .z Jistributicn was rectangular and
had converged to the distribution <" .w: after 230,000 consumers had
e;itered" ‘the markei. (Incidentally, evou  ath ‘his dispersion in pricing
behavior, household searching was ind:s* + -ishable from chat shown for C

7. Extensions of the model

Throughout this discussion, search costs hnve been repressnicd by a
constan:, and this is an oversimplification in at least two respects. First, u
would certainly be more plausible to treat C as .r increasing function o n.
Indeed, to many consumers, first encounters v.ith automobue. cairera, or
house sellers may be so interesting and inforinative as to justifv the wa <h
cost: by themselves. Further in ~<fications. however. carn be sheor todiva,
anc to many of us, successive searches may become so exasperaun that
to*al search costs exceed their macket cost components by «nsiantal
marg ns. Second, should a scarch process be terminated at a derwrt whose



offor is not the best, soms cost must be incurred in v:rieving the optimal
bid. Were this fact ta’.en into account, consumers in our model presv raably
would show less inclination to continue searching whenever a ‘bcst bid has
becn encountered. For the sake of simplicity, mnhe of - 1% ‘
modifications has been introduced into: the mode!, ang. mvere_df*;es_ ;
10 be any reason to expect substantial <:Ifm;nagf:q in our genetai results if t
wers,

A more awkward probism arises as a consequence of the mtrodua.tm»n of
produzt differentiation into the theory. Following the emstmg literaturs on
starch behavior, we have plsced taostof our.emphasas upon pricing, treatin
desder characteristics as given. In a more modsl, however, one mxght
follow the lead of Lancasier (1966), Resen (1974), «d orhers and describe the
opimai cheice of product characteristics. The learning process ‘would then
apoly ¢ product type as weld as to price. Presumably, the model would
opirale cssentinily as Dbefore, exczpt that convergence to equitibrium from
so:ne disequilibrium state would take even longer than i in the mnple mdel
be.:ause of the need for a muMidimensional learmng rocess.

This additiona! variable wag not introduced into theinodel beeamse it is

ev-dent that the optimal distribution of prices and product characteristics
dcpcmf‘.s heavily upon the circumsiances under which differentiation takes
pluc:: the ediect i dulcientiation on preferences, the distribution of consumer
tastes, and even on the aumber of firms in the markei. In only a few of the
models of 6;+imal prosiuct differentiation which are possible, moreover, will it
prove to be the case that (a) all firms face identical market conditions, and
{b) all consumers see the same distribution of product values. Since these
conditions are essentinl to the derivation of simpie optimal search rules
which could be compared to the results of the learning model, the question
of optinzi product difierentiation was put aside. Of course, simulation of the
learning; process could handle these more genef.é models _quite read:ly, but
there would have been £o means for direct comparisons with the more
conventional search rules.

One of the advantages of learniag as contrasted to opnmxzaucn theory is
that models «f bebavior ander dynamic conditicns may be obtained without
a theory of exyeciations formation. Indeed, it is the absence of an
expectations ineory that generates most of the objections to Stigler’s original
model or . optimal stopping rules for sequontial scarch. Both of these
require well-specified prior distribuions, even though we are provided with
no sights nto the genesis of such priors. Although it is not necessary, it
may be interes'ing to modify the leaiaing mode! so that some forms of
expeeiations could be introduced. It is possible, for erxample, that an
opuirnistic houschold, upon encountering an unexpectedly low 4,, may be
mclined to do more searching thar another household with more realistic
expeciations. A family used 10 paying low rents may move to a more
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er pensive area and search extensively for :ccommodations. whereas another,
accustomed to even higher rents may be satisfied reiatively easily. Some of
the Tavor of such ‘satisficing” behavior m.y be reintroduced into the learning
model by means of the distinction between ¢, (the stopping probability with
which the search process begins) and ¢, the likelihcod that search will stop
at the first dealer. Thus we might write ¢, = ¢(d,, 4, — 4°), where 4° reflects
the consumers’ ‘expectations’, 8¢,/04,>0, and ¢, =g, if 4,=4°. Introduc-
tion of such a relation into a simulated learn.ng model such as that used to
generate the distributious of fig. 1 would not be particularly difficult,

Finally, any theory of learning must address the question of what 1t is that
is to be learmed. This paper has focussed upon the simpl:st variables:
whether or not to search, and what price to charge. It is at least as plausible
to suggest that what is learned is rules of behavior rather than the “ehavior
itself . Consumer search could be governed by learned rules of thumb which
may >r may not use arguments which aie related to optimal szarch models,
and tirms might learn to apply sp:cific mark-up formulae, or to tie price-
chanvying decisions to recent market experiences. The variety of possible
moddéis is very large, and obviously many of them would enable firms and
consumers to do better for themselves than they do using the naive behavior
described in this paper Nevertheless, the essential principle which we have
demonstrated for our simple exainples would apply in any case, and that s
that in a stochastic environment, whai is ‘learned’ by any individual wili
inevitably iicorporate some measure of error. Some consumers will search
nscre than others simply becausc they happen to have had favorable
searching experiences. Some firms may charge more than others because they
have been lucky encugh to have been visited recently by low-searching
consumiers. These ‘errors’ then go on to enrich the stochastic environmen* in
which the learning of others takes place. This point, of course, applies to
cptimal Bayesian search procedures [as in Rothschild (1974b)] as well as o0
the psychological process described here. However, if it is a ‘rule’ that is t¢
be learned rather than the behavior itself, thes: errors may include the
learning of rules which have no ‘retior.al’ basis: the consumer may learn tc
search whenever 4,>4,_, and to stop otherwise, o1 he may learn to go on
searching whenever the last salesman encountered wore plasses. Many firms
will learn to keep prices high as Christmastime, but some may lean to
maintain high prices whenever the meon is full. In short, one might modify
our model by making rules the objects of the learning process. but it would
be inconsistent with the spirit of this paper o assume that conssimers fearn
to apply only ‘good’ rules. With our simple models. we were abie 1o
Jdemonsirate the exisience of equilbrivn  dsiributions  of  beagvior
probabilities, but the description of equiiibrium distributions of wrong r.os
of behavior would be well beyond the aspiration level of this papar.
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show thai the ﬁzmma Gigrs *~fines a compact mapping from I to I {see
Muvkoes 19754 Hince by Scisuder’s fixed point theorem [Smart (1973)]
L.7e «aists a fixed point g*(d). From (A.2) the value of k at g*(¢) is &, and
s stitating this inic {A.2) we see that g*{¢) is a fixed point for =q. (16) as

e suppse fhfrf: are two fixed pomts 2, (¢) aud g,(¢). Define

digi=min{g. (¢) g.()}
Bigi=gldi—~diA)  i=1,2 (A9
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At a fixed point, eq. (16) tecomes g,(¢,)=[§ PH(P,, d)g,(P)dep, =nd using
{A.4), we obtain

- Blgp)= b[qgg(d,hmaiw)dgi;«;-g ¢H(py, ¢)o0()ded — dpr).

~ For every ¢y in [0, 1], there is an i which gives B;(¢,)=0. By Property G,
"§$‘¢Hiﬁ¢rg¢)81(¢)d¢§0 with the strict inequality holding for some of tiiose
- values of ¢, for which B;($7)=0 [i.e., those values of ¢, which are 1o more
~than @ units above a ¢ with Bi(¢)>0]. Therefcre, [} @H(dr, P)o(¢)Ce
~3{p;)£0 for.all ¢, w*'. “e strict inequality holding for some ¢;.
“Multiplying by ¢ and integratiny. we obuain [§ ¢3(p)de — [ ¢ 0 by ided,
<0; ari since this is impossible, we must have B;(¢)=0 for all . which
raeaus the fixed point is unique.

-
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