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Abstract—The main objective of this paper is to report the development of a new computer model to
simulate species density, temperature and plasma flow in the ionosphere and plasmasphere. The paper
provides a general description of the code for potential users. The model incorporates the attractive
features of previous models reported in the literature. In addition significant improvements have been
made, which render the code a comprehensive tool for studying the ionosphere–plasmasphere
environment. For example, the calculations are carried out across an entire field tube extending from
the E region in one hemisphere to the E region in the conjugate ionosphere. The coupled continuity,
momentum, energy, heat flow and photoelectron equations are solved in a quasi-simultaneous manner.
The efficiency of the numerical solution was much improved by using an integral form of the continuity
and momentum equations which resembles the form used in the shooting method at high altitudes,
and the conventional parabolic solution in the F region and topside ionosphere below 2000 km. The
equations are formulated to facilitate linking the plasmasphere and ionosphere. The equations have
been expressed in a new way which we have called "flux preserving," and solved using a Newton
iteration. The speed of convergence of the solution procedure is further improved by the use of
predictive techniques.

The results reported in the paper are the product of numerical tests that were carried out to assess
the performance of the code. The choice of material for analysis therefore was not determined by
geophysical criteria. However, several interesting results were obtained which warrant reporting.
These include (1) the discovery that counterstreaming of H⁺ and O⁺ ions occurs under steady state
conditions; (2) that our theoretical results agree with recent measurements of electron temperature in
the plasmasphere, which are significantly lower than previous measurements. However, there is an
indication that a magnetospheric source of heat may nevertheless be required for precise agreement.

INTRODUCTION

Study of the thermal plasma population in the
closed field line region of the magnetosphere has
grown in importance in recent years (see review by
Chappell, 1975). Not only is there a significant
interchange of plasma between the ionosphere and
plasmasphere, but the thermal plasma has also
been found to affect the energetic particle popu-
lation of the magnetosphere. This tight coupling be-
tween the magnetosphere–ionosphere system via
hot and cold plasma has an impact on energetic
particles of the radiation belts, ring current parti-
cles and the plasma sheet. Although the broad
features have been established (Carpenter and
Smith, 1964) a realistic comprehensive model of
the plasmasphere has not yet been developed.

It seems clear that the interchange flow processes
are related to the shaping of the plasmapause and
light ion trough features (Chappell, 1975). The
global morphology of the plasmasphere varies
strongly with magnetic activity and associated elec-
tric fields. When the convection electric field in-
creases during magnetic storms the plasmasphere
decreases in size owing to compression on the night
side and a peeling off and convective loss of plasma
in the afternoon dusk sector. During magnetically
quiet periods, the plasmasphere increases in size,
refilling as a result of upward flow of cold plasma
from the ionosphere. One of the primary objectives
of studies of ionospheric–magnetosphere coupling
is to relate global storm and quiet time patterns of
the behavior of the plasmasphere to those of the
ionosphere.

A fundamental requirement for understanding
the processes governing the ionosphere–
plasmasphere system is a knowledge of the con-
centration, temperature and flow velocities of
charged species populating the field tubes. Since no
experiment has yet been devised which can supply
these parameters along the full extent of the field
tube, we must, of necessity, resort to models to unify and interpret available and forthcoming fragments of data. Studies of field tube refilling constitute an important approach to the overall problem. Although many studies of this type have been carried out in recent years, the details of the filling process still remain unknown.

The problem of protonosphere–ionosphere coupling has been studied mainly from two complementary viewpoints, namely

1. as a source of ionization in the nocturnal $F$ region.
2. as a source and sink of plasma for the protonosphere.

From the protonospheric point of view proton escape serves to replenish field tubes that have lost their ionization, while from the ionospheric viewpoint, the protonosphere is a reservoir of ionization which is filled during the day, and which acts as a source of ionization and energy for the $F$ region at night. Several obvious discrepancies in the expected signature of the ionosphere on the plasmasphere lead to studies of proton filling rates in the plasmasphere due to outflow from the ionosphere (Banks et al., 1971). For example, the plasma density increases on the equatorward side of the light ion trough at $L$ values of 2, whereas the plasmapause lies between $L = 4–6$.

Early theoretical studies predicted significant fluxes of $O^+$ ions into the $F$ region via the charge exchange process of $H^+$ with $O$ (Hanson and Patterson, 1964; Geisler and Bowhill, 1965; Geisler, 1967). These predictions were soon confirmed by experimental results (Vasseur and Waldteufel, 1968; Evans, 1969, 1971 a, b; Evans et al., 1970; Behnke, 1970; Hagen, 1972). Subsequent theoretical work prior to 1978 confirmed the importance of the protonosphere as a source of ionospheric plasma (cf. for example, Nagy et al., 1968; Banks et al., 1971; Schunk and Walker, 1972; Nagy and Banks, 1972; Schunk and Walker, 1973; Moffett and Murphy, 1973; Massa et al., 1974; Murphy et al., 1976). The studies have shed considerable light on filling processes. However, with the exception of Nagy et al. (1968) and Mayr et al. (1972) the results are all based on single hemisphere models.

The work of Park and Banks (1974) and Murphy et al. (1976) produced several major new results. The former studied the effects of plasma flow into the ionosphere under the influence of neutral winds and an east–west electric field. The latter studied field tube filling after substorm depletion and the subsequent effects on the plasmasphere and ionosphere. Bailey et al. (1978) repeated the calculations of Murphy et al. (1976) for sunspot maximum conditions.

A special study of interest was reported by Bailey et al. (1977). They used the one hemisphere model to theoretically confirm the counterstreaming of $O^+$ and $H^+$ ions observed by Vickrey et al. (1976) at twilight from Arecibo. This topic is discussed further for a more general case in the section reporting results obtained with the current model.

Relatively few theoretical studies have treated the interhemispheric flow of plasma, despite the fact that the phenomenon may be important. Rothwell (1963), Hanson (1964) and Kohl (1966) discussed interhemispheric flow in connection with the $F_2$ layer winter anomaly. Nagy et al. (1968) studied interhemispheric flow as a source of heat for the local topside ionosphere. Recent models which included interhemispheric flow were developed by Mayr et al. (1972), Kutimskaya et al. (1973), Bailey et al. (1978). Murphy and Moffett (1978) used a single hemisphere model to assess the effects of interhemispheric flow. Bailey et al. (1978) extended their earlier model to two hemispheres, and Murphy and Moffett (1978) recently included the energy equations, and nonlinear acceleration terms in the momentum equations.

**FORMULATIONS AND SOLUTIONS OF THE TRANSPORT EQUATIONS**

Despite significant advances over the last decade, which were mentioned above as well as in a number of reviews (Carpenter and Park, 1973; Chappell, 1972; Banks, 1972; Banks et al., 1976), the plasma coupling mechanisms between the ionosphere and magnetosphere have not been studied using a formulation which simultaneously accounts for variations in all the major controlling variables. Schunk (1975, 1977) points out that the basic equations used in modelling the ionosphere and protonosphere have not, in general, been applied with a clear recognition of their intrinsic limitations.

We have adopted the modified momentum equations of St. Maurice and Schunk (1977) and energy equations of Schunk and Nagy (1978) as appropriate for our current concepts of the quiet plasmasphere (Schunk and Watkins, 1979). Application of this system to the midlatitude ionosphere and plasmasphere permits several simplifying assumptions to be made which significantly reduce the complexity of the equations.

We consider a plasma comprised of only two
major ions, \( O^+ \) and \( H^+ \) and electrons and an arbitrary number of minor ions in a neutral atmosphere of \( O, O_2, N_2 \) and \( H \). We assume that species temperature and flow velocity differences are small, a midlatitude condition. Thus we can neglect stress and nonlinear acceleration terms, and use Burgers' (1969) linear collision terms (cf. St. Maurice and Schunk, 1977). In addition, density and temperature gradients perpendicular to the geomagnetic field lines are neglected, and we have assumed that ion and electron temperature distributions are isotropic so that we can ignore the stress tensor equation.

Even though many of the individual terms in our equations arise directly from Schunk's 13-moment system of equations, we have arrived finally at a basic formulation involving only six equations. These are: the photoelectron two stream equation, the electron energy equation, the ion energy equation, St. Maurice and Schunk's (1977) velocity solution of the ion and electron momentum equations, and finally the continuity equations. We have included ion neutral collisions in the equations of St. Maurice and Schunk in order to solve for the individual ion velocities separately. These basic equations of our plasma formulation are given collectively in (1-6) in the section on Basic Equations.

The primary photoelectrons are treated via a two stream Liouville equation (Banks and Nagy, 1970) which essentially follows their distribution through phase space until they are thermalized. One hundred energy steps are used at each spatial grid point separately for the upstreaming and downstreaming electron populations. Such a detailed phase space treatment is necessary only for the highly superthermal photoelectrons.

Currently neutral winds can be input numerically, or the code could be modified to include an analytical fit to experimental or model wind values. Provision has not yet been made for electric field convection of tubes of flux.

A major shortcoming in previous studies has been the use of \textit{ad hoc} boundary conditions, which generally arise when only part of a field line is modelled. Roble (1975) and Stubbe (1970) formulated their coupled parabolic equations for \( O_2^+ \), \( NO^+ \), \( O^+ \) and \( H^+ \) in the \( F \) region and topside ionosphere, but \( H^+ \) was treated as a minor ion in each of these cases, or the \( H^+ \) density is calculated by assuming chemical equilibrium with \( O^+ \). Such formulations all apply to altitudes below about 2000 km, and require artificially designated or measured upper boundary conditions.

Bauer (1968) and Massa (1974) attempted to extend this treatment for \( O^+ \) and \( H^+ \) along the entire flux tube but this leads to serious numerical problems, which are discussed in the next section. The so called shooting method has also been used in attempts to treat the entire flux tube by a single method. In the shooting method (Moffett and Murphy, 1973; Mayr et al., 1967; Murphy and Moffett, 1978; Bailey et al., 1977; Richards, 1978) the flux or velocity from the continuity equation is substituted into the collision terms of the momentum equation. The resulting integro-differential equation is then integrated numerically down from the equator where flux and density boundary conditions are imposed. The equatorial boundary conditions are readjusted and the integration performed repeatedly until low altitude chemical boundary conditions are satisfied. The main disadvantages of this approach stem from the fact that flux determinations from the continuity equation are inherently inaccurate and unstable at low altitudes, and the method does not produce simultaneous solutions in both hemispheres. We have compared our method with the shooting method approach of Richards (1978). The computer time required to achieve convergence is about an order of magnitude smaller using our method.

The perturbation solution of Mayr et al. (1972) also treats the entire field line as a single region. Mayr et al. integrate numerically but with only a gradually increasing fraction of the collisional terms in the momentum equations, along the entire field line. The drag terms are always evaluated in the \( n \)th approximation to obtain the \( n+1 \)st approximation. This method also suffers from low altitude problems for the same reasons mentioned in connection with shooting methods. It is apparent that both of these methods are basically high altitude formulations and that neither should be used unless an accurate lower boundary at, say, 1000 km can be supplied by some other type of calculation or by measurement.

Multiple region formulations somewhat similar to our own have been used in simpler form by Park and Banks (1974) and Marubashi and Grebowsky (1976), who treated the topside region above 3000 km as a reservoir.

We surmount the limitations discussed above in our treatment by simulating the flow and density in an entire flux tube spanning the midlatitude plasmasphere between magnetically conjugate points in the \( F \) regions of the northern and southern ionospheres, as shown in Fig. 1. The solution encompasses several regions of differing dominant physical processes.
In order to provide a geophysically meaningful and consistent simulation, a number of parameters must be computed in the proper sequence as shown in Fig. 2 which is an overall schematic of our simulation code. Neutral atmospheric parameters are calculated locally from the MSIS model atmosphere (Hedin et al., 1977a, b) because it reproduces the seasonal solar cyclic and diurnal variations of the atmosphere as well as its response to geomagnetic disturbances. Solar fluxes of M. Torr et al. (1979), Hinteregger (1978) and photoionization cross sections listed by Kirby-Docken et al. (1979) are used. Most recent rate coefficients given by St. Maurice and Torr (1978) and D. Torr and Torr (1979) are used.

**BASIC EQUATIONS**

**Photoelectron Liouville equation**

\[
\frac{d \Phi^+}{ds} \frac{B}{B} = -T_2 \Phi^+ + T_1 \Phi^- + \frac{q}{2(\cos \theta)} + \frac{q^+}{\langle \cos \theta \rangle},
\]

\[
-B \frac{d \Phi^-}{ds} \frac{B}{B} = -T_2 \Phi^- + T_1 \Phi^+ + \frac{q}{2(\cos \theta)} + \frac{q^-}{\langle \cos \theta \rangle},
\]  

(1)

where

\[
\Phi^+(E, s) = \text{photoelectron flux outward along } s
\]

\[
\Phi^-(E, s) = \text{photoelectron flux inward along } s
\]

\[
q(E, s) = \text{photoelectron production rate in the range } E \text{ to } E + dE \text{ due to direct ionization processes.}
\]

\[
q^+ = \text{photoelectron production in the range } E \text{ to } E + dE \text{ due to cascading from higher energy photoelectrons undergoing inelastic collisions}
\]

\[
\langle \cos \phi \rangle = \text{average cosine of pitch angle}
\]

\[
B = \text{magnetic field strength}
\]

\[
T_1 = \sum_k n_k p_{e} \sigma_{e}^k
\]

\[
T_2 = \sum_k n_k \left[ \sigma_{a}^k + p_{e} \sigma_{e}^k \right]
\]

and

\[
n_k = k\text{th species number density}
\]

\[
p_{e} = \text{photoelectron backscatter probability for elastic conditions with the } k\text{th species.}
\]

\[
\sigma_{e}^k = \text{photoelectron total scattering cross-section for elastic conditions with the } k\text{th species.}
\]

\[
\sigma_{a}^k = \text{inelastic cross-section for excitation of the } k\text{th particle species.}
\]

**Thermal electron energy**

\[
\frac{3}{2} N_e k \frac{\partial T_e}{\partial t} = -N_e k T_e \nabla \cdot U_e - \frac{3}{2} N_e k U_e \cdot \nabla T_e - \nabla \cdot \mathbf{q}_e + \Sigma Q_e - \Sigma L_e. \tag{3}
\]

**Ion energy**

\[
\frac{3}{2} N_i k \frac{\partial T_i}{\partial t} = -N_i k T_i \nabla \cdot U_i - \frac{3}{2} N_i k U_i \cdot \nabla T_i - \nabla \cdot \mathbf{q}_i + \Sigma Q_i - \Sigma L_i. \tag{4}
\]

**Ion heat flow**

\[
a_i = \frac{1}{1 - \xi} \left( -\lambda_i \nabla T_i - \frac{N_i m_i \nu_i'}{N_i m_i \nu_i} \lambda_i \nabla T_i \right). \tag{5}
\]

**Electron heat flow**

\[
q_e = -\lambda_e \nabla T_e. \tag{6}
\]

**Ion electron momentum**

\[
\begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix} = - N_1 - N_2 \begin{bmatrix}
1 + \frac{\nu_{2s}}{\nu_{21}} \\
\nu_{21}
\end{bmatrix} \begin{bmatrix}
1 \\
1 + \frac{\nu_{1s}}{\nu_{12}}
\end{bmatrix} \times \begin{bmatrix}
D_1 Q_1 \\
D_2 Q_2
\end{bmatrix} \begin{bmatrix}
\nu_{1s} + \frac{\nu_{1s}}{\nu_{21}} + \frac{\nu_{1s}}{\nu_{12}} + \frac{\nu_{2s}}{\nu_{12}} \\
\nu_{21} + \frac{\nu_{1s}}{\nu_{21}} + \frac{\nu_{1s}}{\nu_{12}} + \frac{\nu_{2s}}{\nu_{12}}
\end{bmatrix}. \tag{7}
\]

**Ion continuity**

\[
\frac{d}{dt} \begin{bmatrix}
N_1 \\
N_2
\end{bmatrix} = \begin{bmatrix}
P_1 \\
P_2
\end{bmatrix} - \hat{L} \cdot \begin{bmatrix}
N_1 \\
N_2
\end{bmatrix} - \nabla \cdot \begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}, \tag{8}
\]
where $P_i = O^+$ photoionization frequency
$N_e/N_i/N_2 = \text{electron/O}^+/H^+$ density
$T_e/T_i/T_R = \text{temperatures}$
$U_e/U_i/U_R = \text{average drift velocities}$
$q_{ei}/q_i = \text{electron/ion heat flux}$
$\sum Q_{ei}/\Sigma F_{ei} = \text{sum of electron heating/cooling rates}$

and we have used the thermal conductivity coefficients ($\lambda_i$, $\lambda_e$), the diffusion coefficients ($D_i$) and terms in the diffusive force, which we symbolize by $Q_i$, from St. Maurice and Schunk (1977). The matrix $L$ contains the chemical reaction frequencies including the $H^+ + O$ charge exchange reaction, the reverse reaction and all other ion neutral reactions. The term $\xi$ in the denominator of (5) is given by St. Maurice and Schunk as

$$\xi = \nu_{ij}^+ \nu_{ij}^-/(\nu_{ij}^+ - \nu_{ij}^-),$$

where the $\nu_{ij}^+$, $\nu_{ij}^-$, $\nu_i^+$ and $\nu_i^-$ are their “effective collision frequencies.” Also we may collect the diffusive force terms given by them in the form

$$Q_i = -\nabla (N_i/T_i) \cdot \left( m_i k_B T_i + Z_i T_e \nabla (N_e T_e) / T_i - N_e T_e \right)$$

$$+ \nu_i^+ \nabla T_e \cdot \left( \alpha_{ii} \nabla T_i - \alpha_{ii}^* \nabla T_i \right),$$

where the upper/lower signs apply to the $O^+/H^+$; $\alpha_{ii}$, $\alpha_{ii}^*$ and $\alpha_i$ are thermal diffusion coefficients and $D_i$ is the ordinary ion diffusion coefficient of species $i$, as in St. Maurice and Schunk (1977).

### NUMERICAL SOLUTION

**Outline of approach**

Equations (3–8) form a system of 8 first order differential equations. Equations (5) and (6) can be substituted into (4) and (3) respectively to form two parabolic partial differential equations. Similarly, equation (7) can be substituted into (8) to yield 2 parabolic equations. This substitution is done numerically. The two lower boundary conditions required for each parabolic equation are supplied at the ends of the field tube. The lower boundary altitude can be chosen to ensure that local equilibrium conditions prevail. This approach has worked successfully for the solution of the energy equations. In the case of the continuity equations, numerical problems are encountered above some altitude which generally lies between 1000 and 3000 km depending on prevalent conditions. In this region the diffusion coefficient, $D_i$, becomes very large although the ion fluxes remain finite. Therefore the diffusive force term, $Q_i$, given by (10) tends to zero although the individual terms of $Q_i$ do not become small at high altitudes. The fractional error of $Q_i$ becomes large at high altitudes, and so does the fractional errors of ion flux, which is a linear combination of $Q_i$ terms when calculated from the momentum equations. We therefore use equation (10) to compute the $O^+$ and $H^+$ densities in the region where $Q_i = 0$.

We divide the plasma flux tube into three regions B, C, and B* shown in Fig. 1. In the low altitude regions B and B* both ion–ion and ion–neutral collisions are important and the full parabolic equations are used. These equations accurately reproduce the plasma concentration and flow in this region. In region C, the relative flow terms become insignificant for $H^+$ and $O^+$ in the plasmasphere and the diffusive equilibrium approximation accurately describes the distribution of plasma along the field tube in this region. The solutions for each region are coupled through a flux preserving approach which is described in detail in subsequent sections. The approach eliminates the low altitude problems which limit the parabolic approach.

Figure 2 schematically illustrates the model used in the computation. An effective simultaneous solution to this scheme is obtained as follows. The continuity/momentum and electron–ion energy equations are solved in a ping-pong iterative mode using density and temperature profiles taken from the previous time step to predict values at the current time step. In practice the predicted current values lie so close to the final solution values that use of the predictive technique renders the solution of the density, temperature and flow equations effectively simultaneous.
The flux preserving method

Our system of equations comprise 4 second order partial differentials. The flux preserving method that we use to solve the equations involves a Newton iteration similar to that described by Hastings and Roble (1977) (see Appendix B). The main difference between the flux preserving approach and earlier methods lies in our choice of the minimization function $F$ given by equation B2 in Appendix B.

As will become evident from the discussion that follows, the most suitable choice of $F$ to use with variable spatial steps, is an integral form of the coupled parabolic density equations. The integration is carried out between limits located midway between grid points, e.g. if the function at the $k$th point is denoted by $F_{kr}$, the integration is carried out between points $k-\frac{1}{2}$ and $k+\frac{1}{2}$, as illustrated in Fig. 3, i.e.

$$\left[ \begin{array}{c} F_1 \\ F_2 \end{array} \right] = \frac{1}{B(S)} \left[ \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right] \left[ \begin{array}{c} \int_{S_{k-\frac{1}{2}}}^{S_{k+\frac{1}{2}}} \left\{ \begin{array}{c} P_1 \\ 0 \end{array} \right\} ds \\ -\hat{L} \cdot \left[ \begin{array}{c} N_1 \\ N_2 \end{array} \right] \frac{\partial}{\partial t} \left[ \begin{array}{c} N_1 \\ N_2 \end{array} \right] / B(S) \right] = 0. \quad (11)$$

Equation (12) is just the matrix integral form of the coupled ion continuity equations. When the substitution for $\left[ \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right]$ is made from equation (7) their parabolic form is clear. The integration is carried out numerically with (11) expressed in second order finite difference form as discussed in the next section. Between grid points in regions B or B* densities are interpolated linearly in evaluating (11). This approach lends itself naturally to the use of integration steps of arbitrary size. The approach may be termed a “flux preserving method.” The use of an integral form of the continuity equation, while retaining the second order finite differencing, crucially simplifies the inclusion of region C in an iterative solution scheme. In this case we integrate from boundary 2 to boundary 2*, across the entire region C, whereas in the region B we integrate between grid points $k-\frac{1}{2}$ and $k+\frac{1}{2}$ as discussed above.

$$\left[ \begin{array}{c} F_1 \\ F_2 \end{array} \right] = - \left\{ \begin{array}{c} \frac{1}{B(2\ast)} \left[ \phi_1(2\ast) \right] - \frac{1}{B(2)} \left[ \phi_2(2) \right] \\ \int_2^{2\ast} \left\{ \begin{array}{c} P_1 \\ 0 \end{array} \right\} - \hat{L} \cdot \left[ \begin{array}{c} N_1(S) \\ N_2(S) \end{array} \right] ds \\ \frac{\partial}{\partial t} \left[ \begin{array}{c} N_1(S) \\ N_2(S) \end{array} \right] / B(S) \right\} \right\} \\ \hat{F}_1 \\ \hat{F}_2 \right\} = 0. \quad (12)$$

In region C the densities at the many grid points between boundaries 2 and 2* are no longer interpolated linearly as is done in region B, but are calculated from the densities at point 2 via numerical integration of physically realistic equation of diffusive equilibrium. This may be expressed in functional form at some point $k$ of region C as

$$N_i(k) = G_i(N_i(2), N_2(2), k), \quad (13)$$

where 2 in parenthesis refers to boundary 2. The boundary fluxes used in the continuity equation of region C are calculated via the full momentum equations which are still valid at the boundaries 2 and 2*. Region C appears as one large grid step to the code and is therefore handled in effectively the same way as any other step in region B. It is this feature which is new, and renders the solution an efficient method of solving the interhemispheric coupled equations.

The finite difference scheme

We use the following scheme to evaluate the time average of any parameter $f$, and its spatial derivative $\partial f/\partial s$ at a point midway between grid points $k$ and $k+1$ during the time interval $t_i$ to $t_{i+1}$.

$$f(S_{k+1/2}) = \frac{\theta}{2} f(S_k, t_{i+1})$$

$$+ \frac{(1-\theta)}{2} f(S_{k+1}, t_i)$$

$$+ \frac{\theta}{2} f(S_{k+1}, t_{i+1}) + \frac{(1-\theta)}{2} f(S_{k+1}, t_i) \quad (14)$$

$$\frac{\partial f}{\partial t} \bigg|_{k+1/2} = \frac{\frac{f(S_{k+1}, t_{i+1}) - f(S_{k}, t_{i+1})}{S_{k+1} - S_k}}{S_{k+1} - S_k}$$

$$+ (1-\theta) \frac{f(S_{k+1}, t_i) - f(S_k, t_i)}{S_{k+1} - S_k}. \quad (15)$$

The parameter $\theta$ provides the option to select the finite difference scheme, with $\theta = \frac{1}{2}$ for Crank-Nicholson and $\theta = 1$ for Laasonen differencing, or any value in between.

Referring to Fig. 3, we see that the computation of equation (11), totally within one of the regions B or B* is based upon the ion densities at three adjacent grid points, each one of which receives an independent correction in the iterative solution. Linear interpolation is used to interpolate the densities between the three consecutive grid points. The computation of equation (12) on the other hand involves a number of dependent densities at intervening points as well as the densities at points $2B$, $2A$ and $2B* as was discussed above. The boundary fluxes $\phi(2)$ and $\phi(2\ast)$ are each calculated from the densities at the adjacent point pairs $(2B,$
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EQ (13)

Boundaries 2 and 2* are each straddled by the pairs of grid points (2A, 2B) and (2A*, 2B*) respectively, from which the boundary fluxes are calculated. The boundaries 1 and 1* on the other hand fall exactly upon the first and last point. The densities at these points are calculated via local photochemical equilibrium. Densities are needed at 3 points to calculate each finite difference equation used in the Newton Raphson Iterative solution. The three points are adjacent for equation 12 but not for equation 13. The three points needed to calculate equation 13 are 2B, 2A and 2B*.

2A) and (2A*, 2B*) respectively. It is to be noticed however that the ion densities at point 2A* are not independent, but computed via the equations of diffusive equilibrium from the densities at point 2A. The integral terms also involve dependent ion densities at all the grid points between 2A and 2B*.

In summary, even though equation (12) involves all the grid points of region C, only the densities at the points 2B, 2A and 2B* receive independent corrections during the iterative solution procedure. In principle the entire region C acts as a single “heavy point,” keyed to the density at 2A, in the Newton–Raphson solution of the density equations, as was stated earlier.

The code may be run with Crank–Nicholson, implicit or any type of intermediate finite differencing scheme under the control of the implicit fraction parameter. Thus if \( \theta \) is input, \( N_i \) would be approximated as \( \theta N_i(t + \Delta t) + (1 - \theta)N_i(t) \) and so on. Either fully time dependent or steady state simulation may be selected via another parameter which artificially nulls the time derivative term in the ion continuity equation.

**TYPICAL RESULTS**

We first discuss the tests we performed to demonstrate that the simulation converges to a stable steady state solution. We then analyze the steady state ion fluxes, and finally we present simulations of the collapse of the sunset ionosphere. Numerical aspects of this work have been reported by Young et al. (1979a).

For the stability test, the rotation of the earth and the time evolution of all locally computed parameters were frozen at UT 17:33, 10 August, and furthermore the same parameters were set artificially to N–S symmetry, at their N. hemisphere values, about the magnetic equator of an \( L = 2 \) field line at approximately 70 W longitude. Our temperature model for this test featured \( T_i = 4500 \) K, \( T_e = 5500 \) K at the magnetic equator and \( T_i = 500 \) K, \( T_e = 550 \) K at 120 km. Our initial temperature profiles were also artificially symmetric. To obtain a steady state solution the time derivative terms of equations (11) and (12) were set equal to zero and the simulation allowed to iterate to convergence.

Using the steady state solution as an initial condition we then allowed the simulation to run in the time dependent mode, but with all the local ambient parameters still frozen at UT 17:33. Using many 5 min time steps we found that the time dependent density profile simulation did not drift and displayed an oscillation of less than one part in a million about the steady state solution. The profiles also proved to be symmetric to better than one part in a million. We feel that the results of these tests constitute a rigorous test of stability and conservation of particles (Young et al., 1979a).

The steady state symmetric profiles show some interesting aspects of ion production and flow which indicate that the code is reproducing expected geophysical variations. The steady state flux profiles, denoted 0 h in Fig. 4, show downflow of both \( O^- \) and \( H^- \) below 500 km but counterstreaming above with \( O^- \) moving upwards and \( H^- \) downwards. The \( O^- \) downflux reaches a maximum value near the altitude of the \( O^- \) density peak at about 250 km as shown in Fig. 5. This can be attributed to the fact that the chemical loss rate, due to reaction of \( O^- \) with \( N_2 \) and \( O \), increases with decreasing altitude more rapidly than the photo-ionization production rate as one approaches the \( O^- \) density peak from above.

Above about 500 km, the calculated \( O^- \) flux is upward to replace charge exchanged \( O^- \) as is typically seen in daytime measurements (Evans and Holt, 1978), and the \( H^- \) is counterstreaming downward. At altitudes above 550 km, the counterstreaming \( H^- \) and \( O^- \) are virtually equal in magnitude except for a small residual difference caused by the small amount of photoproduction even at very high altitudes.

Photoproduction and reactions with molecular neutrals are very small above 550 km. Under...
steady state conditions \( \partial N_i/\partial t = 0 \) as well, so with the artificially symmetric conditions, \( \phi_{H'}(S) + \phi_{O'}(S) = 0 \) by conservation of charge. In a separate work, Young et al. (1979b) have shown that quite simply, counterstreaming is required by the continuity equations. The particular direction of the counterstreaming being determined by the scale heights of the two products \([H][O']\) and \([H'][O]\) (Young et al., 1979b) at higher and lower altitudes. The counterstreaming of \( H^+ \) and \( O^+ \) is a fundamental result for steady state symmetric simulations with closed magnetic flux tube models which do not allow any cross field movement of ions.

Under time dependent conditions \( \partial N_i/\partial t \neq 0 \). Photoproduction and reactions with molecular neutrals remain small at high altitudes. If we average over a time interval we find:

\[
\langle \nabla \cdot \phi_{H'} \rangle + \langle \nabla \cdot \phi_{O'} \rangle = -\frac{\int \left( \frac{\partial N_i}{\partial t} + \frac{\partial N_j}{\partial t} \right) \, dt}{\tau}.
\]

The right hand side of equation (17) approaches zero as \( \tau \) is increased. If artificial N-S symmetry is still maintained we retain the following weaker statement about average fluxes (Young et al., 1979b).

\[
\langle \phi_{H'}(S) \rangle = -\langle \phi_{O'}(S) \rangle.
\] (17)

And in non-symmetric time dependent cases the locally valid equation is further weakened to a statement conserving flux at both ends of any bounded portion of a field line (Young et al., 1979b).

\[
((\phi_{H'}(b)) - (\phi_{H'}(a))) = -((\phi_{O'}(b)) - (\phi_{O'}(a))),
\] (18)

where \( a \) and \( b \) are two separate points on the field line.

Although the counterstreaming of \( H^+ \) and \( O^+ \) is a fundamental result applying to any model of a closed plasmaspheric flux tube allowing field aligned transport only, the effect has been widely overlooked in the literature because it is masked for the most part by diurnal variations. Time averaging would be needed to deconvolve the counterstreaming under realistic conditions. Vickrey et al. (1979) observed counterstreaming during twilight conditions at Arecibo when the common diurnal component of ion flow was on the point of reversing itself. Bailey et al. (1977) confirmed that counterstreaming is also predicted theoretically at twilight. Careful measurement of the amount by which (17) and (18) are not satisfied experimentally
would be a measure of the total amount of cross field ion diffusion which will eventually be needed in a truly accurate model of the plasmasphere (Young et al., 1979b).

We have also simulated an ionospheric collapse, as might occur at sunset. For this purpose we allowed the electron heating rate and the photoproduction rate to decay exponentially at each point with a time constant of 20 min. The results are shown in Fig. 5 as curves annotated with the time after the initiation of collapse. Times of 0, 1, 3 and 10 h are shown for O+, while only 0 and 10 h are shown, for clarity of display, in the case of H+.

The collapse of the topside O+ density profile is the most profound sunset effect, while the topside H+ density profile only appears to settle slightly. Both effects however are due to the same cause: the reduction of the topside ion and electron temperatures. In our temperature model, the equatorial temperatures are both reduced to about 1100 K after 10 h from initial values of $T_i = 4500 \text{ K}$ and $T_e = 5500 \text{ K}$ used for the steady state. The concomitant reduction in topside scale heights causes the O+ density, which had a shorter scale height to begin with, to decrease more rapidly.

It will be noticed that the reduction of densities is moderate at middle altitudes and then again very pronounced near the lower boundary of our simulation. Temperature effects have less influence at low altitudes. The more dramatic decrease there is to be expected however, because the chemical destruction rate is much greater than at the middle altitudes.

The counterstreaming reported for steady state conditions disappears, to be replaced within about one hour by downstreaming of both ions everywhere. Even after 10 h however, there remains a residual pattern that looks as if the steady state counterstreaming were superimposed upon a new downflux. It would appear that the profiles are still in the process of adjusting to the reduced temperatures. The reduced photoproduction can no longer support an upflux of O+ at high altitudes in any case.

The H+–O+ transition height is also lowered at night. Where it was 1150 km under daytime steady state conditions it drops to only 650 km after 10 h. The lower transition height is a combined effect resulting from both the reduction of the neutral and ion scale heights under the lower temperature post collapse conditions and the new downflow of ions at that time. Note that the H+ density actually increases at around 800 km. The basic features agree with the geophysical observations of Evans and Holt (1978) and demonstrate clearly that the code is working properly.

### TEMPERATURE RESULTS

The model has also been used to simulate experimental data from the S3–3 satellite, for orbit number 1035 (Rich et al., 1979). A comparison between the theoretical electron temperature and measurements is shown in Fig. 6.

The most significant feature of the comparison is the good agreement between the theoretical and experimental electron temperature gradients. It should be noted that there is considerably more scatter in the temperature measurements than in the gradient derived from them. Previous measurements have indicated the existence of large temperature gradients in the magnetosphere (Brace, 1970; Serbu and Maier, 1967). Such large gradients are inconsistent with the classical thermal conductivity of Spitzer, which has been used in our model, and which produces small gradients at high altitudes. Mayr and Volland (1968) have shown that outside the plasmapause where densities are very small, the thermal heat flow is greatly reduced. On the other hand, Mayr et al. (1973) showed that within the plasmasphere the thermal conductivity is only slightly changed from the classical theory. We have chosen to use the classical form of the thermal conductivity until further theoretical work produces a different result.

Although the theoretical temperatures in Fig. 6 are within the error bounds of the S3–3 results, such high temperatures were only obtained by including an extra heat source in the protonosphere.

---

**FIG. 6.** The results of a theoretical simulation of the S3–3 satellite $T_e$ measurements for orbit number 1035.

The theoretical results have been obtained through a steady state solution of the energy equations.
For even under the assumption that all photoelectrons leaving the ionosphere lose their heat in the protonosphere, the simulated electron temperature was 400 K lower than the data. The need to include an extra heat source may be due to the calculated photoelectron fluxes being too small. However, the question is not yet resolved, and there is still a possibility that an extra heat source, such as wave-particle interactions may need to be included.

A further indication that the classical theory is possibly adequate, is that the model not only reproduces high altitude temperatures, but low altitude temperatures compare favorably with typical measurements. This can be seen in Fig. 7 where the low altitude theoretical temperatures are plotted alongside 1964 Millstone Hill data (Evans, 1967). The theoretical temperatures lie for the most part within 10% of the measurements i.e. they fall well within the day-to-day range of variability indicated by the data.

The time-dependent capabilities of the program are illustrated in Fig. 8. Starting with the conditions indicated by Fig. 6, the heating rate was reduced to simulate the decay of electron temperature at night. During the day, temperature changes are small, but during the night the temperature decays very rapidly at low altitudes and less rapidly at high altitudes where heat conduction is important and local heat loss is small.

It can be seen from Fig. 8, that although $T_e > T_i$ during the day, at night $T_i > T_e$ at high altitudes after less than an hour, because electrons lose heat by conduction faster than ions. (The curves in Fig. 8 represent hourly intervals). Figure 8 also shows that the rate of decay of electron temperature decreases with time as would be expected because of the high temperature dependence of the thermal conductivity (Nagy et al., 1968). The temperature results shown here are similar to those obtained by Richards and Cole (1979) using the shooting method. However, the above results are more accurate because the solution of the equations is simultaneous, and because the whole field line has been simulated rather than assuming zero heat flux at the equatorial plane.

**COMPARISON OF MODEL WITH AE DATA**

Figure 9 gives a comparison between AE $O^+$ density data and that calculated from the model. The data were taken from orbit 2758 of the AE-C satellite, near 12.77 hours UT.

Agreement in the altitude range 200–400 km is good but above 400 km agreement is very poor. Comparison between satellite data and the model is complicated by the latitudinal variation of the data. During this pass the high altitude was taken near
$L = 3.5$ while the low altitude data was taken near $L = 1.5$. The differences between data and theory could be due to latitudinal gradients of density.

The electron and ion temperatures along orbit 2758 are compared in Fig. 10. The agreement in this case is much better than for the density.

**FUTURE IMPROVEMENTS TO THE SIMULATION**

Our simulated density profiles show that our approximation of diffusive equilibrium is satisfactory for $H^+$ and $O^+$ above the altitude where $H^+$ becomes the only major ion. Nevertheless there is an almost imperceptible discontinuity in the density gradients at boundaries 2 and 2*, so we intend to include ion-ion collisions at the very high altitudes at a later date. Two possible ways to do this present themselves. One is to formulate $O^+$ density as a parabolic equation at all altitudes (regions B, C and B*), but retain first order momentum and continuity equations for $H^+$ at high altitudes (region C). Another way is to upgrade the diffusive equilibrium solutions iteratively by calculating each $V_i$ from the continuity equation integrated between boundary 2 and 2*, and then substituting it into the relative flow terms of the full momentum equation

$$V_i(S) = \frac{B(S)}{N_i(S)} \left\{ \frac{\phi_i(2)}{B(2)} \right\}$$

$$+ \int_{2^*}^{S} \left\{ p_i - \frac{\partial N_i}{\partial t} \right\} \frac{dS}{B(S)}.$$  \hspace{1cm} (20)

$$Q_i = -\frac{1}{D_i} \left[ (V_i - V_j) + \frac{\nu_{ij}}{\nu_{ix}} V_i \right].$$ \hspace{1cm} (21)

The velocity $V_i$ in equation (20) would be calculated from the previous iteration. Note that $Q_i$ will now be equal to some small correction number, rather than identically equal to zero, as used in the diffusive equilibrium approximation.

A number of questions concerning tube filling, formation of the plasmasphere, plasmaspheric heat sources, ion fluxes and the maintenance of the night-time ionosphere, will form the basis for our continuing investigations.

**CONCLUSIONS**

We have achieved a comprehensive simulation of field aligned plasma transport in the plasmasphere. The plasma simulation itself incorporates the best aspects of two older methods in a unified mathematical model and uses accurate geophysical parameters to produce an accurate and meaningful solution to the geophysical plasma problem.

We have shown that the solutions obtained by our code are stable and display a reasonable time development even under rapidly varying conditions such as sunset. Furthermore, comparisons with satellite and radar data have shown good agreement in a number of cases. We believe that the necessity to add ad hoc heat sources to the plasmasphere on the other hand points out the necessity to employ a more comprehensive model including wave particle interactions. We have simulated the counterstreaming of $H^+$ and $O^+$ ions at high altitudes and have shown elsewhere (Young et al., 1979b) that counterstreaming is a necessary result of any steady state symmetric model of closed field tube ion transport. The preliminary results of this model have suggested a number of interesting future investigations of ion streaming, net loss from the plasmasphere, photoelectron transport, heat conduction, and the maintenance of the night-time ionosphere.
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Modified dipole coordinates

The dipole coordinates \( L \) and \( Y \) form a set of perpendicular coordinates defined as follows along any given magnetic meridian:

\[
L = R(\cos^2 \theta), \quad \text{(A1)}
\]

\[
Y = R_{eq}^2 \sin \theta/R_{eq}^2, \quad \text{(A2)}
\]
Midlatitude plasmasphere and ionosphere

FIG. 11. DIPOLE AND MODIFIED DIPOLE COORDINATES. L SHELLS: DASHED; Y SHELLS: SOLID; ZMIN: DOTTED CIRCLE. Profiles of constant Q or X lie along the same spatial surface, but X and Q have different values. S: arc length along the field line. θ: magnetic latitude.

where R = radius from the center of the earth, Rₑ = R at the earth’s surface, and θ = magnetic latitude, as shown in Fig. 11. Y is zero on the equator, and attains its maximum, Yₘₐₓ, at the low altitude limit Zₘᵢₙ of our model. In order to allow more flexibility in point spacing we have used a modified dipole coordinate, X (see Baxter, 1967) which depends upon Y, and a point distribution parameter γ. Thus,

\[ X = \frac{\sinh(γY)}{\sinh(γYₘₐₓ)} \]  \hspace{1cm} (A3)

surfaces of constant Y are also surfaces of even X, although the Y and X values differ. The coordinate X ranges from X = 0 at the equator to X = 1 at the low altitude limit Zₘᵢₙ. With the specification of N - 1 equal intervals in the X coordinate, we have a smoothly varying spatial step, under the control of just 2 parameters γ and N.

\[ ΔS = ΔX \left[ \frac{\sinh(γYₘₐₓ)}{\cosh(γY)} \right] \left( \frac{Rₖ^2}{R_e^2(1 + \cos^2 θ)} \right)^{1/2}. \]  \hspace{1cm} (A4)

Larger values of γ will concentrate more steps near the low altitude end of the field line while small values of γ result in a more even spacing. N specifies the total number of spatial steps. The L, X coordinate system has proved sufficiently flexible to treat field lines from L = 1.5 to L = 4 or so with about 250 points or less.

APPENDIX B

Iterative solution of differential equations

The first step in our solution procedure is the replacement of the differential operators in each equation to be solved by the appropriate finite difference approximation (Crank and Nicholson, 1947). These methods were first introduced into the solution of aeronomical transport problems by Harvey et al. (1972) and Hastings and Roble (1977). Let a representative differential equation which is to be solved over interval 0 - t be given by

\[ F \left( \frac{\partial^n X}{\partial t^n}, \frac{\partial^n X}{\partial s^n}, \frac{\partial^n X}{\partial s^m} \right) = 0. \]  \hspace{1cm} (B1)

Then if \( s^k \leq s^j \) represents the finite grid of \( L \) points in the independent variable \( s \), and an initial condition on \( n \) is assumed, the differential equation becomes in principle a system of \( L \) nonlinear algebraic equations in \( L \) unknowns:

\[ F_i(n^k) = 0, \]  \hspace{1cm} (B2)

where the variable \( n^k \) is the value of \( n \) at time \( t \) at point \( s^k \), and \( F \) is formed by substituting the finite difference approximation for \( n \) and its derivatives at point \( j \), into the formulation for \( F \).

In the iterative solution one starts with some initial estimate to \( n^k \) which in general will not be a solution of B2. However each of the dependent variables can be corrected by an amount \( δn^k \) to provide a solution to B2. In order to calculate the desired vector \( δn^k \) we may expand \( F \) in a taylor series about the initial estimate

\[ F_i(n^k + δn^k) = F_i(n^k) + J_{k,i} δn^k + \frac{1}{2} K_{k,j} δn^k δn^m, \]  \hspace{1cm} (B3)

where the Jacobian matrix and the second derivative matrix are:

\[ J_{k,i} = \frac{∂F_i}{∂n^k}, \]  \hspace{1cm} (B4)

\[ K_{k,m} = \frac{∂^2F_i}{∂n^k∂n^m}. \]  \hspace{1cm} (B5)

In the Newton-Raphson method \( K_{km}δn^m \) and higher terms are assumed to be insignificant. Therefore when (B3) is substituted into (B2) we have a simple linear equation in the correction vector \( δn^k \)

\[ F_i(n^k) + J_{k,i} δn^k = 0, \]  \hspace{1cm} (B6)

which is solved by multiplication by the inverse of the Jacobian matrix.

We have also evaluated the Jacobian matrix itself by a finite difference technique, rather than deriving analytic expressions (Harvey et al., 1972), wherein a small fraction \( Δn^k \) of each \( n^k \) is used to vary \( F \):

\[ J_{k,i} = \frac{[F_i(n^k + Δn^k) - F_i(n^k)]/Δn^k}{F_i(n^k)}. \]  \hspace{1cm} (B7)

As \( F \) is a very complicated function of the \( n^k \) in this problem, the finite difference approximation to \( J_{k,i} \) has resulted in a great deal of simplification.