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A phase space cell method for providing a global description of the motions of a physical system is outlined. The key feature is a coarse-graining approximation to the phase-space probability distribution. Constants of motion and other constraints are incorporated to reduce the dimensionality of computations. Time-independent and time-dependent methods of solution are discussed.

1. Introduction

The calculation of average dynamical properties of chemical systems from the interactions of individual atoms and molecules is often practically very difficult although conceptually relatively simple. Given a potential energy hypersurface for the atoms comprising a system, it is easy (although perhaps time consuming) to integrate the classical equations of motion to obtain representative phase trajectories for the system [1]. To characterize accurately the dynamical properties of the system, however, may require averaging over so many initial degrees of freedom that the number of trajectories required is so large that the calculation becomes unfeasible. In the present work we outline a method in which the motions of a system are followed simultaneously for appropriate distributions of initial conditions, rather than for individual initial conditions as is done in traditional trajectory calculations [2]. Our approach is thus global, rather than local. In addition, our method, which we designate as the “phase space cell method” (PSCM), explicitly utilizes the constraints on a system to reduce the dimensionality of the calculation.

In the present work we focus our attention on only part of the phase space associated with the system of interest. In this respect this work is somewhat similar to the approaches of others in which only part of the complete phase space is considered and in which master equation methods are used [3–6]. The present work is also somewhat similar in spirit to the wave packet approach of Heller [7].

2. General considerations

We consider a system with 3N degrees of freedom and describe the motion of its 3N–6 internal degrees of freedom using the generalized coordinates \( q \) and their conjugate momenta \( p \). We assume that the motion of the system can be described classically and that the potential energy \( V(q) \) and its partial derivatives \( \partial V(q)/\partial q \) are known. In addition, we restrict our attention to a fixed value of the total energy \( E \). The standard approach to characterizing the macroscopic dynamic behavior of such a system is to consider representative trajectories of the system [1]. One numerically integrates Hamilton’s equations of motion for many “initial” conditions chosen from the appropriate microcanonical ensemble and obtains time-dependent distributions of observable quantities. For example, different regions of phase space may be identified with different product states or species so that transition rates or branching ratios can be calculated.

While examining “representative” individual trajectories is occasionally useful in identifying “typical” patterns of motion, generally one is more interested in
average quantities. In fact, it is often only average quantities which are physically observable. Calculating classical trajectories is certainly straightforward, but it also provides much more information than is generally needed. Furthermore, constraints upon the system are rarely utilized in integrating the equations of motion. These constraints may be inherent in the mechanics, such as the conservation of energy and momentum, or they may be constraints which are imposed upon a system. This second type of constraint includes, for example, the restriction that the atoms comprising a system be collinear or coplanar. It also includes the restriction that the initial energy in a particular vibrational or rotational mode be fixed at its corresponding quantum mechanical value, as is done in quasiclassical trajectory calculations.

We next present a method in which the constraints on a system are used to reduce the dimensionality of the calculation and in which the motions of a system are followed simultaneously for appropriate distributions of initial conditions, rather than separately for individual initial conditions.

3. General method

We now consider the general features of the phase space cell method and, in the subsequent sections, present two alternate forms in which it may be used [2]. We first seek to choose a "good" set of generalized coordinates $q$, ones which conveniently describe the system of interest. We choose these coordinates with several criteria in mind. First, they should naturally portray the motion of the system (e.g., as natural collision coordinates do for reactive scattering systems). Second, they should separate the internal degrees of freedom from the uninteresting translation of and rotation about the center of mass. And third, they should lend themselves to the explicit inclusion in the calculation of the other constraints upon the system. Of course, no coordinates will be ideal in all three of these respects, so some compromises will be necessary in choosing the best coordinates for a particular system. The phase space of the system, which we designate as $\Gamma^0$, consists of the coordinates $q$ and their conjugate momenta $p$. The constant energy hypersurfaces of $\Gamma^0$ may be either finite or infinite, depending on the nature of the system. They are finite for bound systems and infinite if the system can separate into at least two parts which can recede infinitely far from each other in configuration space. If the constant energy hypersurfaces of $\Gamma^0$ are finite, we consider all of $\Gamma^0$, while if they are infinite, we consider only that part of $\Gamma^0$ for which all particles or groups of particles are non-negligibly interacting with the rest of the system. We designate as $\Gamma$ that portion of $\Gamma^0$ upon which we focus attention.

We now consider a microcanonical ensemble of systems representing the physical system of interest. In application to a reaction $A + BC \rightarrow AB + C$, say, a "system" will consist of a single molecular unit $ABC$, so that the dimensionality of $\Gamma^0$ is twice the number of position coordinates used to describe $ABC$. From this ensemble we choose a portion of the representative systems on which to focus our attention. We postpone for the moment a full discussion of which representative systems we choose. The phase density $\rho_0(q,p,t)$ is then the probability density at the phase point $(q,p)$ at time $t$, such that $\rho_0 dq dp$ is the fraction of system points to be found in the volume $d\tau$ about the point $(q,p)$ at time $t$. Of course, $\rho_0$ can be non-zero only on the hypersurface(s) of $\Gamma$ which satisfy the constraints on the system. For convenience of notation, let $\rho(q,p,t)$ be a function whose value is equal to the value of $\rho_0(q,p,t)$ for all points $(q,p)$ on the hypersurface(s) of $\Gamma$ which satisfies the constraints on the system and whose value is arbitrary elsewhere.

We now consider the phase space $\Gamma$ and divide it into "cells". These cells need not be all the same size or shape; the only requirement on them is that each phase point in $\Gamma$ be in one and only one cell. We label the cells by the index $i$, letting $c_i$ designate the region comprising the $i$th cell. Further, we designate the probability that a representative system be within cell $i$ at time $t$ by $P_i(t)$, which is given by

$$P_i(t) = \int_{\Gamma^0} \rho(q,p,t) \prod_{j=1}^{\text{n}} \delta(c_j(\tau)) d\tau. \quad (1)$$

Here $\tau \equiv (q,p)$ and the product is over the various constraints on the system. Each of the $n$ constraints is represented by a Dirac delta function. For example, the constraint that the total energy is fixed is represented by $\delta(E - E(\tau))$, where $E$ is the total energy of the system and $E(\tau)$ is the total energy at the point $\tau$ in phase space. The quantity $P_i(t)$ is just the coarse-
graded probability at time $t$. If the division of phase space into cells is fine enough, this coarse-grained probability can be used to describe adequately the dynamical behavior of the system.

Choosing a time interval $\Delta t$, we have $\Delta P_i(t, \Delta t) = P_i(t+\Delta t) - P_i(t)$. A system whose representative point is within cell $i$ at time $t$ may have its representative point within a different cell, say cell $j$, at time $t + \Delta t$.

We designate as $c_{ij}(\Delta t)$ the portion of cell $i$ whose points are connected by phase trajectories of duration $\Delta t$ to points in cell $j$. Thus, all systems whose representative points are within $c_{ij}(\Delta t)$ at any time $t$ have their representative points within cell $j$ at time $t + \Delta t$. The regions $c_{ij}(\Delta t)$ depend upon the interval $\Delta t$ chosen but not upon the absolute time $t$; they are most easily determined by calculating trajectories of duration $\Delta t$ beginning at a number of points within cell $i$ and seeing which of them end in cell $j$. If the constant energy hypersurfaces of the full phase space $\Gamma^0$ are infinite, the regions of $\Gamma^0$ which have not been divided into cells are also included in the indexing scheme. We designate by $c_{ij}(\Delta t)$ the region of cell $i$ from which density flows out of the subspace $\Gamma$ during the interval $\Delta t$.

We can now write an expression for $\Delta P_i(t, \Delta t)$,

$$\Delta P_i(t, \Delta t) = \sum_{j \neq i} F_{ij}(t, \Delta t) - D_i(t, \Delta t) + \sum_{j \neq i} F_{ji}(t, \Delta t) + E_i(t, \Delta t),$$

(2)

where

$$F_{mn}(t, \Delta t) = \int_{c_{mn}(\Delta t)} \rho(\tau, t) \prod_{j=1}^{n} \delta(c_j(\tau)) \, d\tau$$

(3a)

and

$$D_m(t, \Delta t) = \int_{c_{m}(\Delta t)} \rho(\tau, t) \prod_{j=1}^{n} \delta(c_j(\tau)) \, d\tau.$$ 

(3b)

The first sum on the right side of eq. (2) is the probability flowing out of cell $i$ and into other cells, while the second term is the probability flowing from cell $i$ into that part of phase space which is not divided into cells (a "sink"). The third term is the probability flowing into cell $i$ from other cells in the region $\Gamma$, while the final term on the right side of eq. (2) is the probability flowing into cell $i$ from that portion of phase space which is not divided into cells (a "source"). If the constant energy hypersurfaces of $\Gamma^0$ are infinite, then all of $\Gamma^0$ is divided into cells and the $D_m$ and $E_i$ are all zero.

We obtain an expression for $\dot{P}_i(t) = \frac{dP_i(t)}{dt}$ by approximating it by $\Delta P_i(t, \Delta t)/\Delta t$,

$$\dot{P}_i(t) = -\sum_{j \neq i} F_{ij}(t, \Delta t_i)/\Delta t_i - D_i(t, \Delta t_i)/\Delta t_i + \sum_{j \neq i} F_{ji}(t, \Delta t_j)/\Delta t_j + E_i(t).$$

(4)

The source term $E_i(t)$ is not written as a ratio of finite differences as it can usually be explicitly specified. We have labeled the $\Delta t_i$'s by the index of the cell from which the probability is flowing to indicate that a different time interval may be used for calculating the probability flowing from each cell. The use of different $\Delta t_i$'s can improve the efficiency and accuracy of the calculation since the velocities of representative points can vary widely from one region of $\Gamma$ to another, and a $\Delta t$ which would be suitable in one region might not be suitable in another.

We wish to obtain the $P_i(t)$ and from these coarse-grained probabilities determine the dynamical behavior of the system. In what follows we make the assumption that within each cell the phase density is independent of location within the cell. Thus

$$\rho(\tau, t) = P_i(t)/A_i,$$

(5)

where $A_i$ is the portion of the hypervolume of the $i$th cell satisfying the constraints on the problem and is given by

$$A_i = \int_{c_i} \left[ \prod_{j=1}^{n} \rho(c_j(\tau)) \right] \, d\tau.$$ 

(6)

This assumption is not the only one which could be made; instead we could assume, for example, that $\rho(\tau, t)$ were given by a polynomial fit to the phase density at the center of cell $i$ and the centers of a limited number of neighboring cells. In the present work, however, we stick with the assumption that $\rho(\tau, t)$ is independent of location within each cell. Using this assumption, eq. (4) may be rewritten as

$$\dot{P}_i(t) = \sum_j G_{ij} P_j(t) + \dot{E}_i(t),$$

(7)

where
\[ G_{ij} = -\frac{1}{A_i \Delta t} \left[ \sum_{j \neq i} B_{ij} \right] \]  
(8a)

and

\[ G_{ij} = -\frac{1}{A_j \Delta t} \left[ \sum_{i \neq j} B_{ij} \right] \]  
(8b)

Eq (7) represents a set of coupled first-order linear differential equations (a "master equation") for the \( P_i(t) \). The vector elements \( A_i \) and \( A_j \) in eqs (8a) and (8b) are given by eq (6), while the array elements \( B_{ij} \) are given by a similar expression with \( c_i \) replaced by \( c_{ij}(\Delta t) \). The \( B_{ij} \) represent the combined portions of the hypervolumes of cells \( i \) and \( j \) that are connected by phase trajectories of duration \( \Delta t \) from cell \( i \) to cell \( j \). The symbol \( * \) as before denotes the "sink" region.

There are two possible approaches to obtaining the \( P_i(t) \) from eq (7). The first approach is the time-independent case for which we obtain a set of steady-state \( P_i \). The second approach is the time-dependent case for which we obtain the time evolution of a "probability packet" through phase space.

### 4. Time-independent solution

The time-independent approach is suitable for cases where the constant energy hypersurfaces of the full phase space \( \Gamma^0 \) are infinite. Typically, in these cases, several species approach each other from infinite separation and begin interacting non-negligibly only when they are within a certain distance of each other. We assume, then, that there is a constant probability flux into the subspace \( \Gamma \) from the region of \( \Gamma^0 \) which is not also contained in \( \Gamma \). Under these conditions, a time-independent (i.e., steady-state) solution of (4) will exist provided all probability flowing into \( \Gamma \) eventually leaves \( \Gamma \). Finding a steady-state solution is difficult, however, if all trajectories entering \( \Gamma \) do not leave \( \Gamma \) within a reasonable length of time. In cases where such long lived complexes exist, the time-dependent approach, which will be outlined in the following section, would have to be applied.

If a steady-state solution exists, it can be obtained by setting \( \dot{P}_i(t) \) to zero in eq (7), which leads to

\[ \sum_i G_{ij} P_i + \dot{E}_i = 0 \]  
(9)

This is simply a set of simultaneous linear equations which is readily solved using an iterative technique [8]. Once the steady-state \( P_i \) are obtained, the dynamical properties of the system are easy to calculate. If, for example, the probability flowing out of \( \Gamma \) ends up in two distinct regions of \( \Gamma^0 \) which correspond to distinguishable product states, then the branching ratio for the reaction is simply the ratio of the fluxed flowing into the two regions.

### 5. Time-dependent solution

We now consider the time-dependent approach for the phase space cell method. In contrast to the time-independent approach which is suitable for certain systems only, the time-dependent approach is suitable for all systems. For the time-dependent solution, the system is started at time zero with a specified phase distribution. Each particular choice of initial conditions (i.e., each set of \( P_i(0) \)) evolves differently with time. The particular \( P_i(0) \) chosen may consist of the initial probability being all within one cell, or it may consist of some distribution of probability among a number of cells. Unlike in the time-independent case, in the time-dependent case there is no probability flowing into cells from the region of \( \Gamma^0 \) which is not divided into cells, that is \( \dot{E}_i(t) = 0 \). Since \( \dot{E}_i(t) = 0 \), eq (7) may be written as

\[ \dot{P}_i(t) = \sum_j G_{ij} P_j(t) \]  
(10)

Eq. (10) is a set of homogeneous, first-order linear differential equations with constant coefficients which are readily solved using standard techniques. Once the \( P_i(t) \) are known, the dynamical properties of the system can be readily determined.

### 6. Computational procedure

In order to clarify the computational procedure we have suggested, we now present a sequence of steps which could be followed to apply the PSCM. This sequence represents only one of many possible ways in which this method could be implemented.

1. Choose coordinates and divide the phase space of the system into cells.
(2) Specify the constraints on the system and put them in terms of a set of delta functions \([\delta(c_j(r))]\) in eq. (1).

(3) Follow the motion of the center of each cell for a specified time or until it moves a specified distance. Then, assuming that each point within a cell moves parallel to the path of motion of the center of the cell, determine which portions of each cell move to each adjacent cell and thus obtain the \(c_i(t)\) and \(c_{i*}(\Delta t)\).

(4) Calculate the integrals of the type given in eq. (1) to determine the various \(A_t, B_{ij}, \) and \(B_{i*}\). If necessary these integrals may be computed numerically.

(5) Use eqs. (8a) and (8b) to obtain the \(G_{ij}\).

(6) Choose whether to find the time-independent or the time-dependent solution.

(7) Specify the initial conditions. These are the \(\dot{E}_i\) for the time-independent case and the \(P_i(0)\) for the time-dependent case.

(8) Solve eq. (9) or (10) to obtain the steady-state \(P_i\) or the time dependent \(P_i(t)\).

(9) Use the \(P_i\) to obtain the rate information desired.

7. Further comments

We mentioned previously that in using the phase space cell method we consider a microcanonical ensemble of systems representing the physical system of interest and from this ensemble choose a portion of the representative systems upon which to form our attention. We now discuss in further detail this choice of representative systems. Choosing different representative systems corresponds to considering the initial conditions of the physical system of interest. For the time-independent solution of the problem, the initial conditions enter through the \(\dot{E}_i\), while for the time-dependent solution they enter through the \(P_i(0)\).

It is necessary, of course, for the initial conditions to satisfy the constraints imposed upon the system. However, the initial conditions may be restricted beyond what is required for the constraints on the system. Thus, for example, the pseudo-quantization of a particular degree of freedom could be included in the initial conditions of a problem while not being included as an explicit constraint upon the system.

Throughout this work we have discussed the “flow” of probability through phase space, we now compare this flow to the flow of a physical fluid and consider the applicability of some of the methods of fluid dynamics to the phase space cell method. First, we note from Liouville’s theorem that the true phase density is incompressible [9]. If we were to relax the assumption of eq. (5) that at each time the phase density is independent of location within a cell in such a way that the density is continuous at the cell boundaries, then the techniques of fluid mechanics for ideal incompressible fluids [10] could be used directly in solving eq. (4). While the dynamics of ideal incompressible fluids and the coarse-grained probability of the phase space cell model are largely equivalent, this equivalence does not exist in the absence of coarse-graining. The motion of a small volume of fluid depends, in general, upon the motion of neighboring volumes of fluids; that is, the streamlines of a system are a global and not a local property. Similarly, by coarse-graining, the motion of a small element of probability also depends upon the motion of neighboring elements. The evolution of individual phase trajectories, however, is independent of nearby trajectories.

8. Summary

In this work we have outlined a method in which the motions of a physical system are followed simultaneously for appropriate distributions of initial conditions. This is a global rather than a local approach to the problem. In addition, the constraints on the system are used explicitly to reduce the dimensionality of the calculation. By providing a global “picture” of a chemical reaction, this method can potentially provide a more intuitive description of chemical processes than can be provided by traditional trajectory methods.

The consequences of employing a coarse-grained ensemble density has been discussed by Liboff, following an outline due to Gibbs. Liboff [11] points out that to know a coarse-grained density \(\pi(t)\), equivalent in our notation to \(P_i(t)/A_i\), is to know considerably less than it is to know the dynamical function \(D\) (our \(\rho_0\)). The irreversibility of macroscopic physics follows from the forming of macroscopic averaged (coarse-grained) variables.

In conclusion it should be noted that we have already carried out a numerical study [2,12] of the dynamics of the collinear \(\text{H} + \text{H}_2\) exchange reaction employing the time-independent method of this paper.
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