HYDROGEN TRAPPING IN MOLYBDENUM IN THE PRESENCE OF RADIATION DAMAGE
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Hydrogen was implanted in samples of single crystal molybdenum, many of which had been previously damaged by 4He at 18 or 150 keV. The hydrogen implantations were at low energies, usually at 10 keV. Depth profiles (up to 200 nm) of the trapped hydrogen were obtained using the nuclear reaction 1H(19F, αγ)16O. A comparison of the trapping efficiency per dpa for both high and low helium concentrations, realized by the 18 and the 150 keV 4He implant, respectively, indicates that the presence of the implanted helium contributes to the trapping of hydrogen, possibly through the inhibition of damage annealing.

1. Introduction

The interactions of hydrogen with metals and alloys can result in the cracking, embrittlement, and failure of the host material [1,2]. Impurities and defects can influence the normal motion of the hydrogen through metal lattices by providing traps for the hydrogen. Ion implantation provides a unique means to study these hydrogen—trap interactions since the levels of defects and impurities can be controlled by selection of the ion-energy combinations.

The analysis of hydrogen in materials has traditionally been a rather complicated undertaking. Hydrogen is an extremely common element so contamination is a major problem. In addition, more traditional elemental analysis techniques such as neutron activation analysis, Auger electron spectroscopy, X-ray analysis, ESCA, and others are not sensitive to hydrogen. In 1973, Leich and Tombrello [3] reported studying hydrogen in lunar materials with a 16.0–17.5 MeV fluorine-19 beam utilizing the 1H(19F, αγ)16O reaction. Since this reaction has a strong, narrow resonance at 16.44 MeV, they were able to obtain a “profile” of the hydrogen in the sample, that is, the hydrogen concentration as a function of depth. Many experimenters since then have used this and other reactions to study hydrogen and deuterium in the near surface regions (usually the first few 100 nanometers) of samples [4–8].

Some of the earlier experiments on hydrogen trapping in metals in the presence of radiation damage were performed by Erents and McCracken [9,10]. They implanted deuterium in nickel and molybdenum and found that the rate of release of the deuterium was lower than when the deuterium was introduced by diffusion. This indicated that the defects produced by the deuterium implantation provided traps for the deuterium. Picraux et al. [11,12] and Böttiger et al. [6] then studied enhanced trapping of deuterium and hydrogen implanted in samples of single crystal molybdenum and niobium that had been previously damaged with 11 and 18 keV helium, 55 keV Ne*, and 55 keV Bi*. They reported total trapping efficiencies for the trapped deuterium and relative depth distributions for the trapped hydrogen. As the deuterium concentration was increased the amount trapped was found to reach a saturation, the level depending on the predamage ion species and its fluence. It was also determined
that the lighter ions trap hydrogen more effectively per initial displacement than the heavier ions. The authors concluded that the hydrogen trapping was due to defect trapping and not chemical binding with the implanted impurities. However, the implanted impurities can interact with defects forming impurity–defect complexes. This means that the impurities may well play an important role in the trapping of hydrogen. The intent of the present study was to explore the contribution of implanted helium to the trapping of hydrogen. To this end samples were pre-damaged with helium ions of two different energies. The implantation doses were adjusted such that roughly the same amount of damage energy would be deposited in the region of interest while the helium atom concentration would vary significantly.

2. Experimental methods and data evaluation

The nuclear reaction

\[ ^1\text{H}(^{19}\text{F}, \alpha)^{16}\text{O} \] (1)

has been used to analyze hydrogen trapped in single crystal molybdenum samples, many of which had been previously damaged by the implantation of \(1 \times 10^{16} \text{ He/cm}^2\) at 18 keV or \(6 \times 10^{16} \text{ He/cm}^2\) at 150 keV. The hydrogen was also introduced by ion implantation at 10, 15, and 20 keV to doses between \(1 \times 10^{16} \text{ H/cm}^2\) and \(6 \times 10^{16} \text{ H/cm}^2\). A 150-kV Series 9400 Texas Nuclear Cockcroft–Walton neutron generator which had been modified for use in ion implantation experiments was employed for the acceleration of both the hydrogen and helium. The accelerator was pumped with a cold-trapped diffusion pump. The vacua for the ion pumped implantation target chamber ranged between \(8 \times 10^{-5}\) and \(13 \times 10^{-5} \text{ Pa}\) during the implantations.

The targets were 64 mm diameter discs of single crystal molybdenum with the (001) channeling direction \(10 \pm 1^{\circ}\) from the surface normal. The implantations were within one degree of the surface normal. All of the samples were sliced from the same rod of a single crystal molybdenum with a Norton wafering machine. They were mechanically polished to 1 \(\mu\text{m}\) and then electropolished. The surface finish was checked with a scanning electron microscope.

The hydrogen concentrations were measured with a fluorine-19 beam from the FN tandem Van de Graaff accelerator at Argonne National Laboratory and the EN tandem Van de Graaff at Western Michigan University. The targets were mounted on a moveable "ladder" [13] and were oriented \(90 \pm 1^{\circ}\) to the beam. One of the positions had a hole drilled through the ladder the size of the samples. In this way the beam could be sent through the chamber to a beam dump 3 m away. This arrangement facilitated the alignment of the beam in addition to the removal of the proper background radiation, since gamma rays will be emitted from beam-structural material (especially collimator) interactions. The vacuum during analysis was usually in the low to mid-\(10^{-6} \text{ Pa}\) range. The system was pumped with a cold-trapped diffusion pump. A coaxial, liquid nitrogen-cooled cold finger was mounted 2 cm from the sample.

The fluorine-19 beam energies varied between 16.4 and 17.5 MeV making use of the 16.44 MeV \(^{19}\text{F}\) resonance for gamma-ray production. This resonance has a width of \(90 \pm 4 \text{ keV}\) and peaks at 540 mb [14,15]. The gamma rays detected were the 6.1-, 6.9-, and 7.1-MeV gamma rays from the deexcitation of the residual \(^{16}\text{O}\) nucleus. Fig. 1 shows a plot of the cross section for the production of these three gamma rays at 90°, the geometry used in this experiment. These data were provided by Amsel et al. [16].

Since the cross section is not zero in the off-resonance region (around the 16.44-MeV resonance) of the excitation function, a simple proportionality in general cannot be assumed between the gamma-ray yields as a function of energy and the hydrogen con-

![Fig. 1. Excitation function for the reaction \( ^1\text{H}(^{19}\text{F}, \alpha)^{16}\text{O} \)](image)
centration as a function of depth. Therefore, a histogram technique originally discussed by Clark et al. [7], has been used for unfolding the experimental data. This technique has been modified to account for changing surface contamination and for spread in the beam energy as the beam slows down in the sample [13]. The histogram segments were chosen to be 30 nm wide centered around the data point. Usually no more than nine data points were analyzed together. Because of the large surface contamination, the data between the surface and 40 nm is not reported. Only the region up to 200 nm was characterized since beyond that the next H(F, oγ) 16O resonance begins to interact with the surface hydrogen. The maximum angular divergence of the fluorine beam in the region of interest was about 1°.

2.1. Surface contamination layer buildup

One of the major problems associated with the data analysis in this experiment is the presence of a large hydrogen contamination layer on the surface of the sample. This contamination is caused by molecular hydrogen and hydrocarbons (such as pump oil) adhering to the surface of the sample [17]. The amount of contamination depends on the type of sample, the pressure in the vacuum system, the current of the fluorine beam and the amount of beam that has struck the target. This problem is inherent to the analysis of hydrogen and not a problem only associated with the experiment being described [6,7,17].

The thickness of the hydrogen contamination layer was determined to be extremely thin, namely only a few atom layers at most. This was determined by measuring the effective resonance width on all of the samples, both with and without measurable hydrogen in the first 200 nm. The observed width was on the order of the actual width of the resonance. The gamma-ray yield associated with the surface peak was roughly six times the gamma ray yield obtained when the concentration in the sample was five atom percent.

Since the contamination was large compared to the hydrogen within the samples, the off-resonance reactions with this contamination layer often interfered significantly with the gamma-ray yields of interest. This problem was enhanced by the fact that the contamination layer changed during analysis. The changing contamination layer was studied with multiple measurements of the gamma-ray yields associated with the first histogram segment, defined by a beam energy of 16.45 MeV. The contamination was found to increase rapidly at first and then level off to a saturation after roughly $6 \times 10^{14}$ particles/cm$^2$ were collected. In order to account for this buildup, it was assumed that the first histogram segment changed as

$$h_1 = h_{10} + Q w .$$

In this equation, $h_1$ is the instantaneous concentration, $h_{10}$ the concentration at the beginning of analysis, $w$ the buildup factor (a constant) and $Q$ some beam dependent quantity, usually cumulative collected charge. Ignoring changes in the surface contamination layer resulted in errors as great as 25% for some of the points in the distribution [13].

2.2. Beam spread correction

When a beam of monoenergetic ions passes through a thickness $\Delta x$ of a sample, the ions will suffer an energy loss, which for this experiment, can be expressed as

$$\Delta E \approx \Delta x \left( \frac{dE}{dx} \right) .$$

This expression is valid when the stopping power does not change appreciably over the energies of interest, which was the case in this experiment.

Since this energy loss is a statistical process, a spread in the energy will occur. This spread is usually assumed to follow a Gaussian distribution:

$$N(E) \frac{dE}{N} = \frac{1}{\sqrt{2\pi \alpha^2}} \exp \left( -\frac{(E - E_0)^2}{2\alpha^2} \right) dE ,$$

where $E$ is any energy less than the incident energy $E_i$, $E_0$ is the mean energy equal to $E_i - \Delta E$, and $\alpha^2$ is the variance. (See [18] and [19] for expressions for $\alpha^2$.)

This spread in the beam energy will have an effect on the cross section for the nuclear reaction, so the effective cross section at every “point” in the sample * and for every incident energy is recalculated by

*These “points” within the sample from the surface were determined by the energy increments of the excitation function data provided by Amsel et al. [16] coupled with eq. (3).
numerically integrating:
\[
\sigma(E_0) = \frac{1}{\sqrt{2\pi\alpha^2}} \int_{E_1}^{0} \sigma(E) \exp\left(-\frac{(E - E_0)^2}{2\alpha^2}\right) dE.
\] (5)

This effective cross section is then used in the histogram unfolding technique. The beam spread correction is usually within 5% of the values when the correction is not used. Of course, the magnitude of the correction increases with depth.

2.3. Absolute calibration

The calibration of the hydrogen concentrations was made by comparison with samples of Lexan polycarbonate. The uncertainty in the calibration is difficult to assess. In order to make this comparison, the stopping power for the fluorine ions incident on the Lexan must be calculated from data from the Northcliffe and Schilling tables [20] with the "Bragg rule" for the additive property of stopping powers of compounds [21]:
\[
S^A_{mBn} = mS^A + nS^B.
\] (6)

The uncertainty in the stopping power values of the N and S tables is unknown for fluorine incident on carbon, hydrogen and oxygen.

3. Experimental results

Table 1 represents a compilation of data on the various helium and hydrogen implantations administered to molybdenum samples in the course of this study. The data are arranged in three groups according to the amount and energy of helium implanted before the hydrogen implantation: no He pre-implantation, 18-keV He-implantation of \(1 \times 10^{16}\) He/cm\(^2\) and 150-keV He-implantation of \(8 \times 10^{16}\) He/cm\(^2\). The hydrogen profiles obtained are presented in this order in sections 3.2, 3.4 and 3.5.

3.1. Analysis of blank samples

In order to be convinced that the observed hydrogen distributions were due to implanted hydrogen and not to the surface contamination nor the bulk hydrogen, several samples were analyzed with neither hydrogen nor helium implanted in them. In addition, two samples were implanted only with helium, one at 18 keV to \(1 \times 10^{16}\) He/cm\(^2\) and one at 150 keV to \(8 \times 10^{16}\) He/cm\(^2\). For all of these samples the hydrogen concentrations were found to be below the sensitivity limits of the technique.

3.2. Analysis of hydrogen implanted samples (no helium damage)

In order to investigate the role of radiation damage in the trapping of hydrogen in metals one must first examine the trapping of hydrogen in undamaged samples. The analyses of samples implanted with hydrogen at 10, 15, and 20 keV to doses of \(6 \times 10^{16}\) H/cm\(^2\) are shown in figs. 2–4, respectively. The calculated implantation and damage distributions accord.

<table>
<thead>
<tr>
<th>Figure number</th>
<th>Helium implantation</th>
<th>Hydrogen implantation</th>
<th>% Hydrogen trapped between 40 and 280 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy (keV)</td>
<td>Concentration (10^{16}) He/cm(^2)</td>
<td>Energy (keV)</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>1.0</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>1.0</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>1.0</td>
<td>20</td>
</tr>
<tr>
<td>6B</td>
<td>150</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>6C</td>
<td>150</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>7A</td>
<td>150</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>7B</td>
<td>150</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>7C</td>
<td>150</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>150</td>
<td>8.0</td>
<td>20</td>
</tr>
</tbody>
</table>
Fig. 2. Hydrogen depth profile in single crystal molybdenum after implantation of $6 \times 10^{16}$ H/cm$^2$ at 10 keV. Shown also are the calculated range and damage distributions for 10-keV hydrogen ions.

Fig. 3. Hydrogen depth profile in single crystal molybdenum after implantation of $6 \times 10^{16}$ H/cm$^2$ at 15 keV. Shown also are the calculated range and damage distributions for 15-keV hydrogen ions.

Fig. 4. Hydrogen depth profile in single crystal molybdenum after implantation of $6 \times 10^{16}$ H/cm$^2$ at 20 keV. Shown also are the calculated range and damage distributions for 20-keV hydrogen ions.

According to Brice Code predictions [22] using stopping power data from [23] are shown for comparison in the same figures. The distributions show trapping efficiencies of 9, 16, and 20% for the 10-, 15-, and 20-keV hydrogen implants, respectively, between 40 and 200 nm. According to Brice Code predictions the amount of hydrogen that should come to rest in this portion of the sample is 28% for the 10-keV implant, 52% for the 15-keV implant, and 69% for the 20-keV implant. The ratio of the amount of hydrogen detected to the amount of coming to rest between 40 and 200 nm, according to Brice Code predictions, is remarkable constant. This ratio is 0.32, 0.31 and 0.29 for the 10-, 15- and 20-keV implants, respectively.

The error bars in the figures represent only the statistical uncertainties in the gamma-ray yields as given in [7,13]. The errors associated with the Amsel et al. cross section data [16] have been neglected. The counting statistics of those data are extremely good and would be overwhelmed by the errors from the data of the present experiment. The error associated with the stopping power of fluorine incident on molybdenum will produce an uncertainty in the depth of each point included in the figures. This uncertainty is ignored since the stopping power must be interpolated from the Northcliffe and Schilling tables, and the uncertainties in the data and interpolations are not available.
3.3. Discussion of the helium predamage

Most of the samples studied were damaged with 18 and 150 keV helium prior to the hydrogen implantation. The reasons for selecting helium for the production of damage were threefold. First, the implantation of helium in metals and alloys is of interest in fusion and fission technologies. Second, the “self-trapping” of helium, that is, the trapping of helium in the presence of the radiation damage that is produced during its own implantation, is virtually 100%. This helium is tightly bound to the vacancies, requiring high temperature anneals to dislodge it [24–26]. Therefore, relocation of the helium during the experiment could be neglected. Third, it was desired to be able to achieve both high and low ratios of damage levels to implantation species. Since the energy limit of the accelerator used for the implantations was 150 keV, the achievement of the high ratio is not possible with heavier ions.

There were a number of reasons for selecting 18 keV as one of the helium implantation energies. First, this was an energy selected by Böttger et al. [6], so some of our results can be compared to previously published data. Second, the entire helium distribution lies within the limits of the hydrogen analysis technique employed in this experiment. Third, the ratio of helium concentration to damage level is high for our region of interest compared to the 150-keV implant.

Fig. 5 shows the helium implantation and damage distributions as calculated by the Brice Code [22] using stopping power data from the compilation by Ziegler [27]. It should be noted that the damage distribution calculation from the Brice Code results from solving energy deposition equations coupled with the modified Kinchin and Pease model. These calculations do not take recombination of the defects into account. Therefore the dpa quoted are only the number of displacement initially produced [28–31].

The dose of $8 \times 10^{16}$ He/cm$^2$ for the 150-keV helium implantation was selected so that the damage density at 25 nm was equal to the maximum in the damage distribution resulting from the implantation of $1 \times 10^{16}$ He/cm$^2$ at 18 keV (fig. 5). As can be seen from fig. 5, the maximum in the damage distribution resulting from implantation of the 18 keV helium was calculated to occur at 25 nm and produced 0.46 dpa. At the same depth, the damage level resulting from the 150-keV implant was 0.49 dpa.

3.4. Hydrogen implantations in samples predamaged with 18 keV helium

Fig. 6 shows hydrogen profiles ((B) and (C)) in samples predamaged with $1 \times 10^{16}$ He/cm$^2$ at 18 keV. For comparison, the profile of fig. 2 for a non-predamaged sample is included (A). The hydrogen implantation energy is the same (10 keV) for all three samples.

Compare first the lower two distributions ((A) and (B)) which were implanted with hydrogen to the same surface dose, $6 \times 10^{16}$ H/cm$^2$. The amount of hydrogen trapped between 40 and 200 nm increased from 9% for the non-predamaged sample to 36% for the predamaged sample. It is also interesting to note that hydrogen trapping occurs at greater depth in the damaged samples. In fact, for profile (B), the hydrogen trapped in the region between 100 and 200 nm (where essentially no hydrogen is trapped in the non-predamaged sample) amounts to 14% of the
Fig. 6. Hydrogen depth profiles in single crystal molybdenum: (A) After implantation of $6 \times 10^{16}$ H/cm$^2$ at 10 keV, reproduced from fig. 2. (B) After predamage with $1 \times 10^{16}$ He/cm$^2$ at 18 keV followed by the implantation of $6 \times 10^{16}$ H/cm$^2$ at 10 keV. (C) After predamage with $1 \times 10^{16}$ He/cm$^2$ at 18 keV followed by the implantation of $1 \times 10^{17}$ H/cm$^2$ at 10 keV.

implanted hydrogen. Not only is distribution (B) deeper than the distribution arising from the hydrogen implantation in undamaged samples, it is also deeper than the calculated helium implantation shown in fig. 5. The calculated helium implantation distribution drops to half of its maximum value at 85 nm, while the depth at which the analyzed hydrogen distribution from the damaged sample drops to half its peak value is 130 nm. Böttiger et al. [6] also made the observation that their hydrogen distributions were deeper than expected. Deviations between the calculated and measured distributions may be explained as (1) inaccuracies in the Brice Code calculation and/or the stopping power data used in the calculations; and (2) channeling effects. This experiment demonstrates not only the enhancement of hydrogen trapping by helium predamage, but also the fact that some of the hydrogen diffused beyond its implantation range only to be trapped at deeper lying trapping sites. This will become even more evident from the examination of the results obtained with samples pre-damaged with 150 keV helium ions.

Böttiger et al. [6], measured the trapping efficiency for deuterium in a damaged lattice. Using $1 \times 10^{16}$ He/cm$^2$ at an energy of 11 keV and $6 \times 10^{16}$ D/cm$^2$ at 8 keV, they measured a trapping efficiency of 67%. Since they were not bothered with a large deuterium contamination layer, they were able to measure the entire amount of deuterium trapped in the sample, however, without obtaining the deuterium distribution. In contrast, we could measure hydrogen only between 40 and 200 nm. Because of this difference in the analysis boundaries the 36% trapping measured in our experiment may be in reasonable agreement with the 67% measured by Böttiger et al.

Profile (C) in fig. 6 was obtained by increasing the amount of implanted hydrogen from $6 \times 10^{16}$ to $1 \times 10^{17}$ H/cm$^2$. Increasing the hydrogen implantation dose 67% increased the amount trapped 48% without significantly changing the distribution. Böttiger et al. observed only a 28% increase in the trapped deuterium under similar circumstances. Again the difference may be due to the fact that this experiment only measured a portion of the distribution, while Böttiger et al. measured the entire amount of deuterium.

3.5. Hydrogen implantation in samples pre-damaged with 150 keV helium

A large fraction of the samples studied had been damaged with 150 keV helium to a dose of $8 \times 10^{16}$ He/cm$^2$ prior to the hydrogen implantation. Fig. 7 shows hydrogen profiles for three of these samples. The hydrogen implantation energy is again 10 keV for all three implants, but the hydrogen dose varies: Profile (A) represents an implantation dose of $1 \times 10^{16}$ H/cm$^2$, while the doses for (B) and (C) are $2 \times 10^{16}$ and $6 \times 10^{16}$ H/cm$^2$, respectively.

An obvious and significant feature observable in fig. 7 is the saturation of traps. When the hydrogen implantation dose was increased from $1 \times 10^{16}$ H/cm$^2$ (profile (A)) to $2 \times 10^{16}$ H/cm$^2$ (profile (B)), the amount of hydrogen trapped doubled without significantly changing the shape of the distributions nor the percentage trapped (table 1). However, when the dose was increased from $2 \times 10^{16}$ to $6 \times 10^{16}$ H/cm$^2$, the percentage of total hydrogen trapped fell from 80 to 37%. More interesting though, the increase in hydrogen concentration was confined mainly to the region bounded by 140 and 200 nm,
Fig. 7. Hydrogen depth profile in single crystal molybdenum after predamage with $8 \times 10^{16}$ He/cm$^2$ at 150 keV followed by the implantation of (A) $1 \times 10^{16}$ H/cm$^2$ at 10 keV, (B) $2 \times 10^{16}$ H/cm$^2$ at 10 keV, (C) $6 \times 10^{16}$ H/cm$^2$ at 10 keV.

where the increase was 43%. This should indicate a saturation of traps with hydrogen in the first 130 nm.

The distributions shown in fig. 7 can be divided into two regions: the "near" (40 to 100 nm) region and the "far" (100 to 200 nm) region. The implanted hydrogen comes to rest in the near region of the sample and then must migrate to the far region. The decrease with depth of the hydrogen concentration in the near region notable in profile (C) is probably due to the "self-trapping" mentioned previously. This assumption is supported by the profile shown in fig. 8 which differs from profile (C) in fig. 7 only in the hydrogen implantation energy which was increased to 20 keV for the sample of fig. 8. The saddle shape noticeable in profile (C) of fig. 7 is no longer observed in the profile of fig. 8 while the total amount of hydrogen trapped between 40 and 200 nm did not change appreciably, which is another confirmation of the saturation of traps with hydrogen mentioned earlier. The increase with depth of trapped hydrogen in the far region of the samples with the highest hydrogen implantation dose (profile (C) of fig. 7 and fig. 8) shows an increase in the trapping efficiency due to higher damage levels and/or higher helium concentration.

Since the information in fig. 7 indicates that radiation damage produced by the implantation of the 10-keV hydrogen influences the shape of the trapped hydrogen distribution in the first 100 nm, an examination of the amount of hydrogen trapped at 110 nm is of interest then for several reasons: (1) the hydrogen trapped here is beyond the region of hydrogen self-trapping; (2) the hydrogen trapping

Fig. 8. Hydrogen depth profile in single crystal molybdenum after predamage with $8 \times 10^{16}$ He/cm$^2$ at 150 keV followed by the implantation of $6 \times 10^{16}$ H/cm$^2$ at 20 keV.

Fig. 9. Amount of hydrogen trapped at 110 nm as a function of implanted hydrogen dose. This illustrates the saturation of traps with hydrogen at this point when the sample was damaged with $8 \times 10^{16}$ He/cm$^2$ at 150 keV.
should be saturated when the hydrogen implantation dose is $6 \times 10^{16}$ H/cm$^2$; and (3) the helium concentration is still relatively low. At this point, when saturation has been attained, the hydrogen concentration is 1.8 at%.

Fig. 9 illustrates the saturation of the traps at 110 nm by plotting the trapped hydrogen concentration as a function of hydrogen implantation dose. The Brice Code calculations show the helium concentration at 110 nm is 0.28 at% and the induced damage is 0.72 dpa. This leads to ratios of 6.4 hydrogen atoms trapped per helium atom and 0.025 hydrogen atoms trapped per initially displaced lattice atom. These numbers are given as an illustration of the effectiveness of helium implantations in the creation of hydrogen traps. They must, however, be considered as tentative for the following reasons: Both the helium concentrations and the number of displacements per atom are the result of calculations whose validity is in doubt in the portion of the distributions that were of interest for this experiment, even though the projected range of the implanted particles may be accurate.

3.6. Hydrogen implantation in samples annealed after predamage with 18 and 150 keV helium

Böttiger et al. [6] annealed several molybdenum samples after implantation with $1 \times 10^{15}$ Ne/cm$^2$ at 55 keV prior to the introduction of deuterium at 8 keV to doses of $3 \times 10^{15}$, $3 \times 10^{16}$, and $5 \times 10^{16}$ D/cm$^2$. The annealings were at 300°C for ten minutes, noting that stage III annealing begins around 250°C [32,33]. Those authors found no net loss of traps after this anneal.

Two of our samples were also annealed at 300°C for ten minutes after implantation of $8 \times 10^{16}$ at 150 keV and $1 \times 10^{16}$ He/cm$^2$ at 18 keV prior to the implantation of $6 \times 10^{16}$ H/cm$^2$. Very few differences were noted between the distributions of the annealed and unannealed samples with the exception that there was a 25% gain in the amount of hydrogen trapped in the 18-keV helium implanted annealed sample. One possible source for the extra hydrogen is from the diffusion of surface hydrogen into the sample during the anneal.

4. Discussion

4.1. The study of nonpredamage samples

From studying the samples implanted with only hydrogen (figs. 2–4) it becomes obvious that the amount of damage which the hydrogen produces during its implantation results in a significant amount of trapping, which has been referred to as “self-trapping”. The 10-keV hydrogen implant produces no significant trapping beyond the first 100 nm. However, the trapped hydrogen distributions resulting from the 15- and 20-keV implants extend over the entire region of analysis (40 to 200 nm). The fact that hydrogen implanted at 10 keV does not “self-trap” appreciably beyond 100 nm is important since it permits the conclusion that any hydrogen trapped in the 100 to 200 nm region of the sample, when the sample was predamaged, was the result of the predamage. Certainly from this point of view, hydrogen implantation energies less than 10 keV would have been preferred, but 10 keV was the lowest energy attainable for hydrogen implantations with the accelerator used.

4.2. The study of samples predamaged with 150 keV helium

The comparison of the trapped hydrogen (implanted at 10 keV to a dose of $6 \times 10^{16}$ H/cm$^2$) in samples that had not been predamaged (fig. 2) to samples that had been predamaged with $8 \times 10^{16}$ He/cm$^2$ at 150 keV (curve (C) of fig. 7) shows an increase in the hydrogen trapping from 9.2 to 37% between 40 and 200 nm. Close examination of these distributions shows that the hydrogen concentration at any point within the first 90 nm of the sample increased by no more than a factor of 2.5 after the predamage. The amount of hydrogen trapped in the deeper portion of the sample increased from being negligible to being on the order of the amount trapped in the first 90 nm. Clearly some of the hydrogen that comes to rest in the first 100 nm is relatively free to migrate to other portions of the sample where it can be trapped. The fact that the hydrogen distribution of curve (C) of fig. 7 extends well beyond the region of the sample where the hydrogen comes to rest suggests that the traps may reach a saturation with hydrogen.
4.3. The study of samples predamaged with 18 keV helium

In the sample that had been predamaged with 18 keV helium to a dose of $1 \times 10^{16}$ He/cm$^2$ and then implanted with $6 \times 10^{16}$ H/cm$^2$ at an energy of 10 keV, the amount of hydrogen that is trapped between 40 and 100 nm (3.6 at% maximum) is 50 to 100% higher than the amount of hydrogen trapped in the samples damaged with 150 keV helium. This happens even though the damage levels at 25 nm, where the damage distribution from the 18 keV helium implant peaks, were calculated to be the same. Another interesting observation was that when the hydrogen dose was increased to $1 \times 10^{17}$ H/cm$^2$, for the 18-keV helium predamage, the amount of trapped hydrogen increased 48% (peaking at 5.2 at%) without changing the shape of the distribution. Clearly the saturation of traps with hydrogen that was observed with the 150-keV helium predamage has not been observed yet with the predamage from the 18-keV helium implant even though the calculated number of induced displacements per atom was at or below the number produced by the 150-keV helium implant. Obviously, the number of displacements per atom (dpa) is not a good measure of the permanent damage induced by the helium bombardment. At least, as far as our observable (the concentration of hydrogen traps) is concerned, the permanent damage is a function of the number of helium atoms that come to rest within the range of observation.

5. Conclusions

The conclusions that can be drawn from the experimental results can be divided into three major groups:

(1) It was shown that damage of the samples with helium (when no hydrogen was implanted) does not create a significant level of hydrogen in the near surface region of the sample.

(2) A saturation of the traps with hydrogen was clearly in evidence when the samples were damaged by the implantation of $8 \times 10^{16}$ He/cm$^2$ at 150 keV prior to the implantation of hydrogen at 10 keV to a dose of $6 \times 10^{16}$ H/cm$^2$. However, saturation of traps with hydrogen apparently had not yet been attained when the samples were predamaged with $1 \times 10^{16}$ He/cm$^2$ at 18 keV even though the level of trapping was on the order of a factor of two higher for the 18-keV helium predamage. The damage levels resulting from these helium implantations were calculated to be the same at the peak in the 18-keV helium damage.

(3) The implanted helium contributes to the trapping of hydrogen possibly through the inhibition of damage annealing. The fact that helium does not detraps significantly until high temperatures means that this inhibition may be significant well beyond temperatures used in this experiment.

The trapping of hydrogen in metals in which the hydrogen is mobile shows promise for use in the study of damage processes in these metals. It would be particularly useful in the study of radiation damage where most or all of the damage can be confined to a region of the sample that can be studied with the analysis technique being utilized. In this experiment the hydrogen was introduced by implantation at 10 keV. However, the results of similar experiments would lend themselves more easily to interpretation if the hydrogen energy were to be lowered since the implantation of the hydrogen produces a significant amount of damage which leads to some “self-trapping”. The self-trapping from the 10-keV hydrogen implantation used in this experiment extended to almost one-half of the entire region that can be explored with the fluorine-19 probe.

Acknowledgements

The help of John S. King and William G. Halsey in planning and assembling the ion implantation facility, in data taking (W.G.H.) and in discussing the results obtained has been invaluable. One of us (A.L.H.) is indebted to the Argonne Center of Educational Affairs for a Thesis Parts Appointment.

We also thank the Physics Department of Western Michigan University, particularly S.M. Ferguson and E.M. Bernstein, for the use of their accelerator for part of the ion beam analysis work. The University of Michigan supported our work through a number of internal grants. This work was performed in part under the auspices of the US Department of Energy.
References