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Abstract—According to traditional concepts of hospital governance, each institution is considered responsible for the care of a defined community. Evaluation of hospital performance and effective service planning both require that hospitals' service communities be identified. However, in metropolitan regions it is difficult to associate a geographic population with any one hospital because of the wide choice of facilities available to area residents. The service community concept becomes more meaningful in these regions if several hospitals with overlapping geographic communities are defined as a cluster.

This paper describes a two-step method for identifying hospital clusters and their associated service communities. The first step involves analysis of patient origin data to identify logical clusters of hospitals. Three algorithms for performing this analysis are presented. In the second step, analytical findings are reviewed by a panel of area planners and hospital experts who, considering additional qualitative factors, determine how the hospitals may be most appropriately grouped. Experience in using this method for hospitals in the seven-county region around Detroit, Michigan suggests that reasonable clusters can be identified, although clusters of central city hospitals are less well-defined than those in the suburban areas.

The central purpose of this country's nearly 6000 community hospitals traditionally has been to provide care to residents of the hospitals' home communities. Although regional coordination of decisions concerning hospital size, location and services has been stressed since the late 1960s and emphasized particularly since the passage of PL 93-641 in 1974, governance of community hospitals remains a local, rather than regional, responsibility.

At the local level, effective decision-making by a hospital's governing board depends to a great degree upon the board's knowledge of the needs of the hospital's service community and this, in turn, requires that the service community be clearly identified and measured. As stated by the American Hospital Association, "careful appraisal by each institution of the area and people it plans to serve is essential to effective personal health services planning"[1].

In regions which contain few, geographically dispersed hospitals, identification of the population served by each hospital is reasonably straightforward.† However, in metropolitan regions patients typically have numerous hospitals available within reasonable travel distance. When selecting hospitals for care, patients in these regions are often influenced by ethnic and religious factors, medical staff affiliations of their physicians, physician referral patterns, availability of special services at particular hospitals and other non-spatial considerations[3, 5 8]. Thus the concept of each institution possessing its own distinct service area is rarely meaningful for metropolitan hospitals.

Nevertheless, evidence suggests that geography remains an important concern in these patient decisions[9]. Residents of a suburban community are more likely to utilize hospitals located in or near that suburb than to travel to central-city hospitals. In few cases do patients leave a relatively self-sufficient group of hospitals in one suburban area to seek hospital care in another suburb. And city residents tend to use city hospitals, with some preference given to hospitals located in the general vicinity of the patients' residences.

Where several adjacent neighborhoods, small suburbs or other areas located within an urban region are served by a common set of hospitals, the set of hospitals can be defined as a cluster, with the combined areas constituting the cluster's service community. While this cluster concept does not provide for identification of populations uniquely associated with individual hospitals, it does allow meaningful service communities to be defined for groups of hospitals and it can demonstrate the necessity for coordinated organization and delivery of services by neighboring institutions.

The purpose of this paper is to present an approach for defining hospital clusters and their service communities. Methods to test the existence of hospital groups serving overlapping geographic communities (clustering) will be reviewed. Using data from a statewide patient origin study, clustering methods are applied to hospitals in the metropolitan area around Detroit, Michigan. This region contains 82 hospitals and is composed of seven counties with populations ranging from 82,000 to 2,48 million. Identification of hospital clusters and service communities was the first step in a multi-year project to evaluate the impact of presenting annual evaluative data on hospital performance to areawide planners, hospital
administrators and hospital trustees. With cluster service communities defined, measures can be obtained which relate performance to size and other characteristics of the communities being served.

**CLUSTER DEFINITION METHODS**

A cluster will contain one or more hospitals which (together) account for most or all of the hospital care provided to residents of an identifiable community. For a well-defined cluster, it can be shown based on objective analysis of patient origin data that patients from the geographic community surrounding the group of hospitals are likely to use one or more of those facilities for care. Additionally, the grouping should be considered generally consistent with known qualitative factors such as: formal and informal cooperative efforts among hospitals, inter-hospital competition, general community perceptions of hospital service areas and other commercial and political commonalities.

Consistent with above characteristics, a two-step approach to the specification of clusters was formulated. The first step of the clustering process requires analysis of patient origin data to identify groupings of area hospitals that are most appropriate in terms of actual patterns of patient use. Three such techniques—the greedy algorithm, the max-flow/min-cut algorithm and the max-relevance algorithm—are discussed below.

The second step in the process is to submit the analytical results to a cluster review committee, a group of experts familiar with the local area. Based on members' knowledge of hospital relationships and other factors influencing the reasonableness of proposed groupings, the committee is asked to decide whether the objectively determined clusters are in fact appropriate. Where several alternative groupings are equally plausible in terms of the objective criterion, committee members are asked to select the one that in their opinion is the most reasonable. Other adjustments, such as transferring a hospital from one cluster to another, may also be made by the committee. Thus the committee makes the final determination, using the patient origin data analysis as one important source of information.

**Analytic methods**

A number of methods described in the literature have been used for partitioning large regions, e.g. states or sub-state regions, into smaller non-overlapping areas such as hospital districts, health planning areas or medical service areas[11-25]. Generally, regions to be partitioned are composed of numerous small areal units such as census tracts, and each district of a region can be considered to represent one node of a network and the capacity of the arc connecting areal units $i$ and $j$ in the network is defined to be the patient traffic, or flow, between $i$ and $j$. Ford and Fulkerson[26] max-flow/min-cut theorem then provides a basis for locating optimal cuts.

Griffith's relevance index method, unlike the techniques discussed above, is used for defining service populations of individual hospitals rather than dividing regions into districts. With this method, the size of a hospital's service population is determined by (a) multiplying each area unit's total population times the percentage of patients from the area unit who utilize that hospital and (b) summing these figures over all area units in the area. (Bailey[27] in 1952 labelled this the hospital's "total effective population"). The key measure in these calculations, the percentage of patients in an areal unit who use the hospital, is called "relevance index". Although the relevance index method was intended only for calculating service communities of individual hospitals, a straightforward extension of the procedure may be used for defining hospital clusters. In areas containing several hospitals, relevance index values can be improved by selectively grouping hospitals into clusters, and the degree of improvement achieved can serve as a guide when determining which hospitals to cluster together.

The first step of this modified procedure, which shall be termed the max-relevance algorithm, is to calculate a population-weighted average relevance index $K_i$ for each hospital. Letting: $P_i =$ population of area unit $i; d_{ij} =$ number of patients from area unit $i$ treated at hospital $j; D_i =$ total patients from area unit $i; I_i = |\{d_{ij}/D_i \geq a\}|,$ set of area units for which individual relevance values ($d_{ij}/D_i$) of hospital $j$ exceeds or equals $a$, where $a$ is specified $0 \leq a < 1$; Then $K_i =$

---

*For a discussion of performance measures and an overview of the project, see Griffith[10]. In addition to the Southeastern Michigan Region, the project also focuses on Michigan's six other Health Services Areas. The procedures described in this paper for clustering Southeastern Michigan hospitals were also employed in these other areas.*
A greedy algorithm and the max-flow/min-cut and max-relevance algorithms were each programmed in PL/I for analysis of Southeastern Michigan patient origin data. Analyses were run on the University of Michigan's Amdahl 470/V6 computer. The following sections describe the data base used for the analyses, results of the analyses including difficulties encountered in clustering central city Detroit hospitals, and use of the analytical results by a panel of local hospital experts.

Data
Beginning in 1975, various planning agencies and provider associations with interests in hospital care in Michigan began collecting standardized patient discharge abstract data for Michigan hospitals. These data describe, for each Michigan hospital, the number of obstetrical, pediatric, surgical and non-surgical discharges during the year. Discharge data are further broken down by patient residence zip code for patients residing in Michigan and by state for residents of states adjoining Michigan. Although discharges are classified in the data as to hospital service (obstetrical, pediatric, etc.), only discharge totals, broken down by patient residence zip code, were used in the study. The final data base for the study included 600,000 discharges from hospitals located in the Southeastern Michigan area.

Analysis
Initial attempts to define hospital clusters throughout the 174 zip code region were unsuccessful. After five minutes of cpu time, the max-flow/min-cut algorithm had managed to complete only three cuts. While the greedy and max-relevance algorithms were able to yield solutions in less than 22 sec. of cpu time, the compactness and relative size of clusters defined for Detroit and adjacent suburbs were considered unsatisfactory.

Problem size for the max-flow/min-cut algorithm is determined primarily by the number of node-to-node (residence zip code to hospital zip code) connections defined in the patient origin data. In a densely populated area like Detroit, residents of a neighborhood are likely to utilize a number of different hospitals and thus the number of patient flow connections among city zip codes is quite large. Problems encountered by the greedy and max-relevance algorithms were traceable to the same phenomenon. A few major hospitals located in close proximity to each other attract large numbers of patients from diverse parts of the city, and as a consequence the algorithms tended to form very large clusters in the downtown area.

To make the analysis by the max-flow/min-cut and greedy algorithms more tractable, each algorithm was applied independently to the 84 zip codes comprising Detroit and its close suburbs and to the 90 zip codes making up the outlying region. Both algorithms identified five strong clusters of hospitals in the outlying area, with max-flow/min-cut using 7.7 cpu seconds and the greedy only 3.7 seconds. For service areas defined, 94% of patients utilized associated cluster hospitals. However, neither algorithm was able to locate an acceptable solution for the Detroit hospitals. Solutions for Detroit contained a number of single hospital clusters and one excessively large cluster containing approximately 30 hospitals and 60 zip code areas. Other computer runs were made, some with certain of the larger hospitals removed from the data, but problems with enclaves (single hospital areas embedded in larger cluster areas) and acceptably large cluster areas in the central city continued to occur.

Max-relevance algorithm results were observed during initial runs to be extremely sensitive to the value of the parameter $\alpha$. Runs with low $\alpha$ values (0.01 and smaller) yielded several large clusters. High values of $\alpha$ produced many small clusters; several clusters in the outlying region differed from the min-cut and greedy algorithms' solutions and those in the suburban and inner Detroit areas appeared unreasonable in light of known patient use patterns. At each step, the max-relevance algorithm selects the hospital (or cluster) having the lowest $R_j$ (or $R_{j*}$) and adds it to another hospital or cluster. If hospitals $j$ and $k$ each have large numbers of low relevance zip codes included in the sets $I_j$ and $I_k$ (and therefore have low values of $R_j$ and $R_k$), the cluster formed by grouping these hospitals may have a relevance index value lower than both $R_j$ and $R_k$. As illustrated in Fig. 1, with $\alpha$ set at 0.02, $I_j$ includes zip codes for which hospital $j$ has zero (or less than 2% of) relevance. Similarly, $I_k$ includes zip codes for which hospital $j$ has zero relevance. If the set $I_j$ for the cluster of $j$ and $k$ is defined as the union of $I_j$ and $I_k$, $R_{j*}$ will necessarily be lower than either $R_j$ or $R_k$. Thus the cluster of $j$ and $k$ would be selected for additional clustering at the next iteration and $R_{j*}$ could be reduced further. This expanded cluster would in turn be selected at the next iteration, etc. By modifying the algorithm to allow two $\alpha$ levels, $\alpha = 0.125$ for clusters of two or more hospitals and $\alpha = 0.02$ for single hospitals, this problem was substantially reduced. After the modification, the max-relevance algorithm was able to...
define nineteen clusters for the seven county region. Each of the defined clusters in the far suburbs and outlying region included many zip code areas with more than 50% relevance to cluster hospitals. As shown in Fig. 2, clusters were similar to those defined by the greedy and min-cut algorithms. (Note that the greedy and min-cut solutions include fixed service area boundaries while the max-relevance solution does not.)

Unlike the other algorithms, the max-relevance procedure was able to locate acceptable groupings in the inner suburbs and central city area of Detroit. However, the quality of clusters (measured by average relevance index) for hospitals in and around Detroit was lower than that of the outlying clusters. In addition to the nineteen clusters identified, four alternative groupings of Detroit area hospitals were defined, each representing a slight improvement in average relevance index, but with an associated increase in cluster size. An alternative cluster specification was also identified for one of the outlying counties.

Results of the max-relevance analysis are shown in Table 1. The primary clusters are listed, as are the five alternative groupings. Cluster service populations and average relevance index values are shown for three cases: (a) when the sets \( I_x \) are limited to zip codes for which cluster hospitals have average relevance index values (market penetration) at or above 0.5; (b) when the sets \( I_x \) are limited to zip codes for which cluster hospitals have average relevance index values at or above 0.125; and (c) when sets \( I_x \) contain all zip codes for which average relevance index values exceed zero. The last two columns show the number of zip code areas in cluster service communities \( (I_x) \) where relevance index values equal or exceed 0.5 and 0.125, respectively.

**Use of analytical results**

A cluster review panel was established jointly by the Southeast Michigan Health Systems Agency and the Greater Detroit Area Hospital Council (GDAHAC) to formalize hospital groupings. Panel members, chosen...
Table 1. Analysis of Detroit metro area clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>No. of Hosp.</th>
<th>Beds</th>
<th>Service Pop. (est. in 000)</th>
<th>Avg. Rel. Index</th>
<th>No. of Zip Codes</th>
<th>Action by Review Panel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R2, 5</td>
<td>R2, 6</td>
<td>R2, 125</td>
<td>R2, 20</td>
</tr>
<tr>
<td>Remote Suburbs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>477</td>
<td>109</td>
<td>119</td>
<td>122</td>
<td>.89</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1772</td>
<td>228</td>
<td>280</td>
<td>307</td>
<td>.80</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>131</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2418</td>
<td>288</td>
<td>335</td>
<td>466</td>
<td>.91</td>
</tr>
<tr>
<td>Alt. (3/4)</td>
<td>7*</td>
<td>2549</td>
<td>341</td>
<td>375</td>
<td>527</td>
<td>.92*</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>327</td>
<td>90</td>
<td>149</td>
<td>181</td>
<td>.69</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>222</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Inner Suburbs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4*</td>
<td>605</td>
<td>0*</td>
<td>127*</td>
<td>199*</td>
<td>0*</td>
</tr>
<tr>
<td>8</td>
<td>4*</td>
<td>1196</td>
<td>143*</td>
<td>266</td>
<td>34*</td>
<td>.60*</td>
</tr>
<tr>
<td>Alt. (1/8)</td>
<td>8</td>
<td>1801</td>
<td>328</td>
<td>457</td>
<td>506</td>
<td>.61</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>2601</td>
<td>276</td>
<td>551</td>
<td>675</td>
<td>.61</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1596</td>
<td>21</td>
<td>161</td>
<td>262</td>
<td>.51</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>430</td>
<td>24</td>
<td>58</td>
<td>120</td>
<td>.56</td>
</tr>
<tr>
<td>Alt. (2/11)</td>
<td>6*</td>
<td>1602</td>
<td>279*</td>
<td>358*</td>
<td>435*</td>
<td>.83*</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>805</td>
<td>101</td>
<td>165</td>
<td>177</td>
<td>.73*</td>
</tr>
<tr>
<td>Central City</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>490</td>
<td>19</td>
<td>56</td>
<td>97</td>
<td>.54</td>
</tr>
<tr>
<td>Alt. (1/12)</td>
<td>6*</td>
<td>1295</td>
<td>177*</td>
<td>246*</td>
<td>274*</td>
<td>.74</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>1119</td>
<td>108</td>
<td>180</td>
<td>229</td>
<td>.60</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>1134</td>
<td>147</td>
<td>255</td>
<td>34*</td>
<td>.61</td>
</tr>
<tr>
<td>16</td>
<td>2*</td>
<td>714</td>
<td>0*</td>
<td>57*</td>
<td>133*</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>13*</td>
<td>2499</td>
<td>72*</td>
<td>359*</td>
<td>469*</td>
<td>.55*</td>
</tr>
<tr>
<td>Alt. (16/17)</td>
<td>15</td>
<td>3213</td>
<td>113</td>
<td>462</td>
<td>482</td>
<td>.55</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>1232</td>
<td>14</td>
<td>54</td>
<td>199</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>1591</td>
<td>-</td>
<td>196</td>
<td>372</td>
<td>-</td>
</tr>
<tr>
<td>Means</td>
<td></td>
<td></td>
<td>4.65</td>
<td>4.65</td>
<td>4.65</td>
<td>.60</td>
</tr>
<tr>
<td>Range Hi</td>
<td>15</td>
<td>359</td>
<td>59</td>
<td>677</td>
<td>753</td>
<td>.91</td>
</tr>
<tr>
<td>Low</td>
<td>1</td>
<td>0</td>
<td>37</td>
<td>41</td>
<td>51</td>
<td>.51</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>3.52</td>
<td></td>
<td>105.8</td>
<td>158.1</td>
<td>178.8</td>
<td>.23</td>
</tr>
</tbody>
</table>

* Excluded from summary data
**Value exclude D entries

Note A: Cluster Proposals 16 to 19 inclusive were modified slightly (one hospital to cluster 9) aggregated, and divided subjectively.
for their knowledge of hospital affairs within the region, included four representatives from area hospitals, one from the health systems agency staff, two non-provider board members of the health systems agency and one from GDAHPC. The panel’s stated objective was to define hospital groupings which would facilitate coordinated and cooperative decision-making and encourage “proper” decisions from the standpoint of the region as a whole.

Prior to their meeting, the seven representatives were given the cluster recommendations shown in Table 1. (Max-relevance algorithm results were used since the greedy and min-cut algorithms did not yield acceptable clusters for the Detroit area.) At the meeting, after discussion of the analytical results the panel accepted most of the computer-generated clusters as valid. Where options were given, the panel twice selected the alternative with smaller cluster sizes, where size refers both to the number of hospitals in a cluster and to geographic distances among hospitals. Larger cluster alternatives prevailed only where the committee felt considerable subjective evidence supported them. In three cases where hospitals of multi-hospital corporations were assigned to different clusters by the max-relevance algorithm, the panel accepted the recommended clusters. In a fourth case of the same kind, the panel voted to reassign a corporate hospital to reflect a longstanding affiliation agreement. The panel also consolidated the four central Detroit clusters (clusters 16–19, listed in Table 1) into one and defined a “sub-cluster” arrangement for this group reflecting hospital location and teaching status.

LIMITATIONS OF THE ANALYSIS

While non-quantifiable factors were considered by the review panel in its final definition of Southeastern Michigan hospital clusters, the analytical results provided the starting point for the panel’s deliberations and played a major role in the decision reached. Because of the panel’s reliance on the analytically defined groupings, it is important that methodological and data-related limitations of the analysis be clearly recognized.

Data age is one important concern. Although the 1975 patient origin data used by the review panel in its final definition of Southeastern Michigan hospital clusters proved to be adequate for the purpose at hand, the data was available at the time. Inventory data age is also important in terms of both these criteria.

A second factor, related both to data adequacy and analytic methodology, is the HSA boundary effect. Hospitals located near the periphery of the health service area might appropriately be grouped with hospitals in an adjacent HSA. Fortunately, all boundaries of the Southeastern Michigan HSAs are located in areas of low population density, and patient traffic into and out of the region is small.

The three algorithms employed for patient origin data analysis all tended to form very large clusters in the densely populated Detroit area, indicating that many hospitals there share the same (geographic) service community. While the max-relevance algorithm, after adjustment of \( a \), was able to suggest smaller groupings (the largest with 13 hospitals), these clusters are characterized by low relevance index values. For example, cluster 10 serves only 26% of the service community population (\( R_* \), defined with \( a = 0.125 \)). Combining several of these clusters into a larger grouping of 30–40 hospitals would have improved \( R_* \) considerably, but the resulting cluster would have been too large for meaningful description of a service community and promotion of coordination of services among hospitals. While algorithms capable of objectively considering trade-offs between high relevance index values and small cluster sizes might be developed with further research, experience now suggests that in areas such as Detroit no sets of clusters will be found that are completely satisfactory in terms of both these criteria.

CONCLUSION

Hospitals traditionally have been viewed as serving identifiable local communities. It is therefore appropriate when assessing hospital performance to evaluate how well the hospital meets the needs of its community in terms of quantity, quality and costs of services provided.

However, in metropolitan areas, where a patient’s choice of hospital frequently is determined by non-locational factors, rarely can meaningful service communities be defined for individual facilities. Thus, in these areas, relating individual hospital performance to community needs usually is not possible.

Analysis of patient origin data from the Detroit metropolitan area indicates that logical clusters of several neighboring hospitals can be defined such that a meaningful service community for each group of hospitals is identifiable. Further, experience in Southeastern Michigan (and in six other Michigan HSAs) suggests that hospital clusters defined through analysis of patient residence and use patterns will in most cases also be reasonable in terms of other criteria that local hospital experts might apply. While a combined service community defined for a cluster of hospitals might have less utility for service planning, hospital performance evaluation and other purposes than would discrete service communities defined for individual facilities, clustering appears to be the only realistic approach in metropolitan areas where meaningful service communities for individual hospitals generally do not exist.

In the suburbs and outlying areas of the Southeastern Michigan region, hospital clusters and their associated service communities were easily identified. The greedy and max-flow/min-cut algorithms each were able to define cluster service areas for which only 6% of patients crossed area boundaries for hospital care. Similarly, in this part of the region clusters defined by the max-relevance algorithm were strong, i.e. each cluster had a large number of associated zip code areas with high relevance to cluster hospitals. However, in the central city part of the region, the two algorithms which define explicit service areas for clusters (greedy and max-flow/min-cut) were unable to produce reasonable solutions, and clusters defined by the max-relevance algorithm were generally weak in terms of average relevance index values. Evaluations relating performance of central city hospital clusters to cluster service communities must be interpreted cautiously, given the generally weak service community definitions. Nevertheless, identification and formalization of the clusters, including those in the central city area, are expected to promote greater coordination of service planning among hospitals and increased recognition of common responsibilities for addressing the needs of their shared service populations.
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