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Bovine heart mitochondrial cytochrome c oxidase (cytochrome aa3) (EC 1.9.3.1) has been demonstrated to occur in several forms when the redox centers in the protein are thought to be fully oxidized. We report here the results of extensive EPR studies at 3, 8.9, 9.2, 9.4, 15 and 34 GHz on the resting state, the alternative resting state (with \( g = 12 \) at 9 GHz) and pulsed state (with \( g = 5 \) signal at 9 GHz). Theoretical consideration is given to all binary spin-coupling possibilities under the constraint that the iron atoms are either ferric or ferrous and the copper atoms are either cupric or cuprous. We conclude that the \( g = 12 \) signal can arise from any spin system with \( S > 1 \) and \( |D| = 0.15 \) cm\(^{-1}\). The \( g = 5 \) signals originate from an excited, integer-spin system with \( |D| = 0.035 \) cm\(^{-1}\), which is approximately 7 cm\(^{-1}\) above the ground state (not observed in EPR). It is pointed out that in interpretations of data and elaboration of suitable models in this field, the implications of spin-coupling should be considered in a comprehensive and not in a selective way. At 3 GHz, EPR spectra of CuA in the resting, pulsed and anaerobically oxidized states show that this center is identical in its EPR for all three states.

Introduction

In recent years cytochrome c oxidase (EC 1.9.3.1) has been intensively studied from a variety of viewpoints. Many advanced physical techniques have been used in attempts to define the state and relationships of the four metal centers in the enzyme. The current picture is that these metal centers can occur in a number of states, which are determined not only by the number of electrons taken up from substrate — as one would expect — but also by conformational responses of the protein to substrates, which may take place on widely differing time-scales. Such responses may also be evoked by non-substrate ligands or other external influences and will modulate the relationships between the metal centers present.

A promising approach toward simplifying the ensuing complicated situation has been the attempt to correlate the results of the more discriminating physical methods and, on that basis, narrow down the number of possibilities as to the nature of the states to those that are compatible with all of the results [1–5]. This paper represents a contribution to such efforts. We present EPR measurements, calculations and considerations on three states of oxidized cytochrome oxidase, viz., the resting state, the alternative resting state showing the so-called \( g = 12 \) EPR signal and transient ‘pulsed’ [6] state exhibiting the \( g = 5 \) signal [7,8]. The principal experimental tool was EPR spectros-
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Sources of materials, biochemical approaches and EPR spectroscopy at 9 and 34 GHz have been described in our previous publications [8,11-13]. The total heme concentration was between 0.5 and 1 mM in all experiments. Details on specific experiments will be found in the legends to the appropriate figures. All EPR spectra were taken under conditions where no saturation or modulation broadening occurred. The S-band spectrometer was constructed at Ann Arbor by Strong [14] and subsequently modified by Stevenson [15]. It has a quartz-filled, dielectric cavity operating in the TE-102 mode. The bridge is a standard reflection type with a Sperry 2K41 klystron as an energy source and a Microwave Associates MA70074 diode as a detector. The P-band Spectrometer was also constructed in Ann Arbor by Reid [16] and subsequently modified by Stevenson [15]. It has a cylindrical cavity, operating in the TE011 mode, whose resonant frequency is adjustable by moving the cavity end-walls. The tunable cavity was necessitated by the extremely narrow frequency range of the klystron, a Varian VA94B. Details of the electronics and cryogenics are available in the theses of the above-mentioned associates. The multi-frequency, X-band EPR was done in a cavity (rectangular TE102), modified to accept styrene and sapphire rods at its E-field maximum. By shortening the cavity so that it resonated at 9.4 GHz without dielectric rods, we could obtain 9.2 GHz with the styrene and 8.9 GHz with the sapphire rods.

Theory

The interaction between two spin systems, \( S_1 \) and \( S_2 \), can be electrostatic (exchange) or magnetic (dipole-dipole). In any case, it can be described mathematically as \( S_1 \cdot J \cdot S_2 \) where \( J \) is a \( 3 \times 3 \) Cartesian tensor [17]. The tensor, \( J \), has nine degrees of freedom associated with the representation \( D_1 \times D_1 \). This representation can be reduced to the sum of three irreducible representations \( D_0, D_1, \) and \( D_2 \). Alternatively, one can write the elements of \( J \) as a matrix \( J_{ij} \). This matrix can be written as the sum of three terms as follows:

\[
J_{ij} = \frac{\delta_{ij} \text{tr}(J)/3 + \{ (J_{ij} + J_{ji})/2 - \delta_{ij} \text{tr}(J)/3 \} + (J_{ij} - J_{ji})/2}{(1)}
\]

The first term is a scalar (represented in \( D_0 \)) and is the isotropic exchange interaction whose Hamiltonian is often written as

\[
\mathcal{H} = -2J \vec{S}_1 \cdot \vec{S}_2 \quad (2)
\]

This interaction gives rise to spin-coupling, whereby \( \vec{S}_1 + \vec{S}_2 = \vec{S} \). The spin-coupling also creates the possibility that one can transform the basis set of the Hamiltonian operator to advantage. For example, a convenient choice of basis set for operators with \( S_1 \) and \( S_2 \) terms is the product basis set, \( |S_1 m_1 \rangle |S_2 m_2 \rangle \). With large spin-coupling terms in the Hamiltonian, one can choose, alternatively, a basis set, \( |S, S \rangle |m \rangle \), where \( S_1 + S_2 = S \). In this basis set, the resultant spin, \( S \), is quantized along the z-axis so that its projection, \( m \), is a good quantum number, whereas \( m_1 \) and \( m_2 \) are not good quantum numbers. In the product basis set, both \( m_1 \) and \( m_2 \) are good quantum numbers, but \( S \) and \( m \) are not. The possible values for \( S \) are restricted by the following relationship:

\[
|S_1 - S_2| < S < S_1 + S_2 \quad (3)
\]

One can transform a calculation between the product and spin-coupled basis sets by using vector-coupling coefficients [18]. Of course, the final solution to an eigensystem does not depend on the choice of basis set for a calculation; however, the initial operator matrix may take on a more diagonal form depending on the choice of basis set. This is the case for the isotropic exchange interaction if the spin-coupled basis set is chosen. In the spin-coupled basis system, one can rewrite the isotropic exchange interaction as:

\[
\mathcal{H} = J(S_1(S_1 + 1) + S_2(S_2 + 1) - S(S + 1)) \quad (4)
\]

Thus, the interaction is only on the diagonal of the
Hamiltonian operator matrix and has a form which is easily evaluated. This matrix has the dimension \((2S_1 + 1)(2S_2 + 1)\). By inspection of Eqn. 1, one can see that, given values for \(S_1\), \(S_2\) and \(S\), the states \(|S_1S_2Sm\rangle\) will have the same eigenvalue for all values of \(m\). Therefore, the result of the isotropic exchange interaction is the formation of multiplets denoted by the quantum number, \(S\), each with a degeneracy equal to \(2S + 1\).

The third term in Eqn. 1 describes a traceless, anti-symmetric tensor. The tensor has three degrees of freedom and is represented in the \(D_1\) representation of the rotation group. The Hamiltonian for this interaction can therefore be written as

\[
\mathcal{X}_a = \tilde{C} \cdot \mathbf{S}_1 \times \mathbf{S}_2
\]

(5)

where the \(C\) vector is the same as the \(D\) vector in the work of Moriya [19]. Since \(C\) is assumed to be mainly the result of spin-orbit interactions, Moriya estimates its value at

\[
C = J(\Delta g / g)
\]

(6)

where \(\Delta g\) is the g-shift due to the spin-orbit interaction. In terms of the spin-coupled basis set, it should be noted that the \(S\)-multiplets formed by the isotropic exchange interaction are mixed by the operator, \(\mathbf{S}_1 \times \mathbf{S}_2\), and that there are no elements of this operator within the multiplet submatrices. Therefore, the effect of \(\mathcal{X}_a\) on the eigenvalues and vectors is much less than one would assume by the size of its elements. In fact, the presence of this term has only been observed to be the cause of ‘weak ferromagnetism’ in crystals that are predominantly antiferromagnetic [20] and has recently been demonstrated for pairs of \(O_2^-\) ions in potassium iodide [21].

The second term in Eqn. 1 is a symmetric matrix and has five degrees of freedom, represented in \(D_2\). For example, we can write this term as

\[
\mathcal{X}_s = R(\alpha, \beta, \gamma) \cdot D \left\{ S_z - S(S + 1)/3 + \eta \left( S_z^2 + S_x^2 + S_z - S(S + 1)/3 \right) \right\} \times R(\alpha, \beta, \gamma)
\]

(7)

where the five degrees of freedom are \(D\), \(\eta\) and the three Euler angles: \(\alpha\), \(\beta\) and \(\gamma\). The matrix, \(R\), is the representation for Euler rotation which is appropriate to the basis set and particular convention for Euler rotation definition: i.e., Whitaker or Goldstein convention [22]. From the form of the operator in Eqn. 7, one can see that the elements of this part of the spin-Hamiltonian will lie within spin multiplets in \(S\). Thus, in the spin-coupled basis set, the operator matrix for Eqn. 7 will have a block diagonal form where each block has the dimension \(2S + 1\), and where \(S\) denotes the resultant spin appropriate to the block. This will be true for any values of \(\alpha\), \(\beta\) and \(\gamma\), since rotation can only transform the elements of a \(D_2\) representation within the particular sub-manifold. Thus, the general form of Eqn. 7 can have the two terms shown in Eqn. 7 plus the other three terms in \(S_xS_y\), \(S_yS_z\) and \(S_xS_z\); all of which will have non-zero elements only within an \(S\)-multiplet. Therefore, the symmetric part of the exchange interaction Hamiltonian matrix can have three main contributions: (1) from the exchange interaction itself, (2) from zero-field splitting terms arising from the contributing spins, \(S_1\) and \(S_2\), and (3) from the magnetic dipole-dipole interaction.

The exchange contribution to the term in Eqn. 7 arises from the spin-orbit interaction. Therefore, this contribution can be treated analogously to the \(g\)-tensor and one can make the argument [19] that

\[
D/3 = J(\Delta g / g)^2
\]

(8)

where \(D\) and \(J\) are defined above and \(\Delta g\) is the deviation of the \(g\)-tensor from its scalar value, \(g\), in the absence of spin-orbit interaction.

Zero-field splitting terms in the spin Hamiltonians of the interacting spin systems, for example

\[
D_1(S_z^2 - S_1(S_1 + 1)/3) \text{ or } D_2(S_z^2 - S_2(S_2 + 1)/3)
\]

(9)

will have non-zero ‘projections’ into the \(S\)-multiplets. In other words, they will give rise to terms that lie in Eqn. 7. The calculation of these projected terms is straightforward and examples are given later in this paper and elsewhere [11,23].

The dipole-dipole interaction takes the form

\[
\mathcal{X}_d = \mu_1 \cdot \mu_2 / r^3 - 3(\bar{\mu}_1 \cdot \bar{r})(\bar{\mu}_2 \cdot \bar{r}) / r^5
\]

(10)
if \( \vec{\mu}_1 = \beta \vec{G}_1 \cdot \vec{S}_1 \) and \( \vec{\mu}_2 = \beta \vec{G}_2 \cdot \vec{S}_2 \), where \( \vec{G}_1 \) and \( \vec{G}_2 \) are the g-tensors for their respective spin systems, then the dipole-dipole Hamiltonian can be written as

\[
\mathcal{H}_d = \beta^2 \vec{S}_1 \cdot \vec{\hat{T}}_{12} \cdot \vec{S}_2 / r^3
\]

(11)

where \( \vec{\hat{T}} \) is a tensor given by

\[
\vec{\hat{T}}_{12} = \vec{G}_1 \vec{G}_2 - 3 \vec{G}_1 \hat{h} \vec{G}_2
\]

(12)

where \( \hat{h} \) is the unit vector along the center-to-center direction for the two interacting spin systems. Since \( \vec{\hat{T}} \) is a tensor it can be decomposed as shown in Eqn. 1 to

\[
T_{12} = (\vec{\hat{T}}_{12})^{1/3} \cdot 1 + ((\vec{\hat{T}}_{12} + \vec{\hat{T}}_{21})/2 - T_{12}/3 \cdot 1)
\]

\[
+ (\vec{\hat{T}}_{12} - \vec{\hat{T}}_{21})/2
\]

(13)

The three tensors on the right-hand side of this equation are difficult to evaluate for arbitrary g-tensors. However, by assuming that \( \vec{G}_1 = g_1 \cdot 1 \) and \( \vec{G}_2 = g_2 \cdot 1 \), the tensor can be evaluated as

\[
\vec{\hat{T}}_{12} = g_1 g_2 (1 - 3 \hat{h} \hat{h} t)
\]

(14)

a traceless, symmetric tensor, which by analogy to the above arguments for Eqn. 7 is shown to be equivalent to a contribution to the term \( \mathcal{K}_s \). The scalar and antisymmetric terms from the dipole-dipole interaction contribute the \( J \) and \( C \), respectively, but are on the order of the g-tensor asymmetries times the dipolar energy and are therefore negligible.

The Hamiltonian,

\[
\mathcal{H}_d = g \beta H_x S_z + D \left( S_z^2 - S(S+1)/3 + \eta \left( S_z^2 - S_z^2 \right) \right)
\]

(15)

has been discussed previously [11,23] as it applies to the EPR spectra of cytochrome c oxidase. We do not intend to repeat the discussions of these papers, but will make some general remarks about the Hamiltonian.

From the above discussion, it should be clear that this is not the most general Hamiltonian that can be assumed for high-spin systems. We have purposely ignored higher-order terms in the spin operator and explicit effects due to spin-orbit coupling. We are currently investigating the effects of some of these terms; however, at present, we shall only deal with the above form for the zero-field splitting. There are several coordinate systems implicit in the Hamiltonian. The zero-field splitting part of this Hamiltonian (the part proportional to \( D \)) is specified in the crystal coordinate system. This operator is represented in the group, \( D_2 \), and has five degrees of freedom in its most general form. Two of these degrees of freedom are shown in Eqn. 15 as the parameters \( D \) and \( \eta \) (sometimes calculations have \( E = \eta D \)). The other three degrees of freedom are the angles which specify the relationship between the laboratory and crystal frames via an Euler rotation. In Eqn. 15, these angles are absent; therefore, the Euler angles must all be zero; the subscript on the left side of the equation refers to crystal coordinates. The subscripts on the right side refer to laboratory frame coordinates.

To illustrate this point, we can rotate the crystal frame by ninety degrees about the y-axis. This rotation is equivalent mathematically to switching \( S_x^2 \) and \( S_y^2 \). The Hamiltonian then becomes

\[
\mathcal{H}_d = g \beta H_x S_z + D \left( S_z^2 - S(S+1)/3 + \eta \left( S_z^2 - S_z^2 \right) \right)
\]

(16)

which can be rearranged into spherical harmonics as

\[
\mathcal{H}_d = g \beta H_x S_z + D \left( -1/2 + 3 \eta/2 \right) \left( S_z^2 - S(S+1)/3 \right)
\]

\[
+ (1 + \eta) \left( S_z^2 - S_z^2 \right)/2
\]

(17)

and likewise in the y-direction:

\[
\mathcal{H}_d = g \beta H_x S_z + D \left( -1/2 - 3 \eta/2 \right) \left( S_z^2 - S(S+1)/3 \right)
\]

\[
+ (1 - \eta) \left( S_z^2 - S_z^2 \right)/2
\]

(18)

Eqns. 15, 17 and 18 are the same Hamiltonian, for the crystal orientations along the x, y, z axes. Along these three directions, the zero-field portion is decomposed into a form with non-zero coefficients of only two of the five degrees of freedom in \( D \). Along any other direction, the coefficients of the other three will be non-zero. This fact has important mathematical consequences because it implies that the form of the Hamiltonian matrix is more complicated 'off-axis' than it is along the three principal directions of the crystal frame.
Along with this complication comes a factor of eight in computer time required to solve the eigen-system.

For non-integer spin systems \((S = 3/2, 5/2, \ldots)\) at zero-field, the Hamiltonian blocks into two identical matrices. The solutions to these matrices are, thus, two-fold degenerate and are called Kramer's doublets. With non-zero applied magnetic field, this degeneracy is removed. It is important to realize that even for small fields (> 20 G, the largest estimated magnetic hyperfine field), the full projection of the Kramer's states is developed. If we define the EPR resonance condition as \(h\nu = g'\beta H\), then \(g'\), the spectroscopic splitting parameter, can be used to describe a resonance position. For non-integer spin systems, the resonances show a well-defined \(g'\), independent of microwave frequency, as long as \(h\nu\) is much smaller than \(D\). We contrast this situation to that for integer spin systems where the zero-field states are non-degenerate, diamagnetic and do not exhibit well-defined \(g'\)-values until \(h\nu\) is much greater than \(D\). If we assume that the \(g\)-tensor is symmetric, then there are eight degrees of freedom in the zero-field splitting plus electron Zeeman Hamiltonian: three in the principal axis values of the \(g\)-tensor plus five in the zero-field splitting tensor. In order to simulate an EPR spectrum, the Hamiltonian matrix must be diagonalized iteratively in order to meet the resonance condition, or, alternatively, the Hamiltonian can be solved at every field in the spectrum for each orientation. Computer programs to simulate these EPR signals are very complicated and expensive to run for spin systems greater than \(S = 1\). Instead, we have chosen to calculate only the resonances along the three principal axes of the crystal frame where, as mentioned above, the calculation is greatly simplified due to a blocking and subsequent reduction of the rank of the Hamiltonian matrix which must be solved. Another consequence of our choice not to look at the 'off-axis' resonances is that none of the so-called 'half-field' resonances will be represented in our diagrams. The strength of these resonances is shown in Fig. 1.

**Fig. 1.** Positions of the EPR resonances along the principal axis directions of a \(S = 2\) spin system with \(\eta = 0.07\): A, magnetic field along the \(x\)-axis; B, magnetic field along the \(y\)-axis; C, magnetic field along the \(z\)-axis.
resonances is a complicated matter which we have chosen to ignore here, but which is well-described by Schepler [24] for two weakly-interacting spin one-half systems and by Stevenson [15] for two strongly-interacting spin one-half systems; for a more general discussion the reader is referred to the review by Owen and Harris [25]. The g-tensor can be included by plotting the abscissa of the resonances as \( g/g' \). With this choice, the abscissa is proportional to the applied field and is therefore directly superimposable on experimental spectra. Because the axis is given in terms of \( g/g' \), any particular value of the abscissa is proportional to the g-value for the resonance, \( g \). The value, \( g \), can be different for the three crystal orientations and in this way one may account for an anisotropic g-tensor.

In order to make the data convenient for use with multifrequency EPR data, we plot the ordinate in terms of \( \log(hv/D) \). Two EPR spectra taken at different frequencies on the same sample will differ vertically by a distance proportional to the logarithm of the ratio of the two frequencies only. The figures in this article provide an illustration of the use of these resonance diagrams. As examples of this type of diagram Figs. 1 and 2 show the principal axis resonances of an \( S = 2 \) and an \( S = 5/2 \) spin system. Because of the mathematical form of Eqns. 15, 17 and 18, the Hamiltonian matrices for these operators always block into two submatrices as previously mentioned. The allowed magnetic dipole transitions are always between these submatrices and are proportional to \( |<S_+|S_->|^2 \). In Figs. 1 and 2, we show all the transitions possible between these submatrices with the restriction that \( |<S_+|S_->|^2 + |<S_->S_>|^2 \) is greater than 0.01. Thus, the abrupt termination of a line such as those near the left-hand margins in Fig. 2 is explained by its 'intensity' having fallen below 0.01. Although, our decision to omit the weak resonances is somewhat simplistic and arbitrary, we do not intend these diagrams to substitute for spectral simulations. They are intended solely to demonstrate lineshift trends from multi-

---

Fig. 2. Positions of the EPR resonances along the principal axis directions of an \( S = 5/2 \) spin system with \( \eta = 0.07 \): A, magnetic field along the x-axis; B, magnetic field along the y-axis; C, magnetic field along the z-axis.
frequency EPR data. From Fig. 2 one can see that if $hJ/D$ is less than 0.1, then the resonances are at a constant value $g/g'$ so that this system exhibits a microwave frequency-independent spectrum in this region. In contrast, Fig. 1 shows that the integer spin system has no resonances in this region.

**Results**

In Fig. 3, we show the X-band spectrum of bovine heart mitochondrial cytochrome $aa_3$, which was anaerobically reduced by NADH plus phenazine methosulfate [12], then oxygenated and quickly frozen in an EPR tube. The signals from cytochrome $a$ ($g$ values: 3.0, 2.2, 1.5) and Cu$_A$, not shown, ($g$ values: 2.18, 2.03, 1.99) dominate the spectrum. However, we are interested here in the resonances at $g'$ equal to 5, 1.78 and 1.70, which have been shown to appear immediately after re-oxygenation and which then disappear simultaneously at room temperature with a half-life of seconds to minutes [26]. This signal will be referred to in the following as the 'g5' signal, although this name is only appropriate to one turning-point of the EPR signal at X-band and not appropriate to any feature of the signal at any other frequency.

If we study the amplitude of these signals versus sample temperature at various microwave powers (Fig. 4), we find that this signal disappears at low temperature, with a characteristic temperature of around 10 K. The points at higher powers and low temperatures which are above the low power asymptote reflect the saturation of the cytochrome $a$ signal which provided the internal reference for these measurements. Therefore, the other piece of information apparent in these data is that the 'g5' signal is much harder to saturate than the cytochrome $a$ signal.

Figs. 5 and 6 show the 15 and 3 GHz EPR spectra of the same sample as that shown above at 9 GHz. At 15 GHz (Fig. 5), we find that the 'g5' signal maxima have all moved toward the Cu$_A$ signal around $g = 2$. These signals show a temperature dependence consistent with that in Fig. 4,
although the diminished signal to noise at 15 GHz has prevented us from showing that the temperature dependence is exactly the same as that seen in the 9 GHz spectra. At 3 GHz we obtained the spectra shown in Fig. 6. These spectra show only the cytochrome $a$ and Cu$_A$ signals with small additions from 'adventitious' iron at $g = 4.3$ and at $g = 6$ (cytochrome $a_3$). One interesting aspect of Fig. 6 is the apparent loss in amplitude of the Cu$_A$ signal relative to the others if one compares Fig. 6 with Figs. 3 or 5. At 3 GHz, magnetic hyperfine interactions broaden the apparent linewidth of the copper so that its intensity seems reduced in comparison with cytochrome $a$. In fact, the magnetic hyperfine splittings are resolved at 3 GHz [27].

In Fig. 7, we show the 3 GHz EPR spectrum of three different forms of cytochrome $aa_3$: the resting

![Fig. 6. The 3 GHz EPR spectrum of pulsed cytochrome $aa_3$ run at 10 mW and 10 K: (a) normal scan range; (b) detail of (a) to show the absence of $g5$ signal; (c) high-field region to show the absence of resonances predicted for this region (see Fig. 11).](image)

![Fig. 7. The 3 GHz EPR spectrum of Cu$_A$ in three forms of oxidized cytochrome $aa_3$, taken at 750 mW microwave power and at 31 K: A is the resting enzyme, B is the pulsed enzyme, and C is the anaerobically reoxidized enzyme.](image)

![Fig. 8. The positions of the extrema of the $g5$ signal as a function of microwave frequency. The three left-most points (encircled) are from the $g12$ signal of the resting state of cytochrome $aa_3$. The point designated by the X is the 34 GHz point, whose strength is so low that we are uncertain whether to assign it to the $g12$ form of the enzyme (see text.)](image)
state, the pulsed state and the anaerobically re- oxidized state. These three states of the enzyme are thought to be three different forms of the same oxidized protein. Since the hyperfine splittings in Fig. 7 are the same in all three forms, we have evidence that the differences between these forms, as seen at the Cu_A atom, are small.

In addition, spectra were taken at 8.9 and 9.4 GHz. We show the results of these experiments in Fig. 8 where the positions of the spectral extrema are plotted as log microwave frequency versus \( 2/g' \). For the resonances with \( g' \) less than 2 in Fig. 8, one can see clearly the trend for the resonances to move closer to the \( g = 2 \) region as the microwave frequency is increased. Fig. 8 also contains three points which denote the resonance positions of the ‘g12’ signal of the resting enzyme versus microwave frequency. This resonance is also seen to move closer to the \( g = 2 \) region as the microwave frequency is increased. We show the datum point for the 34 GHz resonance from the resting state as an X because of the low quality of the spectrum for the point. Fig. 9 shows a typical 34 GHz spectrum for the resting state of cytochrome aa_3. For completeness, Fig. 10 shows the 15 GHz spectrum of the ‘resting state’.

Discussion

We have hypothetically identified the extrema in X- and P-band spectra (shown in Fig. 8) with the locations of the resonances along the principal axis directions for the Hamiltonian in Eqns. 15–18. In other words, we identify the resonances with locations denoted in the diagrams, such as those in Figs. 1 and 2. Attempts at this procedure have been equally successful for any spin system with \( S = 1 \) to \( S = 3 \) if we choose \( \eta \) to be around 0.07. In all these cases \( D \) is 0.035 ± 0.015 cm\(^{-1}\). In addition, our attempts [11] to fit these data to similar diagrams which show the resonance positions of an \( S = 1/2 \) system with a large magnetic hyperfine coupling to an \( I = 1/2 \) nucleus show that this possibility is incompatible with the data. We were also unable to fit these spectra with our ‘weak spin-spin interaction’ simulation program [24], which handles the cases where the exchange and/or dipole-dipole interaction is smaller than \( g\beta H \) for two interacting spin one-half systems. We are therefore able to propose that \( D \) is approximately equal to 0.035 cm\(^{-1}\) for the spin system which gives rise to the resonances in Fig. 8 regardless of the integral value of \( S \) for the spin system.

Two main consequences of this statement are that (1) all the states in the spin system are populated thermally at the temperatures appropriate to these data, and (2) the value of \( D \) is too small to account for the temperature dependence in the data shown in Fig. 4. While the appreciate that all the transitions which are denoted in the resonance position diagram need to have the same linewidth, if we plot diagrams which show only the transitions to the ground state (Fig. 11), the fitting procedure gives the same value of \( D \). However, it
is also obvious that the small value of $D$ together with the temperature dependence of the EPR signal imply that there is a lower level of states which is outside the range of frequencies spanned by the EPR-detectable spin system. Thus, the ground state of the detectable spin multiplet is itself an excited state relative to the lower-lying multiplet. The nature of the interaction responsible for creating this energy separation between the excited and ground states cannot be inferred from our data, but will require additional physical measurements. We can only conclude that the EPR signals whose temperature dependence is shown in Fig. 4 arise from an excited manifold and that we are unable to detect any magnetic resonance absorption of the ground state. To state the above arguments in another way, we point out that the only probable sources for the temperature dependence in Fig. 4 are $D$ and $J$. If the 10 K splitting is from a term in $D$, then the frequency dependence of these signals is from another term. We have eliminated exchange and magnetic hyperfine as possible sources for the $g_5$ signal. High-order terms in $S$ are not considered in this paper, but have been proposed to explain this signal (see Ref. 24 and below). At this time we are unable to rationalize the presence of these resonances with quartic spin terms, but we have efforts underway to simulate these signals. We conclude that our interpretation is a sufficient but not necessary explanation of the data. At present, it is the only explanation of the multifrequency characteristics of the data.

Further corroboration is provided by the S-band EPR spectrum in Fig. 7. By process of elimination cytochrome $a_3$ has been implicated in the spin system under study here. That is, cytochrome $a$ and Cu$_A$ give rise to the main resonances; Cu$_B$ can either be in an $S=1/2$ or $S=0$ state. Since neither of these states can give rise to the $g_5$ signal, cytochrome $a_3$ is the only paramagnetic center in the enzyme left to account for the signal. The spin state of cytochrome $a_3$ has been proposed to be either $S=3/2$ or $S=5/2$ for this state of the enzyme [1]. Examination of Fig. 2 reveals that $S=5/2$, for example, can account for the resonance positions in Fig. 8 by itself. Therefore, one might propose that these signals arise from cytochrome $a_3$ alone, while proposing some other explanation for the absence of the Cu$_B$ EPR signal. However, one can see in Fig. 2 that the X-band resonance at $g_5$ should appear at S-band frequencies in the $g_6-g_4$ region. By extrapolating from the X-band spectra, the intensity of this transition should increase so that it must be seen.
in this region as a line of intensity approximately equal to the \( g_6 \) signal. Inspection of Fig. 6 reveals that not even the smallest vestige of this signal is present in the data. Similar arguments can eliminate all the half-integer spin systems as candidates for the resonance in Fig. 4. In this context, one can recall from previous discussion that non-integer spin systems give rise to vertical lines on the lower part of the resonance diagrams such as the one in Fig. 2. Inspection of Fig. 1 shows that the S-band spectra should occur at an ordinate where these resonances are in this vertical stage. We can, therefore, reject the non-integer spin systems and thereby require the presence of a coupling to another non-integer spin system in order to account for the absence of a resonance in the \( g_4-g_6 \) region of the S-band spectrum. The \( \text{Cu}_B \) atom is an obvious candidate for this other system. Of course, this requirement is also based on the assumption that cytochrome \( a_3 \) has a ferric iron in this state of the enzyme.

If the cytochrome \( a_3 \) is high-spin (\( S_1 = 5/2 \)), then the possible resultant spin states are \( S = 2 \) and \( S = 3 \). If, as indicated by MCD results [1], the cytochrome \( a_3 \) is \( S_1 = 3/2 \), then the possible resultants are \( S = 2 \) and \( S = 1 \). In either case, the temperature dependence of the EPR signal (Fig. 4) could be accounted for by an absolute magnitude of \( J \) in Eqn. 2 of approximately \( 1.5 \pm 1 \) cm\(^{-1} \). In this context, we should also note that the EPR signal under discussion here is harder to saturate than the cytochrome \( a \) signal (see Fig. 4).

There are also other mathematical consequences of spin-coupling hypotheses between cytochrome \( a_3 \) and \( \text{Cu}_B \) which should be mentioned. For each hypothetical coupling scheme it is possible to write the \( g \)-value equation for the resultant spin system, to estimate the size of the \( \text{Cu}_B \) nuclear magnetic hyperfine contribution to the resultant spin and to calculate the size of \( D \), the zero-field splitting in the resultant spin system, which should arise from the zero-field splitting, \( D_1 \), at the cytochrome \( a_3 \) iron atom. Table I shows these numbers for the models relevant to the above discussion under the assumptions that the \( \text{Cu}_B \) site has the non-interacting \( g \) values (2.02–2.36) and \( a \) values (15–150 gauss) characteristic of the copper site in bovine superoxide dismutase [28]. It is interesting to note from this table that spin coupling alone can account for the absence of visible copper magnetic hyperfine interactions in these EPR spectra. It is also interesting that the measured value of \( D \) from our work gives rise to a value of \( D_1 \) which is much smaller than expected for any of the models. Evidently, the iron of cytochrome \( a_3 \), if it is ferric, must be in a state of very high symmetry in this form of the protein as opposed to its form seen during redox titrations [12], where it is undergoing a comparatively strong axial distortion. Because we envision no more at-

<table>
<thead>
<tr>
<th>( S_1 ) (ion)</th>
<th>( S_2 ) (ion)</th>
<th>( S )</th>
<th>( g )-value equation</th>
<th>( D )</th>
<th>( g )-value range</th>
<th>( a )-value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>1</td>
<td>( g = 1/2g_{Fe} + 1/2g_{Cu} )</td>
<td>( D = 0 )</td>
<td>( ? )</td>
<td>7.5–75</td>
</tr>
<tr>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>1</td>
<td>( g = 1/2g_{Cu} + 1/2g_{Cu} )</td>
<td>( D = 0 )</td>
<td>2.01–2.36</td>
<td>15–83</td>
</tr>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>2</td>
<td>( g = 4/2g_{Fe} - 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>1.94–2.00</td>
<td>2–25</td>
</tr>
<tr>
<td>( 3/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>3</td>
<td>( g = 4/2g_{Fe} + 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>2.00–2.06</td>
<td>2–25</td>
</tr>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>( 3/2 )</td>
<td>( g = 5/2g_{Fe} - 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>( ? )</td>
<td>3–30</td>
</tr>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>( 1/2 )</td>
<td>( g = 5/2g_{Fe} + 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>( ? )</td>
<td>3–30</td>
</tr>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>( 1/2 )</td>
<td>( g = 4/2g_{Fe} - 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>( ? )</td>
<td>4–38</td>
</tr>
<tr>
<td>( 1/2 ) (Fe(^{3+} ))</td>
<td>( 1/2 ) (Cu(^{2+} ))</td>
<td>( 1/2 )</td>
<td>( g = 4/2g_{Fe} + 1/2g_{Cu} )</td>
<td>( D = 1/3D_1 )</td>
<td>( ? )</td>
<td>4–38</td>
</tr>
</tbody>
</table>
tractive alternative, our interpretation of the EPR signals forces us to predict some major structural change at the cytochrome a\textsubscript{3} site between the \textquoteleft g = 5\textquoteright state of the protein, the half-reduced and the \textquoteleft rapidly, but anaerobically reoxidized\textquoteright [29] states of the protein.

If we consider the importance of the absence of EPR from the ground S-multiplet we can deduce another fact from the size of D. If D is from the exchange or dipole-dipole interactions, then its value is identical for all the multiplets in the spin-coupling scheme. If D is from \textquoteleft projected\textquoteright zero-field splittings of cytochrome a\textsubscript{3}, then its relative values for the S-multiplets are given in Table I. Of all these spin-coupled possibilities, the only one that could explain the absence of an EPR signal in the ground state multiplet is the hypothesis that cytochrome a\textsubscript{3} is S = 3/2 coupled to copper to give S = 1 in the ground state and S = 2 in the excited state. In all other spin-coupled cases, the value of D in the ground state should be such that our efforts to find this ground state would have been successful. However, our direct evidence only allows us to state that the \textquoteleft g5\textquoteright signal from pulsed cytochrome \textit{aa}\textsubscript{3} arises from an excited state with integer spin and D = 0.035 cm\textsuperscript{-1} and that this excited state is formed via spin-coupling so that it is approximately 10 K above the ground state. We are unable to give a precise value for any hypothesized J or to identify the component spin systems, although the information in Table I sets forth a large number of constraints which should be useful in their identification.

In the preceding paragraphs we have described the mathematical framework for calculations involving coupled spin systems. In some recent work, similar calculations have been published by Brudwig et al. [30]. We have several comments to make concerning this work. Without the benefit of the data from multifrequency EPR, this group has attempted an interpretation of the EPR resonances of a spin system which is formed via an exchange interaction. In their interpretation of the \textquoteleft g12\textquoteright signal from cytochrome aa\textsubscript{3} they have attributed this resonance to the spin coupling between cytochrome a\textsubscript{3} as high-spin ferric and Cu\textsubscript{B} as cupric. While this assignment may be correct, it is not the only possible solution to the problem. By comparing the data on the \textquoteleft g12\textquoteright resonance in Fig. 4 with diagrams such as those in Figs. 1 and 2, we are able to obtain a sufficient fit with D = 0.15 cm\textsuperscript{-1} for any spin system with S greater than one, including S = 5/2 which could arise from the cytochrome a\textsubscript{3} alone.

In their discussions of the \textquoteleft g5\textquoteright signal, they assign a solution to the EPR resonances without considering the importance of the \textquoteleft projected\textquote right zero-field splittings or the off-diagonal terms in the J-tensor or the nuclear hyperfine coupling to the Cu\textsubscript{B} nucleus. Any explanation of these resonances, in our opinion, requires a discussion of these terms, since one would normally expect them to make large contributions to the spin Hamiltonian. For example, if the cytochrome a\textsubscript{3} is involved in the coupled spin system, then our EPR work implies that the value of D\textsubscript{1}, the zero-field splitting at cytochrome a\textsubscript{3}, is much smaller than one would expect from a high-spin ferric heme compound. It is very hard to rationalize this size of D\textsubscript{1} with the structure implied by EXAFS data [31] on the cytochrome a\textsubscript{3} site.

In another recent paper [32], Hagen has shown data and theory to support the hypothesis of Seiter and Angelos [33] that the resting enzyme contains an Fe\textsuperscript{4+} site. Hagen proposes that not only is there an Fe\textsuperscript{4+} in cytochrome \textit{aa}\textsubscript{3}, but that this iron is in cytochrome a\textsubscript{3}, in a high-spin configuration (S = 2), and gives rise to the g12 and g5 signals in reoxidized cytochrome \textit{aa}\textsubscript{3} [34]. An S = 2 configuration is compatible with our data on the g5 signal; however, not with a D of 1 cm\textsuperscript{-1} [32]. An S = 2 configuration is also compatible with our data on the g12 signal; however, we would not agree with the value of D as 1.2 cm\textsuperscript{-1} because of the frequency dependence of the g12 signal shown in Fig. 8.

Our purpose is to point out that a solution to these problems demands more data than have hitherto been applied. Our study of these systems included EPR spectra taken at 3, 8.9, 9.2, 9.4, 15 and 34 GHz. We were able to garner only a few hard facts from these data, but were able to define the problem more clearly. At this point, we feel that another spectroscopic tool, for example, Mössbauer spectroscopy, is necessary to find a unique solution.
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