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Abstract: A form for \( U(t) \), the expected number of times a Gaussian sequence falls below a level \( t \), is given in terms of the mean \( M(x) \) and the variance \( V^2(x) \) functions. It is shown that under general conditions \( U(t) \sim M^{-1}(t) \), \( t \to \infty \). Moreover, if \( M \) and \( V \) are regularly varying at infinity functions, then \( U(t) - M^{-1}(t) \) is also regularly varying at infinity. A renewal theorem for stationary Gaussian sequences is given, where it is shown that the asymptotic behavior of \( U(t) - t/\mu \) is determined by the asymptotic behavior of \( V^2(t)/t \).
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Introduction

Let \( \{\xi_n\} \) be a Gaussian sequence. Let \( Y(A) = \sum_{n=1}^{\infty} I(\xi_n \in A) \) be the number of visits to a Borel set \( A \) by the process \( \{\xi_n\} \); here \( I(A) \) stands for the indicator of set \( A \).

The expected number of visits to \( A \) is the renewal measure of sequence \( \{\xi_n\} \), which we denote by \( U(A) \).

\[ U(A) = EY(A) = \sum_{n=1}^{\infty} P(\xi_n \in A). \]

Let \( M_n, V_n^2 \) denote the mean and the variance of \( \xi_n \). Then \( M \) and \( V \) are positive functions from the set of integers into the reals.

The purpose of this note is to determine the behavior of \( U \) on intervals \( (-\infty, t] \) in terms of the functions \( M, V \). The method presented here is simple and it allows one to determine the asymptotic behavior of \( U \) from the asymptotic properties of the solution of a functional equation for \( M \) and \( V \) (equation (1) below).

The case when \( \{\xi_n\} \) are cumulative sums of a stationary Gaussian sequence \( \{X_i\} \) is of special interest. In a recent paper, Lalley (1985), showed that for an ergodic stationary sequence that satisfies the fading memory property a result similar to that of the classical renewal theory for independent random variables holds: \( U(t + h) - U(t) \sim h/\mu, t \to \infty \), where \( U(t) = U((-\infty, t]) \), \( \mu = E(X_1) > 0 \). As a corollary to the main result we obtain a renewal theorem for \( \{\xi_n\} \). It is shown that if \( \mu > 0 \) and \( V \) is regularly varying at infinity with exponent \( \alpha > \frac{1}{2} \) then \( U(t) - t/\mu \) varies regularly at infinity with exponent \( 2\alpha - 1 \). If \( \alpha = \frac{1}{2} \) and \( \lim_{t \to \infty} V^2(t)/t = \infty \) then

\[ U(t) - t/\mu \sim V^2(t)/2\mu^2 t, \quad t \to \infty. \]

If \( \lim_{t \to \infty} V^2(t)/t = \sigma^2 < \infty \) then

\[ U(t) - t/\mu = \sigma^2/2\mu^2 - r_t + o(1) \]

where \( 0 < r_t < 1 \). It is also conjectured that in the latter case \( \lim_{t \to \infty} r_t = \frac{1}{2} \). For the comparison with the above results we state a renewal theorem for sums of independent and identically distributed sequences \( \{X_i\} \). If \( \mu = E(X_1) > 0 \) and \( \sigma^2 = \text{Var}(X_1) < \infty \) then

\[ U(t) - t/\mu = \sigma^2/2\mu^2 - \frac{1}{2} + o(1), \quad t \to \infty \]

(Feller, 1971, p. 387). If, however, \( \sigma^2 = \infty \) then
U(t) - t/\mu can vary regularly at infinity (Feller, 1971, p. 373).

I also conjecture that the results obtained for stationary Gaussian sequences will also hold for other stationary sequences when the assumption of normality is dropped.

Notations and assumptions

Let $M(x)$ and $V^2(x)$ be positive continuous functions defined for all $x \geq 1$ such that $M(x) = M_n$, $V^2(x) = V_n^2$ when $x$ takes an integer value $n$. We shall assume that $M, V$ are positive and increasing functions. Let $t \geq 0$ and $U(t) = U((-\infty, t])$. It is easy to see that for $U(t)$ to be finite it is necessary that $M(x)/V(x) \to \infty, x \to \infty$. Therefore, it will be assumed that $V(x) = o(M(x)), x \to \infty.$ $M(x)/V(x)$ tends to $+\infty$, we shall assume that it is increasing. Hence there exists the inverse of $M(x)/V(x)$ which we denote by $R(x)$. $R(x)$ is positive, continuous and is increasing to $+\infty$. Denote by $W(x)$ the inverse function of $M(x)$.

Define for $x \geq 1$, $h_r(x) = (t - M(x)/V(x)$, we shall assume that, for any $t \geq 0$, $h_r(x)$ is decreasing in $x$. Then there exists the inverse function $g_r(x), g_r(x) > 0, g_r(x)$ is decreasing and it maps $(-\infty, h_r(1)]$ onto $[1, +\infty).$ We extend the definition of $g_r(x)$ to the whole line and define it to be zero for $x > h_r(1).$ Therefore, it is easy to deduce from Proposition 1 and its Corollary that $U(t) \to t^2/\mu^2, t \to \infty,$ where $\mu = E(X_1).$ It is not hard to deduce from Proposition 1 and its Corollary that $U(t) = t^2/\mu^2 + \sigma^2/\mu^2 + r_t + o(1), t \to \infty,$ where $\sigma^2 = \text{Var}(X_1)$ and $0 < r_t < 1$. Woodroofe gives this expansion down to the terms $o(1)$.

The main result is given in Proposition 3 and its Corollaries.

Proposition 3. Let $M, V$ be increasing, regularly varying at infinity functions with exponents $\beta$ and $\alpha$ respectively. $\beta > \alpha > 0.$ Suppose also $M', M'', V'$ exist and are monotone for large values of $x$. Then

$$E(g_r(Z)) - W(t) \sim (1 + 2\alpha - \beta)W(t)V^2(W(t))/2\beta^2t^2, t \to \infty.$$ 

Corollary 2. Let $M$ and $V$ be as in Proposition 3. Suppose also that

$$W(t)V^2(W(t))/t^2 \to \infty\quad \text{as } t \to \infty.$$

Then

$$U(t) - W(t) \sim (1 + 2\alpha - \beta)W(t)V^2(W(t))/2\beta^2t^2, t \to \infty.$$ 

Renewal theory for sums of a stationary, Gaussian sequence is of special interest. In this case the above results imply

Corollary 3 (A renewal theorem for stationary Gaussian sequences). Let $\xi_n + X_1 + X_2 + \cdots + X_n$
+ nμ, where X₁, X₂, ..., is a stationary Gaussian sequence with E(X₁) = 0 and μ > 0. Suppose \( V_n^2 = \text{Var}(\xi_n) \) is regularly varying at infinity with exponent \( 2α \). (i) If \( α > \frac{1}{2} \) or \( α = \frac{1}{2} \) and \( \lim_{t \to \infty} V_n^2(t)/t = +∞ \) then

\[
\begin{align*}
U(t) - t/μ &\sim aV^2(t)/μ^2 t, \quad t \to ∞.
\end{align*}
\]

(ii) If \( α = \frac{1}{2} \) and \( \lim_{t \to ∞} V_n^2(t)/t = 0 \), \( 0 < α^2 < ∞ \), then

\[
\begin{align*}
\frac{1}{2μ^2} - 1 &\leq \lim_{t \to ∞} \inf(U(t) - t/μ) \\
&\leq \lim_{t \to ∞} \sup(U(t) - t/μ) \leq \frac{1}{2μ^2}.
\end{align*}
\]

Remark 2. The case (ii) describes the behavior of the renewal measure of the sums of stationary mixing Gaussian variables with positive mean μ. In order to establish existence of \( \lim_{t \to ∞} U(t) - t/μ \) we have to show the existence of \( \lim_{t \to ∞} V_n^2(t) \), which I am not able to do at this stage. I, however, conjecture that \( \lim_{t \to ∞} V_n^2(t) \) exists and is equal to \( \frac{1}{2} \). If this is the case then the renewal theorem for stationary mixing Gaussian sequences takes the same form as the classical renewal theorem for i.i.d. random variables except for the fact that instead of being \( \text{Var}(X_1) \), \( σ^2 \) stands for the \( \lim_{n \to ∞} (\text{Var}(∑_{i=1}^n X_i))/n \).

Proofs

In proofs the following properties of regularly varying functions are used. Let \( f(x) \) be an increasing, regularly varying at infinity with exponent \( λ \) function.

(P1) The inverse function of \( f(x) \) is regularly varying at infinity with exponent \( 1/λ \).

(P2) If \( f'(x) \) exists and is monotone for large \( x \), then \( xf'(x) \sim λ f(x) \), \( x \to ∞ \).

(P3) If \( f_1(x) \sim f_2(x) \to ∞ \), \( x \to ∞ \), then \( f(f_1(x)) \sim f(f_2(x)) \), \( x \to ∞ \).

The proofs of (P1) and (P2) may be found in the book of Seneta. (P3) is an immediate consequence of monotonicity of \( f \) and regular variation.

Proof of Proposition 1

\[
U(t) = \sum_{n=1}^{∞} P(\xi_n \leq t) = \sum_{n=1}^{∞} P(Z \leq h_t(n))
\]

\[
= \sum_{n=1}^{∞} E(I(h_t(n) \geq Z))
\]

\[
= E\left( \sum_{n=1}^{∞} I(h_t(n) \geq Z) \right)
\]

\[
= E\left( \sum_{n=1}^{∞} I(n \geq g_t(Z)) \right) = E\left( \lceil g_t(Z) \rceil \right).
\]

\[
h_t(g_t(x)) = x \text{ for } x \leq h_t(1), \text{ therefore (1) holds.}
\]

Proof of Corollary 1. \( r_t = E(\lceil g_t(Z) \rceil) \).

Proof of Proposition 2. We first show that, for any fixed \( x ∈ (-∞, ∞) \),

\[
g_t(x) \sim W(t), \quad t \to ∞.
\]

To this end, write \( g_t(x) = R(t/V(g_t(x))) - x \), which follows from (1). Since \( g_t(x) \) is decreasing, \( V(x) \) is nondecreasing and \( R(x) \) is increasing, we obtain the following inequality for any \( x < h_t(1) \):

\[
R(τ - x^+) < g_t(x) < R(τ + x^-),
\]

with \( τ = t/V(g_t(0)) \) and \( x^+, x^- \) being standard notations, \( x^+ = \max(x, 0), x^- = \max(-x, 0) \). Notice that

\[
W(t) = g_t(0) = R(τ),
\]

and that \( τ = t/V(g_t(0)) = M(W(t)/V(W(t))) \). Hence \( τ \to ∞ \) as \( t \to ∞ \). (2) now follows from (3) by using (A1). Since \( h_t(1) \to ∞ \), as \( t \to ∞ \), (2) holds for any \( x \).

Using (A2) and monotonicity of \( R(x) \) it is not hard to establish that there exists a constant \( C_1 \) such that, for all \( x ∈ (-∞, ∞) \),

\[
|g_t(x) - W(t)| ≤ C_1 R(\lceil |x| \rceil) \cdot W(t),
\]

(4)

Since \( R(x) \) is continuous, it follows from (A1) that \( R(x) \) must be of the form \( e^{p(x)} \), where \( p(x) = o(x) \), \( x \to ∞ \) (Seneta, 1976, p. 30). Therefore, \( E(R(\lceil Z \rceil)) < ∞ \). \( E(g_t(Z)) \sim W(t), \quad t \to ∞ \). now follows by the dominated convergence from (2) and (4). The result follows from Corollary 1, since \( W(t) \to ∞ \) as \( t \to ∞ \).

Proof of Proposition 3. We show first that, for any \( x \),

\[
g_t(x) - W(t) \sim -xW'(t) \cdot V(W(t)), \quad t \to ∞.
\]

(5)
Taking Taylor expansion of \( W \) at \( t \) we obtain, from (1),
\[
g_t(x) - W(t) = -x W'(\theta) \cdot V(g_t(x)) \tag{6}
\]
where \( \theta \in (t, M(g_t(x)) \).

Taking the Taylor expansion of \( V \) at \( g_t(0) \),
\[
g_t(x) - W(t) = -x W'(\theta) V(W(t))
- x W'(\theta) V'(\xi)(g_t(x) - W(t)).
\]
\[
\xi \in (g_t(0), g_t(x)). \tag{7}
\]
From (7) we obtain
\[
\frac{(g_t(x) - W(t))}{(W'(t)V(W(t))} = -x \frac{W'(\theta)}{1 + x W'(\theta)V'(\xi)} W'(t). \tag{8}
\]

Using (P1) and (P2) one can see that \( W, R, W', V' \) are regularly varying at \( \infty \) functions. It can also be seen that \( R \) is regularly varying at \( \infty \) and it satisfies (A1) and (A2). From (2) we obtain \( \theta_t \sim t \) and \( \xi_t \sim W(t) \) as \( t \to \infty \). Hence \( W'(\theta_t) \sim W'(t), V'(\xi_t) \sim V'(W(t)) \) and \( W'(\theta_t) \cdot V'(\xi_t) \to 0 \) as \( t \to \infty \). (5) now follows from (8).

Taking one more term in the Taylor expansion of \( W \) we obtain
\[
g_t(x) - W(t) = -x W'(t) V(W(t))
- x W'(t) V'(\xi_t)(g_t(x) - W(t))
+ x^2/2 W''(\eta_t) V^2(g_t(x))
+ T^2_t(x), \tag{9}
\]
where \( \eta_t \in (t, M(g_t(x))) = (t, t - x V(g_t(x))). \)

Using (5), (P2), (P3), and \( \xi_t \sim W(t), \eta_t \sim t \) as \( t \to \infty \) we obtain that
\[
T^1_t(x) \sim a x^2 W(t)V^2(W(t))/\beta^2 t^2, \quad t \to \infty, \tag{10}
\]
and
\[
T^2_t(x) \sim - (\beta - 1) x^2 W(t)V^2(W(t))/2 \beta^2 t^2, \quad t \to \infty. \tag{11}
\]

We wish to replace \( x \) by \( Z \) in (9), take expectations and pass to the limit as \( t \to \infty \). Therefore, we shall construct integrable bounds for \( |T^i_t(Z)| \), \( i = 1, 2 \). We show that there exist constants \( C_2 > 0, \gamma > 0 \) such that, for all \( x < h_t(1) \),
\[
|T^i_t(x)| \cdot t^2/W(t)V^2(W(t)) < C_2 R^\gamma(|x|),
\]
\( i = 1, 2. \) (12)

Since the value of constants is not important and there are many different constants to be used in the following inequalities, we shall drop the subscripts. In what follows \( C \) will denote some positive finite constant, which may be different if used in different inequalities.

It can be seen from (2) and (A2) that the following inequalities hold.
\[
1 < g_t(x)/g_t(0) < CR(|x|), \quad x < 0, \tag{13}
\]
and
\[
(CR(x))^{-1} < g_t(x)/g_t(0) < 1, \quad 0 < x < h_t(1). \tag{14}
\]

\( M(x)x^{-\beta+1} \) is decreasing for large \( x \). It follows that, for all \( 0 < x < h_t(1) \),
\[
M(g_t(x))/t > CR_1^{-\beta+1}(x). \tag{15}
\]
(14) and \( M(g_t(0)) = t \) were used to establish (15).

\( V(x)x^{-\alpha+1} \) is decreasing for large \( x \). It follows that, for all \( x < 0 \),
\[
V(g_t(x))/V(g_t(0) < CR_1^{\alpha+1}(|x|)). \tag{16}
\]
(13) was used to establish (16).

Consider \( T^1_t \). By (P2), \( V'(\xi_t) \leq CV(\xi_t)/\xi_t \), \( W'(\theta_t) \leq CW(\theta_t)/\theta_t \) for some \( C > 0 \). This together with (6) gives
\[
\frac{|T^1_t(x)|^2}{W(t)V^2(W(t))} < \frac{C^2 x^2 V(\xi_t) W(\theta_t)}{\xi_t \theta_t V^2(W(t))}. \tag{17}
\]
If \( x > 0 \) then \( M(g_t(x)) < \theta_t \leq t, \ g_t(x) < \xi_t < g_t(0) = W(t) \) and, by monotonicity of \( V \) and \( W \), (17) does not exceed
\[
C^2 x^2 \left( M(g_t(x)/t)(g_t(x)/g_t(0)) \right)^{-1}. \tag{18}
\]

Using (14) and (15) we obtain that an upper bound for the expression in (17) when \( x > 0 \) is given by \( C x^2 R^{\beta+2}(x) \).

If \( x < 0 \) then \( t < \theta_t < M(g_t(x)), \ g_t(0) < \xi_t < g_t(x) \) and, by monotonicity of \( V \) and \( W \), (17) does
Using (13) and (16) we obtain that an upper bound for the expression in (17) when $x < 0$ is given by $C x^2 R^{2 \alpha + 3}(|x|)$.

Take $\gamma = \max(2\alpha + 3, 2\beta + 2)$. Thus we have established (12) for $T_1^1$.

Consider $T_2^1$. Using an upper bound for $W''$ from (P2), we can see that

\[
\frac{|T_1^1(x)|^2}{W(t)V^2(W(t))} \leq C x^2 \frac{W(\eta_t)V^2(g(x))t^2}{\eta_t W(t)V^2(W(t))}.
\]

(18)

If $x > 0$, $M(g(x)) < \eta_t < \mu$. Hence the expression in (18) does not exceed

\[
C(t/M(g(x))^{\gamma}) < C x^2 R^{2 \beta + 2}(x),
\]

the last inequality by using (15). If $x < 0$, $\eta_t < M(g(x))$, $g(x) > g(0)$. Hence the expression in (18) is less than

\[
x^2(g(x)/g(0))(V(g(x))/V(g(0)))^2
\]

\[
< C x^2 R^{2 \alpha + 3}(|x|),
\]

the last inequality by (13) and (16). Thus we have established (12) for $T_2^2$.

Hence from (10), (11) and (12) we obtain

\[
E\left( (T_1^1(Z) + T_2^2(Z)) \mathbb{I}(Z < h_t(1)) \right)
\]

\[
\sim (1 + 2\alpha - \beta)W(t)V^2(W(t))/2\beta^2 t^2, \quad t \to \infty.
\]

(19)

Let $x$ be $Z$ in (9) and take expectations to obtain

\[
E(g(x)) - W(t)
\]

\[
= W(t)V(W(t))E(Z\mathbb{I}(Z > h_t(1))))
\]

\[
+ E(T_1^1(Z) + T_2^2(Z) \mathbb{I}(Z < h_t(1))).
\]

(20)

Since $E(Z\mathbb{I}(Z > h_t(1))) = (1/\sqrt{2\pi}) \ e^{-h_t(1)}$, the term $W(t)V(W(t)) e^{-h_t(1)} = o(1)$ as $t \to \infty$. The Proposition now follows from (20) and (19).

**Proof of Corollary 2** follows from Proposition 3 and Corollary 1.

**Proof of Corollary 3.** (i) follows from Corollary 2 and properties of regular variation of $V$.

(ii) Proposition 3 yields

\[
E(g(Z)) - \mu \sim \frac{\sigma^2}{2\mu^2}, \quad t \to \infty.
\]

The result follows from Corollary 1.
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