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ABSTRACT

Mutualism is part of many significant processes in nature. Mutualistic benefits arising from modification of predator-prey interactions involve interactions of at least three species. In this paper we investigate the homogeneous Neumann problem and Dirichlet problem for a reaction-diffusion system of three species—a predator, a mutualist-prey, and a mutualist. The existence, uniqueness, and boundedness of the solution are established by means of the comparison principle and the monotonicity method. For the Neumann problem, we analyze the constant equilibrium solutions and their stability. For the Dirichlet problem, we prove the global asymptotic stability of the trivial equilibrium solution. Specifically, we study the existence and the asymptotic behavior of two nonconstant equilibrium solutions. The main method used in studying of the stability is the spectral analysis to the linearized operators. The O.D.E. problem for the same model was proposed and studied in [13]. Through our results, we can see the influences of the diffusion mechanism and the different boundary value conditions upon the asymptotic behavior of the populations.

1. INTRODUCTION

Mutualism is part of many significant systems and processes, such as mycorrhizal associations, nitrogen fixation, gut faunas and floras, endosymbiotic photosynthesis, endozoic algae, etc. A interaction among organisms of different species is called mutualistic if the presence of each species enhances the per capita growth rate of the other.

Mutualistic benefits arising from modification of predator-prey or competitive interactions involve interactions of at least three species. A mutualist may affect a predator-prey interaction to the benefit of either the predator or the prey, but the most common pattern is a mutualist deterring predation on
a prey. For example, ants deter herbivores from feeding on plants and deter predators from feeding on aphids, endozoic algae deter predators from feeding on protozoans, and crustacea deter starfish from feeding on corals.

In [13], B. Rai, H. I. Freedman, and J. F. Addicott presented two models of mutualism among three species and analyzed the conditions for boundedness of solutions, the equilibria and their local stability, and the condition for the existence of small amplitude periodic solutions. One of the two models involves interaction among a predator \( y \), a mutualist-prey \( x \), and a mutualist \( u \). A special case examined in some detail by the authors of [13] is the following O.D.E. problem:

\[
\begin{align*}
\frac{du}{dt} &= \gamma u \left( 1 - \frac{u}{L_0 + lx} \right), \\
\frac{dx}{dt} &= \alpha x \left( 1 - \frac{x}{K} \right) - \frac{\beta xy}{1 + mu}, \\
\frac{dy}{dt} &= y \left( -s + \frac{c\beta x}{1 + mu} \right),
\end{align*}
\]

where \( \gamma, L_0, l, \alpha, K, \beta, m, s, c \) are all positive parameters, \( l \) and \( m \) being the mutualism constants. The model (1.1) has the following features:

1. The mutualist deters predation on the prey.
2. The mutualist growth is of logistic type.
3. The prey growth in the absence of predator is logistic and independent of the mutualist, i.e., the prey is benefitted by the mutualist only when the predator is present.
4. Predation in the absence of mutualism is Lotka-Volterra predation.

It is known that the distributions of populations, in general, being heterogeneous, depend not only on time, but also on the spatial positions in the habitat. So it is natural and more precise to study the corresponding P.D.E. problem.

In this paper, taking account of the diffusion mechanism, we consider the corresponding nonlinear reaction-diffusion system

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= d_1 \Delta u_1 + \gamma u_1 \left( 1 - \frac{u_1}{L_0 + lu_2} \right), \\
\frac{\partial u_2}{\partial t} &= d_2 \Delta u_2 + \alpha u_2 \left( 1 - \frac{u_2}{K} \right) - \frac{\beta u_2 u_3}{1 + mu_1}, \quad \text{in } \Omega \times \mathbb{R}^+, \\
\frac{\partial u_3}{\partial t} &= d_3 \Delta u_3 + u_3 \left( -s + \frac{c\beta u_2}{1 + mu_1} \right)
\end{align*}
\]
REACTION-DIFFUSION SYSTEM OF MUTUALISM

with initial condition

\[ u_i(x,0) = u_{i0}(x), \quad i = 1, 2, 3, \quad \text{on } \Omega, \quad (1.3) \]

and homogeneous Neumann boundary condition

\[ \frac{\partial u_i}{\partial n} = 0, \quad i = 1, 2, 3, \quad \text{on } \partial \Omega \times \mathbb{R}^+, \quad (1.4) \]

or homogeneous Dirichlet boundary condition

\[ u_i(x,t) = 0, \quad i = 1, 2, 3, \quad \text{on } \partial \Omega \times \mathbb{R}^+, \quad (1.5) \]

where \( u_1, u_2, \) and \( u_3 \) represent the populations of mutualist, prey, and predator with diffusion constants \( d_1, d_2, \) and \( d_3, \) respectively; \( \Omega \) is a bounded domain in \( \mathbb{R}^n; \) \( \partial \Omega \) is the boundary of \( \Omega; \) \( \partial/\partial n \) represents the outward normal derivatives on \( \partial \Omega; \) and \( \Delta \) is the Laplace operator.

The homogeneous Neumann boundary value condition (1.4) is to be interpreted as a “no flux” condition (i.e., there is no migration of any of the populations across the boundary of their habitat), whereas the homogeneous Dirichlet condition is to be considered as a condition under which none of the three species can exist on the boundary of the habitat.

We establish the existence, uniqueness, and boundedness of the solution for the both kinds of boundary value problems by means of the comparison principle and the monotonicity method (e.g., [8, 9, 12, 15]). For the Neumann problem, we analyze the constant equilibrium solutions and their asymptotic stability. For the Dirichlet problem, we give the condition under which the trivial equilibrium solution is asymptotically stable, i.e., all populations go to extinction. Specifically, we study the existence and the asymptotic stability of two nonconstant equilibrium solutions (the mutualist or the prey is alive alone as time tends to infinity). The main method used in studying the stability is the spectral analysis of the linearized operators [6–9, 11].

Comparing our results with those of [13], one can see clearly the influences of the diffusion mechanism and the different boundary value conditions upon the asymptotic behavior of the populations.

For a detailed explanation of the ecological background of the problem, the reader is referred to [13].

2. PRELIMINARIES

In this section we introduce the concept of upper and lower solutions as well as the existence-comparison theorem, which will be very useful to us in establishing the existence, uniqueness, and boundedness, and even in studying the asymptotic behavior (in some cases), of the solutions.
We first consider the more general system

\[
\begin{align*}
\frac{\partial u_1}{\partial t} - L_1 u_1 &= f_1(u_1, u_2), \\
\frac{\partial u_2}{\partial t} - L_2 u_2 &= f_2(u_1, u_2, u_3), \\
\frac{\partial u_3}{\partial t} - L_3 u_3 &= f_3(u_1, u_2, u_3)
\end{align*}
\]  

(2.1)

with boundary condition

\[
B_i[u_i] = \alpha_i(x) u_i + \beta_i(x) \frac{\partial u_i}{\partial n} = h_i(x), \quad i = 1, 2, 3, \quad \text{on } \partial \Omega \times \mathbb{R}^+ \tag{2.2}
\]

and initial condition

\[
u_i(x, 0) = u_{i0}(x), \quad i = 1, 2, 3, \quad \text{on } \Omega, \tag{2.3}
\]

where \(L_i\) is an uniformly elliptic operator in \(\Omega, i = 1, 2, 3\).

Assume that \(\alpha_i, \beta_i,\) and \(u_{i0}\) are smooth nonnegative functions with \(u_{i0} \neq 0, \alpha_i + \beta_i > 0,\) and that \(f_i\) is continuously differentiable with respect to its variables for \(u_i \geq 0, i, k = 1, 2, 3.\) In addition, we require the following assumptions on \(f_i, i = 1, 2, 3:\)

\[
\begin{align*}
\frac{\partial f_1}{\partial u_2} &\geq 0, \\
\frac{\partial f_2}{\partial u_1} &\geq 0, \quad \frac{\partial f_2}{\partial u_3} \leq 0, \quad \text{for } u_i \geq 0, \quad i = 1, 2, 3, \tag{2.4}
\end{align*}
\]

which are natural in view of the ecological background of the predator-prey-mutualist model and satisfied both by the reaction terms of (1.2) and by those of a more general P.D.E. system corresponding to (2.1) of [13].

Now, we give the definition of the upper and lower solutions.

**DEFINITION 1.1**

Ordered smooth functions \(\overline{U} = (\overline{u}_1, \overline{u}_2, \overline{u}_3)\) and \(U = (u_1, u_2, u_3)\) in \(Q_T\) are called upper and lower solutions of (2.1)–(2.3), respectively, if they satisfy the
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following inequalities (2.5)-(2.7):

\[
(\tilde{u}_1)_t - L_1 \tilde{u}_1 \geq f_1(\tilde{u}_1, \tilde{u}_2), \\
(\tilde{u}_2)_t - L_2 \tilde{u}_2 \geq f_2(\tilde{u}_1, \tilde{u}_2, u_3), \\
(\tilde{u}_3)_t - L_3 \tilde{u}_3 \geq f_3(u_1, \tilde{u}_2, \tilde{u}_3), \\
(\tilde{u}_1)_t - L_1 \tilde{u}_1 \leq f_1(u_1, \tilde{u}_2), \\
(\tilde{u}_2)_t - L_2 \tilde{u}_2 \leq f_2(u_1, \tilde{u}_2, \tilde{u}_3), \\
(\tilde{u}_3)_t - L_3 \tilde{u}_3 \leq f_3(\tilde{u}_1, \tilde{u}_2, \tilde{u}_3),
\]

in \(Q_T\), \hspace{1cm} (2.5)

\[
B_i[\tilde{u}_i] \geq h_i(x) \geq B_i(u_i), \hspace{1cm} i = 1, 2, 3, \hspace{1cm} \text{on } S_T, \hspace{1cm} (2.6)
\]

\[
\tilde{u}_i(x, 0) \geq u_{i0}(x) \geq u_i(x, 0), \hspace{1cm} i = 1, 2, 3, \hspace{1cm} \text{on } \Omega, \hspace{1cm} (2.7)
\]

where \(Q_T = \Omega \times (0, T]\), \(S_T = \partial \Omega \times (0, T]\), and \(T < \infty\) but can be arbitrarily large.

Suppose \(\bar{U}\) and \(U\) exist. Denote

\[
\Sigma = \left\{ (u_1, u_2, u_3) \in \mathbb{R}^3 : \rho_i \leq u_i \leq \bar{\rho}_i, \hspace{0.5cm} i = 1, 2, 3 \right\},
\]

\[
M_i = \sup_{\Sigma} \left( \left| \frac{\partial f_i}{\partial u_i} \right| \right), \hspace{1cm} i = 1, 2, 3,
\]

where \(\rho_i = \inf_{(x, t) \in \mathbb{Q}_T} u_i(x, t)\), \(\bar{\rho}_i = \sup_{(x, t) \in \mathbb{Q}_T} \tilde{u}_i(x, t)\), \(i = 1, 2, 3\).

We construct the sequences \(\{\tilde{U}^{(k)}\}\) and \(\{U^{(k)}\}\) with \(\tilde{U}^{(0)} = \bar{U}\) and \(U^{(0)} = U\) as follows:

\[
\begin{align*}
(\tilde{u}_1^{(k)})_t - L_1 \tilde{u}_1^{(k)} + M_1 \tilde{u}_1^{(k)} &= M_1 \tilde{u}_1^{(k-1)} + f_1(\tilde{u}_1^{(k-1)}, \tilde{u}_2^{(k-1)}), \\
(\tilde{u}_2^{(k)})_t - L_2 \tilde{u}_2^{(k)} + M_2 \tilde{u}_2^{(k)} &= M_2 \tilde{u}_2^{(k-1)} + f_2(\tilde{u}_1^{(k-1)}, \tilde{u}_2^{(k-1)}, \tilde{u}_3^{(k-1)}), \\
(\tilde{u}_3^{(k)})_t - L_3 \tilde{u}_3^{(k)} + M_3 \tilde{u}_3^{(k)} &= M_3 \tilde{u}_3^{(k-1)} + f_3(u_1^{(k-1)}, \tilde{u}_2^{(k-1)}, \tilde{u}_3^{(k-1)}), \\
(u_1^{(k)})_t - L_1 u_1^{(k)} + M_1 u_1^{(k)} &= M_1 u_1^{(k-1)} + f_1(u_1^{(k-1)}, u_2^{(k-1)}), \\
(u_2^{(k)})_t - L_2 u_2^{(k)} + M_2 u_2^{(k)} &= M_2 u_2^{(k-1)} + f_2(u_1^{(k-1)}, u_2^{(k-1)}, u_3^{(k-1)}), \\
(u_3^{(k)})_t - L_3 u_3^{(k)} + M_3 u_3^{(k)} &= M_3 u_3^{(k-1)} + f_3(\tilde{u}_1^{(k-1)}, \tilde{u}_2^{(k-1)}, u_3^{(k-1)})
\end{align*}
\]

for \((x, t) \in Q_T\), and

\[
B_i[\tilde{u}_i^{(k)}] = h_i(x) = B_i[u_i^{(k)}], \hspace{1cm} i = 1, 2, 3, \hspace{1cm} (x, t) \in S_T, \hspace{1cm} (2.9)
\]

\[
\tilde{u}_i^{(k)}(x, 0) = u_{i0}(x) = u_i^{(k)}(x, 0), \hspace{1cm} i = 1, 2, 3, \hspace{1cm} x \in \Omega.
\]

By using standard techniques (e.g., see [12]), we can establish the following existence-comparison theorem.
THEOREM 2.1

Suppose that the assumptions (2.4) hold and that there exists a pair of upper and lower solutions \( U = (\bar{u}_1, \bar{u}_2, \bar{u}_3) \) and \( \underline{U} = (\underline{u}_1, \underline{u}_2, \underline{u}_3) \) satisfying \( \underline{u}_i \leq \bar{u}_i, \ i = 1, 2, 3 \). Then the sequences \( \{ \bar{U}^{(k)} \} \) and \( \{ \underline{U}^{(k)} \} \) obtained as above converge monotonically from above and below, respectively, to a unique solution \( U = (u_1, u_2, u_3) \) of (2.1)–(2.3) such that

\[
\underline{u}_i(x, t) \leq u_i(x, t) \leq \bar{u}_i(x, t), \quad i = 1, 2, 3, \quad (x, t) \in Q_T.
\]

3. NEUMANN PROBLEM

In this section we study the homogeneous Neumann problem (1.2)–(1.4).

In view of Theorem 2.1, to obtain the existence and uniqueness of solutions of (1.2)–(1.4), we need only find a pair of upper and lower solutions of (1.2)–(1.4). We do it as follows. Consider the O.D.E. problem

\[
\begin{align*}
\frac{d}{dt}u_1(t) &= \gamma u_1(t) \left( 1 - \frac{u_1(t)}{L_0 + lM} \right), \\
\frac{d}{dt}u_2(t) &= \alpha u_2(t) \left( 1 - \frac{u_2(t)}{K} \right), \\
\frac{d}{dt}u_3(t) &= u_3(t) \left[ -s + c\beta u_2(t) \right], \\
u_i(0) &= \hat{u}_i = \sup_{\Omega} u_{i0}(x) > 0, \quad i = 1, 2, 3,
\end{align*}
\]  

(3.1)

where \( M \) is a positive constant which will be chosen after we solve the second equation of (3.1). We have first

\[
u_2(t) = K \left[ 1 + \frac{K - \hat{u}_2}{\hat{u}_2} e^{-\alpha t} \right]^{-1}. \tag{3.2}\]

Then, taking \( M = \sup_{t \geq 0} u_2(t) = \max(K, \hat{u}_2) \), we have

\[
u_1(t) = \left[ \frac{1}{L_0 + lM} + \left( \frac{1}{\hat{u}_1} - \frac{1}{L_0 + lM} \right) e^{-\gamma t} \right]^{-1}. \tag{3.3}\]

Thus

\[u_3(t) = \hat{u}_3 \exp \left( \int_0^t \left[ -s + c\beta u_2(\tau) \right] d\tau \right). \]

Clearly, \((0, 0, 0)\) and \((u_1(t), u_2(t), u_3(t))\) are a pair of lower and upper solutions of (1.2)–(1.4). Hence we can use Theorem 2.1 for any \( T > 0 \) and
obtain

**THEOREM 3.1**

There exists a unique solution \((u_1(x, t), u_2(x, t), u_3(x, t))\) satisfying

\[
0 \leq u_i(x, t) \leq u_i(t), \quad i = 1, 2, 3.
\]

where \(u_i(t)\) is the solution of (3.1), \(i = 1, 2, 3\).

We have established the global existence of the solution of (1.2)-(1.4). Now, let us prove the global boundedness of the solution.

From (3.2) and (3.3), it is easy to see that

\[
\int u_2(x, t) \, d u_i(t) \leq \max(K, \hat{u}_2) M,
\]

\[
u_3(x, t) < u_3(t) < \max(\hat{u}_1, L_0 + lM).
\]

Hence, it remains to prove the global boundedness of \(u_3(x, t)\). Suppose that \(\Omega\) is a bounded smooth domain where the Nirenberg-Gagliardo inequalities [16] and the divergence theorem hold, and that \(u_{i0}(x) \in C^2(\Omega) \cap L^\infty(\Omega), i = 1, 2, 3\). With these assumptions we have the following two lemmas, which will be proved in the Appendix.

**LEMMA 3.1**

Let \(U(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))\) be the solution of (1.2)-(1.4). If there exists \(p, 1 < p < \infty\), such that \(\|u_3\|_{L^p(\Omega)}\) is uniformly bounded for \(t > 0\), then \(\|u_3\|_{L^q(\Omega)}\) is uniformly bounded for \(t \geq 0\) and \(q = p \cdot 2^N, N = 1, 2, \ldots\).

**LEMMA 3.2**

Let \(U(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))\) be the solution of (1.2)-(1.4). Then \(\|u_3\|_{L^q(\Omega)}\) is uniformly bounded for \(t \geq 0\).

Thus, by induction, we have

**THEOREM 3.2**

The solution \(U(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))\) of (1.2)-(1.4) is uniformly bounded for \((x, t) \in \Omega \times R^+\). In particular,

\[
u_3(x, t) \leq \max(K, \hat{u}_2),
\]

\[
u_1(x, t) \leq \max(\hat{u}_1, L_0 + lM),
\]

where

\[
\hat{u}_i = \sup_{\Omega} u_{i0}(x), \quad i = 1, 2, \quad M = \max(K, \hat{u}_2).
\]

Next, we analyze the asymptotic behavior of the three populations. We first give a sufficient condition for the extinction of the predator population \(u_3\).
**THEOREM 3.3**

Let $U(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))$ be the solution of (1.2)-(1.4). Suppose $-s + c\beta K/(1 + mL_0) < 0$. Then

$$\lim_{t \to \infty} (u_1(x, t), u_2(x, t), u_3(x, t)) = (L_0 + lK, K, 0).$$

**Proof.** We construct the desired lower and upper solutions of (1.2)-(1.4) as follows. Consider an O.D.E. system

$$
\ddot{u}_1(t) = \gamma \dot{u}_1(t) \left(1 - \frac{u_1(t)}{L_0 + l\bar{u}_2(t)}\right),
$$

$$
\ddot{u}_2(t) = \alpha \ddot{u}_3(t) \left(1 - \frac{u_3(t)}{K}\right),
$$

$$
\ddot{u}_3(t) = -s + \frac{c\beta \bar{u}_2(t)}{1 + mL_1(t)},
$$

$$
\ddot{u}_1(t) = \gamma u_1(t) \left(1 - \frac{u_1(t)}{L_0 + l\bar{u}_2(t)}\right),
$$

$$
\ddot{u}_2(t) = \alpha u_2(t) \left(1 - \frac{u_2(t)}{K}\right) - \beta \frac{u_2(t) \bar{u}_3(t)}{1 + mL_1(t)},
$$

$$
\ddot{u}_3(t) = \gamma \ddot{u}_3(t),
$$

$$
\ddot{u}_1(t) = K \left[1 + \frac{K - \ddot{u}_2}{u_2} e^{-\alpha t}\right]^{-1}
$$

and

$$
\ddot{u}_2(t) = \left[\frac{1}{\ddot{u}_1} e^{-\gamma t} + \int_0^t \frac{\gamma}{L_0 + l\ddot{u}_2(\tau)} e^{-\gamma(t-\tau)} d\tau\right]^{-1}
$$

$$
\ddot{u}_3(t) = \left[\frac{1}{\ddot{u}_1} e^{-\gamma t} + \int_0^t \frac{\gamma}{L_0} e^{-\gamma(t-\tau)} d\tau\right]^{-1}.
$$

Therefore

$$
\liminf_{t \to \infty} \ddot{u}_1(t) \geq \lim_{t \to \infty} \left[\frac{1}{\ddot{u}_1} e^{-\gamma t} + \int_0^t \frac{\gamma}{L_0} e^{-\gamma(t-\tau)} d\tau\right]^{-1} = L_0.
$$
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Set

\[ \varepsilon = s - \frac{c\beta K}{1 + L_0m}. \]

Then there exists \( T_0 > 0 \) such that

\[ -s + \frac{c\beta u_2(t)}{1 + mu_1(t)} < -\frac{\varepsilon}{2} \quad \text{for} \quad t > T_0. \]

Thus

\[ \bar{u}_3(t) = \hat{u}_3 \exp \left( \int_0^{T_0} \left( -s + \frac{c\beta \bar{u}_2(\tau)}{1 + mu_1(\tau)} \right) d\tau + \int_{T_0}^t \left( -s + \frac{c\beta \bar{u}_2(\tau)}{1 + mu_1(\tau)} \right) d\tau \right), \]

and hence

\[ \lim_{t \to \infty} u_3(x, t) \leq \lim_{t \to \infty} \bar{u}_3(t) \leq \lim_{t \to \infty} \hat{u}_3 \exp \left( \text{constant} - \frac{\varepsilon}{2} (t - T_0) \right) = 0 \]

uniformly for \( x \in \Omega \).

Now, let us determine the asymptotic behavior of the mutualist population \( u_1(x, t) \) and prey population \( u_2(x, t) \). Consider

\[ u'_1(t) = \gamma u_1(t) \left( 1 - \frac{u_1(t)}{L_0 + \bar{u}_2(t)} \right), \]

\[ u'_2(t) = \alpha u_2(t) \left( 1 - \frac{u_2(t)}{K} \right) - \frac{\beta u_2(t) \bar{u}_3(t)}{1 + mu_1(t)}, \]

(3.5)

\[ u_i(0) = \hat{u}_i = \inf_{x \in \Omega} u_{i0}(x) > 0, \quad i = 1, 2, \]

with initial problem

\[ v'_2(t) = \alpha v_2(t) \left( 1 - \frac{v_2(t)}{K} \right), \]

(3.6)

\[ v_2(0) = \bar{u}_2. \]

Note that

\[ \sup_{t > 0} |u_2(t)| \leq M < \infty \]

and

\[ \lim_{t \to \infty} \bar{u}_3(t) = 0. \]
By using a theorem of Markus [10], we have

$$\lim_{t \to \infty} |u_2(t) - v_2(t)| = 0.$$  

On the other hand,

$$\lim_{t \to \infty} v_2(t) = \lim_{t \to \infty} K \left[ 1 + \frac{K - \tilde{u}_2}{\tilde{u}_2} e^{-\alpha t} \right]^{-1} = K.$$  

Thus

$$\lim_{t \to \infty} u_2(t) = K$$  

and hence

$$\lim_{t \to \infty} u_1(t) = \lim_{t \to \infty} \left[ \frac{1}{\tilde{u}_1} e^{-\gamma t} + \int_0^t \frac{\gamma}{\tilde{u}_0 + \tilde{u}_2(s)} e^{-\gamma(t-s)} ds \right]^{-1}$$

$$= L_0 + lK.$$  

The fact that

$$\lim_{t \to \infty} \bar{u}_2(t) = K \quad \text{and} \quad \lim_{t \to \infty} \bar{u}_1(t) = L_0 + lK$$

is obvious.

The proof of the theorem is complete.

We see that under conditions of Theorem 3.3, the predator population $u_3$ goes to extinction, while populations $u_1$ and $u_2$ tend to constant states $L_0 + lK$ and $K$, respectively.

We furthermore consider the all possible constant equilibrium solutions of (1.2)–(1.4), i.e., the solutions of

$$\gamma u_1 \left( 1 - \frac{u_1}{L_0 + lu_2} \right) = 0,$$

$$\alpha u_2 \left( 1 - \frac{u_2}{K} \right) - \frac{\beta u_2 u_3}{1 + mu_1} = 0,$$  

$$u_3 \left( -s + \frac{c\beta u_2}{1 + mu_1} \right) = 0.$$  

(3.7)
All possible solutions of (3.7) [13] are given by

\[ E_0 = (0, 0, 0), \quad E_1 = (0, K, 0), \quad E_2 = \left(0, \frac{s}{c\beta}, \frac{\alpha}{\beta} \left(1 - \frac{s}{c\beta K}\right)\right), \quad E_3 = (L_0, 0, 0), \]

\[ E_4 = (L_0 + lK, K, 0), \quad E_5 = \left(L_0 + \frac{l \lambda}{c\beta}, \frac{s \lambda}{c\beta}, \frac{a \lambda}{\beta} \left(1 - \frac{s \lambda}{c\beta K}\right)\right), \]

where \( \lambda = c\beta (1 + mL_0)/(c\beta - lms) \).

In order to analyze the stability of these equilibria, we rewrite (1.2) in the form in the Banach space \( X = \ell^1 C^1(\Omega) \cap L^1(\Omega) \):

\[ \frac{dU}{dt} = AU + F(U), \quad (3.8) \]

where

\[ A = \begin{bmatrix} d_1 \Delta + \gamma & d_2 \Delta + \alpha & d_3 \Delta - s \\ d_2 \Delta + \alpha & d_2 \Delta + \gamma & -\beta K \\ d_3 \Delta - s & -\beta K & d_3 \Delta - s + c\beta K \end{bmatrix}, \quad (3.9) \]

\[ F(U) = \begin{bmatrix} -\frac{\gamma u_1}{L_0 + lu_2} - \frac{\alpha u_1}{K} - \frac{\beta u_2 u_3}{1 + mu_1} - \frac{c\beta u_2 u_3}{1 + mu_1} \end{bmatrix}^T, \quad (3.10) \]

\[ D(A) = \left\{ U \in X: \frac{\partial U}{\partial n} \bigg|_{\partial \Omega} = 0 \right\}. \]

The linearizations of the right side of (3.8) about \( E_i, i = 0, 1, \ldots, 5 \), respectively, are

\[ M_0(E_0) = \frac{ms \alpha}{c\beta} \begin{bmatrix} d_1 \Delta + \gamma & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \]

\[ M_1(E) = \frac{ms \alpha}{c\beta} \left(1 - \frac{s}{c\beta K}\right) \begin{bmatrix} d_1 \Delta + \gamma & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \]

\[ M_2(E_2) = \begin{bmatrix} d_1 \Delta + \gamma & 0 & 0 \\ d_2 \Delta - \frac{as}{c\beta K} & d_2 \Delta - \frac{as}{c\beta K} & -\frac{s}{c} \\ -ms \frac{\alpha}{\beta} \left(1 - \frac{s \lambda}{c\beta K}\right) & c\alpha \left(1 - \frac{s}{c\beta K}\right) & d_3 \Delta \end{bmatrix}. \]
Denote

\[ P_i(\eta, \Delta) = \det(\eta I - M_i), \]
\[ \Lambda_i = \{ \eta : P_i(\eta, \mu) = 0 \text{ for some } \mu \in \sigma(\Delta) \}. \]

It is easy to show that [6, 8]

\[ \sigma(M_i) \subset \Lambda_i, \quad i = 0, 1, \ldots, 5, \]

where, e.g., \( \sigma(\Delta) \) denotes the point spectrum of \( \Delta \) with homogeneous Neumann boundary condition. It is well known that \( \sigma(\Delta) \) is an infinite but discrete set of simple real eigenvalues bounded from above, namely

\[ 0 = \mu_0 > \mu_1 > \cdots > \mu_n > \cdots. \]

Obviously, none of \( E_0, E_1, E_2, \) and \( E_3 \) is stable, since the corresponding \( P_i(\eta, \mu) \) \((i = 0, 1, 2, 3)\) has at least one positive root for \( \mu_0 = 0 \in \sigma(\Delta) \). Since \( d_i \mu \leq 0 \) for \( \mu \in \sigma(A), \ i = 1, 2, 3, \) \( E_4 \) is linearly stable [15] if

\[ s > \frac{c\beta K}{1 + m(L_0 + lK)}. \quad (3.11) \]

As shown in [13], \( E_5 \) exists if

\[ s < \frac{c\beta K}{1 + m(L_0 + lK)}. \quad (3.12) \]
Let us analyze the spectrum of $M_5(E_5)$. Set

$$P_5 = \eta^3 + a_1\eta^2 + a_2\eta + a_3 \quad \text{for} \quad \mu \in \sigma(A).$$

Then

$$a_1 = -\mu(d_1 + d_2 + d_3) + \gamma + \frac{\alpha s \lambda}{c\beta K} > 0,$$

$$a_2 = \mu^2(d_1d_2 + d_1d_3 + d_2d_3) - \mu \gamma(d_2 + d_3) - \mu \frac{\alpha s \lambda}{c\beta K}(d_1 + d_3)$$

$$+ \frac{\alpha s \lambda}{c\beta K}\gamma + \left(1 - \frac{s\lambda}{c\beta K}\right)\left(1 - \frac{\gamma lm}{c\beta}\right)a_5,$$

$$a_3 = -\mu^3 d_1 d_2 d_3 + \mu^2 \gamma d_2 d_3 + \mu^2 \frac{\alpha s \lambda}{c\beta K} d_1 d_3 - \mu \frac{\alpha s \lambda}{c\beta K} \gamma d_3$$

$$+ \frac{\alpha s}{c\beta} \left(1 - \frac{s\lambda}{c\beta K}\right)\left[-\mu d_1 c\beta + \mu d_3 l\gamma + \gamma(c\beta - lms)\right].$$

Note that (3.12) implies $1 - s\lambda/c\beta K > 0$ and $c\beta > lms$. So $a_3 > 0$ if

$$c\beta d_1 - \left[lm - \frac{\lambda}{K}\left(1 - \frac{s\lambda}{c\beta K}\right)^{-1}\right]d_3 \geq 0. \quad (3.13)$$

Through a tedious calculation, we get that $a_1a_2 - a_3 > 0$ if

$$s \geq \gamma \quad (3.14)$$

and

$$\frac{\alpha s}{c\beta} \left(1 - \frac{s\lambda}{c\beta K}\right)(d_3c\beta - d_1\gamma lm) + 2\frac{\alpha s \lambda \gamma}{c\beta K}(d_1 + d_2 + d_3)$$

$$+ \gamma^2(d_2 + d_3) + \left(\frac{\alpha s \lambda}{c\beta K}\right)^2(d_1 + d_3) \geq 0. \quad (3.15)$$

By the Routh-Hurwitz criteria, $E_5$ is linearly stable if (3.12)–(3.15) hold.

We have proved

**THEOREM 3.4**

(i) None of $E_0$, $E_1$, $E_2$, and $E_3$ are stable.

(ii) $E_4$ is linearly stable if (3.11) holds.

(iii) $E_5$ is linearly stable if (3.12)–(3.15) hold.
In the final part of this section, we study the global asymptotic stability of $E_4$ and $E_5$. Rewrite (1.2)–(1.4) as follows:

$$\frac{\partial U}{\partial t} = D \Delta U + f(U) \quad \text{in } \Omega \times \mathbb{R}^+, \quad (3.16)$$

$$\frac{\partial U}{\partial n} = 0 \quad \text{on } \partial \Omega \times \mathbb{R}^+.$$  

$$U(x,0) = U_0(x) > 0, \quad \text{on } \Omega,$$

where

$$D = \begin{bmatrix} d_1 & & \\ & d_2 & \\ & & d_3 \end{bmatrix}, \quad U = \begin{bmatrix} u_1(x,t) \\ u_2(x,t) \\ u_3(x,t) \end{bmatrix},$$

$$f(U) = \gamma u_1 \left( 1 - \frac{u_1}{r_0 + hu_2} \right), \alpha u_2 \left( 1 - \frac{u_2}{K} \right) - \frac{\beta u_3 u_x}{1 + mu_1},$$

$$u_3 \left( -s + \frac{c \beta u_2}{1 + mu_1} \right)^T.$$
satisfying
\[ \frac{d\overline{U}(t)}{dt} = f(\overline{U}) + g(t), \quad (3.17) \]
\[ \overline{U}(0) = \frac{1}{\text{mes}(\Omega)} \int_{\Omega} U_0(x) \, dx, \]
and
\[ |g(t)| \leq C_2 e^{-\sigma t}. \]

Now compare \( \overline{U}(t) \) with the solution \( V(t) \) of
\[ \frac{dV}{dt} = f(V), \]
\[ V(0) = \frac{1}{\text{mes}(\Omega)} \int_{\Omega} U_0(x) \, dx. \]

By Markus's theorem, it can be shown that
\[ \lim_{t \to \infty} |V(t) - \overline{U}(t)| = 0. \]

Combining the above results, we have

**Theorem 3.6**

Suppose \( \sigma > 0, U_0(x) \in \Sigma \). Then

(i) \( \lim_{t \to \infty} U(x, t) = (L_0 + lK, K_0, 0) \) if (3.11) holds.
(ii) \( \lim_{t \to \infty} U(x, t) = (L_0 + ls\lambda/c\beta, s\lambda/c\beta, (\alpha\lambda/\beta)(1 - s\lambda/c\beta K)) \) if (3.12)–(3.15) hold.

4. DIRICHLET PROBLEM

In this section we discuss Dirichlet the problem (1.2), (1.3), (1.5). First, let us construct a pair of lower and upper solutions to establish the existence and uniqueness of solution of this problem.

Let \( \lambda_0 \) be the principal eigenvalue of \( -\Delta \) with homogeneous Dirichlet boundary condition. Then we can construct a function \( \tilde{\varphi}_0(x) \) [5, 14], normalized by \( \sup_{x \in \Omega} \tilde{\varphi}_0(x) = 1 \), such that
\[ \Delta \tilde{\varphi}_0 + \lambda_0 \tilde{\varphi}_0 \leq 0, \quad x \in \Omega, \]
\[ \tilde{\varphi}_0 > 0, \quad x \in \overline{\Omega}. \quad (4.1) \]

Therefore, there exist constants \( M_i, i = 1, 2, 3 \), such that
\[ u_{i,0}(x) \leq M_i \tilde{\varphi}_0(x), \quad i = 1, 2, 3, \quad x \in \overline{\Omega}. \quad (4.2) \]
Set
\[
\begin{align*}
\tilde{u}_1(x,t) &= M_1 \tilde{\phi}_0(x) \exp \left\{- (d_1 \lambda_0 + \gamma) t \right\}, \\
\tilde{u}_2(x,t) &= M_2 \tilde{\phi}_0(x) \exp \left\{- (d_2 \lambda_0 + \alpha) t \right\}, \quad (x,t) \in \Omega \times \mathbb{R}^+ \quad (4.3) \\
\tilde{u}_3(x,t) &= M_3 \tilde{\phi}_0(x) \exp \left\{- (d_3 \lambda_0 - s + c\beta K_1) t \right\},
\end{align*}
\]
where \( K_1 = \max\{ K, M_2 \} \).

It is easy to check that, \((0,0,0)\) and \((\tilde{u}_1, \tilde{u}_2, \tilde{u}_3)\) define a pair of lower and upper solutions of (1.2), (1.3), and (1.5). In fact, if we rewrite (1.2) in the form
\[
\begin{align*}
\frac{\partial u_1}{\partial t} - d_1 \Delta u_1 &= f_1(u_1, u_2), \\
\frac{\partial u_2}{\partial t} - d_2 \Delta u_2 &= f_2(u_1, u_2, u_3), \quad (x,t) \in \Omega \times \mathbb{R}^+, \\
\frac{\partial u_3}{\partial t} - d_3 \Delta u_3 &= f_3(u_1, u_2, u_3),
\end{align*}
\]
then, in view of (4.1), we have
\[
\begin{align*}
\frac{\partial \tilde{u}_3}{\partial t} &= (-d_3 \lambda_0 - s + c\beta K_1) \tilde{u}_3 \\
&\geq d_3 \Delta \tilde{u}_3 + (-s + c\beta K_1) \tilde{u}_3 \\
&\geq d_3 \Delta \tilde{u}_3 + (-s + c\beta \tilde{u}_2) \tilde{u}_3 \\
&= d_3 \Delta \tilde{u}_3 + f_3(\tilde{u}_1, \tilde{u}_2, \tilde{u}_3), \quad (x,t) \in \Omega \times \mathbb{R}^+. \quad (4.5)
\end{align*}
\]

Similarly, it can be shown that
\[
\begin{align*}
\frac{\partial \tilde{u}_1}{\partial t} - d_1 \Delta \tilde{u}_1 &\geq f_1(\tilde{u}_1, \tilde{u}_2), \quad (x,t) \in \Omega \times \mathbb{R}^+. \quad (4.6) \\
\frac{\partial \tilde{u}_2}{\partial t} - d_2 \Delta \tilde{u}_2 &\geq f_2(\tilde{u}_1, \tilde{u}_2, \tilde{u}_3), \quad (x,t) \in \Omega \times \mathbb{R}^+. \quad (4.7)
\end{align*}
\]

In addition, clearly, the following inequalities hold:
\[
\begin{align*}
\tilde{u}_i(x,0) &\geq u_{i0}(x), \quad i = 1, 2, 3, \quad x \in \Omega, \quad (4.8) \\
\tilde{u}_i(x,t)|_{t=0} &\geq 0, \quad i = 1, 2, 3. \quad (4.9)
\end{align*}
\]

The inequalities (4.5)-(4.9) mean that \((\tilde{u}, \tilde{u}_2, \tilde{u}_3)\) is an upper solution of (1.2), (1.3), and (1.5) with \((0,0,0)\) as the corresponding lower solution. So, by using Theorem 2.1, we get immediately the following theorem:
**THEOREM 4.1**

There exists the unique solution \((u_1(x, t), u_2(x, t), u_3(x, t))\) of the problem (1.2), (1.3), (1.5) satisfying

\[
0 \leq u_i(x, t) \leq \bar{u}_i(x, t), \quad i = 1, 2, 3, \quad (x, t) \in \Omega \times \mathbb{R}^+,
\]

where \(\bar{u}_i(x, t)\) \((i = 1, 2, 3)\) is defined by (4.3).

In view of the ecological origin of the model, we are interested in the nonnegative solutions only. In fact, it is very easy to check that (1.2) has an invariant region \(\{(u_1, u_2, u_3) \in \mathbb{R}^3, \; u_i \geq 0, \; i = 1, 2, 3\}\). Now, we can show that the solution is bounded from above as well.

Let \(T_0 < \infty\) be an arbitrary constant. Suppose \(u_2(x, t)\) attains its maximum at \((x_0, t_0) \in \Omega \times (0, T_0]\). Then we have

\[
\frac{\partial u_2(x_0, t_0)}{\partial t} \geq 0 \quad \text{and} \quad \Delta u_2(x_0, t_0) \leq 0. \tag{4.10}
\]

In view of (4.10), the system (1.2) together with the nonnegativity of the solution implies

\[
0 \leq u_2(x, t) \leq K, \quad (x, t) \in \Omega \times (0, T_0].
\]

By the arbitrariness of \(T_0\), we deduce

\[
0 \leq u_2(x, t) \leq K, \quad (x, t) \in \Omega \times \mathbb{R}^+.
\]

In the same way, we can prove

\[
0 \leq u_1(x, t) \leq L_0 + lK, \quad (x, t) \in \Omega \times \mathbb{R}^+.
\]

Notice that (1.5) and the nonnegativity of the solution imply \(\partial u_i/\partial n|_{\partial \Omega} \leq 0, \; i = 1, 2, 3\). So we can use Lemmas 3.1 and 3.2 to prove that

\[
0 \leq u_3(x, t) \leq \text{constant} < \infty, \quad (x, t) \in \Omega \times \mathbb{R}^+.
\]

Thus, we get the following theorem concerning the boundedness of solution.

**THEOREM 4.2**

Let \((u_1(x, t), u_2(x, t), u_3(x, t))\) be the solution of (1.2), (1.3), and (1.5). Then

\[
0 \leq u_1(x, t) \leq \max(L_0 + lK, \hat{u}_1),
\]

\[
0 \leq u_2(x, t) \leq \max(K, \hat{u}_2), \quad (x, t) \in \Omega \times \mathbb{R}^+,
\]

\[
0 \leq u_3(x, t) \leq \hat{M} < \infty
\]

where \(\hat{u}_1 = \sup_{\Omega} u_{10}(x)\), \(\hat{u}_2 = \sup_{\Omega} u_{20}(x)\), and \(\hat{M}\) is a positive constant.
Next, we study the asymptotic behavior of the solution. To begin with, we discuss the asymptotic stability of the trivial equilibrium solution \((0,0,0)\).

**Theorem 4.3**

Let \(\lambda_0\) be the principal eigenvalue of \(-\Delta\) with homogeneous Dirichlet boundary condition. Assume

\[
\Lambda = \max \{ -d_1\lambda_0 + \gamma, -d_2\lambda_0 + \alpha \} < 0.
\]

Then \((0,0,0)\) is the only nonnegative equilibrium solution of (1.2), (1.3), and (1.5). Moreover, it is globally asymptotically stable.

**Proof.** Let \((u^*_1(x), u^*_2(x), u^*_3(x))\) be an arbitrary nonnegative equilibrium solution, i.e.,

\[
d_1\Delta u^*_1 + \gamma u^*_1 \left(1 - \frac{u^*_1}{L_0 + Lu^*_0}\right) = 0, \\
d_2\Delta u^*_2 + \alpha u^*_2 \left(1 - \frac{u^*_2}{K}\right) - \frac{\beta u^*_2 u^*_3}{1 + mu^*_3} = 0, \quad x \in \Omega, \\
d_3\Delta u^*_3 + u^*_3 \left(-s + \frac{c\beta u^*_2}{1 + mu^*_3}\right) = 0, \\
u^*_i|_{\partial\Omega} = 0, \quad i = 1, 2, 3.
\]

This means that \(u^*_2(x)\) is a nonnegative solution of the following linear problem:

\[
d_2\Delta u + b(x)u = 0, \quad x \in \Omega, \\
u|_{\partial\Omega} = 0,
\]

where \(b(x) = \alpha - \alpha u^*_2/K - \beta u^*_2/(1 + mu^*_3)\). Since \(u^*_i(x) \geq 0\) for \(i = 1, 2, 3\) and \(x \in \Omega\), it follows that

\[
b(x) \leq \alpha < d_2\lambda_0, \quad x \in \Omega.
\]

Therefore

\[
\left\{ \frac{b(x)}{d_2} : x \in \Omega \right\} \cap \sigma(-\Delta) = \emptyset,
\]

where \(\sigma(-\Delta)\) denotes the point spectrum of \(-\Delta\) with homogeneous
REACTION-DIFFUSION SYSTEM OF MUTUALISM

Dirichlet boundary condition. (4.13) implies
\[ \Delta u_2^\ast + \frac{b(x)}{d_2} u_2^\ast \neq 0 \quad \text{for any } x \in \Omega \]
whenever \( u_2^\ast \) is not constant zero. Hence
\[ u_2^\ast(x) \equiv 0, \quad x \in \overline{\Omega}. \quad (4.14) \]
It can be proved in the same way that
\[ u_1^\ast(x) \equiv 0, \quad x \in \overline{\Omega}. \quad (4.15) \]
Due to (4.14) and (4.15), we know from (4.11) that \( u_3^\ast(x) \) satisfies
\[ d_3 \Delta u_3^\ast - s u_3^\ast = 0, \quad x \in \Omega, \\
u_3^\ast|_{\partial \Omega} = 0. \quad (4.16)\]
By using the maximum principle, we have
\[ u_3^\ast(x) \equiv 0, \quad x \in \overline{\Omega}. \quad (4.17) \]
Thus, \((0,0,0)\) is the unique nonnegative equilibrium solution of (1.2), (1.3), and (1.5).

In order to prove its asymptotic stability, let us construct an upper solution with \((0,0,0)\) as corresponding lower solution. Set
\[ \tilde{u}_i(x,t) = M_i \tilde{\varphi}_0 \exp\{( -d_i \lambda_0 + \gamma) t \}, \]
\[ \tilde{u}_2(x,t) = M_2 \tilde{\varphi}_0 \exp\{( -d_2 \lambda_0 + \alpha) t \}, \quad (x,t) \in \Omega \times [T_0, \infty), \quad (4.18) \]
\[ \tilde{u}_3(x,t) = M_3 \tilde{\varphi}_0 \exp\{( -d_3 \lambda_0 + c\beta K_2) t \}, \]
where \( \tilde{\varphi}_0 \) and \( M_i \) \((i = 1,2,3)\) are taken as in (4.1) and (4.2). \( K_2 = M_2 \exp\{-d_2 \lambda_0 + \alpha T_0\} \), and \( T_0 \) is sufficiently large so that
\[ c\beta K_2 - d_3 \lambda_0 - s \leq -\frac{\delta}{2} < 0. \quad (4.19) \]
We can check that \((0,0,0)\) and \((\tilde{u}_1, \tilde{u}_2, \tilde{u}_3)\) defined by (4.18) consist of a pair of lower and upper solutions of (1.2), (1.3), and (1.5).

Since \( \Lambda < 0 \), we have from (4.19) and (4.18) that
\[ \lim_{t \to \infty} \sup_{x \in \Omega} \tilde{u}_i = 0, \quad i = 1,2,3. \]
and hence
\[ \lim_{t \to \infty} \sup_{x \in \Omega} u_i(x,t) = 0, \quad i = 1, 2, 3. \]  
(4.20)

This completes the proof of Theorem 4.3.

If the habitat \( \Omega \) is large enough (hence \( \lambda_0 \) is small enough), or the diffusion of \( u_1 \) or \( u_2 \) is weak enough, that \( \Lambda > 0 \), then we will see that the problem (1.2), (1.3), (1.5) admits some nonconstant equilibrium solutions as well. In other words, bifurcations occur as \( \Lambda \) passes through zero from negative to positive.

**THEOREM 4.4**

Assume \(- d_1 \lambda_0 + \gamma > 0 \) and \(- d_2 \lambda_0 + \delta < 0 \). Then there exists a nonconstant equilibrium solution \((u_1^*(x),0,0)\) of (1.2), (1.3), and (1.5). Moreover, it is asymptotically stable.

**Proof.** Consider the following Dirichlet problem for the semilinear elliptic equation:

\[
d_2 \Delta u_1 + \gamma u_1 \left( 1 - \frac{u_1}{L_0} \right) = 0, \quad x \in \Omega, \]
\[
u_1 |_{\partial \Omega} = 0.
\]
(4.21)

Set
\[
\bar{u}_1(x) = M \tilde{q}_0(x), \quad x \in \bar{\Omega},
\]
(4.22)
\[
\underline{u}_1(x) = \varepsilon q_0(x), \quad x \in \bar{\Omega},
\]
(4.23)

where \( \tilde{q}_0 \) is taken as in (4.1); \( q_0 \) is the principal eigenfunction of \(- \Delta\) with homogeneous Dirichlet boundary condition; both of them are normalized by \( \sup_{\Omega} \tilde{q}_0 = 1 \) and \( \sup_{\bar{\Omega}} q_0 = 1 \); and we have for the constants
\[
M \geq \frac{L_0(-d_1 \lambda_0 + \gamma)}{\gamma \min_{\bar{\Omega}} \tilde{q}_0}, \quad \varepsilon \leq \frac{L_0(-d_1 \lambda_0 + \gamma)}{\gamma}.
\]

It is easy to check that \( \bar{u}_1(x) \) and \( \underline{u}_1(x) \) defined by (4.22) and (4.23) are the upper and lower solutions in the sense of Theorem 10.3 of [15], respectively. By using that theorem of [15], we know that there exists a nonconstant solution \( u_1^*(x) \) of (4.21) satisfying
\[
0 < \underline{u}_1(x) < u_1^*(x) < \bar{u}_1(x), \quad x \in \Omega.
\]
(4.24)

This means that \( U^*(\bullet) = (u_1^*(x),0,0) \) is a nonconstant equilibrium solution of (1.2), (1.3), and (1.5).
To prove the stability of $U^*$, we linearize the reaction terms of (1.2) at $U^*$ and analyze the spectrum of the linearized operators. Rewrite (1.2) as an evolution equation in the Banach space $X = \oplus_i^3 X_i = \oplus_i^3 L^2(\Omega) \cap C^2(\Omega)$ as in Section 3:

$$\frac{dU}{dt} = AU + F(U),$$

where $A$ and $F(U)$ are as the same as (3.9) and (3.10), and

$$D(A_i) = \{ u_i \in X_i, u_i|_{\partial \Omega} = 0, A_i u_i \in L^2(\Omega) \}, \quad i = 1, 2, 3.$$  

Linearizing $F(U)$ at $U^* = (u_i^*(x), 0, 0)$, we get

$$F(U + U^*) = F(U^*) + BU + g(U),$$

where

$$B = \begin{bmatrix} -\frac{2\gamma u_i^*}{L_0} & \frac{l\gamma u_i^{*2}}{L_0^2} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$  

We need only analyze the spectrum of the operator $\mathcal{A} = A + B$ [6, 7, 11]. The resolvent equation for $\mathcal{A}$ is

$$(A + B - \mu I)U = V, \quad \mu \in \mathbb{C}, \quad V = (u_1, u_2, u_3)^T \in X,$$

i.e.,

$$\begin{bmatrix} A_1 - \frac{2\gamma u_i^*}{L_0} - \mu & \frac{l\gamma u_i^{*2}}{L_0^2} & 0 \\ 0 & A_2 - \mu & 0 \\ 0 & 0 & A_3 - \mu \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix} = \begin{bmatrix} v_1 \\ v_2 \\ v_3 \end{bmatrix}$$

for $\mu \in \rho(A_2) \cap \rho(A_3)$, where $\rho(A_i)$ denotes the resolvent set of $A_i$, $i = 2, 3$. Hence

$$\begin{bmatrix} \left( A_1 - \frac{2\gamma u_i^*}{L_0} - \mu \right) u_1 \\ u_2 \\ u_3 \end{bmatrix} = \begin{bmatrix} I & -\frac{l\gamma u_i^{*2}}{L_0^2} R(\mu, A_2) & 0 \\ 0 & R(\mu, A_2) & 0 \\ 0 & 0 & R(\mu, A_3) \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ v_3 \end{bmatrix},$$
where $R(\mu, A_2)$ and $R(\mu, A_3)$ are the resolvent operators of $A_2$ and $A_3$, respectively. Set

$$\tilde{A}_1(\mu) = A_1 - \frac{2\gamma u_1^*}{L_0} - \mu,$$

$$\mathcal{R} = \{ \mu : \mu \in \rho(A_2) \cap \rho(A_3), \tilde{A}_1 \text{ is invertible in } L^2(\Omega) \}.$$

We have the following four lemmas:

**Lemma 4.1**

$$\mathcal{R} \subset \rho(U).$$

**Lemma 4.2**

Let $\mu \in \rho(A_2) \cap \rho(A_3)$, then $\tilde{A}_1(\mu)$ is invertible in $L^2(\Omega)$ if and only if zero is not an eigenvalue of $\tilde{A}_1(\mu)$.

**Lemma 4.3**

There exist $\theta^* \in (0, \pi/2)$ and $\gamma^* > 0$ such that

$$S^* = \left\{ \mu \in \mathbb{C} : \arg(\mu + \gamma^*) \leq \frac{\pi}{2} + \theta^* \right\} \subset \mathcal{R}.$$

**Lemma 4.4**

$$\sigma(\mathcal{R}) \subset \{ \lambda \in \mathbb{C} : \Re \lambda < -\gamma^* \}.$$

Lemmas 3.1 and 3.2 are obvious [11]. Lemma 3.4 comes from Lemmas 3.1–3.3. The proof of Lemma 3.3 can be found in the Appendix.

We note that the linear stability of $U^* = (u_1^*, 0, 0)$ is the straightforward result of Lemma 4.4. Thus, we complete the proof of the theorem.

**Theorem 4.5**

Assume $d_1 \lambda_0 + \gamma < 0$ and $d_2 \lambda_0 + \alpha > 0$. Then there exists a nonconstant equilibrium solution $\tilde{U} = (0, \tilde{u}_2(x), 0)$ of (1.2), (1.3), and (1.5). Let

$$K^* = \max \left\{ \Re \lambda : \lambda \in \sigma \left( A_2 - \frac{2\alpha}{K} \tilde{u}_2 \right) \cup \sigma(A_3 + c\beta \tilde{u}_2) \right\}.$$

Then $(0, \tilde{u}_2(x), 0)$ is linearly stable if $K^* < 0$ and is unstable if $K^* > 0$.

**Proof.** We can prove the existence of the equilibrium solution $(0, \tilde{u}_2(x), 0)$ in the same way as we did in the proof of Theorem 4.4.
Linearizing $F(U)$ at $\tilde{U}$, we get

$$F(U + \tilde{U}) = F(\tilde{U}) + CU + g(U),$$

where

$$C = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -\frac{2\alpha}{K} & 0 \\ 0 & 0 & c\beta \tilde{u}_2 \end{bmatrix}.$$ 

Set

$$\gamma = A + C.$$

Then

$$\gamma - \mu I = \begin{bmatrix} A_1 - \mu & 0 & 0 \\ 0 & A_2 - \frac{2\alpha}{K} \tilde{u}_2 - \mu & 0 \\ 0 & 0 & A_3 + c\beta \tilde{u}_2 - \mu \end{bmatrix}.$$ 

Clearly, the point spectrum of $\gamma$ is

$$\sigma(\gamma) = \sigma(A_1) \cup \sigma\left(A_2 - \frac{2\alpha}{K} \tilde{u}_2\right) \cup \sigma(A_3 + c\beta \tilde{u}_2).$$

On the other hand, by the assumption we have

$$\sigma(A_1) \subset \{\lambda \in \mathbb{C} : \text{Re} \lambda \leq d_1 \lambda_0 + \gamma < 0\}.$$ 

The conclusions on the linear stability and on the instability come from (4.25) and (4.26).

The proof is complete.

5. DISCUSSION

We summarize and discuss our results as follows.

First, the solution exists uniquely and is bounded, regardless of the diffusion mechanism and the kinds of boundary value conditions. This is because of the biologically reasonable assumptions that the mutualist-prey $u_1$ has a finite carrying capacity and that the mutualist $u_1$ benefits $u_2$ only by deterring the predation on $u_2$.

Second, for the Neumann problem, as we see in Section 3, some results are somewhat similar to those of the original O.D.E. problem [13]. For example, for the extinction of the predator $u_3$, the Neumann problem and the O.D.E. problem have the same sufficient condition, i.e. (3.16) of [13]. This condition
can be explained by the fact that the carrying capacity $K$ of the prey $u_2$ (with the given benefit of $u_1$) is too small relative to the death rate $s$ of the predator $u_3$. In addition, the constant equilibrium solutions $E_0$, $E_1$, ..., $E_5$ are the same for the Neumann problem and the O.D.E. problem. We know that the solutions of the O.D.E. problem can be considered independent of spatial variables and hence satisfy the homogeneous Neumann boundary condition automatically.

However, there are some evident differences between the Neumann problem and the O.D.E. problem. For example, as to the asymptotic stability of $E_2$, Theorem 3.4 says that in addition to (3.12) and (3.14) (i.e. (3.11) and (3.15) of [13]), we need also (3.13) and (3.15), which can be considered as the conditions that the diffusion constants have to satisfy.

We note that both Theorems 3.3 and 3.6 deal with global asymptotic stability, but they are different. For example, the conditions of Theorems 3.3 and 3.6(i) are different, and neither of them implies the other, although both concern the extinction of $u_1$. The inequality (3.11) of Theorem 3.6(i) is weaker than $-s + c \beta K / (1 + m L_0) < 0$ in Theorem 3.3, but Theorem 3.6(i) requires another condition $\sigma = \mu d - M > 0$ as well, which can be written as $\mu > M/d$ or $d > M/\mu$. In the former case, one can view it as saying that $\mu$ is large and can interpret $\sigma > 0$ as saying that the habitat $\Omega$ is small, since $\mu$ is inversely proportional to the squared diameter of $\Omega$ [4]. In the latter case, $\sigma > 0$ can be looked upon as saying that the diffusion is strong relative to the reaction terms. So, with small $\Omega$ and large diffusion, it is reasonable to expect that the transport process can almost be ignored. Therefore, the solutions decay to the constant equilibrium states more easily and more quickly.

Similarly, we can observe differences between Theorems 3.4 and 3.6. The former describes the local asymptotic stability of $E_2$ and $E_3$ in $L^2$ norm, while the latter states the global asymptotic stability of $E_4$ and $E_5$ in the maximum norm, of course, where the additional condition $\sigma > 0$ is needed as well.

Third, for the Dirichlet problem, the results are distinct from those of either the O.D.E. problem or the Neumann problem.

We know that the trivial equilibrium solution $(0,0,0)$ must be unstable for the O.D.E. problem and the homogeneous Neumann problem. However, since the homogeneous Dirichlet boundary condition means that none of the three species can exist on the boundary of their habitat, the diffusion mechanism is harmful to the existence of the populations. Obviously, the predator can not be alive alone. So Theorem 4.3 says that all populations go to extinction whenever both $-d_1 \lambda_1 + \gamma$ and $-d_2 \lambda_1 + \alpha$ are negative, e.g., both diffusions of $u_1$ and $u_2$ are too strong, or their habitat is too small.

In order to avoid the extinction of all species, the habitat $\Omega$ must be large enough (hence $\mu$ be small enough) or the diffusion of $u_1$ or $u_2$ not be too strong. Theorems 4.4 and 4.5 give two conditions under which $u_1$ or $u_2$ can...
be alive alone forever, respectively. It is easy to understand that any equilibrium solutions for the Dirichlet problem cannot be nonzero constant states which do not satisfy the homogeneous Dirichlet boundary condition. The two equilibrium solutions described in Theorems 4.4 and 4.5 are positive functions of spatial variables in \( \Omega \). But, due to the homogeneous Dirichlet boundary condition, the closer to the boundary, the smaller is the population density of the stable states.

We note, as well, that the condition of Theorem 4.4 (i.e., \( u_1 \) goes to a stable positive state while \( u_2 \) and \( u_3 \) go to extinction as time tends to the infinity) is weaker than that of Theorem 4.5 (i.e., \( u_2 \) is alive alone forever). This is because the prey \( u_2 \) is fed on by the predator \( u_3 \), while the existence of the mutualist \( u_1 \) is not influenced directly by \( u_3 \).

The study of general equilibrium solutions and their stability (i.e. the cases of coexistence of two or all three species) under the Dirichlet boundary condition is interesting. But, due to the difficulties of the corresponding analysis, we do not deal with it here.

**APPENDIX**

The main lemmas cited in this paper are proved in this Appendix. The reader is referred to [1] and [11].

**Proof of Lemma 3.1.** Suppose \( q \geq 2 \). Then

\[
\frac{d}{dt} \int_{\Omega} u_1^q \, dx = \int_{\Omega} q u_1^{q-1} \frac{\partial u_1}{\partial t} \, dx = \int_{\Omega} q d_3 u_1^{q-1} \Delta u_1 \, dx + \int_{\Omega} q u_1^{q-1} \left( -s + \frac{c \beta u_2}{1 + mu_1} \right) \, dx \\
\leq - \frac{4(q-1)}{q} d_3 \int_{\Omega} (\nabla u_1^{q/2})^2 \, dx + q(-s + c \beta M) \int_{\Omega} u_1^q \, dx
\]

where the constant \( M < \infty \). By the Nirenberg-Gagliardo inequalities [16], we have

\[
\int_{\Omega} u_1^q \, dx \leq \epsilon \int_{\Omega} (\nabla u_1^{q/2})^2 \, dx + C \epsilon^{-m} \left( \int_{\Omega} u_1^{q/2} \, dx \right)^2
\]

for \( 0 < \epsilon < 1 \), where \( m > n/2 \), \( C = C(\Omega, m) \). Hence

\[
- \frac{4(q-1)}{q} d_3 \int_{\Omega} (\nabla u_1^{q/2})^2 \, dx \leq - \frac{4(q-1)}{q} d_3 \epsilon^{-1} \int_{\Omega} u_1^q \, dx + \frac{4(q-1)C}{q} d_3 \epsilon^{-m-1} \left( \int_{\Omega} u_1^{q/2} \, dx \right)^2.
\]
Take $\epsilon > 0$ sufficiently small, such that

$$- \frac{4(q-1)}{q\epsilon} s_3 + q(-s + c\beta M) = -\delta < 0.$$ 

Clearly, $\epsilon \leq O(q^{-1})$. Thus

$$\frac{d}{dt} \int_{\Omega} u_3^q \, dx \leq -\delta \int_{\Omega} u_3^q \, dx + \frac{4(q-1)}{q\epsilon^{m+1}} \left( \int_{\Omega} u_3^{q/2} \, dx \right)^2,$$

and hence

$$\int_{\Omega} u_3^q \, dx \leq C_1 q^{m+1} \|u_3\|^q_{L^{q/2}(\Omega)} + C_2 < \infty,$$

where $C_1$ and $C_2$ are some positive constants. We need to find a constant $K$ such that

$$\|u_3\|_{L^q(\Omega)} \leq K$$

for $t \geq 0$ and $q = p \cdot 2^N, N = 1,2,\ldots$.

If, for any $q = p \cdot 2^N$,

$$\sup_{t > 0} C_1 q^{m+1} \|u_3\|^q_{L^{q/2}(\Omega)} \leq C_2,$$

then

$$\int_{\Omega} u_3^{q/2} \, dx \leq 2C_2,$$

i.e., there exists a constant $\tilde{K}_1$ independent of $q$, such that

$$\|u_3\|_{L^q(\Omega)} \leq \tilde{K}_1$$

for $t \geq 0$ and $N = 1,2,\ldots$ Otherwise,

$$\|u_3\|_{L^q(\Omega)} \leq (2C_1)^{1/q} \left( q^{m+1} \right)^{1/q} \sup_{t \geq 0} \|u_3\|_{L^q(\Omega)}^{1/q-1}$$

$$\leq \prod_{t=0}^{N-1} \left( 2C_1 \right)^{2/q} \left( \frac{q}{2^t} \right)^{m+1} \left[ \left( \frac{q}{2^t} \right)^{m+1} \right]^{1/q} \sup_{t \geq 0} \|u_3\|_{L^q(\Omega)}.$$

Since $\sup_{\infty>0} \|u_3\|_{L^q}$ is bounded due to the assumption of the lemma and the
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fact that

\[
\prod_{i=0}^{N-1} \left(2C_1\right)^{2/q} \left[\left(\frac{q}{2}\right)^{m+1}\right]^{2/q}
\]

\[
= \prod_{i=0}^{N-1} \left[(2C_1p^{m+1})^{1/p}\right]^{1/2^{N-i}} \left[\prod_{i=0}^{N-1} \left(2^{N-i}\right)^{1/2^{N-i}}\right]^{(m+1)/p}
\]

\[
< \left(\prod_{k=0}^{\infty} \left[(2C_1p^{m+1})^{1/p}\right]^{1/2^k}\right) \left(\prod_{k=0}^{\infty} \left(2^k\right)^{1/2^k}\right)^{(m+1)/p} \leq \text{const} < \infty.
\]

the lemma is proved.

**Proof of Lemma 3.2.** From the system (1.2), we know that

\[
\frac{\partial u_2}{\partial t} + \frac{\partial u_3}{\partial t} = cd_2\Delta u_2 + d_3\Delta u_3 + c\alpha u_2 \left(1 - \frac{u_2}{K}\right) - su_3
\]

\[
\leq cd_2\Delta u_2 + d_3\Delta u_3 - s(cu_2 + u_3) + P,
\]

where \( P \) depends on \( \sup_{t>0\omega} ||u_2||_{1/2}^\omega \). Integrating the inequality on \( \Omega \) and using boundary value condition (1.4), we have

\[
c\int_\Omega \frac{\partial u_2}{\partial t} \, dx + \int_\Omega \frac{\partial u_3}{\partial t} \, dx \leq -s\left(\int_\Omega u_2 \, dx + \int_\Omega u_3 \, dx\right) + P \text{mes}(\Omega).
\]

Therefore

\[
\sup_{t>0\omega} \int_\Omega u_3 \, dx \leq \sup_{t>0\omega} \left(\int_\Omega u_2 \, dx + \int_\Omega u_3 \, dx\right) \leq \text{const}.
\]

This proves the lemma.

**Proof of Lemma 4.3.** We know that

\[
K^* = \max\{\text{Re} \lambda : \lambda \in \sigma(A_2) \cup \sigma(A_3)\} < 0. \quad (A.1)
\]

By Lemma 4.2, we need only show that there exist \( \theta^* \in (0, \pi/2) \) and \( \gamma^* > 0 \) such that \( A_1(\mu) \) does not have zero as an eigenvalue whenever \( \mu \in S^* \).

Let \( \eta(\mu) \) be an arbitrary eigenvalue of \( \widetilde{A}_1(\mu) \), \( \varphi(\mu) \) be the corresponding eigenfunction, \( \varphi(\mu) \geq 0 \), and \( \|\varphi\|_{L^2} = 1 \). Put

\[
\mu_1 = \text{Re} \mu, \quad \mu_2 = \text{Im} \mu,
\]

\[
\eta_1(\mu) = \text{Re} \eta(\mu), \quad \eta_2(\mu) = \text{Im} \eta(\mu).
\]
Then
\[ \tilde{A}_1(\mu) \varphi(\mu) = \eta(\mu) \varphi(\mu), \]
\[ \eta(\mu) = \left( \tilde{A}_1(\mu) \varphi(\mu), \varphi(\mu) \right) \]
\[ = \left( \begin{pmatrix} A_1 - \frac{\gamma u_1^*}{L_0} \end{pmatrix} \varphi(\mu), \varphi(\mu) \right) + \left( - \frac{\gamma u_1^*}{L_0} \varphi(\mu), \varphi(\mu) \right) - \mu, \]
and hence
\[ \eta_1(\mu) = \left( \begin{pmatrix} A_1 - \frac{\gamma u_1^*}{L_0} \end{pmatrix} \varphi(\mu), \varphi(\mu) \right) + \left( - \frac{\gamma u_1^*}{L_0} \varphi(\mu), \varphi(\mu) \right) - \mu_1, \]
\[ \eta_2(\mu) = - \mu_2. \]

We know from (4.11) that \( u_1^* \) satisfies
\[ \begin{pmatrix} A_1 - \frac{\gamma u_1^*}{L_0} \end{pmatrix} u_1^* = 0, \quad x \in \Omega, \quad u_1^*|_{\partial \Omega} = 0. \tag{A.2} \]

(A.2) means that the second order elliptic operator \( A_1 - \frac{\gamma u_1^*}{L_0} \) has the positive eigenfunction \( u_1^*(x) \in H_0^1(\Omega) \) with zero eigenvalue. It follows that [11]
\[ \left( \begin{pmatrix} A_1 - \frac{\gamma u_1^*}{L_0} \end{pmatrix} \psi, \psi \right) \leq 0 \quad \text{for any} \quad \psi \in H_0^1(\Omega). \]

Thus,
\[ \eta_1(\mu) \leq \left( - \frac{\gamma u_1^*}{L_0} \varphi(\mu), \varphi(\mu) \right) - \mu_1 < 0 \quad \text{for any} \quad \mu_1 > 0. \]

In view of \( \eta_1(0, \mu_2) < 0 \) and the continuous dependence of \( \eta(\mu) \) on \( \mu \), we know that there exist \( C^* > 0 \) and \( \alpha^* > 0 \), \( - \alpha^* \in (K^*, 0) \), such that \( \eta_1(\mu_1, \mu_2) < 0 \) whenever
\[ \mu \in \{ \mu \in \mathbb{C} : \mu \in \rho(A_2) \cap \rho(A_3), \quad \Re \mu \in (- \alpha^*, 0), \quad |\Im \mu| < C^* \}. \]

We note that \( |\eta_2(\mu_1, \mu_2)| = |\mu_2| \geq C^* > 0 \) when \( |\mu_2| \geq C^* \), so \( \tilde{A}_1(\mu) \) cannot have zero as an eigenvalue if
\[ \mu \not\in \{ \mu \in \mathbb{C} : \mu \in \rho(A_2) \cap \rho(A_3), \quad \Re \mu < - \alpha^*, \quad |\Im \mu| < C^* \}. \]
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Taking

\[ \theta^* \in \left(0, \arctan \frac{\alpha^* - \gamma^*}{C^*}\right) \quad \text{and} \quad \gamma^* \in (0, \alpha^*), \]

we complete the proof of Lemma 4.3.
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